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Preface

This handbook deals with laser and coherent-domain methods as applied to bio-

medical diagnostics, environmental monitoring, and materials inspection. It is

a second edition of the two-volume Handbook of Coherent-Domain Optical
Methods for Biomedical Diagnostics, Environmental and Material Science
published by Kluwer Academic Publishers in 2004.

The appearance of this book was stimulated by the recent rapid progress in novel

photonics technologies on the basis of diode lasers, broadband femtosecond lasers

(Ti: Sapphire or Cr: F€orsterite), light-emitting diodes (LEDs), and superlumi-

nescence diodes (SLDs). Such technologies are applicable in many fields, namely,

biomedical, environmental, and material diagnostics and monitoring. The main

reason that prompted me to edit this book is my many years co-chairing of the

Conference on Optical Coherence Tomography and Coherence Domain Optical
Methods in Biomedicine (SPIE Photonics West Symposia, San Jose/San Francisco,

USA) together with Joseph Izatt and James Fujimoto, and the intensive work of my

research group in collaboration with many leading groups throughout the world.

These activities provided the possibility of inviting world-renowned experts to

write the book chapters.

The problem of light interaction with scattering media, including biological

tissues, is of great interest in medicine, environmental studies, and industry, and

therefore it is often discussed in the monographic literature [1–15]. Since the

publication of the first edition of the handbook, a number of new books, handbooks,

and tutorials were published (see [16–57]). This expanded edition is genetically

linked with the mentioned literature. However, this handbook has some important

specific features making it different from these other books. In particular, for the

first time in one book a variety of coherent-domain optical methods are discussed in

the framework of various applications, which are characterized by a strong light

scattering. Readers are provided with the opportunity to learn the fundamentals of

light interaction with random media and to obtain an overview on basic research

containing the latest results on coherent and polarization properties of light

scattered by random media, including tissues and blood, on speckle formation in

multiple scattering media, and on other nondestructive interactions of coherent light

with rough surfaces and tissues. Readers can then understand the principles of

coherent diagnostics techniques as presented in many other chapters of this book.
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This handbook is divided into six parts – Part 1: Speckle and Polarization
Technologies (▶Chaps. 1–5); Part 2: Holography, Interferometry, Diffractive
Imaging, and Wavefront Measurements (▶Chaps. 6–11); Part 3: Light Scattering
Methods (▶Chaps. 12–15); Part 4: Optical Coherence Tomography
(▶Chaps. 16–26); Part 5: Microscopy (▶Chaps. 27 and ▶ 28); and Part 6:

Applications (▶Chaps. 29–31).

The recent and prospective methods of coherent and polarization optical imag-

ing, tomography, and spectroscopy, including polarization-sensitive optical coher-

ent tomography, polarization diffusion wave spectroscopy, and elastic and quasi-

elastic light scattering spectroscopy and imaging, are presented. The holographic,

interferential, coherent light scattering, and diffractive techniques in application to

diagnostics of tissues and turbid materials are also discussed. The basics of

wavefront measurements, aberration and adaptive optics in application to ophthal-

mology, are given in two chapters. Eleven chapters describe various aspects of

optical coherence tomography (OCT) – a very new and growing field of coherent

optics. Therefore, these chapters serve as a good addition and update to Handbook
of Optical Coherence Tomography [13] and the recent Springer book Optical
Coherence Tomography: Technology and Applications [30]. Readers will find the

chapter on laser scanning confocal microscopy, which is characterized by recent

extraordinary results of in vivo imaging, useful. Raman and OCT microscopies as

tools for tissues and various materials inspection are also analyzed in this book.

In comparison with the first edition, this edition is significantly updated with

a few new chapters that more or less replace former chapters of authors who no

longer work in the field, as well as a few chapters that cover new research fields

such as digital holographic microscopy, Fourier transform light scattering method,

coherent diffractive imaging, wavefront sensing, aberration measurement and

adaptive optics in ophthalmology, and laser remote sensing in medicine and

environmental monitoring.

This book represents a valuable contribution by well-known experts in the field

of coherent-domain light scattering technologies for diagnostics of random media

and biological tissues. The contributors of this volume are drawn across the globe

from countries such as Australia, Austria, Bulgaria, Canada, China, Denmark,

Finland, Germany, Italy, the Netherlands, New Zealand, Russia, Sweden, the UK,

Ukraine, and the USA.

Volume 1 consists of 15 chapters.▶Chapter 1 describes the approaches to multiple

scattering media characterization on the basis of correlation and polarization analysis

of scattered radiation, including fundamentals of diffusing-wave and polarization

spectroscopies. Results of basic research on speckle and polarization phenomena,

industrial and biomedical applications of the speckle correlation, and polarization

diagnostic techniques in the framework of their universality are also presented.

New feasibilities for metrology of coherence and polarization of light fields with

consideration of novel approaches to singular optics are dealt in ▶Chap. 2. The

authors discuss new techniques based on the studies of completely or partially

coherent/polarized complex fields that can be of use in optical correlation

diagnostics.
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In ▶Chap. 3, optical techniques for the study of tissue structures are classified

on the basis of polarization and correlation characteristics for real object fields of

tissue samples and their images. The authors discuss novel approaches to the

analysis of tissue optical images based on polarization, interference, and correlation

characterization of structures associated with the tissue physiological state.

▶Chapter 4 describes the diffusing wave spectroscopy (DWS) methodology and

its application to noninvasive quantitative monitoring of blood microcirculation

important for diabetes studies, pharmacological intervention for failing surgical

skin flaps or replants, assessing burn depth, diagnosing atherosclerotic disease, and

investigation of mechanisms of photodynamic therapy in cancer treatment.

In ▶Chap. 5, the authors introduce a laser speckle imaging (LSI) method for

dynamic, high-resolution monitoring of cerebral blood flow (CBF) which is crucial

for studying the normal and pathophysiologic conditions of brain metabolism.

Three LSI data processing frameworks based on graphic processing unit (GPU),

digital signal processor (DSP), and filed programmable array (FPGA) are discussed.

By illuminating the cortex with laser light and imaging the resulting speckle

pattern, relative CBF images with tens of microns spatial and millisecond temporal

resolution were obtained.

▶Chapter 6 presents methods for digital holographic microscopy (DHM) which

provide label-free, multi-focus quantitative phase imaging of living cells. The

DHM instrumentation and numerical processing of digitally captured holograms

are explained in this chapter. The use of partial coherent light and multi-wavelength

approaches are also discussed. This chapter demonstrates that DHM can be used for

automated tracking of migrating cells and cell thickness/refractive index monitor-

ing and determination, as well as for label-free analysis in fluidics.

The authors of ▶Chap. 7 discuss the concept that diagnosis of a certain disease

(e.g., cancer) is based on modification of one of the light (scattering) properties and

translation of that optical information into data of clinical relevance. The basics of

tissue scattering and analysis of existing scattering methods, as well as Fourier

transform light scattering, a method recently developed by the authors, are

presented in this chapter.

▶Chapter 8 is an overview of the principles and basic concepts of coherent

diffractive imaging (CDI), a novel technique for inspecting matter from nanometric

down to picometric resolution. The plane wave CDI, focused beam Fresnel CDI,

Bragg CDI, keyhole CDI, and TEM CDI experiments are discussed.

In ▶Chap. 9, it is shown that wavefront sensing or aberration measurement in

the eye is a key problem in refractive surgery and vision correction with laser; the

origins of laser-based wavefront sensing technologies and new opportunities for

their wider implementation in optometry and vision correction with customized

contact and intraocular lenses are analyzed and discussed.

▶Chapter 10 describes current trends in laser remote sensing and laser Doppler

velocimetry, including principles and optical systems of wind sensing, flow and

vibration measurement and mapping. Coherent Doppler and direct detection lidars

with applications for environmental monitoring and flow velocity and vibration

measurements in biomedicine are presented.
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The impact of several important factors, such as speckle modulation, temporal

aberrations, and anisoplanatic effects, on the performance of ophthalmic diagnostic

systems with adaptive optics compensation of human eye aberration is investigated

in ▶Chap. 11. The authors also consider the implementation of a fundus camera

with adaptive optics.

▶Chapter 12 reviews light scattering spectroscopic techniques in which coher-

ent effects are critical because they define the structure of the spectrum. Particularly

in the case of elastic light scattering, the targets themselves, such as aerosol

particles in environmental science or cells and subcellular organelles in biomedical

applications, play the role of microscopic optical resonators. In the case of Raman

spectroscopy, the spectrum is created due to light scattering from vibrations in

molecules or optical phonons in solids.

The principles of speckle and Doppler measurements, as well as particle image

velocimetry are considered in ▶Chap. 13. The authors discuss the basic physics of

speckle microscopy, analyze the output characteristics of dynamic speckle micro-

scope for measurements of parameters of biological flows, provide in vivo mea-

surements of velocity of blood and lymph flows in microvessels using speckle-

microscopic and cross-correlation techniques, and show the difficulties of the

absolute velocity measurements.

In ▶Chap. 14, the possibility to diagnose ocular and systemic diseases through

the eye is demonstrated. Recent progress in quasi-elastic light scattering (QELS) is

described from a laboratory technique routinely used in the characterization of

macromolecular dispersions to novel QELS instrumentation which has become

compact, more sensitive, flexible, and easy to use. These developments have

made QELS an important tool in ophthalmic research where diseases can be

detected early and noninvasively before the clinical symptoms appear.

The Monte Carlo simulation program developed for modeling of light scattering

in turbid media is described in ▶Chap. 15. Various options for light transport and

scattering, reflection and refraction at boundaries, light sources and detection,

and some special features, like laser Doppler velocimetry, photoacoustics, and

frequency-modulation scattering, are described.

Volume 2 presents a very new and growing field of coherent optics: optical

coherence tomography (OCT). Various aspects of OCT techniques and applica-

tions, particularly those used in biomedicine, are discussed. Readers also will find

the description of laser scanning confocal microscopy, which is characterized by

recent extraordinary results on in vivo imaging, to be informative. OCT endoscopy

and microscopy as tools for tissues and materials inspection are also analyzed in

this volume.

In comparison with the first edition, significant updates will be found together

with a few new chapters on basic research and applications of OCT, and a new

section on applications with three chapters on Mueller matrix polarimetry applica-

tions to material science, medicine, and environmental monitoring, nonlinear laser

fluorescence spectroscopy of natural organic compounds, and triplet-triplet annihi-

lation-assisted upconversion as an optical tool for probing physical parameter of

materials.
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The fundamentals of OCT, methods providing enhanced probing depth and

higher contrast, as well as brief descriptions of applications in medicine, biology,

and material science, are presented in▶Chap. 16. The impact of multiple scattering

in tissues on the OCT imaging performance is analyzed. The developments and

mechanisms for reducing the overwhelming multiple scattering effects and improv-

ing imaging capabilities by the use of optical immersion technique are discussed.

A novel technique based on the use of biocompatible and hyperosmotic chemical

agents to impregnate the tissue and to enhance the OCT images is described.

Analytical and numerical models for describing the light propagation in scatter-

ing samples imaged by OCT systems are given in ▶Chap. 17. Analytical and

numerical models based on the extended Huygens-Fresnel principle and advanced

Monte Carlo technique are derived and used for calculating the OCT signal. For

improvement of OCT images, the so-called true-reflection algorithm in which the

OCT signal may be corrected for the attenuation caused by scattering is developed

and verified experimentally and by Monte Carlo modeling. A novel method of OCT

imaging is proposed on the basis of derived Wigner phase-space distribution

function.

The so-called en face OCT, which delivers slices in the tissue of coherence

length thickness with an orientation similar to that of confocal microscopy is

presented in ▶Chap. 18. The versatile operation in A, B, C scanning regimes;

simultaneous OCT and confocal imaging; and simultaneous OCT imaging at

different depths are considered. B-scan and C-scan images from different types of

tissues are presented. A number of OCT innovations, such as adaptive optics-

assisted en face OCT/CM(SLO), coherence-gated wavefront sensors, en face

OCT imaging with adjustable depth resolution, and 3D imaging of tissue and en

face non-scanning systems, can be found in this chapter.

The implementation of a real-time fiber-based polarization-sensitive OCT

(PS-OCT) system, the associated behavior of polarization states in single-mode

fibers, and optimal polarization modulation schemes are described in ▶Chap. 19.

The principle of Stokes parameters determination in OCT, processing of PS-OCT

signals to extract polarization properties of tissue, such as birefringence, optical

axis orientation, and diattenuation, and results of in vivo determination of skin

birefringence and birefringence of the retinal nerve fiber layer for glaucoma

detection are discussed.

▶Chapter 20 describes a noninvasive optical method for tomographic imaging

of in vivo tissue structure and hemodynamics with high spatial resolution. The

principles of D-OCT, system design and implementation, and clinical application

are described. The recent advances in imaging speed, spatial resolution, and

velocity sensitivity as well as potential applications of D-OCT for mapping of

3-D microvasculature for tumor diagnosis and angiogenesis studies are discussed.

Doppler OCT signals for low and high scattering regimes are analyzed in

▶Chap. 21. A Monte Carlo simulation is proposed for description of the Doppler

OCT signal which allows the readers to analyze the distortions in the measured

Doppler OCT flow profile connected with the multiplicity of light scattering.

Simulations are compared with phantom and blood measurements.
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OCT microvascular imaging and quantification is the topic of ▶Chap. 22 with

discussion of fundamentals of phase-resolved and power-based methods, and exog-

enous contrast agents. Examples of microvascular OCT imaging, with emphasis on

treatment monitoring and tissue response assessment, are discussed.

The ultrahigh resolution, ultrahigh speed, and wide-field OCT system for corneal

and retinal imaging is described in ▶Chap. 23. The authors demonstrate unique

capabilities of the system that include the thickness determination of the tear film,

corneal epithelium, and Bowman’s layer over a wide field of view, as well as high-

resolution retinal microscopy.

▶Chapter 24 discusses the theoretical issues of OCT imaging on the basis of the

wave and energy approaches, and presents the development of polarization

maintaining fiber optical elements for the OCT Michelson interferometer and

various modifications of OCT such as “two-color,” 3D, cross-polarized, and endo-

scopic OCT modalities. It also summarizes clinical applications of OCT, discusses

criteria of norm and pathology, diagnostic value, and clinical indications in OCT.

Compression of tissues and their impregnation by chemical agents are used for

improvement of OCT images. An effective mathematical algorithm for

postprocessing of OCT images accounting for tissue scattering is demonstrated.

The development and innovations of OCT needle-probe technologies are

reviewed in ▶Chap. 25. Several different clinical applications, including demar-

cation of margins of breast cancer tumor and lung imaging, demonstrate OCT

needle-probe capabilities for optical biopsy.

The authors of ▶Chap. 26 discovered that OCT is a well-suited imaging

modality for conducting permeation trials to quantify diffusivity of molecules and

particles through human and animal vascular tissue. It was demonstrated that such

studies could improve the understanding of the penetration and accumulation of

lipoproteins in arterial wall and thus could help in the prevention and treatment of

atherosclerosis.

▶Chapter 27 discusses the development of a compact optical coherence micro-

scope (OCM) with ultrahigh axial (3.4 mm) and lateral (3.9 mm) resolution for

imaging internal structures of biological tissues at the cellular level. Such resolution

is achieved due to combined broadband radiation of two spectrally shifted SLDs

and implementation the dynamic focus concept which allows for in-depth scanning

of a coherence gate and beam waist synchronously. Results of a theoretical inves-

tigation of OCM axial and lateral resolution degradation caused by light scattering

in tissues are also presented.

The principles and instrumentation of confocal scanning laser microscopy

(CSLM) are described in ▶Chap. 28. It discusses reflectance-mode CSLM

(rCSLM), where the images are based on the scattering properties of the cell or

tissue. The mechanisms of image contrast and rCSLM application to study tissue

properties are considered.

▶Chapter 29 describes the fundamentals of polarized beam interaction with

natural scenes and informative polarimetric identifiers of objects of various natures.

It presents the Mueller matrix ideology. The multiplicative and additive matrix

models of deterministic and depolarizing objects are discussed. Several
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applications of optical and radar polarimetry for the investigation of biological

tissues, vegetation, soil, atmosphere, and oil and chemical contaminations are

considered.

The principles of nonlinear laser fluorescence spectroscopy of organic com-

pounds are reviewed in▶Chap. 30. The roles of intramolecular energy transfer and

localized donor-acceptor pairs (LDAPs) within a single fluorophore in fluorescent

response to pulsed laser excitation are discussed.

A description of the energetically conjoined triplet-triplet annihilation

upconversion (TTA-UC) process in a soft matter environment is presented in

▶Chap. 31. Material parameters of the organic system assuring efficient

TTA-UC and TTA-UC-based sensing of local temperature in thin polymer films

and the water environment are discussed.

This handbook is aimed at researchers, postgraduate and undergraduate students,

laser engineers, biomedical engineers, and physicians who are interested in design-

ing and applying laser and coherent optical methods and instruments in medicine

and the medical device industry, in materials characterization, and in environmental

monitoring. Because of the large amount of fundamental and basic research on

coherent light interactions with inhomogeneous media presented in this book, it

should be useful for a broad audience including students and physicians. Investi-

gators in the field will find new or updated information and results throughout the

second edition. Physicians and biomedical engineers will be particularly interested

in the chapters covering clinical applications and instrumentation. Laser engineers

will also find many critical applications to stimulate novel ideas of laser design.

I greatly appreciate the cooperation and contribution of all the authors of this

book, who have done great work on the preparation of their chapters.

I would like to thank all those authors and publishers who freely granted

permissions to reproduce their copyrighted material.

I am grateful to David Packer for his suggestion to prepare the second edition of

this handbook and Sara Kate Heukerott for her assistance.

It should be mentioned that these two volumes also present the results of the

international collaboration and exchange of ideas between all participating research

groups. In particular, the collaboration of the authors of ▶Chap. 16 was supported

by grant REC-006 of CRDF (U.S. Civilian Research and Development Foundation

for the Independent States of the Former Soviet Union) and the Russian Ministry of

Education and Science and a few Royal Society grants (UK). Chapters 16 and 17

also represent work done in the past 4 years through funding from

PHOTONICS4LIFE of FP7-ICT-2007-2 (grant№ 224014).▶Chapter 21 is related

to FiDiPro TEKES Program (40111/11, Finland). The ideas in ▶Chap. 25 are an

outgrowth of RF Governmental contract 11.519.11.2035 supporting collaboration

with Australia. The technology presented in ▶Chap. 26 partly originated under the

collaborative CRDF grant RUB1-2932-SR-08.

Support from FiDiPro TEKES Program (40111/11, Finland) allowed the editor

the time to complete this handbook. The editor believes that this handbook will be

very helpful in creating an institutional partnership between Switzerland, Russia,

and Uzbekistan (SCOPES, IZ74ZO_137423/1, Swiss NSF), with regard to grants
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1177.2012.2 “Support for the Leading Scientific Schools” from the President of

the RF, RFBR-11-02-00560-a, and RF Governmental contracts 02.740.11.0770,

02.740.11.0879, 11.519.11.2035, 14.B37.21.0728, and 14.В37.21.0563.
I greatly appreciate the cooperation, contribution, and support of all my

colleagues from Department of Optics and Biophotonics of Saratov State Univer-

sity, Precision Mechanics and Control, Institute of the Russian Academy of Sci-

ences, and Optoelectronics and Measurement Techniques Laboratory of University

of Oulu.

Last, but not least, I express my gratitude to my wife, Natalia, and all my family,

especially to grandkids Dasha, Zhenya, Stepa, and Serafim for their indispensable

support, understanding, and patience during my writing and editing the book.

June 2012 Valery V. Tuchin

Saratov, Russia
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Abstract

This chapter describes approaches to multiply scattering media characterization

on the basis of correlation and polarization analysis of scattered probe radiation.

1.1 Introduction: Interference and Polarization Phenomena at
Multiple Scattering

This chapter considers of some the important phenomena that appear as a result of the

interaction of coherent light with optically dense disordered media. When a coherent

light propagating significant distances in a random medium scatters numerous times
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and finally loses information about its initial propagating direction but nevertheless

preserves its coherence in certain conditions, the situation is not obvious. However,

there are a number of classical examples of coherence persisting despite multiple

scattering by the randommedia. These examples are the existence of temporal, spatial,

and angular correlations of the multiply scattered light revealing the information on the

microscopic dynamic and structure properties of the scattering system. It should be

noted that an abundance of theoretical and experimental papers related to different

manifestations of coherence in multiple scattering have been published in the last two

decades, beginning with the classical works of Golubentsev [1], Stephen [2], and John

[3]. It is impossible to cite all of these works here, and only the common aspects of

coherence of light in multiple scattering that are important from the viewpoint of

gaining a better understanding of the optics of condensed media and of practical

applications in industrial and medical diagnostics will be briefly reviewed. Statistical

(correlation) properties of the multiply scattered light and methods of studying the

optically dense disordered and weakly ordered systems by means of correlation spec-

troscopy are considered in this chapter. Some fundamental relations between correla-

tion and polarization characteristics of the multiply scattered coherent light that can be

interpreted as the existence of self-similarity in multiple scattering are also analyzed.

Among these phenomena, the decay of polarization of multiply scattered light is

one of the most important features of the radiative transfer in random media related

to the vector nature of electromagnetic waves running through a scattering system.

From the physical picture, it can be expected that the specific relaxation scale

characterizing the rate of suppression of initial polarization of light propagating in

a multiply scattering medium will be closely related to other relaxation scales that

characterize an increase of uncertainty of other fundamental parameters of electro-

magnetic radiation. The obvious way is to establish the relations between the

polarization relaxation parameters, which can be introduced as the characteristic

spatial scales of decay of the polarization characteristics chosen to describe the

scattered field [4–6], and the relaxation parameter that characterizes the spatial

scale in which the almost total loss of information about the initial direction of light

propagation occurs. In terms of the radiative transfer theory, the latter parameter is

defined as the mean transport free path (MTFP, [7]). The relations between the

MTFP and the polarization decay parameters are controlled by the individual

properties of each scattering medium and, consequently, the given scattering

system can be specified with adequate reliability by measurements of the polariza-

tion decay rate for given scattering and detection conditions. Thus, the introduction

of the additional polarization measurement channels in the systems traditionally

used for optical diagnostics and visualization of optically dense scattering media

provides a novel quality and spreads the functional ability of these systems.

The object of particular interest is the appearance of polarization effects in the

case of stochastic interference of electromagnetic waves traversing random media.

One of the most familiar examples of such appearance is the polarization depen-

dence of temporal correlations of the electric field fluctuations induced by multiple

scattering of coherent light by non-stationary media. These phenomena indicate the

vector character of electromagnetic radiation propagating in random media.
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In this chapter, the correlation and polarization properties of multiply

scattered light are considered from the viewpoint of their application for optical

diagnostics of scattering systems with complex structures such as the biological

tissue.

1.1.1 Temporal and Angular Correlations of Light Scattered by
Disordered Media

The existence of finite spatial and temporal correlation scales for amplitude and

intensity fluctuations of coherent light propagating in optically dense randommedia

is the direct manifestation of the coherence property of light multiply scattered by

disordered and weakly ordered media. If coherent light is scattered by a non-

stationary disordered medium, then the statistical properties of a scattered field

can be characterized by simultaneous analysis of the correlation of the complex

amplitude values for two spatially separated observation points and for different

moments of time. In this way, the spatial-temporal correlation function of scattered-

field fluctuations is introduced as follows [8, 9]:

G1 �r1; t1; �r2; t2ð Þ ¼ E1E
�
2

� � ¼ E �r1; t1ð ÞE� �r2; t2ð Þh i; (1.1)

where the symbol � denotes complex conjugation. For many cases, the spatial-

temporal fluctuations of scattered-field amplitude can be considered as the station-

ary random fields; this leads to the following form of the field correlation function:

G1 �r1; t1; �r2; t2ð Þ ¼ G1 �r1; �r2; t1 � t2ð Þ ¼ G1 �r1; �r2; tð Þ: (1.2)

In the similar manner, the spatial-temporal correlation function of scattered light

intensity fluctuations can be introduced:

G2 �r1; �r2; tð Þ ¼ I1I2h i ¼ I �r1; tð ÞI �r2; tþ Dtð Þh i: (1.3)

Moreover, for statistically homogeneous speckle patterns, the field and intensity

correlation functions depend only on D�r ¼ �r2 � �r1:

G1 �r1; �r2; tð Þ ¼ G1 D�r; tð Þ; G2 �r1; �r2; tð Þ ¼ G2 D�r; tð Þ: (1.4)

If a scattered optical field is characterized by the Gaussian statistics of complex

amplitude that has zero mean value, then the normalized correlation functions of

amplitude and intensity fluctuations,

g1 D�r; tð Þ ¼ E1E
�
2

� �
E1j j2

� �
E2j j2

� �� �. 1 2=

;

g2 D�r; tð Þ ¼ I1I2h i I1h i I2h i=
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are related to each other as follows (the well-known Siegert relation) [8, 9]:

g2 D�r; tð Þ ¼ 1þ b g2 D�r; tð Þj j2; (1.5)

where the factor b depends on the detection conditions and is equal to 1 under ideal

circumstances.

Let us analyze only the temporal fluctuations of a multiple scattered coherent

light in a fixed detection point. For simplicity, the scalar wave approach is

frequently used to describe the statistics of a multiple scattered coherent light.

It should be noted that, despite the obvious physical restrictions of this approach, it

provides adequately valid results for the vast majority of scattering systems,

provided appropriate scattering and detection conditions are chosen. Moreover,

the scalar wave formalism can be appropriately modified to describe the propaga-

tion of polarized light in disordered media.

Propagation of a coherent electromagnetic wave in random media can be consid-

ered as a sequence of statistically independent scattering events, taking place in the

moment t at positions �r1ðtÞ; �r2ðtÞ; . . . . Each scattering event is characterized by the

wavevector �ki. This discussion will follow the physical picture first outlined by G.

Maret and P. Wolf [10]. The scattered field interferes with itself but at time tþ t. In
this analysis, the time delay of light propagation is neglected; correspondingly,

displacements of scatterers during this propagation time are also neglected.

In this case, each partial contribution to the scattered field is considered as the

result of sequence of n scattering events:

EkðtÞ ¼ exp jotð Þ
YNk

i¼1

Ei exp �j�qi�riðtÞð Þ; (1.6)

and the total scattered field in the detection point is expressed as follows:

EðtÞ ¼
X
k

EkðtÞ:

In further analysis, the single-path correlation function of field fluctuations is

introduced as

Gk
2 tð Þ ¼ EkðtÞE�

k tþ tð Þ� � � exp �jotð Þ
YNk

i¼1

aij j2 exp j�qiD�ri tð Þf g
* +

� exp �jotð Þ aij j2
D E

exp � �q2
� �

D�r2 tð Þ� �
Nk 6=

� �
:

For the discussed case, the mean value of �q2 estimated for a sequence of

scattering events can be expressed as

�q2
� � ¼ 2k2l l�= ;
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where l is the scattering mean free path and l� is the mean transport free path for the

scattering medium [7]. The number of scattering events for each partial contribu-

tion can be expressed as Nk � sk/l, where sk is the corresponding propagation path

for k-th partial component inside a scattering medium. Thus, the single-path

correlation function has the following form:

Gk
1 tð Þ � exp �jotð Þ aj j2

D E
exp �k2 D�r2 tð Þ� �

sk 3l�=
� �

: (1.7)

The total temporal correlation function of field fluctuations in the detection point

can be obtained by the statistical summation of the single-path correlation functions

over the ensemble of partial contributions:

G1 tð Þ �
X
k

PðkÞGk
1 tð Þ;

where PðkÞ are the statistical weights characterizing contributions of partial com-

ponents to formation of a scattered field in a detection point. This expression may

be modified for multiple scattering systems characterized by the continuous distri-

bution of optical paths s by integration over the range of all possible values of s:

G1 tð Þ �
Z1
0

exp � k2 D�r2 tð Þ� �
s

3l�

� 	
~rðsÞds; (1.8)

where ~rðsÞ is the probability density of optical paths of scattered partial waves and

the following normalization condition takes place:

Z1
0

~rðsÞds ¼ Ih i:

The normalized temporal correlation function can be introduced as

g1 tð Þ ¼
Z1
0

exp �k2 D�r2 tð Þ� �
s 3l�=


 �
rðsÞds (1.9)

by using the following normalization condition:

rðsÞ ¼ ~rðsÞ
Z1
0

~rðsÞds
,

:
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In particular, for Brownian scattering systems the argument of the exponential

kernel in the right-hand side of (1.9) has the well-known form:

2ts t0l�= ;

where t0 is the so-called single-scattering correlation time defined as

t0 ¼ 4p2D l2
�
 ��1 ¼ k2D


 ��1
;

where D is the diffusion coefficient of scattering sites and l is the wavelength of the
probe light.

Thus, analysis of the time-dependent correlation decay of the scattered light

fluctuations allows us the characterization of non-stationary multiple scattering

media through the reconstruction of the path length distribution function

dependent on optical properties and geometry of the probed medium or through

the reconstruction of the time-dependent variance of scattering sites’ displace-

ments. The diagnostic approaches based on this principle will be discussed

in Sect. 1.1.4.

The existence of long-range spatial or angular correlations, a fundamental

property of optical fields multiply scattered by random media, can be consid-

ered in terms of “angular memory” effect (Feng et al., Ref. [11]). The possibil-
ity to use this effect as the physical basis for tomographic imaging of optically

dense disordered media is discussed in Ref. [12]. The relations between angular

correlations of multiply scattered coherent light and optical properties of scat-

tering media for the transmittance mode of light propagation were studied

theoretically and experimentally by Hoover with co-workers [13]. In this

study, the potentiality to use the angular correlation analysis for disordered

scattering media characterization was investigated. Also, an original approach

to this problem, considered in Ref. [14] (see ▶Chap. 7), is based on the

influence of angular correlation decay on an interference of optical fields

induced by two illuminating coherent beams incoming in the scattering medium

at different angles of incidence. In this case, the probed medium is illuminated

by a spatially modulated laser beam formed by overlapping the two collimated

beams. The spatial modulation of the resulting illuminating beam has the form

of a regular interference pattern with the fringe spacing determined by the angle

between the overlapping beams. In the absence of scattering, the angular

spectra of incident beams have the d-like forms; the appearance of scattering

causes the broadening of these angular spectra and decay in the interference

pattern contrast of the outgoing spatially modulated beam. Analysis of the

interference pattern contrast for the outgoing beam and its dependence on the

distance between the scatter and the observation plane and interference fringe

period allows one to characterize the scattering properties of the probed

medium.

8 D.A. Zimnyakov
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1.1.2 Damping of Polarization of Light Propagating Through the
Disordered Media

The relations between statistical properties of the path length distributions for

partial waves propagating in random media, and statistical properties of multiply

scattered vector optical fields manifest themselves in a number of theoretically

predicted and experimentally observed effects [1–3, 15–20]; one is the appearance

of the similarity in multiple scattering. A group of relaxation phenomena, in the

case of coherent light propagation in the disordered systems, can be considered as

manifestations of the similarity in multiple scattering. This similarity is related to

the same forms of dependences of certain statistical moments of scattered optical

fields on the specific spatial scales that characterize the decay of the corresponding

moments in the course of the coherent light propagation in the disordered media.

The following relaxation effects can be considered [21–23]:

– The existence of temporal correlations of amplitude and intensity fluctuations of

scattered optical fields in the fixed detection point for non-stationary systems of

scattering particles;

– The decay of polarization of light propagating in the disordered systems;

– The manifestation of Bougier’s law in the case of multiple scattering with

noticeable absorption.

The relaxation of the statistical moments of the scattered optical fields can be

considered in terms of the path length distributions, i.e., by statistical analysis of

ensembles of optical paths for partial waves, which propagate in the scattering

medium and from which the observed scattered field can be constructed. For the

diffusion scattering mode, each partial component of the multiply scattered optical

field is associated with a sequence of a great number N of statistically independent

scattering events and is characterized by the path s. The statistical moments of

scattered field can be considered as the integral transforms of the probability density

function rðsÞ. In the weak scattering limit, when l; l� >> l, such second-order

statistical moments as the average intensity of scattered light, the temporal corre-

lation function of the field fluctuations, and the degree of polarization of multiply

scattered light in the arbitrarily chosen detection point can be expressed in the case

of N ¼ s=l >> 1 as the Laplace transforms of rðsÞ. In particular, the average

intensity of the scattered light for multiply scattering medium with non-zero

absorption can be written using the modified Bougier’s law:

Ih i ffi
Z1
0

expð�masÞrðsÞds ¼
Z1
0

expð�s=laÞrðsÞds; (1.10)

where the averaging is carried out over all possible configurations of the scattering

sites. The normalization condition can be written in the following form:Z1
0

rðsÞds ¼ Ih i0;

where Ih i0 is the average intensity in the absence of absorption.
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For non-stationary disordered media consisting of moving scattering particles,

the normalized temporal autocorrelation function of the scattered field fluctuations

is expressed as [10, 24, 25]

g1ðtÞ �

R1
0

exp½�BðtÞs=l�rðsÞds
R1
0

rðsÞds
; (1.11)

where B(t) is determined by the variance of the displacements of the scattering sites

for the time delay t. As considered above, in the particular case of Brownian

systems the exponential kernel of the integral transform (1.11) is equal to exp

(�2t s/t0 l
*).

The relaxation of the initial polarization state of the coherent light propagating in

the disordered multiply scattering medium is caused by the energy flux interchange

between partial waves with different polarization states. In particular, for initial

linear polarization of the propagating light linearly “co-polarized” and “cross-

polarized” partial components of the scattered field can be considered; the former

is characterized by the same direction of polarization azimuth as the incident

illuminating beam and the latter by the orthogonal direction. In a similar way, the

interrelation between the left circularly polarized component and right circularly

polarized component can be analyzed if the illuminating light with the initial

circular polarization is used. Propagation of linearly polarized light in a strongly

scattering disordered medium can be considered with the use of a solution of the

Bethe-Salpeter equation for the case of transfer of a linearly polarized partial,

“single-path” contribution, which undergoes n scattering events in a disordered

medium with isotropic scattering [17]. This consideration leads to the following

expressions for intensities of the “single-path” cross-polarized and co-polarized

components [5]:

IsII ¼ f sIIðnÞIsðnÞ;
Is? ¼ f s?ðnÞIsðnÞ;

(1.12)

where the single-path “scalar” intensity IsðnÞ can be obtained by evaluating the

photon density for a scalar wave propagating at the distance corresponding to n
scattering events and the weighting functions f sIIðnÞ; f s?ðnÞ can be determined in the

dependence on the number of scattering events as [5, 17]

f sIIðnÞ ¼
10

15

� 	n�1

þ 2
7

15

� 	n�1
" #,

3;

f sIIðnÞ ¼
10

15

� 	n�1

� 7

15

� 	n�1
" #,

3:
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Thus, introducing a value of the polarization degree for the arbitrary single-path

contribution of a scattered optical field with a propagation path equal to s � nl as

PsðnÞ ¼ IsIIðnÞ � Is?ðnÞ
 �

IsIIðnÞ þ Is?ðnÞ
 ��

, one obtains the following:

PsðnÞ ¼ fIIðnÞ � f?ðnÞ
fIIðnÞ þ f?ðnÞ ¼

3 7
15


 �n�1

2 10
15


 �n�1 þ 7
15


 �n�1

¼ 3 2 exp n� 1ð Þ ln 10
7

� �
þ 1

� ��1

:

Correspondingly, the single-path polarization degree PsðnÞ for linearly polarized
light obeys the exponential decay PsðnÞ ffi 1:5 exp n� 1ð Þ n0=f g with the decay

parameter equal to n0L � 2:804 for long propagation distances with a great number

of scattering events n >> 1.

If a multiple scattering disordered medium is illuminated by circularly polarized

light, then the single-path degree of circular polarization of multiple scattered light

can be introduced as the ratio Ps
CðnÞ ¼ IþðnÞ � I�ðnÞ½ � IþðnÞ þ I�ðnÞ½ �= , where

IþðnÞ; I�ðnÞ are the intensities of circularly polarized partial contributions that

undergo n scattering events and have the same helicity as an incident circularly

polarized light (+) and the opposite helicity (�). Similar considerations for the case

of multiple scattering of circularly polarized light also lead to the exponential decay

of the single-path degree of circular polarization with the value of the decay

parameter equal to n0C � ln 2 � n0L 2= [5].

If polarized light propagates in the disordered medium characterized by the

sufficiently non-zero value of the anisotropy parameter g (the case of anisotropic

scattering), then the decay parameter n0L;C should be replaced by the effective value

~n0L;C determined by optical properties of scattering particles, which form a scattering

system. Introducing the depolarization length xL;C ¼ ~n0L;Cl as one of the dimension

scales that characterize the scattering system, one can find the relation between xL;C
and another important scale – the mean transport free path l�. This relation is

strongly influenced by the optical properties of the scattering medium as well as

by the illumination and detection conditions.

The degree of residual polarization of a scattered optical field in the arbitrarily

chosen detection point can be determined by averaging the single-path polarization

degree over the ensemble of partial components of a scattered optical field charac-

terized by the path length density distribution rðsÞ:

PL;C ¼
Z1
0

Ps
L;CðsÞrðsÞds �

3

2

Z1
0

exp � s

xL;C

� 	
rðsÞds; (1.13)

where the probability density function rðsÞ is determined by the conditions of light

propagation in a scattering medium between a source of polarized light and

a detection system which allows the polarization discrimination of scattered light.
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Theoretically predicted exponential decay of the single-path polarization degree

with the increasing path length s was directly observed in the experiments with time-

resolved intensity measurements for co-polarized and cross-polarized components of

a backscattered light in the case of optically dense media illumination by a short pulse

of linearly polarized laser light [26]. In these experiments, the colloidal systems with

volume fractions ranging from 5 % to 54 % and consisting of aqueous suspensions of

1-mm-diameter silica spheres with an ionic strength of 0.03 m/L NaNO3 and

pH ¼ 9.5. Scattering samples were probed by laser pulses with a duration of 150 fs

emitted by a dispersion-compensated, self-mode-locked Ti:sapphire laser pumped by

a frequency-doubled Nd:YAG laser. The backscattered light pulses were analyzed

with the use of a background-free cross-correlation technique. The Ti:sapphire laser,

which had a repetition frequency of 76 MHz, was tuned to a wavelength of 800 nm,

and its output was split into two beams by a 50:50 beam splitter. One beam passed

through a delay stage and served as the gating pulse in the cross correlator. Data runs

were typically recorded with a 3-mm (20-fs) step size. The other beam passed

through a mechanical chopper, a second beam splitter, and a 15-cm-focal-length

converging lens to a sample placed at the focus of the beam. The estimated value of

the photon density corresponding to a single pulse of probe light was found equal to

5.3 � 1013 cm–2/pulse.

The degree of polarization of the backscattered light was determined by use of

a half-wave plate and a Glan-Thompson polarizer. Typical shapes of the detected

pulses for co-polarized and cross-polarized components of the backscattered light

from two scattering samples with strongly differing values of the scattering

coefficient are illustrated by Fig. 1.1. The inset illustrates the tendencies in decay

of the time-dependent degree of linear polarization of the backscattered light.

The analysis of the obtained experimental results allows for the single-path

degree of linear polarization to be expressed in the simple exponential form

Ps
LðnÞ � exp �n n0L=ð Þ, where n0L is regarded as the average number of scattering

events needed to depolarize the optical wave. For an effective speed of light, veff ,
and the mean elastic scattering free path l, the time scale of the depolarization

process can be estimated to be of the order of t ¼ n0Ll veff
�

.

Also, the validity of the exponential decay model for the description of dissipa-

tion of the initial polarization state of light propagating in multiple scattering random

media was confirmed by experimental studies of the depolarizing properties of

optically thick random media with the slab geometry, which were probed in the

transmittance mode [5, 21, 22]. Being calculated with the use of the diffusion

approximation, the path length density distributions rðsÞ for optically thick slabs in

the transmittance mode are characterized by the single-sided Laplace transformation:

LrðmÞ ¼
Z1
0

exp �s ml�=ð ÞrðsÞds;

which, analyzed for the fixed value of m, exponentially decays with the increasing

dimensionless slab thickness L l�= . This tendency is illustrated by Fig. 1.2.
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The above-discussed exponential decay of the “single-path” degree of polariza-

tion should lead to the approximately exponential decay of the degree of polariza-

tion of light transmitted through an optically thick slab (L l�= � 5) with the

increasing ratio L l�= . Indeed, the dependences of the degree of polarization for

linearly or circularly polarized light transmitted through the optically dense scat-

tering slabs on the dimensionless slab thickness, which were obtained in the

experiments with mono-disperse aqueous suspensions of polystyrene beads of

various sizes, evidently show that PL;C falls as
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Fig. 1.1 The pulse shapes for co-polarized and cross-polarized components of backscattered

light. Solid lines – the scattering sample with 5 % volume concentration of silica spheres; dotted
line – the scattering sample with 25 % volume concentration of silica spheres. 1, 2 – intensity of

the co-polarized component; 3, 4 – intensity of the cross-polarized component. Inset shows the
evolution of the time-dependent degree of linear polarization of backscattered light for both

samples (I – 5 % volume concentration of the scattering sites; II – 25 % concentration of the

scattering sites) [26]
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Fig. 1.2 The Laplace

transformations of the path

length density distributions

for probe light, which is

transmitted through

a scattering slab as depending

on the normalized slab

thickness [21, 22]. The

probability density functions

r(s) were calculated with the

use of the diffusion

approximation
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PL;C 	 exp �KL l�=ð Þ

with K depending on the size of scattering particles and the type of polarization of

the incident light (Fig. 1.3).

The principle of similarity in multiple scattering following from the exponential

form of the “single-path” parameters of multiply scattered optical fields such as the

“single-path” degree of polarization and the “single-path” temporal correlation

function of scattered field fluctuations in the case of non-stationary scattering

media is manifested as the equality of spatial scales that characterize the decay

rate for corresponding parameter.

In particular, such equality allows the specific parameter for non-stationary

scattering media such as the characteristic correlation time [27, 28] to be intro-

duced. This parameter establishes the relation between the characteristic spatial

scale of dissipation of optical field correlation due to multiple scattering in fluctu-

ating random medium, the depolarization length, and the dynamic properties of

Brownian scattering medium and can be written as follows:

tcd � l�

2xLDk20
;

where xL is the depolarization length for linearly polarized radiation in scattering

medium, D is the translation diffusion coefficient of scattering particles, and k0 is
the wave-number of probe light.

It is easy to conclude that the characteristic correlation time is independent on

the concentration of scattering sites but is determined only by their optical and

dynamic properties and thus can be considered as the universal parameter of

multiple scattering dynamic media. Figure 1.4 illustrates the principle of evaluation

of tcd with the use of results of simultaneous measurements of the temporal

correlation function and the degree of polarization of multiply scattered light.

The experiments with the aqueous suspensions of polystyrene spheres irradiated

by linearly polarized light from an Ar-ion laser evidently demonstrate the indepen-

dence of the characteristic correlation time on the volume fraction of scattering

particles (Fig. 1.5). The values of tcd were determined by the method illustrated in

Fig. 1.4. Normalized values of module of the field correlation functions were

obtained from experimentally measured intensity correlation functions by using

the Siegert relation. Moreover, measurements of the “conventional” correlation

time as the half-width of the normalized field correlation functions were performed.

Figure 1.5 shows a logarithmic plot of the experimentally measured concentration

dependences of tcd and Dt0:5 (“conventional” correlation time estimated as the

halfwidth of the correlation peak).

Analysis of the experimental data shows that, in the experimental range of

concentrations of the aqueous suspensions of polystyrene beads, the concentration

dependences Dt0:5 ¼ ’ðcÞ are close to power-law functions Dt0:5 	 c�a. The

exponents a in the power-law functions approximating the experimental values of

Dt0:5 in Fig. 1.5 are �2.21 and �1.96 for polystyrene beads of diameters 0.46 and
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1.07 mm, respectively. These values are in satisfactory agreement with the value

a ¼ 2 given by the diffusion approach. Specifically, as was mentioned in Ref. [3],

for an optically thick layer of thickness L consisting of Brownian scattering

particles the normalized autocorrelation function of the amplitude fluctuations of

the scattered coherent radiation allows the following approximation:

g1ðtÞ � exp �
ffiffiffiffiffiffiffiffiffiffiffi
6t t0=

p L

l�

� 	
:

P

0.1

0.01

20 40 60 80 100

2.19 μm
1.07 μm
0.605 μm
0.460 μm
0.261 μm

Lμs

Fig. 1.3 The measured values of the degree of linear polarization of light transmitted through the

scattering slabs [21]. Scattering systems are the aqueous suspensions of polystyrene beads of

various sizes. The values of the degree of polarization are plotted against the dimensionless

scattering coefficient of corresponding scattering system. The used wavelength and cuvette

thickness: 514 nm (Ar-ion laser) and 10 mm – for 0.460 and 1.07 mm particles; 532 nm (diode-

pumped Nd-laser) and 20 mm – for 0.261, 0.605, and 2.19 mm particles
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c2 < c1

g1(τ)

τcd τ

Fig. 1.4 The method for

determining the characteristic

correlation time for multiply

scattering Brownian medium
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Thus, analysis of polarized light transfer on the basis of principle of similarity

gives the additional possibilities for the description of scattering properties of

probed media. In particular, the influence of the size parameter of scattering sites

on the decay of polarization of propagated light can be studied with this approach,

as it was shown in Ref. [27].

The consideration of influence of the size parameter of scattering centers on

decay of the initial polarization state of coherent light backscattered by random

media was pioneered by MacKintosh et al. [19]. On the basis of measurements of

the intensity of backscattered light corresponding to opposite polarization channels

(co-polarized and cross-polarized light in the case of linearly polarized probe light

and components of scattered light with the opposite helicity in the case of circularly

polarized light), they concluded that backscattering of the linearly polarized light

from randommedium consisting of the large-sized dielectric particles (Mie scattering

regime) is accompanied by the significant suppression of polarization of outgoing

multiple scattered light (i.e., the backscattered light is almost totally depolarized). On

the contrary, backscattering by random media consisting of the small-sized dielectric

particles (Rayleigh scattering regime) is characterized by the significant degree of

polarization of backscattered light. If the circularly polarized light is used to probe the

scattering media in the backscattering mode, then scattering ensembles consisting of

the small-sized particles are characterized by close values of the intensity of

backscattered light in polarization channels with the opposite helicity. In contrast,

the backscattering of circularly polarized light by media with the expressed scattering

anisotropy exhibits a high degree of polarization memory, which is manifested as the

noticeable difference between the values of intensity for helicity-preserving polari-

zation channel and polarization channel with the opposite helicity: Iþh i I�h i= ¼ 1:40
for scattering system with l� ¼ 10l [19].

The Monte Carlo simulation was used to analyze the influence of the size

parameter of scattering dielectric spheres on the decay of linear polarization in

the backscattering mode [29]. In the procedure followed, a transformation of the
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Fig. 1.5 Concentration dependences of the characteristic correlation time and the half-width of

the autocorrelation function of intensity fluctuations for aqueous suspensions of polystyrene beads

(left – bead diameter 0.46 mm; right – bead diameter 1.07 mm) [27].
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complex amplitude of partial waves, which form a backscattered optical field due to

random sequences of scattering events, was simulated (Fig. 1.6). Each partial wave

was induced by an incident linearly polarized monochromatic plane wave propa-

gating along the z-axis of the “fundamental” coordinate system x; y; zð Þ. The electric
field of an incident wave was directed along the x-axis. A scattering medium was

considered as the disordered ensemble of non-absorbing dielectric particles with

a given value of the size parameter. The relative refractive index of spheres was

taken to be 1.2; this value is approximately equal to the refractive index for

polystyrene beads in water. The direction of propagation of the incident linearly

polarized plane monochromatic wave relative to the “fundamental” coordinate

system was characterized by the normalized wave-vector:

�k0 �k0
�� �� ¼ 0; 0; 1ð Þ�

;

where the z-axis was oriented normal to the scattering medium surface.

Transformation of the electric field of the propagating partial wave was analyzed

for a sequence of n scattering events. For each i-th step, transformation of the

complex amplitude for both orthogonally polarized components of the propagating

wave was described by a 2� 2ð Þ scattering matrix:

Skm y;f; ið Þð Þ ¼ S00km y; ið ÞÞ � S0km f; ið ÞÞ:
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Fig. 1.6 The scheme of transformation of polarization state of partial wave due to the random

sequence of scattering events (Monte-Carlo simulation) [29]
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The complex elements of the scattering matrix were calculated for simulated

random values of the scattering angle y and azimuth angle f by use of the current

coordinates ~xi; ~yi; ~zið Þ related to the i-th scattering event.

The ~zi-axis is directed along the wavevector of the partial wave propagating after
the i-th scattering event and the ~xi-axis is directed normal to the scattering plane.

The scattering angle distribution that corresponds to the Mie phase function for

single scatter with a given value of the size parameter was used for simulation of

the random value of y for each scattering event. Random values of the azimuth

angle f were considered to be uniformly distributed within the range 0; 2pð Þ. The
S0km f; ið ÞÞ


matrix characterizes transformation of the ~x and ~y components of the

electric field of the partial wave, which propagates after the i� 1ð Þ th scattering

event, due to rotation by the angle f during conversion of the ~xi�1; ~yi�1; ~zi�1ð Þ
current coordinates to the ~xi; ~yi; ~zið Þ ones (see Fig. 1.6):

E~xði� 1Þ;E~yði� 1Þ ) E0
~xði� 1Þ;E0

~yði� 1Þ
� �

:

During the simulation only the n-times scattered partial waves, which were

characterized by a z component of the normalized wavevector with values between

�0.985 and �1 (relative to the “fundamental” coordinates), were selected for

further analysis. The magnitudes Ix ¼ Exj j2 and Iy ¼ Ey

�� ��2 were evaluated by

calculating the x and y components of the electric field in the “fundamental”

coordinates for each selected n-times scattered outgoing partial wave. After this,

values IIIh i ¼ Ixh i and I?h i ¼ Iy
� �

were calculated by averaging over the whole

ensemble of the selected partial waves with

� 1 
 kzn k̂n
�� ��� 
 �0:985

and a single-path value of Ps
L for a given number of scattering events was

obtained as

Ps
L ¼ IIIh i � I?h ið Þ IIIh i þ I?h ið Þ= :

Figure 1.7 illustrates the typical dependences of the degree of single-path linear

polarization on the number of scattering events as a result of the simulation

procedure described above for two different scattering regimes [the Rayleigh

scattering regime for small values of the anisotropy parameter, Fig. 1.7a, and the

Mie scattering regime for large values of g, Fig. 1.7b].
For a given number of scattering events, values of IIIh i; I?h i and Ps

LðnÞ were

calculated for a simulated scattering system, which was characterized by a given

value of the size parameter, by averaging over the ensemble of 10,000 outgoing

partial waves; after this, the obtained values of the single-path residual polarization

were plotted in semi-logarithmic coordinates against the number of scattering

events n. Bars show an increase in the deviation of the obtained Ps
LðnÞ values

with respect to the mean value of the single-path residual polarization with an
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increase in the number of scattering events. The value of the anisotropy parameter

for each simulated scattering system was calculated as the mean cosine of the

scattering angle by using Mie theory.

Typically, all curves obtained by the simulation procedure are characterized by

the presence of two specific regions: a relatively small “low-step scattering” region

with values of the single-path polarization degree that are close to 1, and

a “diffusion scattering” region characterized by an approximately exponential

decay of the single-path polarization degree Ps
LðnÞ. The location of the overlap

between these regions, as well as the polarization decay rate for the diffusion

scattering region, strongly depends on the anisotropy parameter of the scattering

particles.

Values of the normalized depolarization length mL, which were estimated as

mL ¼ 1� gð Þ�n0L using the exponential approximation Ps
L / exp �n �n0L=ð Þ, are

presented in Fig. 1.8 by full circles depending on the anisotropy parameter.

In order to obtain the dependence of the normalized depolarization length on g,
the dependences of the single-path residual polarization on n, which are similar to

those presented in Fig. 1.8, were obtained by use of the above-described Monte

Carlo procedure for scattering systems characterized by given values of the size

parameter and, correspondingly, the anisotropy parameter. After this, values of �n0L
were determined versus g by evaluation of the slope of the corresponding depen-

dences lnPs
L ¼ f ðnÞ for the “diffusion scattering” region.

For small scatterers (the Rayleigh scattering regime), the value of mL was

obtained approximately equal to 4.2. This magnitude diverges from the above-

presented theoretical value mL � �n0L � 2:8 [5] by approximately 35 %. With an

increase in the anisotropy parameter up to values of the order of 0.6–0.8, mL

decreases insignificantly; for larger values of g the decay rate becomes large and
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Fig. 1.7 The dependences of the “single-path” degree of residual linear polarization in the

backscattering mode on the number of scattering events (results of Monte-Carlo simulation). (a)
isotropic scattering (ka¼ 1, g� 0.178); (b) anisotropic scattering (ka¼ 6.5, g� 0.915) scheme of

transformation of polarization state of partial wave due to the random sequence of scattering

events (Monte-Carlo simulation) [29]
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mL falls to values of the order of 1.0–1.2 in the vicinity of the first Mie resonance

(ka � 8; g � 0:93).
In the case of “forward-scattering” mode (i.e., when the simulated partial waves

are selected using the condition:

0:985 
 kzn k̂n
�� ��� 
 1Þ

the dependences of the single-path polarization degree on the number of scattering

events obtained by Monte-Carlo simulation for the Rayleigh scattering system are

similar to those obtained for the backscattering mode (Fig. 1.9).

Thus, it can be concluded that the estimates of the depolarization length for

linearly polarized light in the case of scattering systems characterized by ka << 1

are insensitive to the regime of scattered light collection. On the contrary, the

depolarization length for linearly polarized light estimated under similar conditions

for the forward scattering system consisting of large-sized particles significantly

exceeds the value of the mean transport free path (Fig. 1.9). The results of

experimental studies of the polarization decay in the case of forward scattering

of linearly polarized light by optically thick disordered layers of dielectric spheres

[5, 21] give the depolarization length xL, increasing with an increase in the size

parameter ka of scattering sites.

4,0

5

4

7

3

6
2

1

3,0

2,0

1,0

0,0
0,0 0,2 0,4 0,6 0,8 g

m¢L

Fig. 1.8 The normalized depolarization length for linearly polarized light in the backscattering

mode versus the parameter of scattering anisotropy: full circles – results of Monte Carlo simula-

tion; open circles – experimental data; 1 – 1.07 mm polystyrene beads in water, volume fraction is

10 %, l ¼ 3 mm, l ¼ 488 nm; 2 – the same as 1, but l ¼ 633 nm; 3 – Teflon, L ¼ 30 mm,

l ¼ 488 nm; 4 – the same as 3, but l ¼ 633 nm; 5 – 0.091 mm polystyrene beads in water, volume

fraction is 5 %, l¼ 488 nm [19]; 6 – 0.605 mm polystyrene beads in water, volume fraction is 2 %,

l ¼ 488 nm [19]; 7 – 0.46 mm polystyrene beads in water, volume fraction is 10 %, L ¼ 3 mm,

l ¼ 515 nm [30]
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For multiple scattering systems consisting of the optically soft dielectric spheres

(e.g., aqueous suspensions of polystyrene spheres), the maximal value of xL in the

forward scattering mode was found in the vicinity of the first Mie resonance [5].

Theoretical analysis of the polarization decay for linearly polarized light multiply

scattered in the forward direction by disordered media [31, 32] also shows the better

preservation of linear polarization of the forward scattered light in the case of

random media with the expressed scattering anisotropy.

Compared with the phantom scattering media, the propagation of polarized light

in tissue is characterized by some features related to the rate of polarization

dissipation. These features were studied by Jacques et al. [33–36], Sankaran et al.

[37–39], L. Wang, J. Schmitt, and many other researchers (see, e.g., Refs. [40–42])

in experiments with various in vivo and in vitro tissues such as the human skin,

porcine adipose tissue, and whole blood.

The difference between the values of the depolarization length for linearly or

circularly polarized light estimated in the experiments with tissue layers and

corresponding parameters of phantom scattering media (for instance, the aqueous

suspensions of polystyrene beads) with the same optical properties (the mean

transport free path and the parameter of scattering anisotropy) as the examined

tissue samples can be considered as the main peculiarity of polarization decay in

biological tissues. Figure 1.10 shows the values of the degree of linear and circular

polarization for light transmitted through the porcine adipose layer in the depen-

dence of the layer thickness.

As in the case of the phantom monodisperse scattering systems consisting of

dielectric spheres of equal size, the dependencies of PL and PC (the degree of

circular polarization) on the thickness of tissue layer demonstrates the presence

of two characteristic regions: the region of non-diffuse scattering in the case of

optically thin (L 
 l�) tissue samples, which is characterized by slow decay of the

initial polarization, and the region in which the abrupt decrease of the degree of

polarization takes place with the increasing thickness of tissue layer. It is necessary
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Fig. 1.9 The dependences of the “single-path” degree of residual linear polarization in the

forward scattering mode on the number of scattering events (results of Monte Carlo simulation).

(a) isotropic scattering (ka ¼ 1, g � 0.178); (b) anisotropic scattering (ka ¼ 6.5, g � 0.915) [29]
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to note that the decay rates for linear and circular polarization in the latter case are

characterized by the close values and appear significantly smaller in comparison

with scattering phantoms with similar optical properties. In any case, at present the

peculiarities of polarized light transfer in real tissues at the cellular and subcellular

levels of spatial scales are still far from complete understanding and thus require

further theoretical and experimental investigations.

1.1.3 Industrial and Biomedical Applications

Correlation analysis of temporal fluctuations of light propagated in optically dense,

weakly absorbing, non-stationary media carried out in order to study the dynamic

properties of the scattering system is the basis for a set of applied methods usually

termed correlation spectroscopy, or diffusing-wave spectroscopy (DWS). Similar

information about scattering media can be obtained using spectral analysis of the

intensity fluctuations of multiply scattered dynamic speckles, but in the case of

optically dense media characterized by a strong extinction of the probe light and

very broad spectra of the speckle intensity fluctuations, the DWS methods are

preferable because of the more developed instrumentation for the analysis of the

detected intensity fluctuations (photon-counting, digital correlators, etc.).

A typical scheme for a DWS experiment is illustrated by Fig. 1.11. Light emitted

by a single-mode laser propagates through a multiply scattering dynamic medium

(sample). As a result of superposition of the partial components of the scattered

light, a random non-stationary interference pattern appears, which is associated

with the spatial-temporal fluctuations of the scattered optical field. This interference

pattern, or dynamic speckle pattern, contains information about the dynamic prop-

erties of the scattering system. Part of the scattered light is selected by the

collimator (a collimating system can consist of two pinhole diaphragms, as in

Fig. 1.11) and falls onto the photosensitive area of photodetector.
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A photomultiplier tube (PMT) operating in photon counting mode is usually

necessary to obtain sufficient sensitivity to optically dense media. In this case, the

output PMT signal is a random sequence of amplified electron pulses that is then

processed by a digital correlator. Commercially available digital correlators allow

for analysis of temporal fluctuations of the scattered light with a bandwidth on the

order of 100 MHz, or, correspondingly, with a temporal resolution of 10 ns.

In order to perform analysis at shorter time scales, different approaches are

necessary. A good example of such an approach is the application of interferome-

ters in order to induce the light beatings by mixing of the two identical optical

signals with a controlled phase delay in one of channels of the interferometer (see,

e.g., Ref. [43]). The principles of such diffusing wave interferometry are illustrated
in Fig. 1.12. This scheme, as applied to the analysis of the dynamics of multiply

scattering media such as aqueous suspensions of polystyrene beads, enables

a temporal resolution on the order of 1 ns, which is comparable with the time

scale of hydrodynamic interactions for the scattering particles [44]. In this case, the

time lag t is determined by the optical path difference between two arms of the

optical interferometer. The sample is illuminated by the single-mode laser beam,

just as in the case of conventional DWS experiments. The major difference is that

the output dynamic speckle field, EðtÞ, is collected, collimated, and directed into

a Michelson interferometer. If the lengths of arms are equal, respectively, to L1 and
L2, then, after recombination, the beams will be delayed by t ¼ 2 L1 � L2ð Þ c= . If the

intensities of both beams are equal to each other, then the intensity of light detected

by PMT can be written as

IðtÞ ¼ 1

4
EðtÞj j2

D E
1þ E�ðtþ tÞEðtÞh i EðtÞj j2

D E.h i
cosot

n o
; (1.14)

where o is the angular frequency of the probe light. The envelope multiplying the

oscillating term is usually considered the visibility of the observed interference

pattern. At the same time, this is the temporal correlation function of the scattered

light evaluated for the given value of t. Thus, analyzing the decay of the envelope

with an increase of t due to changing the position of mirrorM2, one can reconstruct

the form of the normalized field correlation function for the required range of time

scales.

Modification of the original DWS technique with a selection of partial contri-

butions of the scattered optical field, characterized by the given value of the path

length s, has been developed by D. Boas et al. [45]. This method is based on the

usage of a low-coherence interferometer in order to discriminate the short-path and

long-path components of the scattered field. The corresponding instrumentation is

shown in Fig. 1.13. In this case, the cut-on and cut-off values of the effective optical

Laser PMT

Sample

Autocorrelator

Computer

Fig. 1.11 Typical scheme of

DWS experiment with use of

the transmitted light detection
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paths are determined by the optical path difference between two arms of the low-

coherence interferometer as well as by the spectral bandwidth and the central

wavelength of the light source. In this system, the single-mode fiber-optic interfer-

ometer is illuminated with an 850-nm superluminescent diode (SLD). Interferom-

eter adjustment is provided by changing the position of the retroreflector in the

reference arm. Focusing lenses in the sample and reference arms of the interfer-

ometer are mounted on computer-controlled stages in order to provide the possi-

bility of exact matching of the optical paths in both arms. It can be concluded that,

in the case of probing Brownian multiply scattering media, the detected ac signal is

characterized by the single-path temporal correlation function, which has the

typical exponential form:

Gs
1ðtÞ 	 exp �Ktð Þ; (1.15)

and the corresponding spectral density is the Lorentzian one.
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Fig. 1.12 Optical scheme of the diffusing-wave interferometer for correlation analysis of

scattered light with small time scales (Ref. [43])
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Fig. 1.13 Schematic of the

dynamic low-coherence

interferometer system (Ref.

[45])
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The value of K in the discussed case should strongly depend on scattering

conditions: in the case of small sample depths (i.e., small path lengths), which are

of the order of the transport mean free path for scattering medium, only single- and

low-order-scattered components of the diffuse retroreflected light will be selected

by the low-coherence interferometer. In this case, the single-path temporal corre-

lation function has the typical “single-scattering” form and the parameter K, which
is related to the Lorentzian linewidth of the detected light beatings, does not depend

on the sample depth. But with increasing path length, when it becomes significantly

larger than l�, light beatings will be induced by contributions that are scattered

many times. In this case, the single-path temporal correlation function has the

typical “multiple-scattering” form:

Gs
1ðtÞ 	 exp � 2tsselðDzÞ

t0l�

� �
: (1.16)

Thus, dependence of the selected value ssel of the path length of partial compo-

nents, which induce the light beatings, on the sample depth Dz leads to the increase
of the spectral width of the detected signal, when Dz increases. Such a physical

picture is in qualitative agreement with experimental results obtained with a two-

layer scattering system [45]. The first 580-mm-thick layer consists of 1.20 mm
polystyrene (PS) beads (0.5 % volume fraction) separated from the second layer

(4 % suspension of 0.22 mm PS beads) by a 150-mm-thick glass cover. Volume

fractions for both layers were chosen to provide a mean scattering length equal to

�100 mm. Due to anisotropic scattering in the first layer (mean cosine of the

scattering angle is approximately equal to 0.89 at 830 nm), its thickness is less

than the transport mean free path (�1,000 mm) and, consequently, single-scattered

contributions strongly dominate in the formation of the detected light beating

signal. On the contrary, the second layer, consisting of smaller particles, is charac-

terized by a significantly smaller value of the anisotropy parameter (g � 0:267) and
l� � 140 mm for this scattering medium. Thus, if the sample depth exceeds this

value, transition from the single- to the multiple-scattering mode of the formation

for the detected optical signal takes place and the spectral width of the observed

light beatings becomes dependent on the sample depth. In this experiment, such

a transition was observed when the beam waist in the sample was embedded into the

second layer at depths larger than 300 mm.

An effective approach in diffusing-wave spectroscopy of non-stationary turbid

media is analysis of correlation transport viewed as a propagation of a correlation

“wave” outwards from sources and its scattering by macroscopic inhomogeneities

associated with spatial variations of dynamical or optical properties. It should be

noted that evolution of the spatial-temporal correlation function of the optical field

fluctuations due to the light propagation in free space was analyzed in early works

of E. Wolf. Later, it was shown by Ackerson et al. [46] that certain analogies exist

between the transport of correlation in disordered scattering media and transport of

photons, which can be described by the well-known radiative transport equation.
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The main feature of correlation transport relates to the accumulation of the decay of

correlation function caused by each scattering event during the propagation of the

correlation wave in the scattering system. In this case, considering the “stationary

correlation transport” through the scattering medium (steady state) probed by

continuous-wave source, one can modify the radiative transfer equation in its

usual form in order to obtain the corresponding correlation transport equation:

HG1ð�r; ~O; tÞ þ mtG1ð�r; ~O; tÞ ¼
ms

Z
G1ð�r; ~O0; tÞg1sf ð~O; ~O0Þd~O0 þ Sð�r; ~OÞ: (1.17)

The temporal correlation function of the scattered field fluctuations G1ð�r; ~O; tÞ
depends on the detection point position (�r) and direction in turbid medium (~O)
chosen for correlation analysis: mt ¼ ms þ ma. The term

g01ðtÞ ¼ exp � 1

6
q2 D�r2ðtÞ� �� 	

;

which corresponds to single scattering, describes the accumulation of correlation

decay due to sequences of scattering events; f ð~O; ~O0Þ is the phase function of the

scattering medium and Sð�r; ~OÞ is the light source distribution.
In the case of validity of the standard diffusion approximation, the stationary

correlation transport (1.17) can be rewritten in the following form [47]:

DgH2 � cma �
1

3
cms

0k02 D�r2ðtÞ� �� 	
G1ð�r; tÞ ¼ �cSð�rÞ; (1.18)

where Dg ¼ cl� 3= is the photon diffusion coefficient, c is the light speed in the

scattering medium, and ms
0 is the reduced scattering coefficient. It should be noted

that the term

1

3
vms

0ko2 D�r2ðtÞ� �
describes additional losses of correlation due to dynamic scattering in disordered

media and can be interpreted as “correlation absorption” caused by the dynamic

processes.

The presence of any kind of scattering medium dynamics is manifested as the

appearance of the additional “absorbance” term in the correlation diffusion equa-

tion. Thus, numerical solution of this equation for given source and detector

positions with respect to embedded dynamic inhomogeneities can be used as the

basis for an inverse problem solution (reconstruction of the inhomogeneity “image”).

This technique was applied by D. Boas et al. [48] and was verified in experi-

ments with a multiply scattering “static” object (titanium dioxide–resin cylinder)
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containing a “dynamic” inhomogeneity (spherical space filled by a water solution

of Intralipid). The sample was illuminated by an Ar-ion laser through a fiber-optic

light-guiding system; scattered light was collected by a single-mode fiber-optic light

collector and detected by a photon-counting system. The scattered light intensity

fluctuations as random sequences of photo-count pulses were processed by a digital

autocorrelator to obtain G2ðtÞ for given illumination and detection conditions.

Apart from the geometry of the scattering system, angular scanning of the object

was carried out;measurements weremade every 30� at the surface of the cylinderwith
source-detector angular separations of 30� and 170�. Results of the inhomogeneity

image reconstruction are shown in Fig. 1.14.

A typical example of the potential applications of the DWS technique in

medicine is burn depth diagnostics. The main idea of this approach is based on

the well-known dependence of the penetration of the light propagation paths on the

source-detector separation in the case of backscattering (Fig. 1.15).

For such a configuration, the regions of maximum density of light paths have

a typical “banana-like” shape and the penetration depth for each “banana” can be

expressed as [49]:

z � d=2
ffiffiffi
2

p
; (1.19)

where d is the source-detector separation.

When the probe light propagates through the burnt layer, the lack of blood

microcirculation means that the scattering is predominantly from stationary scat-

terers. As a result, there is only a slow decay of the correlation function of scattered

light with increasing t. Thus, in the case of surface burn diagnostics by a pair of

closely adjacent light-emitting and light-collecting fibers (as shown in Fig. 1.15),

only the upper, necrotic layer of the burnt tissue will be probed and the DWS

technique will show a slowly decaying g1ðtÞ. But with an increase in the distance

between source and detector, the “banana-shaped” region of the maximum concen-

tration of the photon paths will reach the underlying layers of tissue where there is

blood flow. This will be manifested as an increase in the slope of the intensity

correlation function and, correspondingly, g1ðtÞ. This promising possibility of

DWS burn depth diagnostics was demonstrated by D. Boas and A. Yodh [50]

using the pig burn model suggested by N. Nishioka and K. Schomacker at the

Wellman Institute in Boston (Fig. 1.16).

A He-Ne laser with an output power of 8 mW was used as the light source in

their experiments. The laser light was coupled into a multi-mode optical fiber with

a core diameter of 200 mm. This fiber delivered the probe light to the burn surface

being diagnosed; after passing through the layer of burnt tissue, the backscattered

laser light was collected by the light-collecting system consisting of a single mode

fiber assembly: several single mode fibers were positioned at different distances

varying from 0.2 to 2.4 mm with respect to the source fiber. The light-collecting

fibers were connected to a photodetector (photon-counting photo-multiplier tube

(PMT)) via an electronically controlled fiber-optical switch. The PMT output signal
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was processed by a digital autocorrelator to obtain the temporal correlation function

for a given burn depth and source-detector separation. The burn depth was con-

trolled by applying a hot metal block (100�C) to the surface of a pig skin for a given
duration. In this experiment, five different durations of burn with consequently

increasing depth (60–100 mm; 400–500 mm; 500–600 mm; 1,500–2,000 mm, and

2,100–2,200 mm) were used. The strong dependence of the decay rate of the

correlation function on the burn depth for a given source-detector separation allows

the different grades of tissue burn to be distinguished (Fig. 1.17).

Fig. 1.14 Imaging of the dynamic multiply scattering inhomogeneity embedded in the static

scatterer by means of correlation diffusion analysis (Ref. [48]). (a) Static scatterer is a 4.6 cm

diameter cylinder with l* ¼ 0.25 cm and ma ¼ 0.002 cm�1. Dynamic scatterer is a 1.3 cm diameter

spherical cavity filled with a colloid with l* ¼ 0.25 cm, ma ¼ 0.002 cm�1 and DB ¼ 1.5 �
10�8 cm2s�1. A slice of the image is presented in (b). The values of the reconstructed particle

diffusion coefficient are imaged using the presented gray-level scale
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To summarize the data for all source-detector separations and to produce the

criteria for burn depth estimations, the following technique was suggested: decay

rates of the field correlation functions were determined for 0 < t < 100 ms by

fitting a line to the data, and these values of decay rate were plotted against the

HeNe Laser 8mW

Multiplexer

PMT

Digital
Correlator

Fig. 1.16 Schematic of the

burn depth diagnostics (By

Boas et al. [50])
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Fig. 1.17 Temporal field

correlation functions obtained

from 48-h-old burns for

a source-detector separation

of 800 mm (By Boas et al.

taken from Ref. [50]); the

correlation functions for burn

duration times of 3 s (solid
line), 5 s (dotted line), 7 s

(dashed line), 12 s (dot–dash
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source-detector separation. The tendencies of the decay rate behavior can be

summarized as follows (Fig. 1.18): for shallow burns, the decay rate increases

linearly with the source-detector separation as observed for healthy tissue and as

would be expected for a homogeneous system, i.e., the shallow burn does not

perturb the correlation function.

On the contrary, for deeper burns, the decay rate is smaller and no longer

increases linearly with the source-detector separation. In recent years, the principle

of polarization discrimination of multiply scattered light was fruitfully applied by

many research groups for morphological analysis and visualization of the subsur-

face layers in strongly scattering tissues [35, 51–57]. One of the most popular

approaches to polarization imaging of heterogeneous tissues is based on use of

linearly polarized light to irradiate an object (the chosen area of the tissue surface)

and rejection of scattered light with the same polarization state (co-polarized

radiation) by an imaging system. Typically, such polarization discrimination is

simply achieved by use of a polarizer between an imaging lens and the object. The

optical axis of the polarizer is oriented perpendicular to the polarization plane of

incident light. Thus, only a cross-polarized component of scattered light contributes

to formation of the object image. Despite its simplicity, this technique was dem-

onstrated to be an adequately effective tool for functional diagnostics and imaging

of the subcutaneous tissue layers.

Moreover, the separate imaging of the object with co-polarized and cross-

polarized light allows the separation of structural features of the shallow tissue

layers (such as, e.g., skin wrinkles, papillary net, etc.) and the deep layers (such as

the capillaries in derma). The elegant simplicity of this approach has led to its

widespread application in laboratory and clinical medical diagnostics.

In the imaging system developed by Demos et al. [55], a dye laser with Nd:YAG

laser pumping was used as an illumination source. The probe beam diameter is

10 cm and the average intensity was approximately equal to 5 mW/cm2. A cooled

CCD camera with a 50-mm focal length lens is used to detect retroreflected light

and to capture the image. A first polarizer placed after the beam expander is used to

ensure illumination with linearly polarized light. A second polarizer is positioned in

front of the CCD camera with its polarization orientation perpendicular or parallel

to that of the illumination.

The similar camera system, but with an incoherent white light source such as

xenon lamp, is described in Ref. [36], where the results of a pilot clinical study of

various skin pathologies with use of polarized light are presented. The image

processing algorithm used is based on evaluation of the degree of polarization

Ipar � Iper

 �

Ipar þ Iper

 ��

, which is then used as the imaging parameter. The polar-

ization images of pigmented skin sites (freckle, tattoo, pigmented nevi) and

unpigmented skin sites (nonpigmented intradermal nevus, neurofibroma, actinic

keratosis, malignant basal cell carcinoma, squamous cell carcinoma, vascular

abnormality (venous lake), burn scar) were analyzed to find differences caused by

various skin pathologies. Also, the point-spread function of backscattered polarized

light was analyzed for images of a shadow cast from a razor blade onto a forearm
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skin site. This function describes the behavior of the degree of polarization as an

imaging parameter near the shadow edge. It was found that near the shadow edge,

the degree of polarization approximately doubles in value because no Iper photons
are superficially scattered into the shadow-edge pixels by the shadow region, while

Ipar photons are directly backscattered from the superficial layer of these pixels.

This result suggests that the point-spread function in skin for cross-talk between

pixels of the polarization image has a half-width-half-max of about 390 mm.

The comparative analysis of the polarization images of normal and diseased

human skin has shown the ability of the discussed approach to emphasize image

contrast on the basis of light scattering in the superficial layers of the skin. The

polarization images can visualize the disruption of the normal texture of the

papillary and upper reticular layers by skin pathology. The polarization imaging

has demonstrated itself as an adequately effective tool for identification of skin

cancer margins and guidance of surgical excision of skin cancer.

Various modalities of the polarization imaging were also considered in Ref. [58].

In particular, the polarization-difference imaging technique was demonstrated to

improve the detectability of target features that are embedded in scattering media.

The improved detectability occurred for both passive imaging in moderately scat-

tering media (<5 optical depths) and active imaging in more highly scattering

media. These improvements are relative to what is possible with equivalent

polarization-blind, polarization-sum imaging under the same conditions. In this

study, the point-spread functions for passive polarization-sum and polarization

imaging in single-scattering media were studied analytically, and Monte

Fig. 1.18 Dependence of the

decay rates of the field

correlation functions on the

source-detector separations

for different burn depths
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Carlo simulations were used to study the point-spread functions in single- and

moderately multiple-scattering media. The obtained results indicated that the polar-

ization-difference point-spread function can be significantly narrower than the

corresponding polarization-sum point-spread function, implying that better images

of target features with high-spatial-frequency information can be obtained using

differential polarimetry in scattering media. Although the analysis was performed

for passive imaging at moderate optical depths, the results lend insight into exper-

iments that have been performed in more highly scattering media with active

imaging methods to help mitigate the effects of multiple scattering.

One of the promising approaches to early cancer diagnostics can be based on

analysis of a single scattered component of light perturbed by tissue structure.

Wavelength dependence of the intensity of radiation elastically scattered by tissue

structure appears sensitive to changes in tissue morphology typical for pre-cancerous

lesions. In particular, it was established that specific features of malignant cells such

as the increased nuclear size, increased nuclear/cytoplasmic ratio, pleomorphism,

etc. [59] are markedly manifested in the elastic light scattering spectra of the probed

tissue [60]. A specific fine periodic structure in the wavelength of backscattered light

was observed for mucosal tissue [61]. This oscillatory component of light scattering

spectra are attributed to single scattering from surface epithelial cell nuclei and can be

interpreted within the framework of Mie theory. Analysis of the amplitude and

frequency of the fine structure allows one to estimate the density and size distribu-

tions of these nuclei. It should be noted, however, that the major problem is related to

extraction of the single scattered component from the masking multiple scattering

background. Also, absorption of the stroma caused by hemoglobin distorts the single

scattering spectrum of the epithelial cells. Both these factors should be carefully

taken into account in order to provide an adequate interpretation of the measured

spectral dependencies of backscattered light.

The negative effect of the diffuse background and hemoglobin absorption can be

significantly reduced by application of the polarization discrimination technique in

the form of illumination of the probed tissue with linearly polarized light and

separate detection of the elastic scattered light at parallel and perpendicular polar-

ization (i.e., the co-polarized and cross-polarized components of backscattered

light) [62, 63]. This approach, called polarized elastic light scattering spectroscopy

or polarized reflectance spectroscopy (PRS), can potentially provide a quantitative

estimate not only of the size distributions of cell nuclei but also the relative

refractive index of the nucleus. These potentialities demonstrated in a series of

experimental works with tissue phantoms and in vivo epithelial tissues allow one to

classify the PRS technique as a new step in the development of noninvasive optical

devices for real-time diagnostics of tissue morphology and, consequently, for

improved early detection of pre-cancers in vivo. An important point in further

development of the PRS method is the design of portable and flexible instrumen-

tation applicable for in situ tissue diagnostics. In particular, use of fiber optic probes

can “bridge the gap between benchtop studies and clinical applications of polarized

reflectance spectroscopy” [64].
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Over a past decade, a new level of quality has been achieved in the area of

speckle correlation probes of multiple scattering media with complex scatter

dynamics. Substantial progress in this field primarily relates to the adoption

of novel robust analytical and imaging techniques. In particular, the sounding

contribution is associated with work by V. Viasnoff, F. Lequeux, and D. Pine

[65], in which the principle of diffusing wave spectroscopy was combined with

the principle of parallel processing using a multi-pixel detector of multiply

scattered speckle-modulated light with real-time calculation of the great number

of intensity correlation functions. Each correlation function is referenced to its

own reference time; in combination with ensemble averaging over the set of

pixels, this approach provides the unique possibility for the analysis of slow and

time-dependent processes in dynamic scattering media. The multi-speckle dif-

fusing-wave spectrometer (MS-DWS) can readily span the range of correlation

times from 1 ms up to 1,000 s; combination of the MS-DWS technique with

a two-cell technique allows one to shift the lower limit of the measuring range

down to 10 ns.

Further development of the MS-DWS technique took place by way of the

modification of the scheme design and supporting algorithms of data processing;

for instance, one of modifications is related to application of a fast rotating diffuser

in the optical path between laser and sample [66]. In this case, the recorded multi-

speckle correlation echoes provide an ensemble-averaged signal that does not

require additional time averaging. Also, novel parameters for quantification of the

evolution of dynamic speckle patterns were introduced in addition to the traditional

correlation parameters, such as, e.g., an “inter-mage distance” and a “speckle rate”

[67]. The real-time estimates of these parameters together with an adaptive algo-

rithm, which continuously adjusts the camera acquisition rate to trace in real time

the speckle dynamics with high reactivity, dynamic range, and accuracy, are key

principles of an extension of MS-DWS technique defined as “Adaptive Speckle

Imaging Interferometry” (ASII) [67].

Simultaneous correlation analysis of multi-speckle data in time and space

domains provides an opportunity to study the slow spatial-temporal dynamics of

soft matter (in particular, the slow dynamics of a quasi-two-dimensional coarsening

foammade of highly packed, deformable bubbles and a rigid gel network formed by

dilute, attractive colloidal particles [68]). Generated sequences of “Dynamic Activ-

ity Maps” reflect slow changes in the morphology and dynamics of examined

dispersive systems; the authors defined this approach as “photon correlation imag-

ing” (PCI) and stressed that PCI could also be extended to different kinds of

radiation, to probe, for instance, molecular glass formers. For example, the optical

layout used is similar to the one used in fluctuation electron microscopy, and the

PCI method could be adopted to analyze the FEM speckle images to monitor the

dynamics with spatial resolution.

Recent advances in the multi-speckle light-correlation technologies have

resulted in their widespread use for various applications in material science and

biomedical optics (see, e.g., Refs. [69–74]).
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1.1.4 Correlation Spectroscopy of Scattering Systems with Specific
Scatter Dynamics

A vast majority of the above-considered cases are characterized by translational

dynamics of scattering sites in random media probed with various modifications of

the correlation spectroscopy method. In addition, the examined ensembles of

scattering particles, despite the randomness of spatial-temporal distributions

of their mobility and directions of movement, are characterized by stationary or

quasi-stationary scatter dynamics, which is continuous in time. On the contrary,

quite different, “discrete” scatter dynamics can occur in certain cases, when

a scattering ensemble remains for a significant period of time in a metastable

state, but small groups of scatters undergo the abrupt short-time transitions to

new configurations. Such spike-like scatter dynamics in local zones of the scatter-

ing ensemble, which appears against the background of a stable state of the

ensemble as a whole, should manifest itself in specific behavior of the correlation

properties of fluctuations of multiply scattered coherent light depending on the

state of the scattering system. Another type of the “exotic” behavior may be related

to the case of dynamic scattering systems with suppressed translational motion of

scatters (e.g., due to high viscosity of a host medium), in which the light beating is

induced by continuing changes in the optical properties and/or the sizes of scatters.

This section will consider the possibilities of correlation spectroscopy analysis

for characterization of the microscopic dynamics of scatters in the scattering

systems with “exotic” behavior such as:

1. The porous media at the late stages of the imbibition process, when a liquid–gas

interface in the porous layer is close to the pinned state, and the interphase

motions in single pores or in small groups of pores have a spike-like, or

avalanche-like character;

2. Two-component systems in which heterogenization occurs due to a phase sep-

aration process such as, e.g., the “dispersing polymer–liquid crystal” (DPLC)

composites obtained by UV irradiation of a LC–prepolymer mixture (see, e.g.,

Refs. [75–77]).

In both cases, the developing interphase boundaries (the liquid–gas boundaries

in pores or the boundaries of LC droplets in polymer as a host medium) play the role

of dynamic scatters, which cause the phase or amplitude-phase modulation of

propagating light.

1.1.4.1 Non-coherent Light Probing and Correlation Spectroscopy of
the Critical Behavior of Liquid–Gas Interfaces in Porous Media

The critical behavior of various non-ideal systems with weak structural order is

one of the fundamental phenomena in the physics of condensed state and statistical

physics, which have been intensively studied for several decades. For example,

this behavior is typical of charge-density waves [78], domain walls in ferromag-

netic materials [79], and contact lines at the interface between liquid and solid

phases [80]. A typical manifestation of critical behavior is the growth of an

interface between liquid and gaseous phases in disordered porous media under
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non-stationary mass transfer with small values of the average velocity on

a macroscopic level (on a spatial scale on the order of the characteristic size of

the medium in a direction perpendicular to the velocity of the interface) [81–83].

When the resulting force FS that controls the motion of a phase interface in a porous

medium is close to a certain threshold value Fc, which depends on the structural

characteristics of the medium and the parameters of interaction between the liquid

phase and the medium, the function �v FSð Þ exhibits scaling behavior:

�v / FS Fc= � 1ð Þy; (1.20)

which is indicative of the critical behavior of the system [84]. When the critical

parameter tends to zero, the phase interface is pinned. At the pinning stage, the

evolution of the interface represents a series of acts of appearance, growth, and

decay of local instabilities (avalanches) whose characteristic size and rate of

appearance are also described by power law functions of the critical parameter.

Note that the studies of interface dynamics in porous media are of interest not

only for further developing the physics of the critical state, but also for solving

a number of practical problems related to non-stationary mass transfer in disor-

dered media (e.g., monitoring the transport of biologically active substances in

biological tissues).

The critical behavior of the interface between liquid and gaseous phases in

disordered porous media can be studied, for example, with the use of non-coherent

and coherent radiation incident on the interface. In the latter case, the scattering of

laser radiation by dynamic irregularities (local phase interfaces in pores in unstable

regions of the global interface) is responsible for the dynamic speckle-modulation

of images of an object. A correlation analysis of the intensity fluctuations of the

speckles that modulate the images makes it possible to describe the evolution of an

ensemble of local instabilities of the interface as f ! 0. A similar approach was

applied to analyzing the dynamics of local phase interfaces in pores during evap-

oration of a liquid from porous layers [85].

The growth dynamics of an interface between liquid and gaseous phases in

porous layers during capillary rise of a liquid was examined by a projection method

under non-coherent illumination of samples and speckle-correlation analysis of the

total field [86]. In the first case, sequences of images of the surface of a porous layer

were detected under diffuse illumination by broadband light sources (luminescent

lamps). For the speckle-correlation analysis, speckle-modulated images of the

surface of a layer were formed by laser radiation scattered forward at small angles

when a collimated laser beam with a uniform intensity distribution was incident on

the layer. Figure 1.19 shows the experimental setup, which implements both

methods. Sequences of images of the layer surface near the phase interface were

detected by a VS-CTT-075-2000 monochrome CCD camera (the number of pixels

in the CCD sensor is 782 � 582, eight bits per pixel, and the linear size of a pixel is

8.3 � 8.3 mm). The optical system (National CC TV objective lens) formed

a reduced image of the sample surface on the CCD sensor. When studying the

growth of local instabilities of the phase interface under non-coherent illumination,
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a linear magnification of 0.2� was used. When studying the dynamics of the global

phase interface under non-coherent illumination and in the case of speckle-

correlation measurements under coherent illumination, a magnification of 0.048�

was used. The larger magnification in the first case was chosen because the

characteristic size of instabilities at the initial stage of growth was no greater than

0.10–0.15 mm in all samples. The diameter of the lens aperture for recording

speckle-modulated images was chosen so that the average size of the speckles

approximately corresponded to the pixel size of the CCD camera.

In diffuse, reflected non-coherent and transmitted coherent light, the image

sequences of the sample surfaces were recorded in the course of interface growth

in various porous layers. Because the maximal height of a liquid in a layer in the

experiments was much greater than the size of the field of view of the objective

lens–CCD camera system in the vertical direction, the rise of the interface was

recorded fragmentarily, by timing each sequence of images to the starting point of

the process and referring the position of the system to the vertical direction. To

choose the number of fragments (video clips), their duration, and the approximate

starting time of recording for each fragment at the stage of planning an experiment,

the results of a preliminary analysis of the interface dynamics were used. Prelim-

inary analysis of the experimental data showed that the Lucas–Washburn model

[87] is an approximation with acceptable accuracy (see below) at the stage preced-

ing the interface pinning. This allowed the recording of the fragments at this stage

without partial overlapping of the record regions for successive fragments, followed

by interpolation of the average velocity of the interface for time intervals between

the end and beginning of fragments.

When processing image sequences under non-coherent illumination, the

sequences of frames obtained were smoothed with the use of a median filter and

1 2

3

4 8
7 9

65

Fig. 1.19 Scheme of the experimental setup for analysis of the critical behavior of phase

interfaces in porous layers with the use of the projection method under noncoherent illumination

and the speckle correlation analysis; (1) CCD camera, (2) luminescent lamps for non-

coherent illumination, (3) container with plane-parallel glass walls, (4) sample under examina-

tion, (5) vessel with a liquid, (6) telescopic system (collimator and expander for a laser beam),

(7) pinhole aperture (spatial filter), (8) aperture, confining the cross-section of the incident beam,

and (9) He–Ne laser (5-mW output, linear polarization)
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then converted to a binary form. The cutoff level was chosen as Idry
� �þ Iweth i
 �

2= ,

where Idry
� �

and Iweth i are the mean values of the brightness of image fragments in

dry and wet regions of the porous layer near the phase interface. Then, the binarized

images dk i; jð Þ(dk i; jð Þ ¼ 1 in a wet region of the layer and dk i; jð Þ ¼ 0 in a dry

region, where k is the frame number in a sequence and i and j are the numbers of

columns and rows in the frame) of the layer surface, were used (a) for analysis of

the data obtained during preliminary experiments with the test samples to determine

the number and the length of the image sequences necessary for analyzing the

behavior of the phase interface at different growth stages; and (b) for analysis of

the average velocity of the phase interface as a function of the critical parameter by

means of the experimental data obtained from results of preliminary experiments.

Note that, in the general case of growth of an interface between liquid and

gaseous phases in thick porous layers, the distribution of the liquid near the interface

is three-dimensional; however, for thin paper samples used in the experiment, the

characteristic dimensions of irregularities of the interface in a direction perpendic-

ular to its propagation are, as a rule, greater than the layer thickness. The comparison

of the shape of the interface at the stage of pinning for binarized images of two

surfaces of different samples, made during preliminary experiments by rotating

container with samples (see Fig. 1.19) through 180�, showed that these images are

nearly identical. The difference in the vertical positions of the interface for the same

value of the longitudinal coordinate (perpendicular to the preferred direction of

growth of the interface) measured from the boundary of a layer was no greater than

1–3 pixels, which can be attributed to small defocusing of the recorded image due

to rotation, to the difference in the sensitivity of the pixels of the CCD camera, and to

other factors. Thus, in further analysis the distribution of the liquid phase in the

domain of growth of the interface was assumed as quasi-two-dimensional.

For the sequences of binarized images obtained in the preliminary experiments,

the average height of the upper boundary of the interface, �hmax � K
P
i

jmaxðiÞd¼1 L̂
�

,

was determined as a function of time t ¼ tst þ kDT. Here, jmaxðiÞd¼1 is the maximal

row number for the ith column in the binarized image with dk i; jð Þ ¼ 1, L̂ is the

number of columns in the image, K is the scaling factor depending on the magni-

fication of the optical system and on the pixel size of the CCD sensor (in our case,

K¼ 173 mm), tst is the time interval between the start of capillary rise of a liquid and

the start of recording a video clip, and DT is the recording frame-to-frame interval,

83 ms. For two binarized images of the interface that correspond to time instants

tst þ k2DT and tst þ k1DT, the average velocity of interface as a function of time

t ¼ tst þ k1 þ k2ð ÞDT 2= was determined as

�v � K

P
i;j

dk2 i; jð Þ �P
i;j

dk1 i; jð Þ

L̂ k2 � k1ð ÞDT : (1.21)

One can easily verify that, in the case of a quasi-two-dimensional distribution of

a liquid in a layer, the calculation of the increment of the area of a liquid-saturated
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region of the layer makes it possible to adequately estimate the increase in the liquid

volume in the interface growth region within time k2 � k1ð ÞDT, even when the

binarized image contains non-convex regions. Using the values obtained in the

experiment and determined by the interpolation of time intervals between image

sequences, the average interface height �hðtÞ was reconstructed by numerically

integrating the expression

�hðtÞ �
Z t

0

�v t0ð Þdt0:

When analyzing binarized images under non-coherent illumination, the average

number of local instabilities of the front (avalanches) was also considered as the

number of nonoverlapping domains in the difference image dk2 i; jð Þ � dk1 i; jð Þ as
a function of t ¼ tst þ k1 þ k2ð ÞDT 2= , Dt ¼ k2 � k1ð ÞDT, and �h.

The sequences of speckle-modulated images of the surface of a porous layer

obtained under coherent illumination were processed by calculating the local

values of the normalized autocorrelation function of intensity fluctuations,

g2 i; j; t;Dkð Þ ¼ G2 i; j; t;Dkð Þ G2 i; j; t; 0ð Þ= , where

G2 i; j; t;Dkð Þ ¼
Xk2
k¼k1

IkþDk i; jð Þ � �I i; jð Þ �
� Ik i; jð Þ � �I i; jð Þ �

;

�I i; jð Þ ¼
Xk2
k¼k1

Ik i:jð Þ
k2 � k1

;

t ¼ tst þ DT
2

k1 ¼ k2ð Þ:

(1.22)

Using these values of g2 i; j; t;Dkð Þ, the local values of the first cumulant of the

correlation function of intensity fluctuations were calculated:

G1 i; j; tð Þ ¼ ln g2 i; j; t;Dk ¼ 1ð Þf g T= : (1.23)

Samples of filter paper labeled as FM (moderate filtering, “white band”), FS

(slow filtering, “blue band”), and FF (fast filtering, “red band”) according to GOST

12026–76 were used as porous layers with disordered fibrillar structure; distilled

water was used as a saturating liquid. Paper strips 150 mm long with a width

ranging from 35 to 60 mm were placed vertically in a fixing frame so that the lower

margin of a sample was in contact with the saturating liquid, whose level in vessel 5
(see Fig. 1.19) was kept constant. To reduce the effect of evaporation of the liquid

from the surface of a porous layer on the growth of phase interface, the fixing frame

and the vessel were placed in a closed glass container with plane-parallel
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glass walls. Ten series of measurements both under non-coherent and coherent

illumination were carried out for each type of filter paper.

Figure 1.20 represents the time dependence of the experimental average

velocity of the boundary of a liquid-saturated layer for one of the test samples

(filter paper FM).

This dependence shows that there exist two characteristic modes of stationary

flow of a liquid in a porous layer under capillary forces. When t < tcr, the data

obtained admit a high-accuracy exponential approximation �vðtÞ / exp �t trel=ð Þ,
where trel is a characteristic time determined by the structural characteristics of

the porous layer. Many authors (see, for example, [88]) pointed out that, at its early

stage, the capillary rise of a liquid phase in a porous layer can be adequately

described by the Lucas–Washburn model [87] with appropriately chosen parame-

ters. The Lucas–Washburn equation, which describes the dynamics of rise of a

liquid in an isolated capillary, is expressed as

AðtÞ ¼ �BhðtÞ � ln 1� BhðtÞ½ �; (1.24)

where hðtÞ is the current height of the liquid in a capillary; A ¼ r2g2r3 16s� cos#= ;

B ¼ rgr 2s cos#= ; and r, �, and s are, respectively, the density, viscosity, and

surface tension of the liquid; r is the capillary radius; and # is the contact angle

determined by the interaction between the liquid and the capillary walls. For

a capillary rise of a liquid with known r, �, and s in a porous layer, the approxi-

mation of the experimental dependence �hðtÞ ¼ R t
0
�v tð Þdt with the use of (1.24)

allows one to determine the effective value of the capillary radius reff , which is

determined by the characteristic size of pores in the layer and the porosity of the

layer, and the value of cos#.
As t ! 1, the Lucas–Washburn equation describes the asymptotic behavior

of the interface, which tends to an equilibrium state, �hðtÞt!1 ! �heq ¼ 1 B= ,

which is independent of the viscosity of the liquid. It can be shown that, within

the Lucas–Washburn model, the time dependence of the absolute value of the

average velocity �vj j on the saturation time of a layer at large time scales is

described by the expression �vðtÞj j � A B=ð Þ exp �Atð Þ, which corresponds to the

experimentally observed behavior of the phase interface in all test samples for

t < tcr (see Fig. 1.20). A sharp decrease in �vj j for t > tcr corresponds to the

critical interface pinning mode as f ! 0, which is characterized by a power law

dependence of the average velocity of interface growth on the critical param-

eter: �v / f y. Note that the values of �hpin determined in the experiment for the

pinned interface in porous layers are substantially less than the equilibrium

values of the rise height of the liquid, which are determined by the Lucas–

Washburn model for t ! 1: �hpin << �heq [89].
Figure 1.21 shows the values of �v, measured with the use of a projection method

under non-coherent illumination, as a function of the critical parameter at the stage

of interface pinning in the samples; the values of f were determined from the

current value of �hðtÞ and the value of �hpin measured as t ! 1 for the pinned

interface: f ¼ �hpin �hðtÞ� � 1 [89]. All the experimental functions �vð f Þ admit
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a power law approximation of reasonable accuracy as f ! 0, which is indicative of

the critical behavior of the phase interface. Table 1.1 presents the values of y, tcr,
tpin, and �hpin for the test samples.

The values of y < 1 correspond to a finite duration of the interface pinning

process under capillary rise of a liquid in thin, disordered porous layers. Note that

the experimental data presented in [89] on the growth of the interface under

capillary rise of a liquid in a cylindrical porous column of diameter 8 mm consisting

of densely packed glass spheres with diameters of 180, 253, 359, and 510 mm are

evidence for a different scenario of the critical behavior of the phase interface. In

particular, the value of y for a porous medium, evaluated according to the exper-

imental data, is substantially greater than unity, which corresponds to an infinitely

large pinning time of the phase interface. At larger time scales, one can observe

a power law decay of �v as a function of t with an index of about 0.75 (according to

the experimental data, the average velocity of the interface exhibits power law

time dependence in a time interval of more than three orders of magnitude).
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It is noteworthy that the porous system studied in [89] is characterized by a higher

degree of structural ordering and greater dimension compared with our samples:

the phase interface cannot be represented by a fractal line like in the case of quasi-

two-dimensional flow of a liquid in a thin porous layer; it is, rather, a surface

(three-dimensional flow of a liquid).

The transfer of the liquid phase in paper layers strongly depends on the interac-

tion between the saturating liquid and cellulose fibers (e.g., swelling due to satura-

tion of a paper layer with water). Therefore, the effect of interaction between the

saturating liquid and the hydrophilic fibers that form the porous layer on the growth

of the phase interface in the layer requires a more comprehensive analysis. The

authors of [21] point to two basic factors that determine the process of saturation of

paper layers with water: the absorption of water by the fiber surface and the

swelling of fibers. Due to the formation of an additional channel for mass transfer

in a porous medium and due to a change in the dimensional characteristics of the

system of pores in time and over the bulk of the medium, these factors may affect

the growth of the global phase interface in a porous layer. During the initial stage of

rise of the liquid in the layer, which is described by the Lucas–Washburn equation,

these factors should lead to a nontrivial time dependence of the model parameters A
and B (expression (1.24)) and, consequently, to a slightly different form of the

function �hðtÞ compared with the classical Lucas–Washburn equation with AðtÞ ¼
const and BðtÞ ¼ const. In [90], the authors present experimental data on the

swelling kinetics of cellulose fibers during hydration, which make it possible to

evaluate the characteristic time of this process as 40–50 s; the maximal increase in

the fiber diameter is no greater than 15 %. Assuming that the average size of pores

during the hydration of cellulose fibers changes by a value on the same order of

magnitude and taking into account that the effective capillary radius in the Lucas–

Washburn model depends on the average size of pores and the porosity of a layer,

a slight variation (by about 10–20 %) in the equilibrium height �heq of the

liquid compared with the stationary Lucas–Washburn model with AðtÞ ¼ const
and BðtÞ ¼ const can be predicted.

In Refs. [91–93], using computer simulation methods, the authors investigated

the formation of a phase interface in disordered porous media by two- and three-

dimensional stochastic grid models that do not take into account how filling of the

grid cells affect their parameters. Nevertheless, similar model systems exhibit

critical behavior of their characteristics (including the behavior of the average

velocity of propagation of the global interface) as the control parameter tends to

zero. Investigations of the propagation of the interface between liquid and gaseous

Table 1.1 Critical indices, transition times to the critical mode, and to the interface pinning

mode; and the height of a pinned interface for test samples (results of statistical processing over ten

series of experimental data for each type of paper; the significance level is 0.9)

Sample y tcr , s tpin, s �hpin, mm

FF 0.89 � 0.06 2,150 � 110 3,300 � 170 127.4 � 3.6

FM 0.76 � 0.07 2,050 � 106 2,600 � 135 93.0 � 2.9

FS 0.93 � 0.07 1,800 � 98 2,900 � 150 64.5 � 1.7
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phases in three-dimensional media formed by hydrophilic ceramic materials (see,

for example, Ref. [92]), in which phenomena like the swelling of cellulose fibers in

paper are completely excluded, are also evidence for the critical behavior and

fractal properties of the developing interface at small propagation velocities.

These phenomena cannot be described within continual concepts about fluid trans-

fer in porous media (see, for example, Ref. [94]).

Thus, the critical behavior of interfaces and the pinning effect as f ! 0 in

disordered porous systems are a fundamental property of these systems, which is

associated precisely with the structural disorder of a system rather than with the

variations in the structure and the properties of the system due to interaction with

the liquid phase. Note also that, in paper layers at the stage of interface pinning,

rather slow processes of hydration and swelling of fibers immediately below the

interface may substantially affect the kinetics of the appearance of local instabilities

(avalanches), thus affecting the value of the critical index y. However, the satura-
tion of these regions with a liquid phase up to the maximal concentration occurs in

a finite time [90]; for paper layers, this rules out the possibility that a phase interface

will exhibit behavior similar to that described in [89].

The following qualitative interpretation can be proposed for the significant

difference in the critical behavior of two types of porous systems: in the case of

disordered systems considered in the present section, when the velocity of the phase

interface reaches a certain value �vch characteristic of the medium, continuous

motion of the phase interface described by the Lucas-Washburn model is

suppressed and it changes to discrete decaying motion controlled by the appear-

ance, growth, and decay of local instabilities (avalanches). In the case of a porous

system with a higher degree of structural ordering [89], the continuous motion

of the phase interface presumably is not completely suppressed; however, for

average velocities of the interface lower than �vch � 100 mm=s, an increase in the

spatial-temporal fluctuations of a local velocity v x; tð Þ leads to a power law time

dependence at large time scales (which was obtained in [89]), rather than to the

critical behavior.

As f ! 0 and, accordingly, �hðtÞ ! �hpin, the motion of the interface represents

the sequence of appearance, growth, and decay of local instabilities of the

interface. Figure 1.22, which presents a sequence of binarized difference

images of the surface of a sample in the localization region of the interface,

illustrates the evolution of an ensemble of localized instabilities for small

values of the critical parameter. Each of the 19 fragments of this image,

separated by lines, represents a region of a difference image of a localization

domain of the interface obtained for different values of k2 � k1 (an increment of

k2 � k1 during the image synthesis is 20). From considerations of compact

representation of a set of difference images, the vertical coordinate L0 perpen-
dicular to the propagation direction of the phase interface (to a horizontal

direction in the recorded images) was chosen. The size of a region in the

direction of L0 corresponds to the width of the field of view (300 pixels, or

12.45 mm for a linear magnification of the system of 0.2�); in the direction in

which the interface propagates (the vertical direction in the images of surface of
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a paper layer), the size of the regions was chosen according to the criterion

L00max � 1:1ðhmax � hminÞ, where hmax and hmin are the maximal and minimal

values of the height of the interface within the analyzed region at the starting

point at which the sequence of images was recorded. For the example shown in

Fig. 1.22, the value of L00max is 90 pixels, or �3.74 mm.

The analysis of difference images in Fig. 1.22 shows that the interface remains

stable during the first 9 s after the start of recording of a sequence of raw images;

at the tenth second, a local instability with coordinates L0 � 86 pixels and L00 � 63

pixels arises; at the 12th second, one can observe three growing irregularities, and,

at the 15th second, seven irregularities. Further, the existing irregularities grow and

merge together, and new irregularities arise in different regions of the interface; as

a result, for large values of k2 � k1, a considerable part of the entire interface is

covered by zones of active growth. For example, at k2 � k1 ¼ 480 (for a time

interval of 38.18 s between the images used to construct the last fragment in

Fig. 1.22), the total area of active growth zones amounts to 55 % of the interface

within the region considered. Other regions of the interface remain stable for

a given time interval.

In the case shown in Fig. 1.22, the time tst is 2,120 s and the critical parameter is

f � 0:1. This corresponds to the transition region (see Fig. 1.20) from the

Lucas–Washburn mode of flow of a liquid to the growth of an interface via

the appearance and growth of local instabilities, which is illustrated in

Fig. 1.22. A further decrease in the critical parameter leads to a sharp decrease

in the probability that local instabilities will appear in a finite observation

time, which ultimately leads to pinning of the interface. The average

velocity of the interface for small values of the critical parameter can be

represented as

�vðtÞ �
�NavalðtÞ

L

@Si;avalðtÞ
@t

� �
; (1.25)
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where �NavalðtÞ is the average number of intensely growing local instabilities in

a region of interface having a length of L; Si;avalðtÞ is the area covered by the i th
local instability at moment t; and the averaging @Si;avalðtÞ @t=

� �
is performed

both over the ensemble of instabilities and over the time interval used to determine

�vðtÞ. According to the general principles of the behavior of critical systems as f ! 0

[84], one can naturally assume that, at the pinning stage, �NavalðtÞ and

@Si;avalðtÞ @t=
� �

, as functions of the critical parameter, exhibit scaling behavior:

�Naval / f g; @Si;aval @t=
� � / f d;

and that the following relation holds between the critical indices y, g, and d, which
characterize the behavior of the interface: y ¼ gþ d. Figure 1.23 shows the func-

tions �vð f Þ and �Navalð f Þ for an FM sample obtained by analyzing binarized differ-

ence images of the surface in the localization region of the interface. For the critical

index g, the function �Navalð f Þ gives an estimate of 0.57� 0.05, which is comparable

with the critical index y of the average velocity of the interface; this suggests that

the critical index d is much smaller than g and, hence, the effect of the critical

parameter on @Si;aval @t=
� �

is insignificant.

The relatively small effect of f on @Si;aval @t=
� �

is also confirmed by analysis of

the growth of individual local instabilities of the interface. Figure 1.24 shows the

initial regions of the functions Si;avalðtÞ for arising and growing local instabilities at
various values of the critical parameter; these functions are obtained by processing

sequences of binarized difference images of the surface of samples in the localiza-

tion region of the interface. These functions characterize the growth of a single

local instability within a considered region and admit a piecewise linear approxi-

mation of the form:

Si;aval t
0ð Þ ¼ 0; t0 
 t00i

ai t0 � t00i

 �

; t0 > t00i;
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where the time t0 is measured from the start of recording of a sequence of images, t00i
is the time interval determined by a random delay of the moment at which

instability appears (a value of t00i
� �

, averaged over an ensemble of local instabilities,

monotonically increases as f decreases), and ai is the rate of growth of the area of

the layer surface covered by a local instability during the growth of this instability

(at the initial stage, ai ¼ @Si;aval @t= � const; that large time scales, @Si;aval @t=
slowly decreases, thus leading to decay of the instability). For the functions

shown in Fig. 1.24, the velocities ai have close values; that is, a significant decrease
in the critical parameter does not lead to significant variations in the growth

dynamics of the instabilities, which were chosen randomly for the analysis

(at least at the initial stage of their growth). This result agrees with the conclusion,

made by comparing the experimental values of the critical indices y and g, that

@Si;aval @t=
� �

weakly depends on f .

The dynamic speckle modulation of images of the surface of a porous layer

under coherent illumination is associated with quasi-elastic scattering of light by

moving local phase boundaries in the pores in the region of active growth of the

global boundary of the liquid-saturated bulk of the layer. The first cumulant G1ðtÞ
(see formula (1.23)) of the correlation function of intensity fluctuations of scattered

radiation is related to the halfwidth of the spectrum S oð Þ of intensity fluctuations,

which, in turn, is determined by the mobility of the dynamic scattering centers in

the medium. In the multiple scattering regime, the multiplicity of scattering in the

expression for the first cumulant as a function of the mobility of scatterers should be

taken into account. For approximate estimates one may assume that G1ðtÞ / nh i tl= ,

where nh i is the average number of scattering events for propagating light under

fixed detection conditions and tl is the characteristic time of displacement of

scattering centers to a distance on the order of the wavelength. Note that, in the

case of diffuse propagation of radiation, when the characteristic dimensions of

the scattering medium are much greater than the transport mean free path l� for the
medium, the parameter G1ðtÞ does not depend on the angle between the incident and
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detected beams; this is attributed to the nearly isotropic character of propagation of

light in the medium.

Under the experimental conditions (detection of light scattered forward at small

angles), the correlation time of intensity fluctuations for different regions of an

image is determined by the mobility of the scattering centers (moving phase

boundaries in the pores [85]) in a local volume of the porous layer under this

region. The correlation time is substantially different in different regions and attains

its maximum in the zones of active growth of the global interface in the layer. Local

estimates of the correlation time (or another parameter that determines the decay

rate of the correlation function of intensity fluctuations) calculated at different time

instants over image regions with a size on the order of an average speckle size

can be used for visualizing the mobility of the liquid on a microscopic level in

different active growth zones of the interface. The cumulant analysis of speckle-

modulated images used to study the interface growth was based on the local

estimates of the first cumulant G1 x; y; tð Þ with the use of a moving window in the

time domain over short (on the order of 40–50 frames) fragments of image

sequences. The choice of the method was determined by its efficiency as applied

to analysis of non-stationary dynamic speckles (especially at the stage of interface

pinning, when its average velocity changes by a factor of 30–100 within times of

200–400 s; see Fig. 1.20).

Figure 1.25a illustrates substantial differences in the dynamics of speckles

recorded in the growth region of the interface in a porous layer (1, 2) and outside

this region (3, 4). Normalized correlation functions of intensity fluctuations were

calculated over a time interval of 4 s (over 50 frames). The correlation time of

intensity fluctuations estimated by the decay of normalized correlation function

g2 tð Þ down to a level of 1 e= (Fig. 1.7b) for an active growth region ranges from 0.2

to 0.4 s, whereas for the regions 3 and 4 this time is about 1.3 s. The decorrelation of

speckles outside the active growth zone is mainly associated with the noise in the

measurement system (fluctuations of the laser radiation frequency, noise of the

CCD camera, and vibrations). When laser radiation is scattered in a liquid-saturated

volume of a layer, processes in the layer with large characteristic times (variation in

the cellulose fiber volume due to hydration) also lead to a slow decorrelation of

detected speckles. The negative values of g2 tð Þ (Fig. 1.25b; functions 1 and 2 for

t > 0:8 s) are due to the relatively small sample size of the raw data.

Local estimates for G1 x; y; tð Þ obtained by the analysis of sequences of speckle-

modulated images were used for the visualization of the region of active growth.

Figure 1.26 represents the images corresponding to the initial stage of growth, that

is, to the Lucas–Washburn mode with the viscosity of the liquid significantly

affecting the rise of the liquid in the layer (Fig. 1.26a), and to the stage

of exponential decay of the interface velocity �v, which precedes its pinning

(Fig. 1.26b). The coordinate y is the direction of propagation of the phase interface

in the layer. Four brightness grades (the appropriate scales are shown in Fig. 1.26)

are used to give a clear representation of the active growth region of an interface and

eliminate redundant details. Figure 1.26a is characterized by considerable values of

the first cumulant in the zone of active growth of the interface. In Fig. 1.26b, the
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growth zone is characterized bymuch smaller values ofG1. Individual domains in the

images outside the active growth zone are due to the noise in the measurement

system, which leads to a slow decorrelation of speckles and determines the sensitivity

threshold of the system with respect to the values of G1.

Since the value of G1 i; j; t ¼ constð Þ is determined by the characteristic time of

displacement of dynamic scattering centers in a local volume of a porous layer over

a distance of l:

G1 i; j; t ¼ constð Þ ¼ CC tl= i; j; t ¼ constð Þ;

where CC is a dimensionless normalization factor for the scheme used, the averag-

ing of G1 i; j; t ¼ constð Þ over the active growth zone of the interface in the layer

makes it possible to characterize the mean mobility of the dynamic scatterers (phase

boundaries in individual pores) for a given growth stage of the interface. When

calculating the mean values G1ðtÞh i, summation was performed only over those

elements of the matrix G1 i; j; tð Þ whose values were greater than the preliminary

established threshold value:

G1ðtÞh i ¼ 1

NthðtÞ
XNthðtÞ

i¼1

G1 i; j; tð Þ:

The analysis of G1ðtÞh i as a function of �hðtÞ makes it possible to consider

variations in the microscopic mobility of local instabilities of the interface at

different stages. Figure 1.27 presents this function for one of the samples (filter

paper FM). Note that, at the initial stage of growth, when the average velocity of the

interface is rather high and the growth of the interface significantly depends on the
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viscosity (0 < �h < 30mm), the mean value of the first cumulant decays relatively

rapidly; the values of G1ðtÞh i are stabilized during transition to the exponential

decay mode of �v and decay during transition to the critical mode of interface

pinning (�h > 50mm).

The dependence of tl on the parameter that determines the mobility of the

scattering centers is determined by the character of their motion at a microscopic

level. Analysis of the growth dynamics of local instabilities of the interface under

non-coherent illumination (see Figs. 1.22 and 1.24) points to a predominantly

diffusive character of microscopic motion of the liquid phase in the growing local

instabilities of the interface in the critical mode (as f ! 0). The parameter Si;aval /
x2i;aval (xi;aval is the characteristic size of the ith instability) is a linear function of

time, at least at the initial stage of the growth of instabilities (see Fig. 1.24), which is

typical of diffusive growth processes x2i;aval / Dt, where D in this case is the

effective diffusion coefficient of the liquid phase in a porous layer.

The decay of autocorrelation functions of the intensity fluctuations of speckles in

the region of active growth of the interface (Fig. 1.25b), which admits an
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exponential approximation of the form g2 tð Þ � exp �G tj jð Þ with satisfactory accu-

racy, is also evidence in favor of the diffusive type of motion of the scattering

centers as f ! 0. Note that a nearly exponential decay of g2 tð Þ with the increase in
t is indeed typical of single and small-angle multiple scattering of laser radiation in

systems with diffusive motion of scattering centers. However, a substantial differ-

ence in the diffusion coefficients for different scattering centers should lead to

a deviation in g2 tð Þ from the canonical exponential form [95]. Therefore, the

experimental behavior of g2 tð Þ serves only as indirect evidence of the diffusive

character of motion of the liquid phase. At the same time, the results of analysis of

images of local inhomogeneities under non-coherent illumination are indisputable

evidence for the above conclusion.

Under the assumption of the scaling behavior of G1h i / f d0, analysis of the data
shown in Fig. 1.27 for f ! 0 allows the evaluation of the corresponding critical

index as d0 � 0:242� 0:080, which agrees satisfactorily with the value of the

critical index d � 0:19 obtained from the analysis of the functions �Navalð f Þ and

�vð f Þ (see Fig. 1.23).
According to an approach considered by many authors (see, for example,

[92, 93]), the scaling properties of the interface between liquid and gaseous phases

in a disordered porous medium with f ! 0 can be described by a set of critical

indices z, n, and a. The dynamic critical index z determines the relation between

the characteristic size L of a porous system and the characteristic time tx of

interface growth: tx / Lz. At the stage of interface pinning, for a growth time of

the interface much greater than tx, the interface width, defined as W L; tð Þ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 x; tð Þð Þ � h x; tð Þ

� �2
r* +

, depends on the characteristic size of the system as
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Wsat / La, where the critical index a describes the fractal properties of the devel-

oping interface. When determining the interface width, the following notation is

used: h x; tð Þ is a random height of the phase interface at point x at instant t, the x axis
is perpendicular to the direction of motion of the interface, and the averaging is

performed both over coordinate x and over an ensemble of configurations of the

interface that are randomly implemented at instant t. The critical index n determines

the scaling of the characteristic size x of pinned regions of the interface (and, hence,
the local instabilities of the interface) as f ! 0: x / f�n. The relation between x
and the characteristic time of the appearance and growth of a local instability of the

interface is also determined by the dynamic critical index: taval / xz (see,

for example, [89]). It should be noted [92, 93] that the characteristic longitudinal

xII ¼ x (in the direction x) and transverse x? dimensions of local instabilities of the

interface exhibit different scaling behavior: x? xII= ¼ f n 1�að Þ. Many authors (see,

for example [92]) give a fundamental relation between the critical indices z, n, and a
and the critical index of the average velocity of the interface at the stage of pinning:

y ¼ n z� að Þ. The above-presented considerations allow one to obtain the following

relationships between two sets of indices (g, d and z, n, a): d ¼ n z� 1� að Þ and
g ¼ n.

In Refs. [92, 93], the authors discuss the critical exponents obtained from

numerical simulation of the motion of phase interfaces in disordered media with

the different models (in particular, models of directed percolation corresponding to

the Kardar–Parisi–Zhang equation [96] and quenched Edwards–Wilkinson models

corresponding to the Edwards–Wilkinson equation [97]). Note that the critical

index y for two-dimensional directed percolation depinning (DPD) models, which

ranges from 0.47 to 0.82 (depending on the simulation error), agrees much better

with the discussed results than the appropriate values for quenched Edwards–

Wilkinson models, which range from 0.21 to 0.33. The weak dependence of

@Si;aval @t=
� �

on the critical parameter, which was established by interpreting

experimental data, is attributed to the factor z� 1� a in the expression given

above, which establishes the relation between the critical indices d and z; a. Note
that, in [92], which was devoted to analysis of the scaling properties of the interface

between liquid and gaseous phases by numerical simulation on the basis of DPD

models and full-scale experiments (capillary rise of a liquid in paper sheets), the

authors obtained the following value of the critical index: a � 0:63. The dynamic

critical index z for critical systems similar to the considered systems is usually

assumed to be about 14/9 [89, 93]. For this value of the dynamic critical index, the

value of z� 1� a is close to zero, although the authors of [92] give smaller values

of z (in particular, for two-dimensional systems, simulation yields a value of 1.01).

On the other hand, the authors of [89], using an experimental value of y > 1,

suggest that the values of the dynamic critical index are greater than 14/9.

The value of g � 0:57, which was obtained for an FM sample, is much smaller

than the critical index n ¼ nII determined by numerical simulation on the basis of

the two-dimensional DPD model [92, 93] (nII � 1:73). On the other hand, analysis

of the Kardar–Parisi–Zhang equation by the renorm group method [98] yields the
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following relation between n and a: n ¼ 1 2� að Þ= . Thus, for a � 0:63 the value of

n is equal to�0.73, which agrees satisfactorily with the above-presented value of g.
Note also that n strongly depends on the dimension of the system: when

xII; x? 
 H, where H is the layer thickness, the three-dimensional character of

the interface motion in a layer should be taken into account. According to the results

of simulation in [92], this should lead to a decrease in nII and n? and to an increase

in z. Nevertheless, the problem of the relationship between g and n, as well as the
problem of scaling the average growth rate of local instabilities of the interface as

f ! 0, requires further experimental and theoretical investigation.

The discussed results are of interest for describing the transport properties of

porous systems of different natures in the case of the critical mode of liquid transfer

in such objects.

1.1.4.2 Correlation Spectroscopy of Dispersive Media in the Course of
Phase Separation

This section presents the results of correlation analysis of multiply scattered laser

light for characterization of the microscopic dynamics of scattering sites in random

media such as two-component systems in which heterogenization occurs due to

phase separation process (e.g., the “dispersing polymer–liquid crystal” (DPLC)

composites obtained by photo-polymerization of a LC–prepolymer mixture). In

this case, the developing interphase boundaries between the liquid-crystalline phase

and the polymer phase cause the amplitude-phase modulation of propagating light.

Formation of such dispersive substances as DPLC composites in the course of the

polymerization-induced phase separation in mixtures of prepolymer and liquid

crystal has been the subject of numerous theoretical and experimental studies in

the last decade [75–77, 99–101]. One of the reasons for such research activity is that

these substances can be considered as the basis for new types of electrically and

thermally controlled optical materials. The typical structure of DPLC composite is

an ensemble of randomly distributed LC droplets in a host polymer medium. The

kinetics of formation, as well as the size distribution and concentration of the

droplets, depends on the volume fractions of components in the mixture and their

physicochemical properties. During the formation, three characteristic stages of the

process can be marked: the relatively long “latent” stage with the absence of any

observable changes in optical properties of the mixture, the short-term stage of

structure formation, and the prolonged stage of structure stabilization. In the course

of irradiation of the formed DPLC composite by laser light, the expressed dynamic

modulation of scattered light occurs at the last two stages of formation; the

correlation properties of fluctuating light should be related to the kinetic properties

of the droplet ensemble formation (in particular, the rate of increase in the average

size of droplets, their concentration, etc.).

Light beating induced by dynamic scattering of laser radiation (single-mode

He-Ne laser emitting at the wavelength of 633 nm, linear polarization, 5 mW

output) in 40-mm layers of photo-polymerized mixtures of nematic liquid crystal

(LC-807, a product of NIOPIK, Russia, which is a quinary mixture of R-oxy-

cianobiphenyls, where R is methyl, or amyl, or propyl, or hexyl, or heptyl; the
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melting point is �5�C, the bulk viscosity is �35 mm2/s, the refractive indices are

no � 1:52 and ne � 1:72, and the optical anisotropy is �0.22) and prepolymer

(NOA65, the product of Norland Products Inc., USA, the refractive index in visible

region at 25�C is �1.52, the viscosity is 1,200 mPa/s) was studied in the experi-

ment. The weight fraction of the LC component in mixtures varied from 0.35 to

0.65. The scheme of experimental setup is presented in Fig. 1.28. The collimated

laser beam (8 mm in diameter) was formed by the beam expander 2 (the telescopic

system with 10 mm pinhole diaphragm as the beam cleaner) and fell on the upper

surface of the layer placed between the quartz substrates (1.5 mm in thickness).

Photo-polymerization was provided by irradiation of a layer through the lower

substrate by light with the power density �700 mW/cm2 at the wavelengths in the

range from 400 to 500 nm. Speckle-modulated backscattered light was detected by

CMOS camera (Basler 602f) in the subframe mode (50 pixels � 50 pixels) with

the frame rate of 50 fps. The camera lens was focused onto the upper surface of the

probed layer. The captured frame sequences were processed for retrieval of the

dependencies of fluctuating intensity of backscattered light in an arbitrarily chosen

small area of the detection zone on the time lapse after beginning UV irradiation.

Figure 1.29 displays these dependencies obtained for the various weight frac-

tions of the LC component in the mixture. The above-mentioned three stages of the

DPLC formation, the latent stage, the formation stage, and the stabilization stage,

1

2 5

3

6

4

Fig. 1.28 Schematic of the

experimental setup. 1 – the

He–Ne laser; 2 – the beam

expander with the pinhole

diaphragm; 3 – the sample

under study between two

quartz substrates; 4 – the

CMOS camera with the lens;

wavy arrows indicate

irradiation of the sample for

activation of

photo-polymerization
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are clearly identified on these graphs. In order to analyze the correlation properties

of speckle intensity fluctuations, or equivalently, light beating, the dependencies

IðtÞ were detrended using the Savitsky-Golay procedure with further subtraction of

the smoothed data from the raw data. The window width for smoothing was chosen

equal to 4 s, which is considerably greater than the characteristic time of intensity

fluctuations in our experiments. The fluctuating components ~IðtÞ of detected signals
were analyzed using the formalism of Kolmogorov structure functions. The second-

order structure function can be defined as D~I t; tð Þ ¼ ~I tþ tð Þ � ~IðtÞ� �2
D E

; if the

statistical characteristics of the fluctuating signal insignificantly change during the

time of analysis (quasi-stationary behavior of the signal, ~I
2ðtÞ

D E
ffi ~I

2
tþ tð Þ

D E
Þ,

then D~I t; tð Þ ffi D~I tð Þ. The structure function is closely related to the correlation

function G~I tð Þ ¼ ~I tþ tð Þ~IðtÞ� �
as

D~I tð Þ ¼ 2 ~I
2

D E
� G~I tð Þ

n o
: (1.26)

The reason for choosing the structure function D~I t; tð Þ for fluctuating signal

analysis instead of the correlation function G~I tð Þ is that the structure function is

more appropriate for the analysis of signals at small time scales, especially for the

study of scaling properties of fluctuations (see, e.g., Ref. [102]).

Figure 1.30 displays the experimentally obtained normalized structure functions

D~I tð Þ 2 ~I
2

D E.
for the examined DPLC samples at the stabilization stage, when the

average intensity of detected signals varies insignificantly. Note that the behavior

of D~I tð Þ 2 ~I
2

D E.
in the region 0:1 0:3< D~I tð Þ 2 ~I

2
D E.

< 0:8 0:9 allows the

power-law approximation D~I tð Þ 2 ~I
2

D E.
	 taI with the adequate accuracy; the

values of the index of structure function are approximately equal to 0.49 and 0.48

for the samples with the weight fractions of the LC component equal to 0.4 and 0.5,

respectively. In contrast, this value is equal to �0.88 for the sample with a larger
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Fig. 1.29 The values of

intensity of detected signal (in

arbitrary units) versus the

time interval after the

beginning of photo-

polymerization; 1 – (40 % of

LC807)/(60 % of NOA65);

2 – (50 % of LC807)/(50 % of

NOA65); 3 – (60 % of

LC807)/(40 % of NOA65)
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amount of LC component (0.6). For two samples with the weight fractions of LC

component equal to 0.4 and 0.6, respectively, the values of D~I tð Þ 2 ~I
2

D E.
smaller

than 0.2 have not been obtained because of the limited frame rate of the used CMOS

camera. Despite this limitation, the values of aI for these samples can also be

estimated with acceptable accuracy.

Compared with many other dynamic scattering systems, the DPLC composites

are characterized by a specific type of modulation of propagating laser light during

the structure formation. The modulation is not due to the changes in the scatter

positions, as in the case of systems with translational dynamics of scattering particles,

but due to the non-correlated variations of the S-matrix elements [103] of scattering

sites (LC droplets in a prepolymer matrix) in the course of their formation and

growth. In this case, the time-varying parameter of propagating partial contributions

to the scattered optical field in the medium is not only the phase (as, for example, in

the case of Brownian scattering systems) but also the amplitude. Joint amplitude-

phase variations of interfering partial contributions cause the light beating in an any

arbitrarily chosen detection point with the correlation parameters depending on the

scattering geometry, the average number of scattering events Nh i, and the kinetic

parameters of LC droplets formation (in particular, the average rate of droplet growth

d rh i dt= , where rh i is the average droplet radius). Decorrelation of intensity fluctua-

tions in the detection point, which can be considered in terms of the increased rate of

structure function D~I tð Þ ffi K~It
a~I with the increasing t, may be related to the current

state and the kinetics of formation of the examined scattering system in the frame-

work of the random walk model.

Numerical simulation of the random walk process was carried out, including the

propagation of partial contributions to a multiply scattered optical field in a random

ensemble of spherical scattering particles characterized by the lognormal distribu-

tion of the radius (as follows from Ref. [75], these statistics can be used for

approximation of the empirical size distributions for LC droplets in DPLC com-

posites). The input parameters for the considered model were the number of
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Fig. 1.30 Empirical

normalized structure

functions D~I tð Þ 2 ~I
2

D E.
. The

notations of curves are the

same as in Fig. 1.29
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scattering events N, the mean value rh i and the standard deviation sr of the scatter
radius at the origin, the wavelength of probe light l0, the refractive indices of

scatters np and host medium nh, and the average rate of scatter growth d rh i dt=
(we assumed for simplicity that the ratio sr rh i= does not vary in the course of

scatter growth). At the beginning of each cycle of simulation process a linearly

polarized plane wave of unit amplitude entering into the scattering system was

considered. For the partial component characterized by the given number of

scattering events N, the random value of scatter radius ri was generated for each

scattering event and, after this, the random value of scattering angle yi was obtained
using the Mie phase function. On the base of the set of ri and yi values, the array of
elements of amplitude scattering matrix S1i; S2if g (see, e.g., Ref. [103]) was calcu-

lated. Accordingly, the transformation of the complex amplitude of propagating

wave in the sequence of N scattering events was considered under the assumption of

the uniform distribution of the azimuthal angle ’i in the range from 0 to 2p for each

scattering event. Finally, the intensity of the linearly polarized component of N-
times scattered wave, which leaves the scattering system in the backward direction

with the same polarization direction as the incoming wave, was calculated. After

this, the array of scatter radii was modified by incrementation of each value with

a small additive Dri, which was calculated from the given value of d rh i dt= under the

assumption of sr rh i= ¼ const. The arrays of yi and ’i values were unchanged,

which corresponded to the stability of scatter positions in time. The described

procedure was repeated K times and the intensity values Imð0Þ; Imð1Þ; ::::; ImðKÞ,
which correspond to times t; tþ Dt; . . . ; tþ KDt, were obtained for m-th partial

contribution.

This simulation procedure was repeatedM times for various partial contributions

with the same values of N but with the different sets ri, yi, and ’i, and the obtained

ensemble of intensity values was used to calculate the normalized single-path
structure function of intensity fluctuations D~I t;Nð Þ ¼ ~I tþ t;Nð Þ � ~I t;Nð Þ� �2

D E
=

2 ~I t;Nð Þ� �2
D E

for the given initial value of scatter radius rh i and the average rate of
scatter growth d rh i dt= .

Before discussing the simulation results in comparison with the obtained exper-

imental data, it is necessary to give some comments on the considered model. First,

it does not include the effect of optical anisotropy of the scattering sites (LC

droplets) on the formation of multiply scattered optical field in the examined

system. The reason for such an assumption is that the droplets, which are randomly

distributed in the host medium, will be presumably characterized by randomness in

orientations of the symmetry axes for molecular configurations into the droplet

volume from one droplet to another in the absence of macroscopic orienting factor.

Optical anisotropy of the scattering site should affect the phase function and

scattering cross section depending on the state of polarization of the scattered

wave. Consequently, the transport parameters of a multiple scattering random

medium consisting of anisotropic scatters with orientational disorder can differ

from those of a medium with the same structural characteristics and consisting of

isotropic scatters. In this way, the results of light transfer analysis, which were
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obtained for the multiple scattering ensemble of isotropic scattering sites, can be

transferred to the case of anisotropic scattering sites. Thus, only the effect of

structural changes (the average radius rh i and the volume fraction of LC droplets

in the scattering system) on the light-beating-induced decorrelation of the detected

intensity was considered.

Figure 1.31 displays the calculated values of the normalized single-path struc-

ture function of intensity fluctuations D~I D qh i;Nð Þ 2 ~I
2

D E.
depending on the incre-

ment of average wave parameter of scattering sites D qh i ¼ kD rh i ¼ 2p l=ð ÞD rh i for
the scattering systems consisting of “small” ( 2p l=ð Þ rh i ¼ 5) and “large”

( 2p l=ð Þ rh i ¼ 50) scattering sites and for the values of N equal to 5 and 30. The

relative refractive index of scatterers was assumed equal to 1.15 that is close to

the ratio ne nh= , where ne is the extraordinary index of LC component, and nh is the
refractive index of the host medium (polymer). Note that the characteristic value

of the relative index of LC droplets in the host medium is rather less than the used

value, but our estimates showed a less significant effect of this parameter on

D~I D qh i;Nð Þ 2 ~I
2

D E.
in comparison with other model parameters (especially rh i

and N).
Renormalization of the structure function argument of the wave parameter

domain to the time domain (i.e., the replacement of D qh i by the time lapse t) can
be performed on the basis of experimental data on the kinetics of LC droplet

growth in DPLC composites (the results of optical microscopy, see Ref. [75])

and the results of molecular modeling of the phase separation [101]. In both

cases, the dependence rh i ¼ f ðtÞ (t is the time interval from the beginning of

phase separation process) at the stage of structure stabilization allows with the

appropriate accuracy the power-law approximation rh i � Kta with K and a < 1

depending on the physical-chemical properties of components of a phase-separating

system. Hence, D rh i � K tþ tð Þa � taf gt<<t � Kata�1t ¼ K2�1
a rh i1�a

a t and the lin-

ear dependence of the wave parameter decrement D qh i and the time lapse t can be

established for D rh i << rh i. In particular, theoretical predictions on the basis of the
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Fig. 1.31 The calculated

normalized

structure functions

D~I kD rh i;Nð Þ 2 ~I
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;

1� N ¼ 5, k rh i ¼ 25;

2� N ¼ 30, k rh i ¼ 25;

3� N ¼ 5, k rh i ¼ 250;

4� N ¼ 30, k rh i ¼ 250
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Ostvald coarsening model give a ¼ 1=3 [75]; molecular modeling of phase separa-

tion in two-component systems predicts the lesser values of a at the structure

stabilization stage.

Comparison of the experimental structure functions of intensity fluctuations (see

Fig. 1.30) with the model structure functions (Fig. 1.31) allowed us to point to the

following key features and differences in the behavior of empirical and theoretical

dependencies:

1. Typically, the indices a for the calculated single-path structure functions

(Fig. 1.31) are comparable with 1 and vary from �0.89 (k rh i ¼ 50) to �1.72

(k rh i ¼ 5), while the experimental curves are characterized by approximately

two times lower values of the index (a � 0:88 for sample 1, �0.48 for sample 2,

and �0.49 for sample 3);

2. Among the examined samples, the sample with the equal volume fractions of LC

and prepolymer (#2) is characterized by the expressed low-frequency and high-

amplitude light beating at the stage of structure stabilization (see Fig. 1.29).

Approximately two-fold difference between the simulation and experimental

data on the structure function indices is presumably caused by peculiarities of

the pathlength statistics for detected probe light in the backscattering mode;

a similar behavior was observed in the case of diffusing wave spectroscopy of

multiply scattering Brownian media with the detection of backscattered light

[3]. It was found that the field correlation function of detected light has the

stretched exponential form g1 tð Þ 	 exp �C0 ffiffiffi
t

pð Þ (this corresponds to the nor-

malized structure function of intensity fluctuations varying as DI tð Þ 	 t0:5 at

small time scales), while the single-path field correlation function for Brownian

multiply scattering media is defined as g1 t; sð Þ 	 exp �C00tsð Þ (this corresponds
to DI tð Þ 	 t). Here C0 and C00 are the coefficients depending on the dynamical

and optical properties of the scattering medium. Thus, the transformation of the

single-path correlation function g1 t; sð Þ to the correlation function of detected

light with the pathlength probability density rðsÞ for the backscattering

geometry is accompanied by the decrease in the structure function index

a: 1 ! 1 2= . The same trend occurs in our case (compare Figs. 1.30 and 1.31).

The observed difference between the parameters of light beating for sample 2

and samples 1, 3 can be interpreted on the basis of available data (see, e.g., Refs.

[75, 100]) on the effect of the LC volume fraction fLC on the structure of UV-cured

DPLC composites (namely, the average radius rh i and the concentration c of the

droplets). The droplet formation in polymerizing host medium can occur when the

LC volume fraction exceeds a certain threshold value related to the LC solubility

limit in a prepolymer for given conditions: fLC > w [100]. In our experiments, we

found the value of w slightly larger than 0.3. Following Ref. [100], the relative

amount of LC component, which is released in the form of droplets during the

polymerization, can be approximated by the following expression:

f 0LC ¼ 1

fLC

fLC � w
1� w

: (1.27)
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The average droplet radius rh i in DPLC composites depends significantly on fLC
increasing by several times when the value of fLC rises up from w to 0.65 0.70. At

larger volume fractions, a coalescence of droplets takes place and the formation of

large-sized LC domains in the host medium occurs. Note the expressed non-linear

or even non-monotonic behavior of rh iwith the increase of fLC. The average droplet
radius rapidly increases at the intermediate values w < fLC 
 0:50 0:55; in par-

ticular, the E7 droplets in NOA65 as the host medium are characterized by rh i �
0:39 mm at the weight concentration of E7 equal to 40 % and rh i � 1:18 mm at the

weight concentration equal to 50 % (these estimates were obtained using experi-

mental data presented in Ref. [75]). A further increase in the concentration of the

LC component leads to significant changes in the structure of DPLC composites; in

particular, optical polarization micrographs of PEHA/E7 structures [100] (PEHA is

the polymerized 2-ethyl hexyl acrylate) obtained with 50 % and 65 % weight

concentration of E7 show the dramatic changes in the droplet size distribution

for the PEHA/E7 (35:65) structure in comparison with the (50:50) structure.

These changes are associated with the increase in the variance and the skewness

of droplet size distribution because of the large number of small-sized droplets and

the appearance of a small amount of very large LC drops (“pre-domains”). Statis-

tical analysis of polarization images presented in Ref. [100] has shown that

rh i50:50 � 4:74 mm, rh i35:65 � 4:33 mm, and dr rh i=ð Þ50:50 � 0:33, dr rh i=ð Þ35:65 �
0:47. Note that the molecular modeling of phase separation in two-component

systems [101] also predicts the decrease in rh i under the change of the concentra-
tion ratio towards the predominance of released component.

Considering the light transport parameters of the examined systems, one can

evaluate the mean scattering free path as

l ¼ 1

ssn
¼ 1

Qscap rh i2
� �

f 0LC rLC
4
3
p rh i3

� �.n o
� 2rLC rh ifLC 1� wð Þ

3 fLC � wð Þ :

(1.28)

Here, ss and Qsca are the scattering cross-section and the scattering efficiency of

LC droplets and n is their volume concentration. The approximation Qsca � 2 is

used for the large-sized spherical scattering particles and (1.27) for the fraction of

LC component released in the form of droplets. Rough estimates show that the

following relationship is typical for the examined scattering systems due to the high

scattering anisotropy: l� >> L, where l� is the mean transport free path for prop-

agating light in the medium, and L is the thickness of the medium. In this case, the

“snake-like” contributions propagating with small angular deviations with respect

to the probe beam axis will be a significant part of the detected signal due to Fresnel

reflections from the lower substrate. Consequently, one can roughly estimate the

average number of scattering events for the “snake-like” contributions as

Nh isnake � 2L l= � 3 fLC � wð Þ rLC rh i= fLC 1� wð Þ. It should also be noted that
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diffusing components of multiply scattered light propagate in a scattering system at

a distance of the order of L2 l= , where L is the characteristic size of the scattering

system, L 	 L. Thus, the average number of scattering events for the diffusing

components Nh idif 	 L l=ð Þ2 � 3 fLC � wð Þ 2rLC rh i= fLC 1� wð Þ½ �2 is more strongly

influenced by variations in l in comparison with Nh isnake. Finally, the average

number of scattering events for detected light can be considered as

Nh i � psnake 3 fLC � wð Þ rLC rh i= fLC 1� wð Þ½ �
þ pdif 3 fLC � wð Þ 2rLC rh i= fLC 1� wð Þ½ �2; (1.29)

where psnake and pdif are the weighting coefficients that characterize contributions

of the snake-like and the diffusing components. Thus, taking into account the

above-mentioned changes in DPLC morphology with increasing fLC in the range

w < fLC < f coalLC (the weight fraction f coalLC corresponds to the expressed coalescence

of droplets), one can assume the appearance of a pronounced minimum of Nh i for
a certain weight fraction of LC component and, consequently, a narrowing of the

spectrum of detected signal. An indirect confirmation of this hypothesis is related to

the appearance of pronounced, large-scale fluctuations of detected signal (see curve

2 in Fig. 1.29), which are expected with the decrease in the number of scattering

sites in the scattering system.

The question arises about the role of phase shifts, which are accumulated by

propagating partial contributions in random sequences of scattering events, in the

formation of scintillating detected signal. In a “classic” case of dynamic random

media with the translational movement of the scattering sites, the single-path

correlation function is expressed as

g1 t; sð Þ ¼ exp �jotð Þ exp � �q2
� �

D�r2 tð Þ� �
s 6= l


 �
¼ exp �jotð Þ exp � D’2 tð Þ� �

s 6= l

 �

;

where D’2 tð Þ� �
is the variance of the phase shift of propagating partial contribu-

tion per one scattering event. For Brownian scattering systems D’2 tð Þ� � 	 t, the
single-path correlation function decays exponentially, and the corresponding struc-

ture function of intensity fluctuations DI t;Nð Þ ¼ DI t; s ¼ lNð Þ 	 taI is character-
ized by the index aI ¼ 1. Analysis of the scaling behavior of the phase shift

variance D’2 tð Þ� �
for the examined DPLC scattering system, which was carried

out using the considered simulation model, has shown the quadratic dependence of

D’2 tð Þ� �
on D qh i ¼ 2p l=ð ÞD rh i and, correspondingly, on the time lapse t. Thus, it

can be concluded that the stochasticity of the detected signal fluctuations, which is

characterized for large-sized scattering particles by the value of aI 
 1 (see

Fig. 1.31), is mainly due to the random amplitude modulation of partial contribu-

tions in the sequences of scattering events. The dominant role of random amplitude

modulation in the formation of fluctuating detected signal is also presumably

manifested in relatively small values of the oscillation index of the detected speckle
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modulated signals (Fig. 1.29) at the stage of DPLC structure formation. Note also

that a much larger value of a~I for sample 1 as compared with samples 2 and 3

satisfactorily agrees with the simulation results, which predict a significant increase

in a~I with decreasing rh i (Fig. 1.31).
Thus, the structure functions of intensity fluctuations of scattered light, which

are caused by interphase dynamics in two-component systems with phase separa-

tion such as the photo-polymerized mixtures of liquid crystal and pre-polymer,

demonstrate a fairly high sensitivity to changes in the morphology of synthesized

DPLC composites (in particular, to variations in the average size and the concen-

tration of LC droplets). It was found that the stochastic modulation of laser light in

such scattering systems is mainly caused by the random changes in the amplitude of

propagating partial contributions to the multiply scattered optical field in the

sequences of scattering events. Note that only the effect of structural changes in

the probed system was considered, neglecting the influence of the optical anisot-

ropy of the scattering centers. Such an assumption is justified because of the high

degree of randomness in the positions of scattering centers, as well as in the

orientations of the symmetry directions of the LC molecular structures in these

centers in the absence of macroscopic orienting factors. Nevertheless, the optical

anisotropy of scattering sites can manifest itself in the polarization structure of

scattered speckle-modulated optical field, especially in the case of optically thin

probed samples with the weight fractions of LC components, which are close to

f coalLC (i.e., in the region of crossover between the regime of formation of separate LC

droplets and the regime of their expressed coalescence).

1.1.5 Summary

The approaches presented in this chapter to characterization of strongly scattering

media with complicated structure and dynamics exhibit high sensitivity to the

correlation and polarization characteristics of multiply scattered light to structural

and dynamical features of probed objects. The relatively simple instrumentation

and data processing algorithms necessary to provide the correlation or polarization

diagnostics and visualization provide the opportunity for successful implementa-

tion of these techniques in industrial and clinical practice.
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Abstract

This chapter considers new feasibilities for metrology of coherence and polar-

ization of light fields and reviews novel approaches to singular optics from the

point of view of researchers. New possible techniques are discussed that can be
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polarized complex fields and that can be of use in optical correlation diagnostics.
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These considerations were inspired by revived attempts to develop generalized

classical theory of partial coherence and partial polarization (Emil Wolf), as well

as by achievements in quantum theory of optical coherence (for which Roy Jay

Glauber was awarded the Nobel Prize in 2005).

2.1 Introduction

The notion of coherence is the most fundamental concept of modern optics. As has

been shown by E. Wolf [1], this notion is intrinsically connected with other charac-

teristics of light, such as intensity and polarization. One can distinguish between these

characteristics mainly for didactic purposes. But in every practically important case,

we meet the problem of their tight, inseparable interconnection. So, one cannot define

coherence, aspiring in part to associate it with visibility of interference pattern, while

ignoring the states of polarization of superposed beams. Note that attempts to explain

Young’s interference experiment for “completely unpolarized” light lead sometimes

to questionable conclusions [2]. At the same time, the most fundamental definition of

polarized light is given through the measure of mutual coherence of the orthogonally

polarized components of a beam. Finally, all three mentioned characteristics of a light

beam are comprehensively expressed through known combinations of the Wolf’s

coherency matrix elements [3].

Incidentally, the impulse to associate coherence only with obvious interference

(intensity modulation) effect does not always lead to true understanding of the

coherence phenomena. It is not enough that interference fringes are absent in

superposition of completely mutually coherent but orthogonally polarized beams

(it is well-known from the Fresnel-Arago laws and experiments). There are quite

new concepts showing the absence of interference effect for superposing two waves

of equal frequencies with strictly (deterministically) connected complex distur-

bances, even with the same state of polarization. A refined example of this kind

was given by L. Mandel in his concept of “anticoherence” [4]. In very simplified

form, Mandel’s concept can be formulated in terms of conventional (static)

holography.

As is well known, a simple thin hologram reconstructs in plus-minus first

diffraction orders two conjugate fields producing so-called main and conjugate

images [5]. Having reliable techniques for optical phase conjugation, one can try to

add two complex conjugated copies of the signal at one plane to a plane of

a hologram. What is the result? Intensity of superposition of two such waves is

determined as

I ¼< a exp i ot� krþ ’1ð Þ½ � þ b exp �i ot� krþ ’2ð Þ½ �j j2 >; (2.1)

where a and b are amplitudes of two conjugated waves that are believed constants

(stationary optical fields [6]), o ¼ 2p T= is angular frequency of oscillations

(T being a time period) that is the same for both superposed counterparts, k is the
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wave vector, r is the position vector of the observation point, f1;2 are the initial

phases of two waves, and < . . . > denotes time averaging. It is easy to see that, in

contrast with common interference, the temporal multiplier does not vanish in this

expression:

I ¼ a2 þ b2 þ 2ab < cos 2 ot� krð Þ þ ’1 � ’2ð Þ½ � >� a2 þ b2; (2.2)

so that the averaging results in vanishing the “interference” term. This conclusion is

illustrated in Fig. 2.1, from which one can see that summation of two complex

conjugated beams, u and u�, everywhere along the arrow of time gives rise to the

real value of constant magnitude. Thus, interference between deterministically,

unambiguously connected two waves of equal frequency and identical state of

polarization is absent. Of course, if one implements phase conjugation of one

of two waves figuring in (2.1), the interference effect will be provided due to

compensation of the temporal multiplier and, as a consequence, inefficiency of

time averaging.

Less discussed within the framework of classical (wave) theory of partial

coherence is the influence of an “observer” on coherent properties of studied

beams. This problem is typical for quantum optics [7–9] (as well as for quantum

physics in general [10]). But the results obtained in the last quarter of a century

compel one to take into account the influence of the conditions of observation and

detector characteristics on evaluation of the coherence of light in the classical

approach also. Some arguments for this point follow.

When we consider interference of two waves with close but non-equal frequen-

cies (o1 6¼ o2;Do << �o), we observe moving intensity fringes. This effect is

widely used in the optical heterodyning (optical nonlinear mixing) technique. If

the “register” is stationary and possesses low temporal resolution, averaging over

a large enough temporal interval results in smoothing of interference fringes, so that

visibility V ! 0; we conclude that two waves are mutually incoherent. On the other

hand, using a “register” with higher temporal resolution, which moves in the

direction and with speed of propagation of moving intensity waves, one recognizes

Fig. 2.1 Superposition of

two complex conjugated

replicas of a signal results in

a real signal of constant

amplitude along the Arrow of

time, without interference

effect
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the same two waves as mutually coherent that form observable interference fringes

in moving coordinates! Therefore, one can register a hologram forms such waves at

the properly moving “register” (though this task is not simple in practice).

Another example related to the problem of interest is the influence of spectral
resolution (or, more strictly, inhomogeneous spectral sensitivity) of the detector on

our conclusions concerning spatial coherence of the elaborated optical field. If one

uses a source with uniform spectral density in the classical Young’s two-pinhole

interference arrangement, then a detector with uniform spectral sensitivity “evalu-

ates” the field as completely spatially incoherent for arbitrary sampling points at the

beam cross-section due to superposing numerous scaled in wavelength spectral

interference patterns, so that minima of intensity (of the field of homogeneous

spectral distribution!) are absent in the resulting pattern. Such a detector is “blind”
to spatial coherence of such an optical field. Nevertheless, the human eye detects

spatial coherence of a field due to non-uniform spectral sensitivity of visual

receptors and inhomogeneous spatial distribution of colors over the analyzed

field. Of course, the same is true for evaluation of temporal coherence, for example,

in the arrangement of the Newton’s rings in white light.

A less trivial case has been considered by Wolf ([11,12], see also numerous

useful references therein) in the context of induced spectral changes resulting in

remarkable transformations of temporal coherence of polychromatic optical fields

due to the presence of a material intermediary as diffraction or a scattering object.

The next example, which is closer to our circumstances, is pseudo-depolariza-
tion [13] (in modern terminology, “global” depolarization [2]) resulting from

stationary scattering of laser radiation in multiply scattering media, such as turbid

media, multi-mode waveguides, and most natural objects, including biological

ones. Here, the role of the detector is fundamental. The universal approach to

determining all polarization characteristics of a field (both the state of polarization

and the degree of polarization [14]) consists of Stokes polarimetry of the analyzed

field. Stokes polarimetric analysis provides different results for local and “global”

(space-averaged) measurements. Thus, the point-wise measuring Stokes parameters

show a complete (unity) degree of polarization, but the state of polarization

changes from point to point. Space averaging over ten or more speckles seemingly

shows depolarization. This is the central subject of study of vector singular optics [15].

These examples illustrate, in part, the importance of taking into account the

temporal and spatial resolution of the detector used, as well as a choice of the

coordinates (stationary or moving) for metrological estimation of coherence and

polarization of light, and even understanding (definition) of these phenomena.

Two other positions require consideration. First, as has been pointed out by Isaak

Freund [16], tone cannot investigate experimentally the problem of coherence and

polarization of optical light in the general, 3D case when paraxial approximation is

violated nor can one neglect any of three Cartesian coordinates in describing the

behavior of the electric vector. As an example, Freund references the study of

polarization of relict–cosmic microwave radiation (CMR) [17] that is believed to

be almost isotropic (nondirectional) [18]. Measuring the Stokes parameters for

such radiation is, to all appearances, not well grounded. It is the same as measuring
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the Stokes parameters in various directions from the interior of a cloud of

light-scattering small particles, an approach that is not generally accepted

[19, 20]. Nevertheless, it is the only one that we have!

The second example relates directly to one of the problems that will be discussed

below, the so-called optical currents [21]. Though it is premature to solve this

problem comprehensively, especially the experimental aspect, it is clear that micro-

or nanoparticles serving for diagnostics of an inhomogeneously polarized and

partially coherent optical field [22–27] affect this field as absorbing and

retransmitting particles with their own characteristics, so that the state of a field,

in general, changes under the influence of such secondary radiators.

Pronouncing call of the times in the topic under consideration consists in

involving the ideas, approaches and techniques of singularoptics [28]. This is

seen in an important review [29] devoted to the structure of partially coherent

optical fields. Investigations in this scientific domain have been stimulated, in part,

by the literature [30–33]. For that, many usual and new results of the theory of

partial coherence and partial polarization become essentially urgent just in the

singular optics concept. On the other hand, there are good reasons to expect that

applying the fundamentals of the theory of partial coherence will eventually lead to

development of new practical applications of singular optics.

Moreover, as it has been argued in papers [34–36], “Usual beam parameters

either characterize a beam ‘in a whole’ (power, momentum, beam size and diver-

gence angle) or describe its ‘shape’ via certain spatial distributions (amplitude,

phase, polarization state, etc.). . . Usual beam parameters provide only rough and,

sometimes, distorted picture of internal processes that constitute a real ‘inner life’

of a light beam. These processes are related to the fundamental dynamical and

geometrical aspects of light fields, and are associated with the permanent energy

redistribution inside the beam ‘body’, which underlies the beam evolution and

transformations. The internal energy flows provide a natural and efficient way

for ‘peering’ into the light fields and studying their most intimate and deep

features.” It is of interest, in the context of this chapter, to correlate this statement

with Wolf’s methodology of observable quantities that is the most influential

concept of physical optics since 1954: “optics of observable quantities, such as

correlation functions and averaged in time intensities” [14]. Paradoxical contradic-

tion between two undoubtedly true statements is apparent. In fact, this contradiction

is eliminated when one takes into account that internal energy flows (“optical

currents” [21]) may be revealed only by carrying out the experiments with

observable quantities. Similarly, the vibration phase [15] of an optical wave is

unobservable, whereas its difference with a phase of coherent reference phase is

liable to register simply as the phase of the mutual coherence function of two

waves. More globally, two mentioned approaches are complementary, being

intimately interconnected, similarly to approaches of statistical physics and

thermodynamics.

Organization of the review is not typical. Most review papers written to date

on this topic are of a theoretical nature, sometimes with a valued simulation

background. Relatively less attention is paid to experimental aspects of
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the problem. This gap is filled, in part, by recent books and book chapters written by

the authors of this chapter [37, 38]. But the scope of experimental results rapidly

grows, and this outlook does not repeat our previous papers. So, we represent here

several independent experimental current views on the problem of metrology of

coherent and polarization properties of optical fields, with especial emphasis on

singular optical prerequisites and consequences of our experimental approaches. In

spite of the unavoidable incompleteness of this consideration, the authors hope that

it stimulates further experimental investigations in this field and leads to

a broadening of practically significant applications of singular optics of partially
coherent and inhomogeneously polarized optical fields.

2.2 Investigation of Optical Currents in Completely Coherent
and Partially Coherent Vector Fields

In this section, the computer simulation results on the spatial distribution of the

Poynting vector are presented and the motion of micro- and nanoparticles in

spatially inhomogeneously polarized fields is illustrated. The use of small particles

for diagnostics of the microstructure of light is a widely used approach [22–27],

but mainly in approximation of complete coherence of an optical field. Here,

the influence of phase relations and the degree of mutual coherence of superposing

waves in two-wave and four-wave configurations on the characteristics of the

microparticle’s motion are analyzed. The possibility of diagnostics of

optical currents in liquids caused by polarization characteristics of an optical

field alone is demonstrated using nanoscale metallic particles. The prospects

of studying temporal coherence using the proposed approach are also discussed.

The motivation for this study is that experimental investigation and computer

simulation of the behavior of small spherical particles embedded in optical fields

provide a deeper understanding of the role of the Poynting vector for description of

optical currents in various media [21, 36]. Interference between waves polarized in

the plane of incidence has been shown to be effective in creation of polarization

micro-manipulators and optical tweezers. On the other hand, this is a vital step

in optimal metrological investigation of optical currents in vector fields [39–42].

In addition, the study of spatial and temporal peculiarities of the motion of

particles embedded in optical fields with various spatial configurations and

with various scale distributions of the Poynting vector leads to new techniques

for estimating the temporal coherence of optical fields [43].

Computation of the spatial distribution of the time-averaged Poynting vector

determining the forces affecting microparticles and their movement is performed

following the algorithm proposed by M. Berry [21], who has shown that the

vector force affecting a small particle in an optical field is proportional to the

time-averaged Poynting vector. It will be shown that the study of the motion

of microparticles in inhomogeneously polarized fields provides reconstruction

of the spatial distribution of the time-averaged Poynting vectors, viz. the

optical currents.
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2.2.1 Two-Wave Superposition for Changeable Degree of Mutual
Coherence of the Components

Superposition of two plane waves of equal amplitudes polarized in the plane of

incidence (Fig. 2.2) results in the distribution of the Poynting vector shown in

Fig. 2.3. Such distribution arises when the interference angle is equal to 90�, and the
only periodical polarization modulation of the field (in the absence of intensity

modulation) takes place in the plane of observation [44].

The coherency matrix Wðr1; r2; tÞ describes the coherence properties of vector

optical fields, characterizing the correlation of two fields at two different spatial

points r1 and r2 [45, 46], and is determined as

Wðr1; r2; tÞ ¼< Eð1Þ
iðr1; tÞEð2Þ�

j ðr2; tÞ >

Fig. 2.2 Superposition of

plane waves of equal

amplitudes linearly polarized

in the plane of incidence

having an interference angle

of 90�. Periodical spatial
polarization modulation takes

place in the plane of incidence

Fig. 2.3 Spatial distribution

of the time-averaged Poynting

vectors resulting from

superposition of two

orthogonally linearly

polarized waves with an

interference angle of 90�
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where i, j ¼ x, z. Within the framework of such an approach, the degree of mutual

coherence of the field is defined as [12]

�ijðr1;r2; tÞ ¼
Wijðr1; r2; tÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tr½Wðr1; r1;0Þ�
p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tr½Wðr2; r2;0Þ�
p ¼ Wijðr1;r2; tÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

ij
Wiiðr1; r1;0ÞWjjðr2; r2;0Þ

r :

(2.3)

The distribution of the time-averaged density of the energy current in space

determines the current magnitude at different points of the plane of observation,

being unambiguously determined by the degree of coherence of the superposingwaves.

The direction of the resulting current is set by the directions of the Poynting

vectors of these waves.

An analysis of the spatial distribution of the time-averaged Poynting vectors

shown in Fig. 2.3 reveals the periodicity of this distribution, where the lengths of

lines shown in the figure are proportional to the absolute magnitudes of the vectors.

The lines corresponding to the singularities of the Poynting vector are shown by the

indicated set of points [47–49].

Spatial distribution of the time-averaged Poynting vectors, cf. Fig. 2.3, shows the

trajectories of energy transfer. The points on the map of the time-averaged Poynting

vectors (Fig. 2.3) correspond to the areas through which energy transfer is absent,

showing (1) the loci of singularities of the Poynting vector; (2) the

points (with constant intensity) forming the directions along which light energy is

non-vanishing, but is conserved; and (3) the points where the vectorH vanishes due

to interference, while in this arrangement (90�-superposition of plane waves)

superposition of strictly coaxial vectors H of equal amplitudes associated with

two superimposed plane waves takes place.

On the other hand, the instantaneous magnitude of the electric (magnetic) field

strength’s vector of the resulting distribution, which is formed in the plane of

observation, is written as

E ¼ Eð1Þ þ Eð2Þ�� ��cosðotþ deÞae

ðor H ¼ Hð1Þ þHð2Þ�� �� cosðotþ dhÞahÞ;

where, ae, ah are the unit vectors in the direction of propagation of the electric

(magnetic) components for the resulting field in the plane of observation; deðdhÞ is
the phase difference of the electric (magnetic) field components of superposed

waves. In this case, the instantaneous magnitude of the Poynting vector is

Sinst ¼ E�H ¼ Ej j � Hj j cos otþ deð Þ cosðotþ dhÞðae � ahÞ;

and the time-averaged magnitude of the Poynting vector is
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Save ¼ Ej j � Hj j
2

ðae � ahÞ cosðde � dhÞ ¼ 1

2
ðE�HÞ � cosðde � dhÞ: (2.4)

Because the phase difference of the electric field changes from point to point

(polarization modulation), the time-averaged magnitude of the Poynting vector is

modulated in space, taking the maximum (minimum) at different points of the plane

of observation, as is seen from (2.4).

Homogeneous intensity distribution and periodical spatial modulation of the

Poynting vector simultaneously realized in the observation region have previously

been discussed within the framework of Refs. [50, 51]. Spatial polarization mod-

ulation at the plane of observation is caused by superposition of the Ex and Ez field

components by changing the phase difference from point to point, cf. Fig. 2.2.

A photodetector registers only intensity, I ¼ E2
x þ E2

z . The sum of the squared

amplitudes of the electrical field components is constant at the plane of observation,

though the state of polarization changes. The Poynting vector is defined, as men-

tioned above, by the vector product, S ¼ E�H. One observes the dependence of

the result on the phase relation between vectors E and H through the vector

magnitude and its direction. This relation changes from point to point in the plane

of observation and manifests itself in polarization modulation. An obvious expla-

nation for this follows from consideration of the vector product of the components

of vector E (Ex and Ez components) with vector H. Both the magnitudes of

projections Ex and Ez and their phases change from point to point in the observation

plane. As a consequence, the vector product as well as the Poynting vector change.

The result of modulation is shown in Fig. 2.4.

The results of simulating the motion of particles embedded in the field of the

considered distribution of the Poynting vector are shown in Fig. 2.5. We have here

tacitly assumed the particles to be absorbing and of size 0.1 mm. One observes that,

in the case of the distribution resulting from superposition of completely mutually

coherent waves, the velocities of particle motion along the lines of the maxima and

zeroes of the Poynting vector are considerably different from one another.

Fig. 2.4 The polarization

distribution in the registration

plane is marked by thin lines.

The direction and magnitude

of the Poynting vector are

marked by bold lines. The

point at the end of the vector

determines the energy transfer

direction. The modulation of

the Poynting vector takes

place according to the

polarization modulation at the

plane of observation
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The particle size is here comparable with a half-period of the corresponding

distribution; however, the resultant force giving rise to the particle motion along the

lines close to the Poynting vector maxima exceeds the resultant force for lines

close to the zeroes of the Poynting vector. The results of modulation of particle

movement velocity along the peaks and zeroes of the averaged field of the Poynting

vector are shown in Fig. 2.5a, b, respectively.

If the degree of mutual coherence of the superposed waves equals 0.2, the spatial

distribution of the averaged Poynting vectors becomes more homogeneous, the

modulation depth decreases considerably, and the velocities of microparticles

become almost identical.

When the degree of mutual coherence equals 0.5, the relative velocities of the

microparticles along the same trajectories are lower in comparison with velocities

in the case of complete mutual coherence of the superposed waves and lie in

the vicinity of the average magnitudes for coherent and incoherent cases [52].

One observes the dependence on the coherent properties of the superimposed

waves for the motion velocities of microparticles with constant size and form in

Fig. 2.5 The change of the

particle motion velocity with

time obtained for different

magnitudes of the degree of

coherence of superposing

waves in the case of particles

moving along the peak (a) and
the minimum (b) of the field
of time-averaged Poynting

vector magnitude: curves 1, 2,

and 3 correspond to the

degree of coherence, which

equals 1, 0.5, and 0.25,

respectively
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media with constant viscosity [52]. When analyzing the motion of test particles in

the region of distributed magnitude of the Poynting vector, the influence of the

parameters of superposing fields on the character of particle motion can be deter-

mined, cf. Fig. 2.5a, b.

As shown in the literature [44, 51, 52], the degree of coherence of superposing

waves determines not only the visibility of an interference distribution but also the

structure of the polarization field, viz. it determines the distribution of the Poynting

vector. Under the same other conditions of the wave superposition, changing the

degree of coherence results in changing motion velocity of the test particles, which

can serve as an estimating parameter for determining the coherence properties of

superposing waves. These differences in velocities of motion of microparticles are

explained physically in the following manner: Increasing the share of incoherent

radiation in the resulting field distribution causes a decrease of the modulation

depth of the Poynting vector’s spatial distribution, as well as a decrease of

the resultant force magnitude along the lines of energy transfer, which induces

the motion of the microparticles. The increase of the degree of coherence brings

about an accelerated particle motion in the field of averaged energy magnitudes.

Figure 2.6 shows the particle velocity distribution (in this case, 39 particles),

embedded into the field formed by the averaged magnitudes of the Poynting vector

in the case of superposition of completely mutually coherent waves. With time

(	1.2 s), practically all particles gain equal velocity magnitudes (see column 7);

redistribution of particles in the direction of the resultant force and uniform motion

along the zero value of the Poynting vector take place.

Fig. 2.6 The diagram of

particles velocity distribution

with time
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2.2.2 Superposition of Four Waves for a Changeable Degree of
Mutual Coherence of the Components

In the case of superposition of four waves, see Fig. 2.7, involving two sets of

counter-propagating plane waves of equal intensities, linearly polarized in the plane

of incidence and oriented at an angle of 90� with respect to each other, the spatial

distribution of the time-averaged Poynting vectors is formed as shown in Fig. 2.8.

The 2D periodicity of the Poynting vector’s distribution is evident. As in the

previous case, the lengths of the time-averaged Poynting vectors are proportional

to their magnitudes. The nodal points in this distribution correspond to

zero magnitudes of the Poynting vector, i.e., singularities of the Poynting vector.

Fig. 2.7 Arrangement of

superposition of four plane

waves

Fig. 2.8 2D distribution of

the averaged Poynting vectors

resulting from the

superposition of four waves

shown in Fig. 2.7
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In the following simulation, the diameters of the particles are changed to be

comparable with a half-period of the corresponding spatial distribution of the

Poynting vector.

In order to compare the influence of the temporal and spatial parameters of

coherence on the motion of the microparticles, we have analyzed the maps of the

time-averaged Poynting vector with a superposition of four plane waves over

a large area. Meanwhile, we have tracked the microparticles’ motion. The depen-

dence of microparticles’ velocities on the phase difference of the superposing

beams has thus been revealed. So, in the case of pair-by-pair four opposite-in-phase

superposed beams, particles become motionless. For that, the “opposite-in-phase”

configuration covers the situation where two sets of mutually orthogonal standing

waves are characterized by the fact that their nodes strictly coincide.

This follows from the presence of the minimum of the modulation depth at the

spatial distribution of the Poynting vector. If the phase relations between four

superposed beams are such that the modulation depth of the spatial distribution of

the Poynting vector is maximal, the particle velocities will depend on the degree of

mutual coherence between the interfering beams, see Fig. 2.9.

Increasing the degree of mutual coherence of the waves sets a more uniform

velocity magnitude of moving particles. The magnitude of the resultant force

causing this motion under an increasing degree of coherence does not change

with time, see Fig. 2.10. The maximum depth of modulation for coherent equiphase

waves determines the stable position of particles. The chaotic state and the average
particle velocity value can be taken as a possible guideline in estimating the degree
of coherence of superposing waves.

It is worth emphasizing two issues for the case of superposition of four plane

waves. The first is the dependence of the depth of modulation for the distribution of

the time-averaged Poynting vectors on the phase relation of superposing waves. It is

assumed here that changing the phase relation between the superposed waves

causes a transition (in the observed pattern) from the situation when the maxima

Fig. 2.9 The variation of

motion velocity of a test

particles in an averaged field

of distributed Poynting

vectors with the change of the

degree of mutual coherence of

the waves (four superposing

waves are in phase): curve

1 – one of the waves is

incoherent; curves 2, 3, 4

correspond to the degree of

coherence 0.25, 0.5, and 0.75,

respectively
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of two systems of mutually orthogonal standing waves coincide with the case when

the nodes of two such systems coincide. Thus, the velocities of particles in such

fields depend on the depth of modulation of the distribution of the time-averaged

Poynting vector, as seen in Fig. 2.10. The second is that the superposition of four

waves linearly polarized in the plane of incidence results in the formation of a so-

called “cellular” structure in the resulting field distribution, see Fig. 2.11, which can

be used for transfer (transporting) of the set of periodically positioned microparti-

cles as an entity to a desired zone.

One considers a future deeper investigation of the peculiarities of motion of

microparticles to reveal the coherent characteristics of the waves constituting

certain spatial polarization distributions.

Fig. 2.10 The change of the

resultant force of the test

particle motion in the time-

averaged field of distributed

Poynting vectors with the

change of the degree of

mutual coherence of the

waves (four superposing

waves are in phase): curve

1 – one of the waves is

incoherent with all other

waves; curves 2, 3 and 4

correspond to the degree of

coherence of the waves 0.25,

0.5, and 0.75, respectively

Fig. 2.11 “Cellular”

distribution of the potential

traps for microparticles in the

case of superposition of four

waves

80 O.V. Angelsky et al.



The use of strongly reflected test spherical particles provides a more realistic

notion of movement of particles in the field modulated in polarization in the

incidence plane. So, the test particles are concentrated in zones (planes) of minima

of the time-averaged Poynting vector and move along these planes. This situation

reflects in the most adequate manner the processes of a particle moving in the fields

spatially modulated in polarization.

2.2.3 Experimental Technique and Results

Direct experimental verification of the results of computer simulation is rather

difficult. The spatial period of the polarization distribution resulting from superpo-

sition of plane waves meeting at a right angle is less than a wavelength of the laser

radiation of the visible range. In this case, diagnostics of optical currents presumes

the use of test particles (preferably spherical) of a size much less than the period of

polarization distribution. For this reason, direct visualization and diagnostics of

such particle currents is hampered.

To verifying these results and the computer simulation, we have studied exper-

imentally the influence of the field resulting from superposition of two plane waves

meeting at a right angle with various combinations of their states of polarization on

the test particles. Experimental arrangement is shown in Fig. 2.12. To provide

a right angle between the beam axes, we use an immerse oil microobjective 90x

with NA 1.25. Two parallel linearly polarized beams converge at the focus of

microobjective 1. If the electrical vectors of two beams are parallel, the intensity

distribution as a set of interference maxima and minima is formed at the area of

superposition of such beams. We used radiation from a semiconductor laser

RLTMRL-III-635 (l ¼ 635 nm). For that, the period of an interference pattern is

449 nm. For investigation of the influence of the field distribution with such a period

on the particles, the particle’s size must be much less than the mentioned period.

Fig. 2.12 Experimental setup: L1, L2 – lasers; TS1, TS2 – telescopic systems; M1, M2, M3,

M4 – mirrors; PW1, PW2 – half-wave plates for l ¼ 635 nm; PP – plane-parallel

plate; BS – beam-splitter; MO1, MO2, MO3 – microobjectives; C – cuvette with gold hydrosol;

IF – interference filter at l ¼ 532 nm; D1(0.7-diam), D2 – diaphragms; S – opaque screen;

PD – photodetector; A – amplifier; ADC – analog-to-digit converter; PC – computer
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We have used spherical particles of hydrosol of gold with approximate diameter

40 nm. Hydrosol has been obtained following the standard technique [53], by

mixing of chloroauric acid (H[AuCl4]) and sodium citrate (Na3Cyt).

Periodical intensity distribution causes movement of the particles and formation

of the periodical distribution of concentration of particles as the planes coinciding

with interference minima of the intensity distribution at the area of superposition of

two beams. These planes can be regarded as the analog of crystallographic planes in

crystals. Direct visualization of particles and their currents is hampered due to small

particle size. However, at planes of dense packing of particles, self-diffraction takes

place. We have observed this phenomenon for angles of meeting of two beams less

than 40�. For a right angle of meeting of the beams, each self-diffracted beam

propagates along and contrary to the propagation direction of other of two superposing
beams. Thus, it is impossible to discriminate the initial and self-diffracted beams.

That is why, taking into account Bragg’s law, we use, for diagnostics of periodical

distributions of particles, the test laser beamwith another wavelength, l ¼ 532 nm. To

form the same interference distribution (with the period 449 nm) with such wavelength

the angle of meeting of two beams could be 72.6�. So, the angle of incidence of

the probing beam must be 36.3� in respect to the bisector of the writing beams. In

this case, Bragg’s law is fulfilled strictly for the probing beam. The mentioned angles

are the angles of propagation in light-scattering media, in our case in water.

Two shifted beams from a green laser (marked by the thin line in Fig. 2.12)

propagate in parallel to the beams of red laser (marked by the thick line). The

external green beam is stopped by the screen S, while the inner probing beam passes

the microobjective MO1 and falls at the angle 36.3� into the area of interference

extrema. Diameters of the focused beams of red and green lasers are approximately

12 and 10 mm, respectively. Glass cuvette C with gold hydrosol is placed at the area

of interference pattern. Thickness of the cuvette walls is 0.15 mm, and thickness of

the swept volume is 18 mm. Oil immersion with refraction index 1.515 is placed

between microobjectives MO1 and MO2. Microobjective MO2 is used to adjust the

optical arrangement and output of the radiation diffracted on periodical distribution

of gold particles.

Optical lengths of two legs of an interferometer BS-M2-M3-M4-MO2 are

strictly identical. So, two beams from the red laser are mutually coherent and

interfere at the focus of the microobjective MO2. Placing a perfect plane-parallel

plate PP of thickness 19 mm into one interferometer leg leads to disappearance of

interference, while the corresponding optical path difference exceeds the coherence

length of red laser. It is important that introducing the plate PP must not be

accompanied by shifting beams into the interferometer. In such a manner, one can

control appearance and disappearance of interference extrema at the focus of MO1.

The change of the position of the plate leads to the change of the photodetector

signal. Тhus, under superposition of radiation from lasers L1 and L2, which are

linearly polarized at the plane perpendicular to the figure plane, removal the plate

PP results in increasing signal from a photodetector. It shows forming periodical

spatial distribution of gold particles and appearance of the diffracted probing beam.

The diffracted signal appears for radiation power of a red laser more than 2 mW.
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However, it has been observed that for radiation power exceeding 50 mW,

non-linear effects occur in light-scattering medium. So, gold particles absorb

radiation and heat environment, acting as a thermal lens. That is why we have

carried out our experiment for radiation power of red laser 5 mW. Radiation power

of the probing beam was 0.5 mW, so that it can not affect gold particles.

If two beams of a red laser are polarized in the figure plane (half-wavelength

plate PW1 for l ¼ 635 nm is inserted) and their convergence angle is equal to 90�,
only polarization modulation takes place in the incidence plane. In this case, the

diffracted probing beam is present as well. The signal at the photodetector output

with and without a plane-parallel plate is shown in Fig. 2.13b. The diffracted

probing beam is present but is approximately of half the intensity in comparison

with the case illustrated in Fig. 2.13a. This experimental result is also in accordance

with the result of computer simulation. The field modulated in polarization (in the

plane of incidence) is correlated with the concentration of the test particles at the

planes of minima of the time-averaged magnitude of the Poynting vector, and

particles move along these planes.

If two beams from a red laser are linearly polarized, but one is in the figure

plane while the other is perpendicular to this plane (a half-wave plate PW2 for

l ¼ 635 nm is inserted), the diffracted probing beam is absent, cf. Fig. 2.13c. This

shows that at the focal plane where the beams from the red laser superpose, the

periodical distributions of gold particles are absent. This experimental result is

also in agreement with an earlier computer simulation [42]. In other words, there

are no ordered optical currents liable to optical diagnostics, as has been made in the

previous case.

Thus, temporal and space peculiarities of a particle’s motion in optical fields

without intensity modulation, but only due to polarization modulation causing the

spatial modulation of the time-averaged Poynting vector (depending on the degree

of mutual coherence of superpose waves), opens up new possibilities for the use of

such field characteristics and the parameters of microparticles’ motion for estimat-

ing the temporal coherence of the tested field. Here, we have demonstrated of the

potential influence of only the polarization factor on formation of optical currents in

liquids by the use of the principles of spatial polarization modulation in the

observation plane. In addition, we have shown the possibility of diagnostics of

optical currents using nanoscale test particles.

The explained metrology of microstructure of optical fields may be extended on

polychromatic waves. The initial steps in this direction have been recently made in

other studies [52, 54–60].

2.3 Polarization Singularities in Partially Coherent
Light Beams

In this section we describe specific polarization singularities arising in incoherent

superposition of coaxial orthogonally polarized laser beams. It is shown that in

a transversal cross-section of paraxial combined optical beams of this class, instead
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of common singularities, such as amplitude zeroes (optical vortices) inherent in

scalar fields [28], and polarization singularities such as C points and L lines inherent

in completely coherent vector fields [15], phase singularities of the complex degree
of polarization (CDP) arise, whose description and investigation have been

initiated by papers [61–65] basing on earlier studies [66–68] concerned with

Young’s concept of the edge diffraction wave in connection with diagnostics

of phase singularities of spatial correlation functions of optical fields.

There are U contours along which the degree of polarization equals zero and the

state of polarization is undetermined (singular), and isolated P points where

the degree of polarization equals unity and the state of polarization is determined
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by the non-vanishing component of the combined beam. (Note, the notion of

CDP discussed here differs from the definition of the complex degree of mutual

polarization, CDMP [2] that is two-point function of an optical beam).

Let us briefly argue the relevance of the introduced approach.

It is known [69] that each level of description of optical phenomena possesses

its own set of singularities, i.e., the set of elements of a field (points, lines, surfaces,

depending on considered dimension) where some parameter of a field is

undetermined. The importance of detecting such elements of a field is due to

the fact that such elements form the peculiar skeleton of a field, so that if one

knows behavior of a field at such singular elements (and at the their nearest

vicinities), one can predict, at least in a qualitative manner, but with a high level

of validity, the behavior of a field at all other areas.

Conditionally, one can classify singularities of optical fields in the following

manner [69]:

– Singularities of geometrical optics,

– Singularities of completely coherent scalar (homogeneously polarized) wave

fields – optical vortices,

– Singularities of completely coherent vector (inhomogeneously polarized) wave

fields – optical vortices,

– Singularities of partially coherent wave fields,

– Singularities of quantum optics – “quantum cores.”

Singularities of geometrical optics are caustics where the field amplitude reaches

infinity. Singularities of completely coherent wave fields are divided into two

sub-classes: (1) for scalar (homogeneously polarized) fields and (2) for vector

(inhomogeneously polarized) fields. In scalar fields, when polarization can be

neglected, so-called wave front dislocations take place (which are also referred to

as amplitude zeroes or optical vortices). Phase of the complex amplitude is

undetermined at such elements and is step-like changed at the crossing of them.

In vector fields optical vortices are absent, though they remain in any polarization

(“scalar”) component. Instead of vortices, polarization singularities arise at the

cross-section of a field, viz. field elements where azimuth of polarization (C points),

or handedness (L lines), are undetermined [15]. Vector skeletons of coherent

inhomogeneously polarized fields are elaborated in detail in Refs. [70–72].

By crossing L lines, handedness is step-like changed into the opposite one;

by crossing C point, the azimuth of polarization is changed into the orthogonal

one. These types of singularities are blurred in the quantum-mechanical description

being “camouflaged” by the so-called quantum vacuum [69], though the distance of

influence of such a quantum core is rather small. Its linear size is of order of

magnitude l�3 (about 6 Å for a He–Ne laser).

All mentioned singularities disappear in the case of partially coherent wave

fields (though they remain in each completely coherent component), the mode in

a set of which partially coherent radiation is decomposed. Instead, in addition, new

singularities appear inherent only in partially coherent fields. Let us emphasize that

singularities of partially coherent fields created a new topic in the field of singular

optics just at the beginning of the twenty-first century [29].
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Thus, two situations arise again: (1) the scalar case when polarization can be

ignored while the state of polarization is the same at all points of a field, and (2) the

vector case when the state of polarization of a partially coherent field changes from
point to point, which requires explicitly taking into account the vector nature

of light. The first (scalar) case has been the subject of intense investigations

[67, 73–76]. As a result of these investigations, a new phase of singularities of

spatial and temporal correlation functions of quasi-monochromatic light fields has

been revealed, as well as singularities of spectral components of polychromatic

(“white-light”) radiation [68, 77–82]. Vector singularities of partially coherent light

fields have been revealed [61–65]. Such singularities are elaborated in this section.

2.3.1 U and P Singularities in Partially Spatially Coherent
Combined Beams

Let us consider vector singularities in partially coherent optical beams by giving the

following simple instructive example. Mutually incoherent and orthogonally polar-

ized Laguerre-Gaussian mode LG01 and a plane wave are coaxially mixed. Such

components can be obtained from one laser (using a computer-generated hologram

for forming LG01 mode) in interferometric arrangement with optical delay, Dl,
considerably exceeding a coherence length of the used laser, l, or using two

different lasers. Intensity of a plane wave is set deliberately to be less than the

peak intensity of the mode, see Fig. 2.14.

Thus, we consider two component mixture co-directional orthogonally polarized

beams, one of which contains a common phase singularity, viz. optical vortex.

Interference between such beams forming common interference fringes is excluded

for two reasons: (1) specified mutual incoherence of the components and (2) their

polarization orthogonality. Note, only the second condition per se determines that,

independent of the degree of mutual coherence of two beams over the whole

interval from zero (for optical path difference exceeding the coherence length)
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to unity (for zero optical path difference), the visually observed and photometrically
measured pattern remains unchangeable. However, more delicate polarization

analysis of the combined beam enables differentiation of two limiting cases, viz.

completely coherent and completely incoherent mixing of orthogonally polarized

components.

Let us firstly consider the limiting case, when two components are completely

mutually coherent. For the sake of distinctness (and for substantiveness of further

consideration), we consider coherent mixing of orthogonally circularly polarized

LG01 mode and a plane wave. In addition, choice of circular polarization basis has

the advantage that it is invariant in respect to rotation of the coordinates, in contrast

to the linear or elliptical basis, which are relative [83].

In general, the combined beam, everywhere with the unit polarization degree

(
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22 þ s23

p
¼ 1, where s1; s2; s3 are the normalized second, third, and fourth

Stokes parameters, respectively [14, 83, 84]), is elliptically polarized. But at the

center of the vortex of LG01 mode the field is circularly polarized with the state of

polarization of a plane wave. A common phase singularity (vortex) of the orthog-

onally polarized component of the combined beam lies at the bottom of this circular

polarization. At the same time, the resulting field is polarized linearly at two

contours where amplitudes of two components become equal to each other, see

Fig. 2.15a. For that, owing to the helicoidal structure of a wave front of the LG01

mode, the azimuth of linear polarization changes with changing phase difference of

a mode and a plane wave. Such a topological structure can be considered as an

elementary experimental model of the assemblage of C point and, surrounding it,

the L contour of conventional singular optics of vector fields. Similar to the case of

random vector fields, the crossing L line where handedness is undetermined is

accompanied by step-like changing handedness into the opposite one,

corresponding to the predominant intensity component with unchangeable azimuth

of polarization. For comparison, Fig. 2.15b illustrates the line of equal intensities of

coherently mixed components in the linear polarization basis.
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Fig. 2.15 The lines of equal intensities of orthogonally polarized beams at Stokes space: equator

of the Poincare sphere for circular polarization basis, coherent mixing (a); 45�-meridian including

the poles for linear polarization basis, coherent mixing (b); diameter of the Poincare sphere

connecting the poles for circular polarization basis, incoherent mixing (c)
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It is of interest that the elementary structure shown in Fig. 2.15a is directly

related to the description of polarized light at the circular complex polarization

plane that is a stereographic projection of the Poincare sphere [84]. So, the C point

and L contours correspond to the pole of the Poincare sphere and its equator,

see Fig. 2.16.

Let us support this intuitive consideration by formal description. Proceed from

the Jones vectors of two components, the right-circularly polarized LG01 mode and

left-circularly polarized plane wave,

ELG ¼ c w r=ð ÞeiD eif

ei fþp 2=ð Þ

� �
;EP ¼ eif

ei f�p 2=ð Þ

� �
; (2.5)

where c is the amplitude factor corresponding to inhomogeneous amplitude

distribution of a mode as a function of dimensionless radial coordinate, and eiD

is associated with the helicoidal change of a phase of a mode under circumference

of the central vortex (its explicit form for the Laguerre-Gaussian mode is

well known but is not relevant here). There is the Jones vector of the combined

beam:

ETotal ¼ ELG þ EP ¼ Ex

Ey

� �
¼ ceiD þ 1

ceiDei
p
2 þ e�ip

2

� �
eif: (2.6)

General coherency matrix of the beam is found as

Jf g ¼ ETotal � E�
Total ¼

Ex

Ey

� �
E�
x E�

y

� � ¼ Jxx Jxy
Jyx Jyy

����
����; (2.7)

Im (cr,l)

Re (cr,l)

2a

cr,l - plane
Fig. 2.16 The complex

circular polarization plane.

The center of coordinates

corresponds to left-circular

polarization (C point); the

circle of unite radius

separating red and blue areas
corresponds to linear

polarizations with changeable

azimuth of polarization

(L contours), its contours

separate the area of the beam

with left handedness (red) and
right handedness (blue); right-
circular polarization point lies

at infinity
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or in explicit form:

Jf g ¼ c2 þ 2c cosDþ 1 c2e�ip
2 þ 2c sinDþ ei

p
2

c2ei
p
2 þ 2 sinDþ e�ip

2 c2 � 2c cosDþ 1

����
����: (2.8)

Combining the elements of coherency matrix, one can find the full Stokes

parameters:

S0 ¼ Jxx þ Jyy ¼ 2ðc2 þ 1Þ; S1 ¼ Jxx � Jyy ¼ 4c cosD;

S2 ¼ Jxy þ Jyx ¼ 4c sinD; S3 ¼ i Jxy � Jyx
	 
 ¼ 2ðc2 � 1Þ: (2.9)

Here we are especially interested in the case c ¼ 1. One only obtains for this case

the normalized Stokes parameters:

s0 ¼ 1; s1 ¼ cosD; s2 ¼ sinD; s3 ¼ 0: (2.10)

Vanishing of the fourth Stokes parameter means that the polarization at all

points of the contour where intensities of the mixed components are equal to

each other is equally distanced from the states of polarization of the components,

i.e., neither right-circular nor left-circular predominate in intensity. This is in

direct correspondence with 2.15a. At all points of such an L contour, polarization

is linear with the polarization azimuth a ¼ 0:5tan�1 s2 s1=ð Þ ¼ D 2= , while

the angle of ellipticity b ¼ 0:5 arcsin s3 ¼ 0. In addition, the degree of polarization

P ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22

p
� 1. In correspondence with the helicoidal structure of a wave front

of LG01 mode, a phase difference of the components changes along the contour of

equal intensities that results in changing azimuth of polarization. Thus, we obtain

the direct analog of the L contour. Further, at the center of vortex of LG01 mode we

have c ¼ 0. Again, proceeding from (2.9) we find the normalized Stokes parameters

1; 0; 0;� 1, i.e., left-circular polarization of a plane wave. In the vicinity of such

C point, polarization is elliptical, with the azimuth of polarization changing with

azimuthal coordinate and ellipticity decreasing from the vortex to L contour, (2.10),

where handedness is undetermined in a step-like changing by crossing this contour.

This corresponds with Fig. 2.16.

Thus, for the circular polarization basis, moving along the contour of the

combined beam “LG01 mode + plane wave” where intensities of the components

become equal corresponds to moving along the equator of the Poincare sphere that

is determined only by the ratio of the second and third Stokes parameters.

(For comparison, using the linear polarization basis, to say 0� and 90�, one

obtains by the same way the normalized Stokes parameters for the combined

beam 1; 0; cos Dþ ’0 ’90ð Þ½ �, sin Dþ ’0 ’90ð Þ½ � that corresponds to points of

45�-merdian of the Poincare sphere, see Fig. 2.15b.)

Before consideration of the most general case of partial mutual coherence of the

mixed orthogonally polarized components in the following section, let us consider

another limiting case, viz. completely incoherent mixing of such components.
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There is no necessity to proceed now from Jones vectors and to form a coherency

matrix of the combined beam. One can at once determine the Stokes parameters of

mutually incoherent components and sum them directly, without accounting phase

relations that are irrelevant for incoherent summation. The normalized Stokes

parameters of orthogonally polarized beams differ only in the sign of the second,

third and fourth parameters: 1; s1; s2; s3f g and 1; � s1; � s2; � s3f g. It is clear that
when two components become equal in intensities, the normalized Stokes param-

eters of the combined beam becomes 1; 0; 0; 0f g. The field at such elements of

a field is completely unpolarized. There are only U singularities [61, 63]. This is

shown in Fig. 2.15c for the case of incoherent mixing of orthogonally circularly

polarizer components. The trajectory of the imaging point for the combined beam

in this case is the diameter of the Poincare sphere connecting two poles.

U singularity is imaged by the center of this sphere, and all other points (beside

the center and poles) image partially circularly polarized fields. Here, the length

of a vector drawn from the center of the Poincare sphere to the imaging point

inside it equals the degree of polarization. The point where the degree of

polarization equals unity is referred to as the P (completely polarized) point

[61, 63]. Its location is determined by the vortex of the orthogonally polarized

(scalar singular) component. The set of P points and U contours corresponding to

extrema of the degree of polarization of a field are the singularities of the degree
of polarization forming the vector skeleton of the two-component mixture of

orthogonally polarized beams. Note, in Refs. [61–64] consideration is carried out

using the notion of the complex degree of polarization – CDP, associated with

orientation of the vector of polarization in the Stokes space and undergoing the

phase singularity at the center of this space. So, U singularities can be

considered only as vector singularities, viz. singularities of the vector of polari-

zation, when its magnitude equals zero and a phase (orientation of the vector) is

undetermined.

Let us emphasize that the condition of occurring U singularity is equal to the

condition of the occurring L contour in completely coherent limit. This means that

loci of C and L singularities in completely coherent fields and P and U singularities

in partially coherent fields arising from completely incoherent orthogonally

polarized components, correspondingly, coincide.

Displacement from U singularity results in predomination of one of two

orthogonal components in intensity. The state of (partial) polarization is only

determined by the predominant component. For this reason, the degree of polari-

zation can be determined in similar form as visibility:

P ¼ I1 � I2
I1 þ I2

����
����: (2.11)

In other words, at each point of the combined beam equal in intensities, parts of

orthogonal components form unpolarized background at which a completely polar-

ized part manifests itself corresponding to the component that is predominant in
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intensity. This is in complete agreement with classical decomposition of a partially

polarized beam into completely coherent and completely incoherent parts, which

are added on intensities, without accounting for phase relations [14, 84]. Note, there

are no devices providing such decomposition in practice. However, the share of the

completely polarized part can be determined experimentally through the

Stokes polarimetric experiment, P ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22 þ s23

p
, or, equivalently, following

(2.11). In theory, one puts in correspondence to such beams the set of two

coherency matrices – for completely polarized and completely unpolarized parts

of a beam [3, 14].

Thus, only two orthogonal states of polarization take place in combined beams

of the kind considered, which are separated by U singularities where the state of

polarization is undetermined.

So, the considered limiting cases show the same location of C and P singularities

and L and U singularities for the same set of components. However, vicinities of

such singularities are essentially different. Only two orthogonal states of polariza-

tion are present in spatially partially coherent combined beams, and only the degree

of polarization changes from point to point within the areas separated by

U singularities.

2.3.2 Vector Singularities for Partially Mutually Coherent
Mixed Components

Let us consider now the most general case, when two mixed components shown in

Fig. 2.14 are orthogonally (circularly) polarized and are partially mutually coher-

ent, so that the degree of mutual coherence of the components can be gradually

changed from unity to zero. It can be implemented in the arrangement of the

Mach-Zehnder interferometer with controllable optical pass difference between

the legs of an interferometer, as shown in Fig. 2.17.

A half-wave plate at the interferometer input serves for fine balancing of the

intensity ratio between the legs of an interferometer without changing total intensity

at its output. Two polarizers inside an interferometer are controllers setting the

orthogonal linear polarizations. The LG01 mode is generated by a computer-

synthesized hologram. A quarter-wave plate at the output of an interferometer

transforms an orthogonal linear polarization into an orthogonal circular one.

A quarter-wave plate and linear analyzer at the receiving end, together with

a CCD-camera matched with personal computer serve for Stokes-polarimetric

analysis of combined beams. Two prisms at one of legs of an interferometer enable

control of optical path difference and mutual coherence of the mixed components.

Namely, one can control path delay Dl from zero to magnitude exceeding

a coherence length (length of wave train) l of the used laser. Change of the ratio

Dl l= corresponds to change degree of mutual coherence of orthogonally polarized

components. Thus, for 0 < Dl l= < 1, the combined beam is simultaneously par-

tially spatially coherent (due to changing intensity ratio at the cross-section of the

resulting field) and partially temporally coherent (due to the non-zero optical
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path difference between the components), one expects for increasing optical path

difference the following.

As already mentioned, the condition of the arising of L contours and U contours

in the limiting cases of mixing of orthogonally circularly polarized beams is the

same: intensities of the components must be equal to each other. If the optical path

difference increases from zero, the field at the L contour remains linearly polarized,

but the degree of polarization decreases. It follows from that the degree of polar-

ization of a beam is determined by the degree of mutual coherence of its arbitrary

orthogonal components [3,14], here right-hand and left-hand circular components.

This means that the U contour nucleates just at the bottom of the L contour.
The degree of polarization can be represented equivalently in terms of the

measured Stokes parameters (which will be used in the next section) or theoreti-
cally, viz. through the invariants of the coherency matrix, which at the same time

determine coherence properties of a field [14]:

P ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4 det Jf g

Sp2 Jf g

s
: (2.12)

In general, the degree of polarization is always not less than the modulo of the

degree of mutual coherence of the components, for circularly polarized components

mrlj j ¼ Jrlffiffiffiffiffiffiffiffiffiffi
JrrJll

p
����

����: (2.13)

In the general case, P 6¼ mrlj j, as the degree of coherence depends on the

decomposition basis while the degree of polarization is invariant [1]. However, it

has been shown [3, 14] that the degree of polarization is equal to the maximal
degree of coherence, P � mrlj jmax, in the case when the components are of equal

intensities. This is only the case for L singularities and U singularities. It is

important that a change of the optical path difference changes weights mrlj j of the
completely coherent (and completely polarized) part of the combined beam and 1�
mrlj j of its completely incoherent part. Increasing Dl l= difference corresponds to an

increase of weight of U singularity against L singularity, so that one can follow

gradual transformation of the L contour into the U contour.

2.3.3 Experimental Reconstruction of “Pure” and “Mixed”
Polarization Singularities

Mixing of the LG01 mode and the plane wave was performed in the arrangement

seen in Fig. 2.17 [66]. Intensity of a plane wave was considerably (approximately

by the order of magnitude) less than the peak intensity of a mode, both circularly

(orthogonally) polarized. The following results have been obtained under such

conditions.
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Figure 2.18 shows the combined beam whose view, as mentioned above, within

experimental accuracy remains the same at the arbitrary optical path delay set in the

interferometer. This photo has been obtained for incoherent mixing of two

components for Dl l= 
 3 (under the condition realized in Ref. [68]). We measured

spatial distribution of the Stokes parameters and looked for the elements where s1 ¼
s2 ¼ s3 ¼ 0 (P ¼ 0, U contours), and s3 ¼ 1 (P point), see the discussion after

(2.10). In such a manner, we were in a position to reconstruct a vector skeleton of

a partially spatially coherent combined beam formed by completely mutually

incoherent components, as in Refs. [61–64]. Experimental error in determining

the normalized Stokes parameters was at the level 7 %; this determines reliability

with which we reconstructed the P point and U contours. P and U singularities for

this case are shown in the right fragment of Fig. 2.18. Two U contours separate the

areas, with right-circular and left-circular polarization shown by different colors.

Within these areas,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22

p
¼ 0, while s3 < 1: The full Stokes-polarimetric

experiment over combined beam cross-section is necessary in this case, as operat-

ing only with a rotating linear analyzer does not provide differentiation of partial

circular polarization from complete elliptical polarization.

Separate maps of the Stokes parameters are less representative, being only row

material for finding out the degree of polarization, ellipsometric parameters of

a field, and vector singularities. For this reason, we demonstrate separately from

the 2D pattern shown in the right fragment of Fig. 2.18 1D cross-section of the

degree of polarization of this combined beam, see Fig. 2.19. The red curve shows

two-lateral radial dependence of P computed following (2.11). The blue curve

shows experimentally obtained distribution found as the combination of measured

Stokes parameters, here P ¼ s3j j. Quantitative discrepancy of two curves (both in

positions of zeroes and in heights of side-lobes) is obvious and is explained by

anisotropy of the vortex. Nevertheless, behavior of the experimental dependence is

in quite satisfactory qualitative agreement with the simulation results. Namely, one

observes two zeroes of the degree of polarization at the each side of the central

optical vortex that are the signs of the two U contours. Moreover, the experiment

has proved typical conical vicinity of the U contours predicted and observed in Ref.

[61], which are a reliable sign of true singularity of any kind, in contrast to the local

minimum.

U1

U2

P

Fig. 2.18 The partially

coherent combined beam

(left) and its vector skeleton

formed by P and

U singularities (right) for
completely incoherent mixing

of circularly polarized

components
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Another limiting case (completely mutually coherent components) for Dl l= < 1

(approximately 0.05) is illustrated in Fig. 2.20. Again, spatial maps of the Stokes

parameters were obtained and the elements s3 ¼ 0 and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22

p
¼ 1 were selected.

There are lines of linear polarization. In several selected points of such L lines,

we determined the azimuth of polarization in two ways: first as tan�1 s2 s1=ð Þ, and,
second as direct measurement of the azimuth of polarization by rotating a linear

analyzer up to complete extinction of a field at the specified point

that corresponds to the crossed azimuth of polarization of the combined beam

and the axis of maximal transmittance of the analyzer. Description between

two results for determining of the azimuth of polarization do not exceeded 0.1 rad.

Fig. 2.19 1D distribution of

the degree of polarization of

the combined beam formed

by two mutually incoherent

orthogonally polarized

components defined in

Fig. 2.14 and shown in

Fig. 2.18

L singularities

C singularity

Fig. 2.20 C and

L singularities in combined

beam assembled from

completely mutual coherent

orthogonally (circularly)

polarized LG01 mode and

plane wave. AtL lines, where

intensities of two mixed

component are equal, the

azimuth of polarization

changes in agreement of

prediction illustrated in

Fig. 2.16 Areas of different

colors correspond to opposite

handedness
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Perfect extinction of a beam at the specified points shows that the degree

of polarization P ¼ 1 (in contrast to the previous case of completely mutually

incoherent components, where intensity at the analyzer output is independent on

its orientation). Also, for certain orientations of a quarter-wave plate and analyzer,

the field at every other point can be extinguished that shows that everywhere the

degree of (elliptical) polarization equals unity. Comparing Fig. 2.20 with a view of

the circular complex polarization plane (Fig. 2.16) shows such polarization distri-

bution over of a combined beam is a close experimental analogue of the circular

polarization plane.

We have elaborated experimentally the intermediate case, when 0 < Dl l= < 1,

lying between the ones considered above. For step-by-step increasing optical path

difference between the same orthogonally (circularly) polarized components, we

obtained spatial distributions for the Stokes components I0; I90; Iþ45; I�45; Ir; Il and
found from them the Stokes parameters. Further, the degree of polarization and

ellipsometric parameters of the combined beam were determined as the combina-

tions of these parameters.

Before formulating the conclusions from our observations, let us represent one

of the row (intermediate) results undergoing the following processing. Figure 2.21

illustrates combined beams “LG01 mode + plane wave” (with large intensity ratio,

Fig. 2.21 The combined beams “LG01 mode + plane wave” with relative optical path differ-

ences Dl l= 
 0:05 (a) and Dl l= 
 0:56 (d); the corresponding intensity distributions behind

a linear analyzer for determining the third Stokes parameters: +45� (b and e) and �45� (c and f).
Decreasing visibility of interference fringes in fragments e and f corresponds to decreasing in parallel

the degree of mutual coherence of the mixed components and the degree of polarization of the

combined beam
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so that one does not visualize a plane wave) for relative optical path differences

close to unity (coherent limit illustrated in Fig. 2.20) and slightly exceeding a half

of the coherence length of the utilized laser, left fragments of Fig. 2.21. Other

fragments of this figure are the intensity distributions Iþ45 (central column) and I�45

(right column) used for forming the third Stokes parameters. (Other pairs of

intensity distributions show the same tendency). Though two orthogonally polar-

ized components do not interfere, their equal polarization projections selected by

the properly oriented polarizer can interfere, depending on their mutual coherence.

If the degree of mutual coherence of the components is not zero, their equally

polarized projections interfere with forming typical patterns, indicating phase

singularity. To have enough spatial resolution for determining the place of the

vortex, we set a non-zero interference angle between the components (which is

small enough to not influence the accuracy of the polarization measurements).

Here, instead of the snail-like pattern typical of coaxial mixing of the LG01 mode

and a plane wave, we obtained interference forklets. Comparison of the central and

left columns of Fig. 2.21 shows that spatial intensity distributions for orthogonal

polarization projection of the combined beam are complementary in the sense that

a dark forklet is replaced by a bright one.

The main conclusion follows from comparison of fragments b and e (c and f).

A decrease in the mutual coherence of the mixed components and a decrease in the

degree of polarization of the combined beam are accompanied by a decrease in the

ability of equal polarization projections of the mixed components to interfere that

manifests itself in a decrease in visibility of interference pattern. So, in fragments

b and c of Fig. 2.21 (Dl l= 
 0:05) the measured visibility is 0.97, while in the

fragments Fig. 2.21e and f (Dl l= 
 0:56) visibility is 0.24 (with experimental error

non exceeding 5 %). It shows the feasibility allows one to determine the degree of
mutual coherence of two orthogonally polarized beams by measuring the degree of
polarization of the combined beam formed by such components found from Stokes

parameters. Namely, in our experiment, mrlj j for Dl l= 
 0:56 also equals 0.24. For

the reasons discussed in Sect. 2.3, such measurements are preferably performed at the

elements of the combined beam where intensities of two beams are equal to each

other (where L and U singularities co-exist in the case of partial mutual coherence of

the components), while at such singular elements of the combined beam P � mrlj j.
Thus, vector singularities occurring in light fields, which are simultaneously

partially spatially and partially temporally coherent, have been considered. It has

been shown that in the case of partially coherent mixing of two orthogonally

circularly polarized components, conventional vector singularities, viz. C points and

L lines submerged in a field of elliptical polarizations, coexist with singularities

arising only in partially coherent fields, such as U and P singularities as the extrema

of the degree of polarization. Gradual transformation of C and L singularities into

P and U singularities, respectively, accompanying a decreasing degree of mutual

coherence of the components has been experimentally shown. So, conventional

polarization singularities of completely coherent fields (C points and L lines) vanish

in the incoherent part of the combined beam, so that the only polarization of the

component predominant in intensity remains in the vicinities of P points and U lines.
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2.4 Feasibilities for Experimental Analysis of Characteristics
of the Poynting Vector Components

In this section, potentiality of experimental analysis for the time-averaged Poynting

vector is considered. In part, we will show that combined application of conven-

tional interferometry and Stokes polarimetry should allow for unambiguous deter-

mination of the characteristics of the time-averaged Poynting vector components at

each point of electromagnetic field.

One of theoretical aspects in a rapidly developing area of the modern optical

technology, elaboration of new kinds of optical tweezers [22–27, 85] is connected

with the fact that the vortex beams and polarized waves (both homogeneous and

inhomogeneous) possess an angular momentum [85–87]. Existence of controlled

angular momentum provides a possibility for controlled rotation of micro-objects

locked by corresponding optical traps. Angular momentum of a field can be

specified at each spatial point. One may also consider angular momentum averaged

over some spatial area. As is known [86, 88], angular momentum may be divided

into a spin momentum associated with elliptical polarization and an orbital one

produced by specific beam structure. However, density of the angular momentum,

jz (at least of its orbital part), depends upon the location of the axis r ¼ 0 (i.e.,

“purchase”) with regard to which the parameter jz is calculated. As a result, some

ambiguity appears. At the same time, another physical value closely associated with

the angular momentum, viz. the space distribution of characteristics of the time-

averaged Poynting vector (more accurately, its transverse component), represents

a univocal function of coordinates of each field point.

Distribution of parameters of the time-averaged Poynting vector for Laguerre-

Gaussian beams is considered in Refs. [89, 90]. However, the behavior of the time-

averaged Poynting vector was analyzed only for homogeneously polarized fields

and “symmetrical” beams [86, 89].

At the same time, analyzed fields may be more complicated, in part, when their

polarization is inhomogeneous. Distribution of the transverse component of the

Poynting vector for such fields may be characterized by a set of certain points, i.e.,

by the net of Poynting singularities [7]. The importance of these points comes from

the fact that the characteristics of this singular net, such as the Poynting field

skeleton, determine qualitative behavior of the Poynting vector at each of the

field points [37]. For instance, vortex Poynting singularities [91] are the points around

which circulation of the transverse component of the Poynting vector takes place. In

other words, one deals here with the points that are the intersections of the observation

plane and the axis of the angular momentum. Thus, spatial distributions of charac-

teristics of the time-averaged Poynting vector components would contain important

information on the field, which is concerned with the energy flows [21, 34–36].

Nevertheless, one can state that the technique for experimental analysis of the

time-averaged Poynting vector components and their singularities has been devel-

oped up to now. Here we demonstrate that the components of the time-averaged

Poynting vector can be experimentally analyzed by using conventional optical

methods.
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It has been shown [37, 87] that the instantaneous components of the Poynting

vector may be written as

Px 
 c
4pk fExT2 EyT1g;

Py 
 c
4pk fEyT2 þ ExT1g;

Pz 
 c
4p fE2

x þ E2
yg;

8<
: (2.14)

where

T1 ¼ ExFy
x EyFx

y þ Ay
x

Ax
Ex;p

2

Ax
y

Ay
Ey;p

2
;

T2 ¼ ExFx
x þ EyFy

y þ Ax
x

Ax
Ex;p

2
þ Ay

y

Ay
Ey;p

2
;

8<
: (2.15)

Ei ¼ Ai cosðotþ Fi kzÞ;
Ei;p

2
¼ Ai sinðotþ Fi kzÞ;

�
(2.16)

i ¼ x; y, Ai;Fi denote, respectively, amplitudes and phases of the corresponding

field components, and Al
i;F

l
i are their partial derivatives, and k ¼ o=c represents

the wave number. Here, the axis z coincides with the preferential direction of the

wave propagation.

One can show after some algebraic transformations that the averaged compo-

nents of the Poynting vector are as follows:

�Px 
 c
8pk f½A2

xF
x
x þ A2

yF
x
y� AxAyðFy

x F
y
yÞ cosD ðAxA

y
y þ AyA

y
xÞ sinD�g;

�Py 
 c
8pk f½A2

xF
y
x þ A2

yF
y
y� þ AxAyðFx

x F
x
yÞ cosDþ ðAxA

x
y þ AyA

x
xÞ sinD�g;

�Pz 
 c
8p fA2

x þ A2
yg:

8><
>:

(2.17)

The second and the third terms in the brackets appearing in the first two rows of

(2.17) may be rewritten as follows:

AxAyðFi
x F

i
yÞ cosDþ ðAxA

i
y þ AyA

i
xÞ sinD ¼¼ @

@i
ðAxAy sinDÞ; (2.18)

where i ¼ x; y. Then, the system of (2.17) is transformed to the form

�Px 
 c
8pk f½A2

xF
x
x þ A2

yF
x
y� @

@y ðAxAy sinDÞg;
�Py 
 c

8pk f½A2
xF

y
x þ A2

yF
y
y� þ @

@x ðAxAy sinDÞg;
�Pz 
 c

8p fA2
x þ A2

yg:

8><
>: (2.19)

It follows from (2.19) that one of the possible methods of vector Poynting

component measurement is complete analysis of orthogonal components:
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• Measurement of the components’ intensities (for defining the components’

amplitudes and their corresponding derivatives).

• Phasometry (interferometry) of the components (for the defining components’

phases and their corresponding derivatives).

However, the phase difference between orthogonal components D is included in

relations (2.19). Note that:

1. As is known [14], measurement of the “absolute” phase in optics is

problematic. Only the phase difference between object wave and reference one

is fixed. In other words, the phase is measured within the constant component.

2. The experimental arrangement for simultaneous measuring of component phase

with the same constant components is practically impossible.

Consequently, the phase difference D cannot be measured with enough accuracy

by the components’ analysis. Such value may be easily measured by the Stokes

polarimetry [83]. Stokes parameters for the monochromatic wave have the form [14]:

s0 ¼ A2
x þ A2

y ;

s1 ¼ A2
x A

2
y ;

s2 ¼ 2AxAy cosD;
s3 ¼ 2AxAy sinD:

(2.20)

Value D may be determined as:

D ¼ tan�1 s3
s2
; (2.21)

and the (2.19) may be used for the analysis of Poynting vector components. If one

takes into account (2.20), the relations (2.19) are transformed to the form:

�Px 
 c
16pk f½ðs0 þ s1ÞFx

x þ ðs0 s1ÞFx
y� @s3

@yg;
�Py 
 c

16pk f½ðs0 þ s1ÞFy
x þ ðs0 s1ÞFy

y� þ @s3
@xg;

�Pz 
 c
8p s0:

8><
>: (2.22)

Thus, the Poynting vector’s components can be defined by the Stokes parameters

and derivatives of the components phases. Note that phasometry of only one

component (let us use the y-component for certainty) is necessary, because

a phase of the orthogonal component is determined as Fx ¼ Dþ Fy. Obviously,

in the practical sense, the phasometry of the smooth component (without any

singularity in the analyzed area) is preferable.

As is known (see, for example, Ref. [92], which is the closest to the topic of our

study), three kinds of measurement are necessary for defining of phase of scalar

field at each field point:

1. Intensity of component field Ii ¼ A2
i .

2. Intensity of referent wave Ir ¼ A2
r .

3. Intensity of total field Is.
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The component phase (within the constant component) may be derived from the

relation:

Fi ¼ arccos
Is � ðIi þ IrÞ

2
ffiffiffiffiffiffi
IiIs

p : (2.23)

Naturally, the phase derivatives Fk
i , included in (2.19) and (2.22), are indepen-

dent of the constant component.

Thus, jointly applying the conventional interferometry and Stokes-polarimetry

allow us to unambiguously determine the characteristics of the Poynting vector

components at each point of an optical field.

Let us now represent the results of measuring the Poynting vector’s components

of the homogeneously polarized Gaussian beam. As is known [86], such a beam

possesses the spin impulse momentum that reaches its maximal magnitude in the

case of circular polarization of a beam. It is natural to expect that the vortex-like

Poynting vector’s singularity might be observed at the center of a beam, while at

some distance from the center the transverse component possesses the

corresponding circulation.

What is of special interest, the problem of measuring the Poynting vector’s

components of a Gaussian beam, is considerably simplified owing to constant

phases of the orthogonal components. For that, the phase derivatives of the

Poynting vector of the orthogonal components vanish and one obtains:

�Px 
 c
16pk

@s3
@yg;

�Py 
 c
16pk

@s3
@xg;

�Pz 
 c
8p s0:

8><
>: (2.24)

Thus, measuring magnitudes of the Poynting vector components is reduced to

determining two Stokes parameters, viz. s0 and Ir ¼ A2
r . Moreover, to analyze the

transverse component, one must determine the third Stokes parameter alone. Proper

measurements can be carried out in the arrangement shown in Fig. 2.22.

A beam from a He–Ne laser 1 is transformed to a circular state (polarization pair

2 to 3) and is expanded by the collimator 4 to 6. Then, a circularly polarized

Gaussian beam enters the Stokes polarimeter (elements 7 and 8). Relevant intensity
distributions needed for determining the Stokes parameters are registered by a

CCD-camera.

The beam intensity distribution at the output of a collimator is shown in

Fig. 2.23a. Figure 2.23b illustrates distribution of the transverse component of the

Poynting vector. Altering modulus is shown by levels of gray and length of arrows.

Azimuths of the component correspond to arrow orientations.

One can see from Fig. 2.23b that, really, the transverse component of the

Poynting vector circulates around the beam center, where its magnitude vanishes

while its azimuth is undetermined.
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2.5 Conclusions

Two new approaches to metrology of partially coherent and partially polarized light

fields are derived from a singular optics concept. The first approach, discussed in

Sect. 2.2, concerns exploring the spatial modulated time-averaged Poynting vector

in completely and partially coherent non-paraxial light fields for control the motion

of nano- and microparticles in optical currents. The second approach, detailed

in Sect. 2.3, reveals the interconnection between polarization singularities inherent

in completely polarized and partially polarized optical beams for the general case of

partial mutual coherence of orthogonally polarized components. Section 2.4

explains the feasibility of experimental analysis of the Poynting vector components

by combining interferometric and polarimetric techniques. The represented

approaches show the fruitfulness of employing the concepts of singular optics in

formation and investigation of unconventional polarization distributions that can be

used in problems of optical correlation diagnostics and optical telecommunications.

Fig. 2.22 1 – He–Ne laser,

2 – polarizer, 3 �l 4= -plate,

4 and 6 – beam expander with

a pinhole 5, 7, and 8 – Stokes

polarimeter, 9 – CCD-camera

Fig. 2.23 (a) intensity distribution of a beam behind of collimator, (b) distribution of the

transverse component of the Poynting vector
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of tissues, including their images, are analyzed. The development of novel

approaches to the analysis of tissue optical images and the search for the novel

polarization, interference, and correlation diagnostics of BT structure associated

with the tissue physiological state is the main goal of this chapter.

3.1 Introduction

3.1.1 Polarimetric Approach

Optical techniques for investigation of the structure of biological tissues (BTs) can

be classified into three groups: (1) spectrophotometric techniques [1] based on the

analysis of spatial or temporal changes of intensity of a field scattered by BTs;

(2) polarization techniques based on the use of the coherency matrix for a complex

amplitude [2, 3] and the analysis of the degree of polarization as the factor of

correlation of the orthogonal complex components of electromagnetic oscillations

at the specified point of scattered field; and (3) correlation techniques based on the

analysis of correlations of the parallel polarization components at different points of

the object field [4–6].

Both polarization and correlation characteristics are typically changed for real

object fields of BTs, including their images [5]. One of the most promising

techniques for obtaining such images is the optical coherence tomography and

its new branch – polarization-sensitive optical coherence tomography [7]. This

diagnostic approach is based on measuring of the coordinate distributions of the

Stokes parameters at the BT’s images providing important data both on the BT

microstructure and on magnitude and coordinate distributions of the parameters of

optical anisotropy of the architectonic nets formed by birefringent protein fibrils.

Further progress of the polarization-sensitive optical coherence tomography is

connected with the development of new techniques for analysis and processing of

inhomogeneously polarized BT images. For this reason, the development of novel

approaches to the analysis of laser images of BTs and the search for new techniques

for polarization, interference, and correlation diagnostics of BT’s structure for

determining the efficient criteria of estimation of birefringence associated with

the BT’s physiological state is the topic of this discussion.

Laser radiation, similarly to natural light, can be absorbed and scattered by a BT,

and the each of these processes results in filling of the field with information on

micro- and macrostructure of the studied medium and its components [8].

The spectrophotometric techniques for BT diagnostics based on the analysis of

the spatial and temporal changes of intensity of the field scattered by such optically

inhomogeneous objects are the most widespread and approbated nowadays. At the

same time, other diagnostic techniques based on the fundamental concepts, such as

“polarization” and “coherence,” are also intensively developed.

Historically, the spatial changes of optical fields have been characterized in

terms determining the coherent properties of fields. The concept of “measure of
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coherence” between two light oscillations is defined as their ability to form an

interference pattern and is associated with the visibility of interference fringes [9].

This value is the measure of the sum of correlations between parallel components of

electrical fields at two points of space. Another type of correlation characteristics

of scattered laser fields is the degree of polarization defined as the magnitude of

the maximal correlation between the orthogonally polarized components of the

electrical field at one point [10]. Polarization properties of light are studied

experimentally by measuring the intensity of radiation passing various optically

active elements.

Techniques based on the use of the coherency matrix and the degree of

polarization are referred to as polarization techniques; let us consider them in

more detail. Much development of the vector approach to investigations of the

morphological structure and physiological state of various BTs [11, 12] calls for

the development of model notions of optically anisotropic and self-similar

structure of BTs.

Thus, the hierarchical self-similar (tropocollagen, microfibril, subfibril, fibril,

fascia, etc.) structure of typical connective tissue, tendons, has been analyzed in

[13]. The filiform structural elements are discrete, being of the scale repeated within

the large interval of “optical sizes,” from 1 to 103 mm. For that, the optical

characteristics of such a structure of various BTs correspond to “frozen” optically

uniaxial liquid crystals [13].

A similar approach to the description of the BT’s morphological structure

has been used in Ref. [14], where a BT is considered at the two-component

amorphous-crystalline structure. The amorphous component of a BT (fat, lipids,

non-structured proteins) is isotropic in polarization (optically non-active). The

crystalline component of a BT is formed by oriented birefringent protein fibrils

(collagen proteins, myosin, elastin, etc.). The properties of an isolated fibril are

modeled by an optically uniaxial crystal whose axis is oriented along the direction

of packing at the BT plane, and the birefringence index depends on the fibril matter.

The architectonic net formed by differently oriented birefringent bundles is the

higher level of the BT organization.

Within the framework of this model one can explain the mechanisms causing

polarization inhomogeneity of the fields of various BTs, such as osseous and

muscular tissue and tissues of the female reproductive system [14, 15].

The interconnections between the magnitudes of the azimuth of polarization and

ellipticity of light oscillations, on the one hand, and the direction (angle) of packing

of fibrils and the parameters characterizing birefringence of the corresponding

matter, on the other hand, have been also found [16]. This enables improvement

of the technique of polarization visualization of the architectonic net of BTs of

various morphological types and the use of statistical analysis of the coordinate

distributions of the polarization parameters of the scattered fields [17].

The results of the investigation of interconnections between the set of the

statistical moments of the first to the fourth orders characterizing microgeometry

of a surface and orientational and phase structure of birefringent architectonics of

human BT, on the one hand, and the set of the corresponding statistical moments of
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the coordinate distributions of the magnitudes of the azimuth of polarization and

ellipticity (polarization maps) of the images of such objects, on the other hand,

have been represented in Refs. [18–20]. It has been found that growing magnitudes

of kurtosis and skewness of the azimuth of polarization and ellipticity result

from growing dispersion of orientation of the optical axes of birefringent fibrils

of BTs. Decreasing magnitudes of kurtosis and skewness correspond to increasing

dispersion of phase shifts caused by biological crystals of the architectonic

nets [20].

Further development of laser polarimetry includes the development of new

techniques for processing of two-dimensional tensors of polarization parameters

characterizing the nets of various biological crystals of human tissues [17–22].

So, in part, statistical analysis of the coordinate distributions of the Stokes

parameters provides new information on microstructure (magnitudes and coordi-

nate distributions of the parameters of optical anisotropy of architectonic nets

formed by collagen and myosin) of physiologically normal and pathologically

changed BTs [18–22].

As a whole, rapid development of techniques for diagnostic use of coherent laser

radiation is reflected in optical coherent tomography as the most convenient and

elaborated instrument for noninvasive study of BT structure [23]. The use of a new

informative parameter, viz. the polarization of laser beam carrying out contrasting

of the BT images, opens up new directions in optical coherent tomography, often

referred to as the polarization-sensitive coherence tomography [21–23].

Note, the peculiarity of “laser polarimetry of distributions of azimuth and

ellipticity” consists, in point-by-point analysis, of the polarization parameters of

the object field and searching for their interconnection with the orientation and

anisotropic parameters of the BT architectonics. In this situation, information on the

peculiarities (statistical and fractal) of two-dimensional distributions of the polar-

ization parameters of the field, on the one hand, and the orientation and phase

characteristics of the object, on the other hand, remains undetermined.

In this connection, development of laser polarimetry requires further elaboration

of the techniques for non-destructive macrodiagnostics of the BT geometrical-

optical structure through improving modern techniques of BT polarization-

interference mapping and development of new techniques for reconstruction of

BT architectonics. In addition, the development of new approaches for both statis-

tical and local topological (singular) analysis of two-dimensional polarization

images of BTs is urgently needed.

3.1.2 Correlation Approach

It is known [24, 25] that polarization properties of light at some spatial point are

comprehensively described by the coherency matrix. This formalism is also ade-

quate for characterization of a beam as a whole, if the characteristics of scattered

radiation are unchanged in space, i.e., if the beam is homogeneous. However, it is

not sufficient for the description of spatially inhomogeneous polarization scattered
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optical fields. Consideration of not only coordinate distributions of the polarization

parameters of a field but also the search for interconnections between the state of

polarization and the degree of coherence at different points of a field must be

carried out in this case.

The initial attempt to describe spatially inhomogeneous polarization object

fields as the direct generalization of the two-point coherency matrix was performed

by Gori [26]. The author shows that some visibility of interference fringes results

from superposition of radiation from two point sources whose polarization charac-

teristics are formed by the set of polarizers and phase plates corresponding to each

matrix element.

The unified theory of coherence and polarization provides a description of

changes of the state of polarization of freely propagating light and was developed

by Wolf in 2003 [27].

Within the framework of the approach based on the generalized coherency

matrix, a new parameter has been proposed [28, 29], namely, the degree of mutual

coherence characterizing the correlation similarity of the electric vector at two

points and experimentally determined by measuring the visibility of the

corresponding interference distributions.

This approach has been further developed by Ellis and Dogariu [30]. They

introduced the complex degree of mutual polarization (CDMP), determining the

correlation between the points of a field with different states of polarization and

different intensities. Statistics of intensity fluctuations at the field resulting from

scattering of partially coherent beams are analyzed in Ref. [31]. The matrix

technique proposed by Gori [32] generalizes the description of inhomogeneously

polarized coherent fields on the basis of the CDMP. It extends the description of

light-scattering phenomena to more general cases, when partially polarized light is

not obviously completely spatially coherent.

Proceeding from the unified theory of coherence and polarization of random

electromagnetic waves, it has been proved theoretically and experimentally that

partially polarized light can be described using the correlation of unpolarized

components [33]. The technique for determination of the polarization parameters

of light from measured intensity fluctuation contrast has been proposed in [34]. This

technique presumes parallel measurements of the degree of polarization and the

second Stokes parameter directly connected with the azimuth of polarization and

ellipticity. Matrix analysis of correlation properties of scattered coherent radiation

has been extended on the vector (inhomogeneously polarized) fields. The notion of

a 3 � 3 correlation matrix has been introduced [35, 36] for a completely polarized

electromagnetic field that is stationary in the statistical sense.

Another prospective direction is connected to solving the problem of direct

measurement of the CDMP for problems of biomedical optics, namely, processing

of coherent inhomogeneously polarized images of BTs obtained by the optical

coherence tomography technique. It has been shown [37] that the CDMP of

a coherent image of a BT is the parameter sensitive to orientation and phase

changes of the BT’s architectonics. Experimental studies of 2D distributions of

the degree of mutual polarization of the BT’s laser images for examples of muscular
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tissue, skin tissue, and osseous shin have proved the interconnection between

coordinate distribution of the CDMP of laser images and the geometrical-optical

structure of birefringent architectonic nets of physiologically normal and

dystrophically changed BTs.

Accounting for the potential diagnostic importance and steadiness of the CDMP,

it is necessary to continue searching for the peculiarities of correlation structure of

the coordinate distributions of this parameter for various types of BTs. Special

attention must be paid to the development of unified criteria for differentiation of

morphological and physiological structure of BTs based on the CDMP. In addition,

the combination of the formalism of coordinate distributions of the Mueller matrix

elements and the CDMP is also a prospective direction that may reveal the new

diagnostic criteria of physiological state of BTs.

3.1.3 Topological or Singular Optical Approach

At inhomogeneous vector electromagnetic fields, lines or surfaces exist at

which one of the parameters characterizing the state of polarization is undetermined

[38, 39]. Crossing by the observation plane perpendicular to the propagation

direction, these singular lines (surfaces) go over to points (lines), respectively.

Generally, the object field resulting from scattering of laser radiation in phase-

inhomogeneous media is elliptically polarized. At the transversal cross-section of

a beam, however, other (limiting) states of polarization are also taking place [40],

viz. (1) at points where the polarization ellipse degenerates into circle and polari-

zation is circular (C points), the azimuth of polarization (orientation of the major

axis) is undetermined; (2) lines with linear polarization (S lines) where the direction

of rotation of the electric vector is undetermined.

General principles of the singular analysis of vector fields have been initially

formulated by Nye and Hajnal [39, 41–45]. Further consideration of polarization

singularities at optical fields has been carried out by Mokhun and Angelsky

[46–48]. A detailed theoretical investigation of an optical field with the set of

C points has been performed by Freund, Soskin, and Mokhun [49], whose

results have been confirmed experimentally [50]. Three morphological forms of

distribution of polarization ellipses are possible at speckle fields [51–53], which

determine the field behavior in the vicinity of the C point: “star” (S), “lemon” (L),

and “monostar” (M). These forms differ in the number and positions of lines, at

the each point of which major and minor axes of the surrounding ellipses are

oriented to C point.

Experimental study of the influence of C points on the polarization structure of

a field in their closest vicinity has been carried out in [54–56], where all three

mentioned morphologically allowed forms of the polarization ellipse distributions

in the vicinity of isotropic points with circular polarization have been revealed, and

their statistical weights have been estimated, for example, for a random vector field

resulting from light scattering at inhomogeneous media. The obtained results

show skewness and considerable angular dispersion of “forming” straight lines
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for S and M structures in comparison with their canonical forms. The experimental

data directly prove universality of the laws of topology and morphology.

It has been shown within the framework of the topological approach [39, 42]

that analysis of the polarization structure of object fields presumes that the areas

with right-hand circular and elliptic polarizations are separated from the areas

with left-hand circular and elliptical polarizations by the contours (at the

observation plane) where polarization is linear; S surfaces correspond to such

S lines at 3D space.

The system of singular points of the vector object field determines its structure as

a skeleton and reflects in such a manner polarization properties of a media. It shows

importance for a biomedical optics searching for the conditions for forming polar-

ization singularities by biological objects. In addition, the experimental study of the

coordinate distribution of singularities at polarization images of BTs provides

diagnostic data on polarization properties of media. It also shows the importance

of new singular optical criteria for differentiating the physiological state of histo-

logical slices of BTs.

The considered approaches [41–43, 54–56] have been taken into account in Ref.

[49] for analytical determination of the conditions for forming singly (linear) and

doubly (circular) degenerated polarization singularities and experimental investi-

gation of the coordinate distributions of singularities at images of BTs of various

morphological structures and states. It has been demonstrated that the third and

fourth statistical moments of the distributions of the number of singular points are

the most sensitive to changes of the geometrical-optical structure of BTs [57]. It has

been also established that the coordinate structure of polarization singularities at

images of physiologically normal BT is self-similar (fractal), while for pathologi-

cally changed it is random [49].

Thus, the topicality of the materials represented here is the result of the necessity

for more general polarization diagnostics of changes of coordinate and local

structure (including distributions of optical axes orientations of and magnitude of

birefringence) of the nets of organic crystals of BTs with various morphological

structures and physiological states.

3.2 Biological Tissue as the Converter of Parameters of
Laser Radiation

3.2.1 Crystal Optical Model of the Anisotropic Component of the
Main Types of Biological Tissues

It is assumed within the framework of notions of the geometrical-optical structure

of BT that it consists from two components, viz. optically isotropic (amorphous)

and anisotropic (architectonic), that are formed by birefringent, optically uniaxial

fibrils, see Fig. 3.1.

Let us characterize interaction of coherent radiation with the amorphous Af g
and architectonic Cf g components of a BT by the following Jones operators:
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Af g ¼ a11 a12
a21 a22

����
���� ¼ exp �tlð Þ 0

0 exp �tlð Þ
����

����; (3.1)

Cf g ¼ c11 c12
c21 c22

����
���� ¼ cos2rþ sin2r exp �idð Þ; cos r sin r 1� exp �idð Þ½ �;

cos r sin r 1� exp �idð Þ½ �; sin2rþ cos2r exp �idð Þ;
����

����:
(3.2)

Here t – absorption coefficient for laser radiation and amorphous layer of a BT

with geometrical thickness l; r – direction of packing of anisotropic (birefringent

index Dn) fibrils at the BT plane, introducing a phase shift Dn between the

orthogonal components (Ex and Ey) of the electrical vector of the probing laser

beam with wavelength l. It is shown in [1, 17] that the Jones matrix of

a geometrically thin layer of a BT where isotropic and anisotropic formations lie

at the same plane is represented as the superposition of the operators Af g and Cf g:

Mf g ¼ a11 þ c11; a12 þ c12;
a21 þ c21; a22 þ c22:

����
����: (3.3)

Within the model formalized by (3.1–3.3) one can find complex amplitude U of

a laser beam transformed by a BT. At the output of the BT layer the magnitudes of

the orthogonal components of an amplitude of a laser beam, Ux and Uy, are

determined from the following matrix equation:

Ux

Uy

� �
¼ a11 þ c11; a12 þ c12;

a21 þ c21; a22 þ c22:

����
���� Ex

Ey

� �

¼ c11Ex þ c12Ey exp idð Þ
c21Ex þ c22Ey exp idð Þ

� �
þ exp �tlð Þ Ex

Ey

� �
; (3.4)

Δn

d X

Y

ρ2

ρ1

Fig. 3.1 Birefringent (Dn)
fibril with cross-section

diameter d; ri – directions of

packing of fibrils at the plane

of a BT sample
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Solution of (3.4) with account of (3.2) and (3.3) gives the following dependences

for the each, with coordinate r at the boundary field:

UxðrÞ ¼ cos2rþ sin2r exp �idð Þ� �
Ex þ cos r sin r 1� exp �idð Þð Þ exp i’ð ÞÞEy;

UyðrÞ ¼ cos r sin r 1� exp �idð Þð ÞEx þ sin2rþ cos2r exp �idð Þ� �
exp i’ð ÞÞEy:

(3.5)

Let us, for simplicity (but without loss of generality of the analysis), consider the

mechanisms of formation of the polarization structure of the BT’s speckle image

when a BT is illuminated by a linearly polarized laser beam with the azimuth of

polarization a ¼ 00,

Ex

Ey

� �
) 1

0

� �
: (3.6)

In this case, (3.5) are rewritten in the form:

UA
x ¼ exp �tlð Þ;

UA
y ¼ 0:

(3.7)

UC
x ¼ cos2rþ sin2r exp �idð Þ� �

;

UC
y ¼ cos r sin r 1� exp �idð Þð Þ½ �: (3.8)

Here, UA
x;U

A
y and UC

x;U
C
y – the orthogonal components of amplitude of the

object field formed by amorphous (A) and anisotropic (C) components of a BT.

To determine the magnitudes of the azimuth of polarization and ellipticity at the

points of the boundary field rðX; YÞ, we write the coherency matrices for the BT’s

amorphous fKAg and crystalline fKCg components:

fKAg ¼ exp �tlð Þ 0

0 0

����
����; (3.9)

fKCg ¼ UC
x U

�C
x ; UC

x U
�C
y ;

U�C
x UC

x ; UC
y U

�C
y :

�����
�����: (3.10)

It follows from (3.9) and (3.10) that the coordinate distributions of the azimuth

of polarization a and ellipticity b at the BT speckle image consist of two parts, viz.
homogeneously polarized

aA ¼ 00;

bA ¼ 00

(
(3.11)
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and inhomogeneously polarized

aC ¼ 0:5arctg
UC

x U
�C
y � U�C

x UC
y

UC
y U

�C
x � UC

y U
�C
y

" #
;

bC ¼ 0:5 arcsin
i UC

x U
�C
y � U�C

x UC
y

	 

q1 þ q2 þ q3ð Þ12

2
4

3
5;

8>>>>>><
>>>>>>:

(3.12)

where

q1 ¼ UC
x U

�C
x � UC

y U
�C
y

h i2
;

q2 ¼ UC
x U

�C
y � U�C

x UC
y

h i2
;

q3 ¼ i UC
x U

�C
y � U�C

x UC
y

h i2
:

(3.13)

Thus, the performed analysis provides the notions on the mechanisms of forma-

tion of the inhomogeneous polarization structure of the boundary object field of

a BT at the each point by (1) decomposition of amplitude of laser wave U into

orthogonal linearly polarized coherent components
UxðrÞ
UyðrÞ

� �
; (2) formation of

a phase shift dðrÞ between these components due to birefringence; (3) superposition

of these components, resulting, generally, in an elliptically polarized field with the

polarization ellipse described as

X2

U2
x ðrÞ

þ Y2

U2
y ðrÞ

� 2XY

UxðrÞUyðrÞ cos dðrÞ ¼ sin2dðrÞ: (3.14)

3.2.2 Techniques for Analysis of the Structure of Inhomogeneous
Polarized Object Fields

Distributions Nðx; yÞ of parameters of interest in laser images of phase inhomoge-

neous layers (PhIL) are characterized with the set of statistic moments of the first to

the fourth orders Zj¼1;2;3;4 calculated using the following relations [2]:

Z1 ¼ 1
M

PM
i¼1

Nðx; yÞj j; Z2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

PM
i¼1

Nðx; yÞ � Z1½ �2
s

;

Z1 ¼ 1

Z3
2

1
M

PM
i¼1

Nðx; yÞ½ �2; Z4 ¼ 1
Z4
2

1
M

PM
i¼1

Nðx; yÞ½ �4:
(3.15)

where N ¼ 800� 600 is the amount of pixels in the CCD camera 10 (Fig. 3.2).
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Our analysis of the coordinate structure for Nðx; yÞ distributions was based on

the autocorrelation method by using the function [20, 21]

KNðx;yÞðmÞ ¼
1

ðn� mÞs2
Xn�m

t¼1

Xt � m½ � Xtþm � m½ �: (3.16)

Here, n is the length of discrete sampling Nðx; yÞ ¼ X1;X2; . . . ;Xn; m – average

value, s2 – the dispersion; m; n – positive integers; m ¼ 1 pixð Þ is the step for

changing the coordinate x ¼ 1� m.
As correlation parameters that characterize the dependences KNðx;yÞ Dxð Þ,

we chose:

• Correlation area SNðx;yÞ

SNðx;yÞ ¼
ðm
1

KNðx;yÞðmÞdm; (3.17)

• Normalized fourth statistic moment QNðx;yÞ that determines the kurtosis of the

autocorrelation function KNðx;yÞðmÞ

QNðx;yÞ ¼ N

PN
i¼1

KNðx;yÞðmÞ
� �2

i

� �2

XN
i¼1

KNðx;yÞðmÞ
� �4

i
; (3.18)

The fractal analysis of the distributions Nðx; yÞ was performed using the

calculation of logarithmic dependences log J Nðx; yÞ½ � � log d�1 for the power

1 2 3 4 5 6 7 8 9 10

CCD

11

Fig. 3.2 Optical arrangement of a polarimeter: 1 – He–Ne laser; 2 – collimator; 3 – stationary

quarter-wave plate; 5 and 8 – mechanically moving quarter-wave plates; 4 and 9 – polarizer and

analyzer, respectively; 6 – studied object; 7 – microobjective; 10 – CCD-camera; 11 – personal

computer
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spectra J Nðx; yÞ½ �, which was calculated as a discrete Fourier transform of the

corresponding autocorrelation function KNðx;yÞðmÞ using MATLAB software

J Nðx; yÞ½ � ¼ SxxðwÞ ¼
Xn
m¼1

KNðx;yÞðmÞe�jom; (3.19)

where o are the normalized frequencies, which correspond to a spatial frequen-

cies (o ¼ d�1) that are determined by geometrical sizes (d) of PhIL structural

elements.

The dependences log J Nðx; yÞ½ � � log d�1 are approximated using the least-

squares method into the curves F �ð Þ, straight parts of which serve to determine

the slope angles � and calculate fractal F dimensions by using the relations [21, 53]

FNðx;yÞ ¼ 3� tg�: (3.20)

Classification of coordinate distributions NL;�CðxÞ should be performed using

the following criteria [49, 58]:

• They are fractal on the condition of a constant slope angle value � ¼ const for
2–3 decades of changing sizes d;

• They are multi-fractal, if several slope angles F �ð Þ are available;
• They are random when any stable slope angles are absent within the whole range

of changing sizes d.
In the latter case, the distributions log J Nðx; yÞ½ � � log d�1 are characterized

with the dispersion

Dz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m

Xm
i¼1

log J Nðx; yÞð Þ � log d�1½ �2
s

: (3.21)

3.3 Polarization 2D Tomography of Biological Tissues

This section is devoted to the analysis of the feasibilities for solving the inverse

problem of laser polarimetry, viz. separate determination of the coordinate distri-

butions of the orientational, rðrÞ, and phase, dðrÞ, parameters of the BT’s

architectonics.

Optical arrangement for measuring the coordinate distributions of the azimuth of

polarization and ellipticity at the images of histological slices of BTs is shown in

Fig. 3.2. Illumination is performed by collimated beam (� ¼ 104 mm,
l ¼ 0:6328 mm, W ¼ 5:0mW). The polarization illuminator consists of quarter-

wave plates 3 and 5 and polarizer 4 providing the forming of the laser beam with

arbitrary azimuth of polarization 00 	 a0 	 1800 and ellipticity 00 	 b0 	 900.

Polarization images of BTs are projected using the microobjective 7 to the plane
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of light-sensitive area of the CCD-camera 10 (m � n ¼ 800 � 600 pixels

with coordinates

r11; . . . ; r1m

::::::::::::

rn1; . . . ; rnm

0
B@

1
CA 
 rm;n) providing the interval of the measured

structural image elements from 2 to 2,000 mm.

The experimental conditions are chosen to provide minimization of the spatial-

angular aperture filtration under BT imaging. It is ensured by matching of the

angular characteristics of the scattering indicatrices of a BT and the angular

aperture of a microobjective.

3.3.1 Orientation Tomography of Architectonics Nets

Basing on the proposed model notions on the mechanisms of interaction of laser

radiation with the nets of biological crystals (3.1–3.12), one can see that for the

crossed polarizer 4 and analyzer 9 (see Fig. 3.2) and probing with a linearly

polarized laser beam with the azimuth of polarization a0 ¼ 00, intensity at

the each point of the image of BT’s histological tome r can be found by solving

the following matrix equation:

UðrÞ ¼ 0:25fAgfMgfPgD0 ¼ 0:25
1 �1

�1 1

����
����

� cos2rðrÞ þ sin2rðrÞexp �idðrÞ½ � cosrðrÞ sinrðrÞ 1� exp �idðrÞ½ �f g
cosrðrÞ sinrðrÞ 1� exp �idðrÞ½ �f g sin2rðrÞ þ cos2rðrÞexp �idðrÞ½ �
����

����
� 1 1

1 1

����
���� 1

0

� �
;

(3.22)

where D0, UðX; YÞ are the Jones vectors of the probing and object beams, and Af g,
Mf g, and Pf g are the Jones matrices of the analyzer, BT, and polarizer, respec-

tively. Intensity of the object field is determined from (3.22) as

IðrÞ ¼ UðrÞU�ðrÞ ¼ I0 sin
22rðrÞsin2 dðrÞ=2½ �; (3.23)

where I0 is intensity of the probing beam.

Analysis of (3.23) shows that, for the rotating azimuth of polarization of the

probing beam (o is the rotation angle of the axes of crossed polarizer and

analyzer), the azimuth of polarization may coincide with the optical axis of

a biological crystal, a0 oð Þ ¼ rðrÞ. In this case, lines of zero intensity,

I�r r;oð Þ ¼ 0 a0 oð Þ¼rðrÞ
�� , or “polarizophotes” occur at the corresponding image of

3 Diagnostics of Structure and Physiological State of Birefringent Biological Tissues 119



a BT. Thus, for matched rotation of the transmission axes of the crossed polarizer

and analyzer one can obtain the set of the distributions of polarizophotes, which

we call the orientation tomograms of the BT’s architectonics. Such a set of the

orientation tomograms of the BT’s architectonics contains the data on the coor-

dinate distribution of optical axes of protein fibrils. Such information is important

for early (preclinical) diagnostics of degenerative-dystrophic (disordering struc-

ture) and pathologic (forming the directions of growth) changes of the BT’s

architectonics [59].

Additional information on the properties of birefringent nets of biological

crystals is given by the coordinate distribution of phase shifts introduced by their

matter between the orthogonal components of amplitude of laser radiation. Here-

inafter, such distributions dðrÞ are referred to as the phase tomograms.

3.3.2 Phase Tomography of Biological Tissues

For selecting of the phase component (phase tomogram) at the polarization image

of a BT, one must place the BT sample into a polarization system consisting of two

crossed filters, viz. quarter-wave plates 5, 8 and polarizers 4, 9, the angles of

transmission axes of which with the axes of the maximal velocity of the plates

are +45� and �45�, respectively (see Fig. 3.2). In this case, the coordinate intensity
distribution at the BT image, IdðrÞ, is determined from the Jones vector of the object

field, EðrÞ, through solving the following equations:

EðrÞ ¼ 0:25fAgfF2gfMgfF1gfPgD0 ¼ 0:25
1 �1

�1 1

����
���� i 0

0 1

����
����

� cos2rðrÞþ sin2rðrÞexp �idðrÞ½ � cosrðrÞ sinrðrÞ 1� exp �idðrÞ½ �f g
cosrðrÞ sinrðrÞ 1� exp �idðrÞ½ �f g sin2rðrÞþ cos2rðrÞexp �idðrÞ½ �

�����
�����

� 1 0

0 i

����
���� 1 1

1 1

����
���� 1

0

� �
;

(3.24)

where F1f g and F2f g are the Jones matrices of quarter-wave plates; Af g and Pf g
are the Jones matrices of the analyzer and polarizer, respectively. It follows from

(3.24) that the coordinate intensity distribution as filtered in the polarization image

of a BT is unambiguously connected with the phase shifts as

IdðrÞ ¼ EðrÞE�ðrÞ ¼ I0 sin
2 dðrÞ

2

 �
: (3.25)

Thus, this approach provides the information on the phase-shifting ability of

birefringent matter of a BT irrespective from the direction of packing of its

anisotropic fibrils.
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3.3.3 Experimental Implementation of Orientation Tomography

Efficiency of the orientation tomography for diagnostics of pathological structures

of BTs, for example, of the architectonics of myometrium (a BT of the female

reproductive system) is illustrated by the tomograms shown in Fig. 3.3.

This figure shows the orientation tomograms of a collagen net of physiologically

normal (fragments a to c) and pathologically changed (fragments d to i) samples of

myometrium, namely, with directed (fragments d, e, f) and diffuse (fragments g, h, i)

growth of pathologically changed protein fibrils. The left column of the orientation

tomograms corresponds to the angle o ¼ 450, middle column – o ¼ 250, and right

column – o ¼ 00.

Fig. 3.3 Orientation tomograms of physiologically normal (a–c) and pathologically changed

(d–i) myometrium

3 Diagnostics of Structure and Physiological State of Birefringent Biological Tissues 121



The obtained polarizophotes illustrate in qualitatively efficienct manner the

polarization technique for orientation selection of the directions of optical nets of

birefringent biological crystals for BTs with various physiological states. These

data lead to the following conclusions.

• All orientation tomograms for a polarization image of the architectonics

of a physiologically normal sample of myometrium are the ensembles of

small-scale (5–10 mm) areas of polarizophotes uniformly distributed over a

sample area (Fig. 3.3a–c). Such a structure shows statistical, with practically

uniform distribution, orientation structure of collagen net.

• Areas with large-scale (20–200 mm), optically anisotropic structures, such as the

ensembles of similarly oriented collagen fibers, correspond to pathological pro-

cesses of diffuse forming fibromyoma. Similar birefringent domains are optically

visualized as the corresponding polarizophotes whose set is shown in Fig. 3.3g–i.

• Comparison of the set of orientation tomograms shows their topological skew-

ness. It is seen that for large interval of changes of the angle o, the ensembles

of polarizophotes have individual structure connected with both localization of

pathologically changed self-similar (fractal) domains of the architectonics

of myometrium and with the directions of their growth.

• Asymmetry of polarizophotes is pronounced, illustrated by the comparison of

the orientation tomograms for the sample of myometrium with the directed

growing fibromyoma (Fig. 3.3d–f). It is seen from Fig. 3.3d that, the angle of

rotation of the crossed polarized and analyzer o equals 45�, coinciding with the

main direction of growth of collagen fibers, as the corresponding orientation

tomogram consists from larger polarizophotes.

The feasibilities of correlation analysis of the orientation structure of the BT’s

architectonics are illustrated by 2D autocorrelation functions in Fig. 3.4 obtained

for the orientation tomograms of physiologically normal (Fig. 3.3a–c) and patho-

logically changed (sprouts of fibromyoma, Fig. 3.3d–f) myometrium.

The azimuthal structure of 2D autocorrelation functions Ĝxxyy Dx;Dyð Þ� �
(Fig. 3.4b, d) is characterized by the asymmetry coefficient z(j) of the following form:

z jð Þ ¼ < Ĝxxyy jð Þ� �
< Ĝxxyy jþ 0:5pð Þ� � ; (3.26)

where < Ĝxxyy jð Þ� �
and < Ĝxxyy jþ 0:5pð Þ� �

are half-widths of the function

Ĝxxyy Dx;Dyð Þ� �
determined for the orthogonal azimuthal directions of polar

angle j at level 0.5 max Ĝxxyy Dx;Dyð Þ� �� �
.

Architectonics of physiologically normal myometrium is almost uniform on the

directions of packing of collagen fibers construction. Thus, the function

Ĝxxyy Dx;Dyð Þ� �
is close to the azimuthally symmetric one (Fig. 3.4a), and the

coefficient z(j) ffi 1 over all the angular range (Fig. 3.4b). Tomograms of patho-

logically changed myometrium are characterized by the azimuthally asymmetrical

2D correlation function (Fig. 3.4c) with the corresponding azimuthal coefficient
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z(j), see (3.26) (Fig. 3.4d). It can be seen that its extremal magnitudes correspond

to the angles of the directions of growth of pathologically changed areas of

a collagen net of myometrium (Fig. 3.3d, h correspondingly).

Thus, orientation tomography of the BT’s architectonics enables effective detec-

tion of the processes of transformation of its orientation-phase structure, which is

promising in the development of medical techniques for preclinical diagnostics of

the physiological state of a BT.

3.3.4 Experimental Implementation of the Phase Tomography of
the Architectonics Nets of Biological Tissues

The development of pathological and degenerative-dystrophic processes in BTs at

preclinical stages is accompanied by the following morphological changes of their

architectonics [59]: (1) decreasing concentration of mineral matter and disorienta-

tion of an architectonic net (rachitis, osteoporosis etc.); (2) growing collagen

structures and calcinosis of soft tissues (psoriasis, collagenoses, myomes,

fibromyomes). The tendency of such changes in the first case can be determined
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Fig. 3.4 Autocorrelation functions (a, c) and corresponding asymmetry coefficients (b, d) of the
orientation tomograms for samples of myometrium of normal (a) and pathologically changed

(sprouts of fibromyoma) (c) tissue
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as decreasing of the birefringence index Dn ! Dnmin, while in the second case as

increasing of its value, as Dn ! Dnmax. The results, illustrating the feasibilities for

selection of the phase component at the images of BTs for preclinical diagnostics of

degenerative-dystrophic changes of osseous tissue, are represented in Fig. 3.5.

The obtained data on the coordinate distributions of the magnitudes of the

birefringence coefficients leads to the following conclusions. For the sample of

physiologically normal osseous slice (Fig. 3.5a), the magnitude of the birefringence

index, DnðrÞ, of the architectonics matter within the areas of its crystalline domains

(40–200 mm) is almost uniform. A different structure is seen for the phase tomo-

gram for a sample of osseous tissue with forming osteoporosis (decalcinating

architectonics). The coordinate distribution DnðrÞ is transformed into the set

of small-scaled (5–30 mm) areas (Fig. 3.5b). The birefringence index of the

architectonics of an osseous tissue decreases by one order of magnitude,

DnðrÞ  0:2� 10�2 � 1:2� 10�2.

The statistics of such changes are illustrated by the set of diagrams of change of

dispersion of fluctuations, DnðrÞ, obtained from the phase tomograms of an osseous

tissue (Fig. 3.5c).

a b

0
0

0.05

0.1

0.15

0.2

0.25c

0.05 0.1 0.15 0.2

Fig. 3.5 Diagnostic feasibilities of phase tomography in determination of degenerative-

dystrophic changes (osteoporosis) of the structure of osseous tissue
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Experimental data are presented for physiologically normal osseous tissue

(solid columns, 30 samples) and degeneratively changed this (dashed columns,

28 samples). Comparison of these diagrams shows that, within the statistically

trustworthy groups of the studied samples, they do not overlap. Thus, this statistical

parameter of the phase tomograms of the BT architectonics can be used for

preclinical diagnostics of degenerative-dystrophic changes of BTs.

3.4 Structure of Polarized Fields of Biological Tissues

3.4.1 Main Mechanisms and Scenarios of Forming Singular Nets at
Laser Fields of Birefringent Structures of Biological Tissues

Interaction of laser radiation with the set of optically uniaxial anisotropic fibrils

(see Fig. 3.1) may be considered as the process of generation of polarization

singularities (linear and circular states) by a birefringent biological object. In

the general case of an elliptically polarized probing beam E0x þ E0y exp �id0ð Þ
(3.1–3.13), the orthogonal amplitudes Ux and Uy of light oscillations at points ðrÞ
of an image of the anisotropic components of BT are of the form

UxðrÞ ¼ cos r E0x cos rþ E0y sin r exp �id0ð Þ� �
þ sin r E0x sin r� E0y cos r exp �id0ð Þ� �

exp �idð Þ;
UyðrÞ ¼ sin r E0x sin rþ E0y cos r exp �id0ð Þ� �
þ cos r E0x cos r� E0y sin r exp �id0ð Þ� �

exp �idð Þ:

(3.27)

It follows from (3.27) that elliptical polarization is most probable at the image of

a BT. Classification of singular states of polarization has been performed in Ref.

[43–51]. One distinguishes the singly degenerated trajectory when

bðrÞ ¼ 0; dðrÞ ¼ 0, polarization is linear with undetermined direction of turning

of the electrical vector, and the doubly degenerated trajectory when

bðrÞ ¼ 0:25p; dðrÞ ¼ 0:5p, polarization is circular with undetermined azimuth of

polarization. Let us determine the conditions of formation of the singly degenerated

polarization singularities:

sin2rcos2r E2
0xcos

2r� E2
0ysin

2r exp �2id0ð Þ
	 


sin2 d ¼ 0; (3.28)

r ¼ arctg exp �2id0ð ÞE0y

E0x

 �
;

d ¼ 2qp; q ¼ 0; 1; 2 . . .

(3.29)

The following relation is justified for the doubly degenerated polarization

singularities:
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sin2r cos2r E2
0xcos

2r� E2
0ysin

2r exp �2id0ð Þ
	 


sin2 d ¼ 1; (3.30)

from which one determines the conditions of formation of circularly polarized

points at BT images:

r ¼ p=4þ arctg exp �2id0ð ÞE0y

E0x

 �
;

d ¼ p=2þ 2qp; q ¼ 0; 1; 2; 3; ::::

(3.31)

Experimentally, the coordinate distributions of such points can be found by

selection of linear and circular states of polarization at various points of the BT

images from all possible states of the polarization distributions. The map of the

singly degenerated singular points is determined as

dðrÞ ¼ arctg
tg2bðrÞ
tgaðrÞ

 �
¼ 2qp;

bðrÞ ¼ 0:

(3.32)

and the map of the doubly degenerated singular points is determined as

dðrÞ ¼ arctg
tg2bðrÞ
tgaðrÞ

 �
¼ 0:5pþ 2qp;

bðrÞ ¼ 0:25p:
(3.33)

3.4.2 Statistical and Fractal Approaches to Analysis of Singular
Nets at Laser Fields of Birefringent Structures of
Biological Tissues

We illustrate in this section the feasibilities for polarization singularometry at BT

images for preclinical diagnostics of inflammatory processes whose detection by

the above-considered techniques of laser polarimetry is difficult. We use as the

samples for this study optically thin (extinction coefficient t 	 0:1) histological
slices of normal (Fig. 3.6a, b) and pathologically changed (early stage of sepsis,

Fig. 3.6c, d) dog kidney. The samples of the selected tissues of dog kidney are

almost identical from a medical point of view, namely, conventional histochemical

techniques do not distinguish them one from another. Pathological changes of

kidney were formed experimentally, by inserting special chemical preparations

causing septic inflammation. Similarity of the morphological structure of such

tissues is proved by the comparative analysis of images (Fig. 3.6) obtained with

matched and crossed polarizer and analyzer.
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To obtain new and more detailed information on optical anisotropic properties of

such objects, one determines the nets of polarization singularities (3.32, 3.33) of

their laser images based on measurements of the coordinate distributions of the

azimuth of polarization, aðrÞ, and ellipticity, bðrÞ, see Sect. 3.3.3, and following

computing (3.25) of the 2D tensor of magnitudes of phase shifts dðrÞ.
The coordinate distributions (fragments a) and histograms of the distributions of

phase shift magnitudes dðrÞ between the orthogonal components of laser radiation

transformed by layers of histological slices (fragments b) are shown in Figs. 3.7 and

3.8, respectively, for normal and septically inflamed dog kidney.

Fig. 3.6 Polarization images

of histological slices of

physiologically normal (a, b)
and pathologically changed

(c, d) kidney tissue.

Fragments (a, c) correspond
to the situation with matched

polarizer and analyzer;

fragments (b, d) – crossed

polarizer and analyzer
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Fig. 3.7 Coordinate distributions (a) of phase shifts d and histograms of their magnitudes (b) for
polarization image of physiologically normal tissue of dog kidney
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Comparison of the PMs (Figs. 3.7 and 3.8) shows that the intervals of change

of phase shifts dðrÞ are almost the same for images of the samples of kidney tissue

of both types. Histograms for W dð Þ of the distribution of magnitudes dðrÞ also

have similar structure.

Much larger differences are observed for the polarization-phase properties of

kidney tissues of two types, as is seen from comparison of the coordinate distribu-

tions of singular points at their images, see Figs. 3.9 and 3.10.

There is the algorithm for statistical analysis of the nets of singularly polarized

points at the images of kidney tissue:

rada b
3.14
3 2

W(δ)δ(r) ×104

1
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2.5
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0

Fig. 3.8 Coordinate distributions (a) of phase shifts d and histograms of their magnitudes (b) for
a polarization image of tissue of dog kidney with early septic symptoms

δ(r)=0a b δ(r)=0.5π

Fig. 3.9 Coordinate

distributions of the singly (a)
and doubly (b) degenerated
polarization singularities at

image of physiologically

normal kidney tissue

δ(r)=0a b δ(r)=0.5π

Fig. 3.10 Coordinate

distributions of the singly (a)
and doubly (b) degenerated
polarization singularities at

image of pathologically

changed kidney tissue
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• Determination of the distribution NðmÞ of the number of singularly polarized

points at the BT image, that corresponds to the each column mi¼1;2;...800 of pixels

of the sensitive area of CCD-camera (Fig. 3.11);

• Computation of the statistical moments of the first to the fourth orders for NðmÞ
(Table 3.1);

• Determination of the log-log dependences ( log J � logð1=rÞ) of power spectra
of J of NðmÞ of singularly polarized points (Fig. 3.12).

The distributions of the number of singularly polarized points NðmÞ at images of

physiologically normal and pathologically changed samples of kidney tissue are

shown in Fig. 3.11, fragments a and b, respectively.

One can see that the dependences NðmÞ determined for images of the samples of

kidney tissue of both types have a complex statistical structure. Comparison of the

distributions of the number of points with singularly polarized states shows that the

number of such points at the image of kidney tissue with early collagenosis exceeds

their number at the physiologically normal tissue by 10–15%.

More detailed quantitative information on the distribution of polarization singu-

larities NðmÞ at images of kidney tissue with various physiological states is contained

in the statistical moments of the first to the fourth orders shown in Table 3.1.

One can see from these data that the statistical distribution of the number of

singularly polarized points at the image of normal kidney tissue is close to the

normal one, viz. the magnitudes of skewness, S3, and kurtosis, S4, of the distribu-

tions NðmÞ are rather small.
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Fig. 3.11 Distributions on number N of singularly polarized points (dðrÞ ¼ 0; dðrÞ ¼ 0:5p) at
image of physiologically normal (a) and pathologically changed (b) kidney tissue

Table 3.1 Statistical moments of the first to the fourth orders for distribution of the number of

polarization singularities at image of kidney tissue

Si Norm (37 samples) Pathology (36 samples)

S1 0.634 � 0.032 0.706 � 0.065

S2 0.198 � 0.0045 0.149 � 0.053

S3 2.689 � 0.21 21.75 � 3.11

S4 3.8 � 0.34 46.8 � 5.47
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Another is observed for the set of the statistical moments characterizing the

distribution NðmÞ of the points with singular states of polarization at the image of

pathologically changed kidney tissue.

The statistical moments S3 and S4 increase by approximately one order of

magnitude in comparison with such parameters for the polarization image of

normal kidney tissue. Such change of the higher-order statistical moments for the

distribution of density of singularly polarized points at the image of physiologically

changed kidney tissue can be caused by transformation of its optically anisotropic

component.

Septic changes of kidney tissue manifest themselves morphologically by grow-

ing birefringence due to forming swells, microhematomas, etc. Optically, such

processes are accompanied by increasing phase shifts dðrÞ between the orthogonal

components of amplitude of a laser beam passing through such pathologically

changed structures of kidney tissue.

The same phase modulation manifests itself in formation of an additional

number of singularly polarized points (3.27–3.33) at image of pathologically

changes kidney tissue. As a consequence, skewness S3 and kurtosis S4 of the

distributions grow considerably.

Additional information on differences in the coordinate distributions of the

singularly polarized (dðrÞ ¼ 0; dðrÞ ¼ 0:5p) points at images of kidney tissue of

both types is contained in power spectra of such distributions. The

logðJÞ � logð1=rÞ dependences illustrated in Fig. 3.12 were obtained for the

coordinate distributions of the number NðmÞ of polarization singularities at images

of physiologically normal (a) and pathologically changed (b) kidney tissue.

Analysis of the obtained data shows that interpolation of the logðJÞ � logð1=rÞ
dependences by the least-square technique for polarization singularities of images

of physiologically normal kidney tissue gives one straight line with a constant slope

(Fig. 3.12a).
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Fig. 3.12 Log–log dependences of power spectrum J for the distribution of the number NðmÞ of
polarization singularities at image of physiologically normal (a) and pathologically changed (b)
kidney tissues
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With regard to polarization, the image structure of pathologically changed tissue

gives a set of broken lines with several magnitudes of local slopes, viz. statistical
processing of the logðJÞ � logð1=rÞ dependences (Fig. 3.12b).

Thus, it has been shown that the coordinate structure of polarization singularities

at the image of physiologically normal BT is self-similar (fractal), while for

pathologically changed one it is random (stochastic).

3.5 Polarization-Singular Processing of Laser Images of
Biological Layers in Order to Diagnose and Classify Their
Optical Properties

3.5.1 Model Conceptions and Analytical Relations

As a basis for analytical description of processes providing formation of polariza-

tion-inhomogeneous images for various types of PhIL, we have used the model

conceptions developed in Refs. [2, 3, 8]:

• Surface-scattering PhIL is a rough surface (superficial layer of the skin epithelium)

consisting of an ensemble of quasi-plane, chaotically oriented micro-areas with

optical dimensions l > l – group 1;
• PhIL with surface and subsurface scattering – ground glass with rough external

and subsurface (the layer of collagen fibrils of the skin derma) components –

group 2;
• PhIL with bulk scattering – optically thick layer of the skin derma of a various

optical thickness – group 3.

3.5.1.1 Mechanisms Providing Formation of Polarization-
Inhomogeneous Images for Rough Surface

Optical properties of each micro-area of rough layer of the epithelium are

exhaustively characterized with the Jones operator of the following look:

Rf g ¼ 1 0

0
py
px

����
����: (3.34)

It is possible to show that within the sizes (Dx;Dy) of one micro-area there takes

place the change of polarization azimuth a inherent to the refracted plane-polarized
laser wave with the initial azimuth a0

a Dx;Dyð Þ ¼ arctg
pyU0y

pxU0x

� �
¼ arctg Dpxy

� �
tga0

� �
; (3.35)

where U0x; U0y are orthogonal components of the amplitude U0, px; py – Fresnel

amplitude coefficients for transmission [3].
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Thus, in the approach of single scattering the polarization image of rough surface

may be considered as coordinate-distributed parts of L-polarized states [16, 35].

3.5.1.2 Model Structure of PhIL with Surface and Subsurface
Components – Ground Surfaces

The process providing formation of a local polarization state can be considered as

superposition of “influences” of an optically strained subsurface of an optically

anisotropic layer of collagen fibrils as well as the surface rough micro-relief one

disposed in sequence. From the analytical viewpoint, this scenario can be described

by superposition Ff g of the Jones matrix operators for these partial layers (subsur-

face Tf g and surface {R})

Ff g ¼ Rf g Tf g ¼ f11 f12
f21 f22

����
���� ¼ r11t11 þ r12t21ð Þ; r11t12 þ r12t22ð Þ;

r21t11 þ r22t21ð Þ; r21t12 þ r22t22ð Þ
����

����; (3.36)

Tf g ¼ t11 t12
t21 t22

����
���� ¼ cos2gþ sin2g exp idð Þ� �

; cos g sin g exp idð Þ½ �;
cos g sin g exp idð Þ½ �; sin2gþ cos2g exp idð Þ� �����

����:
(3.37)

Here, g is the direction of the optical axis of fibril; d – phase shift between

orthogonal components (Ux; Uy) of the amplitude (U) of laser wave with the

wavelength l that arises as a consequence of birefringence in the matter Dn.
If taking into account (3.34), (3.36) and (3.37), it follows that within the limits

Dx;Dyð Þ of a local bulk formed is an elliptically polarized part of the object field

with the following parameters:

~a Dx;Dyð Þ ¼ arccos
sin d

cos 2 arctg f21 þ f22ð Þ2
f11 þ f12ð Þ2
h i

tga0
n o	 


0
B@

1
CA; (3.38)

~b Dx;Dyð Þ ¼ arcsin
tgd

sin 2 arctg f21 þ f22ð Þ2
f11 þ f12ð Þ2
h i

tga0
n o	 


0
B@

1
CA: (3.39)

As it follows from the analytical relations (3.38) and (3.39), interaction of the

plane-polarized (a0) wave with the PhIL of this type provides formation of

a polarization-inhomogeneous laser image. Among the whole set of values ~a; ~b
	 


,

formation of L and � C polarization states seems to be probable [47, 49]

L� , d Dx;Dyð Þ ¼ qp; q ¼ 1; 2; . . . ; (3.40)
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�C�, tgd Dx;Dyð Þ¼ sin2 arctg
f21 Dx;Dyð Þ þ f22 Dx;Dyð Þð Þ2
f11 Dx;Dyð Þ þ f12 Dx;Dyð Þð Þ2

" #
tga0

( ) !
: (3.41)

3.5.1.3 Polarization Structure of Laser Fields Inherent to PhIL
with Bulk Scattering

When analyzing the processes of interaction of laser radiation with these PhIL, we

have used the method of superposition of the Jones matrix operators (3.36) for the

set of sequentially disposed optically thin layers

Ff g ¼ FðpÞ
n o

F p�1ð Þ
n o

� . . .� Fð1Þ
n o

: (3.42)

Having calculated the set of Jones matrix elements for an optically thick PhIL,

one can define analytical expressions (like to (3.40)–(3.41)) to find L and � C
polarization states in the laser image

L� , d� Dx;Dyð Þ ¼ qp; q ¼ 1; 2; . . . ; (3.43)

� C� , tgd� Dx;Dyð Þ

¼ sin 2 arctg
f21 Dx;Dyð Þ þ f22 Dx;Dyð Þð Þ2
f11 Dx;Dyð Þ þ f12 Dx;Dyð Þð Þ2

" #
tga0

( ) !
: (3.44)

Thus, the above analytical consideration (3.34–3.44) for various scenarios of

transformation of laser radiation by PhIL in all the cases enabled to reveal the

principled possibility of formation of polarization-singular states (b ¼ 0; b ¼ � p
4
)

in respective laser images.

In Sect. 3.4, to describe coordinate x; yð Þ distributions for polarization-singular
(L, � C) states in laser images for all the types of PhIL [47, 49]

V4 x; yð Þ ¼ 0 $ L b ¼ 0ð Þ;
V4 x; yð Þ ¼ �1 $ �C b ¼ � p

4

	 

:

8<
: (3.45)

It served as a basis to calculate coordinate distributions of the fourth parameter in

the Stokes vector V4 m� nð Þ describing the laser image of PhIL, if using the relation

V4 ¼ I� � I�
I� þ I�

: (3.46)
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Here, I�; I� – intensities of right- and left-circulated polarization components of

laser beam in pixel with coordinate rik.
The two-dimensional array (3.46) was scanned along the horizontal direction

x 
 1; . . . ; m with the step Dx ¼ 1pix (see Sect. 3.3.3, Fig. 3.2). Within the

limits of each local sample 1pix � npix
� �ðk¼1;2;...;mÞ

, we calculated the amount (N) of

characteristic values V4ðkÞ ¼ 0, – (N
ðkÞ
L ) and V4ðkÞ ¼ �1, – (N

ðkÞ
�C).

Thus, we determined the dependences NLðxÞ 
 ðNL
ð1Þ; NL

ð2Þ; . . . ; NL
ðmÞÞ

and N�CðxÞ 
 ðN�C
ð1Þ; N�C

ð2Þ; . . . ; N�C
ðmÞÞ for amounts of polarization-

singular L� and � C� points within the limits of a laser image for PhIL.

3.5.2 Investigation Objects Characteristics

Figure 3.13 illustrates coordinate (100� 50 pix) distributions of the fourth parameter

for the Stokes vector V4 m� nð Þ inherent to laser images of PhIL in all the groups.

Our qualitative analysis of coordinate distributions V4 m� nð Þ for laser images

of PhIL (Fig. 3.13) revealed the following:

• Practically all the images of the rough surface of skin (Fig. 3.13a) are linearly

polarized field V4 m� nð Þ ¼ 0 (3.34, 3.35). Availability of a small amount of the

parts V4 m� nð Þ 6¼ 0 polarized otherwise can be related to interferential effects

of multiple interaction of coherent waves with adjacent micro-roughnesses.

• The image of the rough skin surface with a subsurface layer of the derma

(Fig. 3.13b) is characterized with a developed polarization-inhomogeneous

structure formed both by linearly (V4 m� nð Þ ¼ 0) and elliptically

(V4 m� nð Þ 6¼ 0) polarized states, including the circularly (V4 m� nð Þ ¼ 1)

polarized ones (3.36–3.39).

• The images of the optically thick layer of skin are characterized with the widest

range of changing the azimuth and polarization due to multiple bulk scattering

(3.43–3.45), � 1 	 V4 m� nð Þ 	 1.

Fig. 3.13 Coordinate distributions of V4 m� nð Þ of laser images inherent to PhIL
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3.5.3 Statistic, Correlation, and Fractal Analysis for Distributions of
Polarization-Singular States in Laser Images of PhIL

3.5.3.1 L States of Laser Images
Summarized in Fig. 3.14 is a series of coordinate (V4 m� nð Þ ¼ 0), quantitative

(NLðxÞ), autocorrelation (KL Dmð Þ), and logarithmic ( log JL � log d�1) distributions

for polarization-singular L states in laser images of PhIL.

Fig. 3.14 Coordinate V4 m� nð Þ ¼ 0 (fragments a–c) and quantitative NLðxÞ distributions (frag-
ments d–f) of L states in polarization; autocorrelation functions KL Dxð Þ (fragments g, h, k) and

log JL � log d�1dependencies (fragments l, m, n) for power spectra J NLð Þ of the distribution

NLðxÞ for laser images of the PhIL
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Our comparative analysis of the obtained dependences NLðxÞ for the amount

of polarization-singular L states in laser images of PhIL in all the groups

(Fig. 3.14d–f) revealed similarity of their statistic, correlation, and fractal

structures.

For instance, all the NLðxÞ distributions are close to the equiprobable ones – the

condition ZL
j¼3;4 << ZL

j¼1;2 is valid for the values of statistic moments (3.15).

Distinctions between the distributions of L states in laser images of various PhIL

are observed as variations of the first and second statistic moments – ZL
1 ¼ 0:62;

ZL
2 ¼ 0:13; ZL

3 ¼ 0:07; ZL
4 ¼ 0:09 (group 1); ZL

1 ¼ 0:39; ZL
2 ¼ 0:19; ZL

3 ¼ 0:06;

ZL
4 ¼ 0:085 (group 2) and ZL

1 ¼ 0:19; ZL
2 ¼ 0:28; ZL

3 ¼ 0:04; ZL
4 ¼ 0:07 (group 3).

As seen, for PhIL of the first, second and third groups, the mean value ZL
1 is 1.5

and 3.3 times decreased. And vice versa, the dispersion ZL
2 is 1.5 and 2.5 times

increased. These changes in NLðxÞ distributions are related to the mechanisms of

optically anisotropic (group 2) and interferential phase modulation (group 3) as

well as formation (3.39, 3.43) of elliptically polarized states in laser images of

PhIL. Due to these processes, the total amount of polarization L states is decreased

with simultaneous conservation of their equiprobable disposition in the image plane

of various PhIL.

The investigated statistic structure of L states for polarization of PhIL laser

images is confirmed by a monotonous drop of dependences for autocorrelation

functions KL Dmð Þ (3.16) of all the distributions NLðxÞ (Fig. 3.14g, h, k). In this case,

values of the correlation area S and correlation moment Q trend to their boundary

values (SL ! 0:33; QL ! 0, (3.17) and (3.18)) that are characteristic just to equiprob-

able distributions: SL ¼ 0:26; QL ¼ 0:11 (group 1); SL ¼ 0:22;QL ¼ 0; 14 (group 2)

і SL ¼ 0:19; QL ¼ 0; 18 (group 3).

The performed analysis of logarithmic dependences log JL � log d�1 (Fig. 3.14I,

m, n) for the power spectra JðN�CÞ (3.19) of the distribution N�CðxÞ inherent to
laser images of the group 1, group 2, and group 3 revealed a common regularity –

the approximating curves are characterized with stable slope angles that

corresponded with fractal dimensions increasing in value (3.20): FL ¼ 2:43
(group 1); FL ¼ 2:48 (group 2) and FL ¼ 2:59 (group 3).

3.5.3.2 �С States of Laser Images
Summarized in Fig. 3.15 is the series of coordinate (V4 m� nð Þ ¼ 1), quantitative

(N�CðxÞ), autocorrelation (K�C Dmð Þ), and logarithmic ( log JL � log d�1) distribu-

tions for polarization-singular � C� states in laser images of PhIL.

In the laser image of the group 1 � C� states of polarization are absent

(Fig. 3.15, left column – fragments a, b, d, l), which corresponds to model

conceptions of mechanisms providing transformation of laser radiation by the set

of chaotically oriented micro-areas of the rough surface (3.34, 3.35).

Optical manifestations of the anisotropic layer of collagen fibrils are illustrated

with the network of � C� points in the laser image (Fig. 3.15b). It is seen that the

total amount of circularly polarized points (Fig. 3.15c) is practically one order less

than the amount of linearly polarized states (Fig. 3.14b, c). All the static moments

Z�C
j¼1;2;3;4 ¼ 0:48 that characterize the distribution N�CðxÞ of the amount of
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Fig. 3.15 Coordinate V4 m� nð Þ ¼ 1 (fragments b, c), and quantitative NLðxÞ distributions (frag-
ments e, f) of � C� states in polarization; autocorrelation functions K�C Dxð Þ (fragments h, k),
and log JL � log d�1 dependencies for power spectra J N�CðxÞð Þ (fragments m, n) of the distribu-
tion N�CðxÞ for laser images of PhIL
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circularly polarized singular states differ from zero: Z�C
1 ¼ 0:09; Z�C

2 ¼ 0:33;

Z�C
3 ¼ 0:48; Z�C

4 ¼ 0:52. In this case, the values of statistic moments of higher

orders Z�C
j¼2;3;4 are commensurable: Z�C

2  Z�C
3  Z�C

4 .

This fact is indicative of another, more complex, statistic distribution for the

amount of � C polarization states as compared with the equiprobable distribution

of L polarization states in laser images of the PhIL (group 2).

The autocorrelation function K�C Dmð Þ of the dependence N�CðxÞ (Fig. 3.15h)
rapidly drops with increasing the scanning step Dx, which shows the random

distribution of states with circular polarization in laser images of the ground

PhIL. The correlation area S�C and correlation moment Q�C of the distribution

N�CðxÞ as compared with similar correlation parameters of NLðxÞ distributions

(Fig. 3.14h) experience changes in inverse proportion: S�C #ð Þ ¼ 0:16 and

Q�C "ð Þ ¼ 0:96.
The random character of the N�CðxÞ distribution is also confirmed by the

absence of a stable value for the slope angle of the approximating curve to the

logarithmic dependence log J�C � log d�1 (Fig. 3.15m, n). In this case, the disper-

sion value D�C grows up to 2.1 times as compared with the data obtained for

logarithmic dependences of power spectra for distributions of the amount of

linearly polarized states: D�C ¼ 0:49.
The phase modulation of multiply scattered laser radiation by the optically thick

layer of the skin derma is characterized by the network of � C� states

(Fig. 3.15c). The total amount of L- and � C� states of polarization for the

respective laser image is approximately the same (Figs. 3.14f, 3.15f). As with the

case of NLðxÞ distribution for the amount of linearly polarized states, the N�CðxÞ
distribution is close to the equiprobable one: Z�C

j¼3;4 << Z�C
j¼1;2. Differences between

statistic moments ZL
j¼1;2;3;4 and Z�C

j¼1;2;3;4 are insignificant and lie within 25–35%:

Z�C
1 ¼ 0:14; Z�C

2 ¼ 0:31; Z�C
3 ¼ 0:08; Z�C

4 ¼ 0:14.
Our analysis of the logarithmic dependences (Fig. 3.15n) for the power spectra

JðN�CÞ of the N�CðxÞ distribution in laser images of the PhILs of group 3 found

a stable slope of the approximating curve: F�C ¼ 2:52. The dispersion value of the

distribution log J�C � log d�1 is 1.7 times larger as compared with the analogous

statistic moment that characterizes the dependence log JL � log d�1 (D�C ¼ 0:285).

3.5.4 Polarization-Singular Classification and Differentiation of
Optical Properties Inherent to PhIL

In order to define the possibilities of polarization-singular classification and differ-

entiation of optical properties of all types biological layers, the comparative

investigation of laser images within the reliable amount of histological sections

samples (confidence interval for each group p 	 0:01) was performed.

The statistically averaged (within the limits of groups 1–3) values and ranges of

changing statistic moments ZL;�C
j¼1;2;3;4, correlation QL;�C, SL;�C and fractal FL;�C,

DL;�C parameters that characterize the N�CðxÞ dependences for the amount of

singular states in laser images of PhIL are illustrated in Table 3.2.
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The performed analysis of results presented in Table 3.2 for statistic (ZL;�C
j¼1;2;3;4),

correlation (SL;�C; QL;�C), and fractal (FL;�C; DL;�C) parameters has shown:

• Statistic parameters. The most sensitive appears to be both the first and the

second statistic moments, which characterize the distributions of L� polariza-

tion states, and the third and the fourth statistic moments, which characterize the

distributions of � C� polarization states. The difference between them reaches

2–3 times for L� states and 5–7 times for � C� states;

• Correlation parameters. The most sensitive appears to be the normalized fourth

statistic moment QL;�C that determine the kurtosis of the autocorrelation func-

tion KL;�CðmÞ. The intergroup difference reaches one order of magnitude as for

L� states as for � C� states;

• Fractal parameters. The fractal analysis appears to be effective in differentiation
of optical properties of different PhIL too. The difference between the dispersion

D�C values reaches two times.

The possibility to differentiate “group” optical properties of PhIL with surface,

subsurface, and bulk light scattering is illustrated in Table 3.3.

Table 3.2 Statistic, correlation, and fractal parameters for the distribution of the amount of

polarization-singular states in laser images of PhIL

Parameters

L�;�C�ð Þ
Group 1 Group 2 Group 3

L� �C� L� �C� L� �C�
Z1 0.71 � 0.079 – 0.43 � 0.045 0.14 � 0.032 0.25 � 0.035 0.21 � 0.041

Z2 0.12 � 0.034 – 0.23 � 0.042 0.39 � 0.091 0.32 � 0.045 0.26 � 0.034

Z3 0.05 � 0.008 – 0.07 � 0.009 0.41 � 0.12 0.05 � 0.007 0.08 � 0.01

Z4 0.17 � 0.044 – 0.08 � 0.009 0.49 � 0.23 0.08 � 0.03 0.07 � 0.05

S 0.27 � 0.012 – 0.24 � 0.02 0.18 � 0.045 0.21 � 0.032 0.26 � 0.028

Q 0.08 � 0.01 – 0.01 � 0.0149 1.01 � 0.35 0.18 � 0.034 0.14 � 0.019

F 2.43 � 0.11 – 2.48 � 0.012 Statistic 2.59 � 0.08 2.52 � 0.11

D 0.25 � 0.073 – 0.27 � 0.012 0.49 � 0.021 0.22 � 0.019 0.25 � 0.021

Table 3.3 The differentiation possibilities

PhIL Groups 1–3

Parameters NL N�C

Z1
L L

Z2
L L

Z3
N L

Z4
N L

S
N L

Q
N L

F
N L

D
N L

Note:
N

, here differentiation is impossible;
L

, possible
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3.5.5 Wavelet Approach to the Analysis of Distributions for
a Fourth Stokes Vector Parameter of Laser Images Inherent
to Blood Plasma

It is noteworthy that there exists a widespread group of optically anisotropic

biological objects for which the methods of laser polarimetric diagnostics are not

so efficient. Optically thin (coefficient of extinction t 	 0:1) layers of various

biological fluids (bile, urine, liquor, synovial fluid, blood plasma, etc.) can be

related to these objects. All these layers possess considerably less optical anisotropy

(the possibility of C-points forming is sufficiently small) of the biological compo-

nent matter as compared with birefringent biological tissue structures [47]. On the

other hand, biological fluids are more available for a direct laboratory analysis as

compared with traumatic methods of biological tissues biopsy. Thus, searching for

new, additional parameters for laser diagnostics of optically anisotropic structures

in biological fluids makes sense.

Additional possibilities have been considered of wavelet diagnostics of

polycrystalline networks structure with weak phase fluctuations in samples of

blood plasma in order to differentiate a human’s physiological state.

If a prototype function is taken as a specific wavelet function possessing a finite

base both in coordinate and frequency spaces, then one can expand into series the

one-dimensional distribution of the fourth Stokes vector parameter V4

V4ðxÞ ¼
X1

a;b¼�1
CabCabðxÞ; (3.47)

where CabðxÞ ¼ Cðax� bÞ is a base function formed from the function-prototype

by shifting b and scaling a, while the coefficients of this expansion are determined

as follows:

Cab ¼
ð
V4ðxÞCabðxÞdx: (3.48)

The result of this wavelet transformation for the one-dimensional distribution of

polarization parameters is a two-dimensional array of the coefficientsWV4
ða; bÞ that

are defined by the following relation:

Wða; bÞ ¼ 1

aj j1=2
ðþ1

�1
f V4ð Þðx� b

a
Þdx: (3.49)

In our work, we have used as a wavelet function the so-called MHAT function,

i.e., the second derivative of the Gaussian function. It has been shown that

the MHAT wavelet possesses a narrow energy spectrum and two moments

(zero and first) that are equal to zero. It satisfies the analysis of complex
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signals rather well. The mathematical expression for the MHAT wavelet is of the

following form:

CðxÞ ¼ d2

dx2
e�x2=2 ¼ ð1� x2Þe�x2=2: (3.50)

3.5.6 Brief Characteristic of the Investigation Objects

The main optically anisotropic elements of blood plasma are albumin and globulin

that form networks of liquid crystals in the process of crystallization. The structure

of these networks is superposition of albumin crystals with spatially ordered

directions of optical axes and spatially disordered globulin crystals.

The above model assumptions can be qualitatively illustrated by the results of

comparative investigation of structures in laser images of blood plasma taken from

healthy and sick patients (Fig. 3.16).

As seen from these images, the blood plasma of a healthy patient is characterized

by the domination of a large-scale network consisting of albumin crystals with

ordered directions of their optical axes. In the laser images of the blood

plasma taken from a patient with cervical carcinoma, one can observe domination

of small-scale disordered networks consisting of albumin crystals.

3.5.7 Wavelet Analysis of Polarization Distributions of Laser
Images for Polycrystalline Networks in Blood Plasma

The locally scaled analysis of coordinate distributions V4 m� nð Þ (Fig. 3.17) for

laser images of blood plasma is provided using linear k1; . . . ; km , k ¼ 1� n

0 0.2a b

c d

0.4

Θ=90°

Θ=90°

Θ=0°

Θ=0°

0.6 0.8 1.0
Fig. 3.16 Polarization

images of liquid-crystalline

optically anisotropic network

inside blood plasma of

healthy (a, b) and oncologic

(c, d) patients. The images

were obtained for co- (a, c)
and cross-oriented (b, d)
polarizer and analyzer
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scanning by the MHAT wavelet with the step b ¼ 1pix and window

width 1 mm 	 amin 	 70 mm. The result of this scanning can be represented

(see Eq. (3.49)) as a two-dimensional set of wavelet coefficients

Wa;b ¼
Wðamin; b1Þ . . . Wðamin; b ¼ m

. . . . . . . . .
Wðamax; b1 . . . Wðamax; b ¼ m

0
@

1
Afor each k-th line of pixels

(Fig. 3.17a,d) in the light-sensitive area of CCD camera.

Thus, the obtained set of wavelet coefficients W amin; b ¼ k1 � kmð Þ should be

averaged using the following algorithm:

a d

b e

c
f

X

Y Y

X
640 640

480

480

W(y=2)a

b b

70

53

35

18

0.5
0 200 400 600

W(y=2)a

70

53

35

18

0.5
0 200 400 600

W(y=240)a

b b

70

53

35

18

0.5
0 200 400 600

W(y=240)a

70

53

35

18

0.5
0 200 400 600

−1 0 1−1 0 1

Fig. 3.17 Distributions of wavelet coefficientsW amin; b ¼ k1 � kmð Þ of the V4ðm� nÞ parameter

observed in blood plasma of a healthy (left column) and sick (right column) patient’s blood plasma

for various lines k ¼ 2; 240 of ССD-camera
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Wa;b ¼
Wðamin; b1Þ ¼

Pm
j¼1

Wjðamin;b1Þ

m . . . Wðamin; b ¼ mÞ ¼
Pm
j¼1

Wjðamin;b¼mÞ

m
. . . . . . . . .

Wðamax; b1Þ ¼
Pm
j¼1

Wjðamax;b1Þ

m . . . Wðamax; b ¼ mÞ ¼
Pm
j¼1

Wjðamax;b¼mÞ

m

0
BBBBB@

1
CCCCCA:

(3.51)

The algorithm (3.51) is an analog of two-dimensional wavelet transformation

that characterizes coordinate distributions for V4ðm� nÞ (Fig. 3.17a,d) observed in
laser images within the range of small scales 1 mm 	 amin 	 70 mm in polycrys-

talline structures of blood plasma.

Shown in Fig. 3.18 are the results of experimental investigations of statistical

(statistical moments of the first to fourth orders Mj¼1;2;3;4 Wa;b

� �
, correlation (auto-

correlation functions K Wa;b

� �
) and fractal (logarithmic dependences of the power

spectra log J Wa;b

� �� log d�1) parameters that characterize the distributions

W amin; b ¼ k1� kmð Þ for a scale amin ¼ 30mm of the MHAT wavelet for

V4 m� nð Þ parameter describing blood plasma of a healthy (left column) and sick

(right column) patients. As seen from the data obtained, the distributions for

wavelet coefficients W aminð Þ; b ¼ k1� kmð Þ½ � of V4 m� nð Þ for the polycrystalline
network of amino acids from healthy patient’s blood plasma, which is ordered

along the directions of optical axis, are individual.

Our analysis of the data obtained for statistical, correlation, and fractal param-

eters that characterize sets of wavelet coefficients for various scales of MHAT

functions for distributions of V4ðm� nÞ parameter of laser images of the albumin-

globulin polycrystalline network in blood plasma of a patient with cervical carci-

noma enabled us to find:

1. An essential decrease of statistical moments of the third (2.7–3.5 times) and

fourth (3.4–5.7 times) orders for the distributions W aminð Þ; b¼k1�kmð Þ½ � V4ð Þ deter-

mined on larger scales amin ¼ 2mm� 70mmð Þ of the MHAT wavelet.

2. A faster drop in the autocorrelation dependences K W V4ð Þ� �
as well as

a decrease in their fluctuation amplitudes.

3. The absence of any stable slope of the approximating curves F �ð Þ for the

logarithmic dependences log J Wa;b V4ð Þ� �� log d�1 determined on all the scales

of the MHAT wavelet.

The above-mentioned differences between statistical moments, autocorrelation

functions, and logarithmic dependences that characterize the distributions

W aminð Þ; b¼k1�kmð Þ½ � V4ð Þ can be related with growth of the albumin concentration in

blood plasma of a patient with the oncological process. This biochemical process

results in growth of the birefringence coefficient for partial albumin crystals

disordered as to directions of their optical axes. This transformation of the poly-

crystalline structure begins from small sizes (d ¼ 1 mm� 50 mm) of structural

elements in the polycrystalline network.

From the viewpoint of polarization, these processes become apparent via for-

mation of random distributions for V4 m� nð Þ in respective blood plasma laser
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images obtained in the case of an oncologically sick patient. It results in a decrease

of the values inherent to statistical moments of the third and fourth orders that

characterize the distributions W aminð Þ; b¼k1�kmð Þ½ � V4ð Þ. For the same reason, autocorre-

lation functions experience a faster drop of their intrinsic values, while the approxi-

mating curves F �ð Þ for the logarithmic dependences log J Wa;b V4ð Þ� �� log d�1 are

characterized with the absence of a stable slope angle.
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Fig. 3.18 Statistical (left column), correlation (central column), and fractal (right column)

parameters of distributions inherent to wavelet coefficients W amin ¼ 30mmð Þ; b ¼ k1� kmð Þ½ �
describing the V4ðm� nÞ parameter of a healthy (left column) and sick (right column) patient’s

blood plasma
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Possibilities to diagnose pathological processes in a human organism by using

the wavelet analysis of V4 m� nð Þ parameter of laser images describing blood

plasma have been illustrated in Table 3.4, where the values of statistical moments

that characterize distributions on two scales amin of the MHAT wavelet for two

groups of healthy (21 samples) and sick (22 samples) patients are summarized.

From the analysis of obtained data one can conclude that:

1. Analyzed in this section are the main physical mechanisms providing formation

of polarization singularities in laser images of PhIL with surface, subsurface, and

bulk light scattering.

2. Offered are statistical, correlation, and fractal parameters for polarization-

singular estimating the optical properties inherent to PhIL of all types.

3. Determined are the ranges for changing the set of criteria that characterize

distributions of the amount of polarization-singular states in laser images,

which enabled us to realize both “intergroup” classification and differentiation

of optical properties related to PhIL of various types.

3.6 Conclusion

The interconnection has been established between the set of the statistical moments

of the first to the fourth orders and fractal parameters (log–log dependences of

power spectra) characterizing geometrical-optical structure of the architectonic

component of a BT, on the one hand, and the set of statistical and fractal charac-

teristics of its polarization map, i.e., 2D distribution of the azimuth of polarization

and ellipticity, on the other hand.

Physical mechanisms and conditions of formation of polarization singularities,

such as linearly and circularly polarized states, at BT images have been established,

and the technique for polarimetry of singularities at such images has been developed.

The coordinate distributions of the number of singularly polarized points at

images of normal BTs have statistical (stochastic) structure. Changing the

Table 3.4 Statistic moments of the first to the fourth orders for distributions of wavelet coeffi-

cients related to V4 m� nð Þ parameter of laser images describing blood plasma of healthy and

oncologically sick patients

Statistic moments Norm Oncology

amin ¼ 2 M1 0.24 � 0.028 0.27 � 0.032

M2 0.09 � 0.01 0.08 � 0.009

M3 0.16 � 0.024 0.14 � 0.018

M4 0.09 � 0.009 0.07 � 0.0085

amin ¼ 30 M1 0.49 � 0.053 0.43 � 0.051

M2 0.1 � 0.017 0.13 � 0.017

M3 0.47 � 0.058 0.15 � 0.019

M4 0.89 � 0.092 0.16 � 0.018
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parameters of optical anisotropy accompanying the formation of pathological states

manifests itself in transformation of the log-log dependences of power spectra of

the number of singularly polarized points into self-similar (fractal) dependences.

Scenarios of formation of topological structure of inhomogeneously polarized

images of the nets of biological crystals at human tissues have been analytically

substantiated and experimentally investigated. The connection between the peculiar-

ities of orientational and phase structure of the net of biological crystals and polar-

ization singularities of the Stokes parameters of their images has been revealed.

For the case of weak phase fluctuations, diagnostic efficiency has been demon-

strated of wavelet analysis applied to coordinate distributions for V4 m� nð Þ param-

eter in laser images inherent to amino acid polycrystalline networks in blood

plasma of patients with oncological changes (cervical carcinoma) in the female

reproductive system.
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Abstract

This chapter describes the application of diffusing wave spectroscopy (DWS) for

noninvasive characterization of skin blood flow and skin blood microcirculation

in vivo. The DWS is a simple but ingenious approach, utilizing the loss of

correlation of scattered laser light to observe the structural changes and dis-

placement of scattering particles, such as red blood cells (RBC) within the

biological tissues. This approach has the potential to be so specific that it can

revolutionize the currently developed techniques for blood flow monitoring.

Developments in DWS are likely to lead it to be used for characterization of

skin blood microcirculation, to assess burn depth, to diagnose atherosclerotic
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disease, and investigate mechanisms of photodynamic therapy for cancer treat-

ment, as well as to monitor pharmacological intervention for failing surgical skin

flaps or replants.

4.1 Introduction

Noninvasive probing of skin tissues at the cells scale and mapping of blood flow

in the microvascular network in vivo are common objectives for physicians,

biologists, physiologists, and pharmacists. The disturbances of vascular circula-

tion, typically, are due to malformations of the structure of the capillary loops and

aggregation of red blood cells (RBC). Such disturbances are a frequent compli-

cation of various common diseases, including diabetes [1], arteriosclerosis [2],

venous leg ulceration [3], anemia [4], ischemia [5], etc. The World Health

Organization has reported that these diseases are more prevalent than cancer [6].

Thus, new clinical methods are urgently required for their diagnosis and effective

treatment.

Due to the recent advancements in technology and miniaturization of solid-state

optical and laser devices, a number of new revolutionary diagnostic techniques

have become available for noninvasive screening and 2/3D imaging of biological

tissues, e.g., optical coherence tomography (OCT) [7], confocal microscopy [8],

optical spectroscopy [9], and others [10]. However, when applied to the skin, which

strongly scatters light, these techniques fail to provide high-quality information on

the skin’s structural and/or physiological changes associated with blood flow and

blood microcirculation changes.

In the last decades, a number of emerging technologies have been suggested and

applied for noninvasive studies of skin blood flow and blood microcirculation; these

include Doppler ultrasound [11], conventional and magnetic resonance angiogra-

phy [12], laser Doppler flowmetry (LDF) [13], laser speckle contrast analysis

(LASCA) [14], capillaroscopy [15], laser-scanning confocal imaging [16], optical

Doppler tomography (ODT) [17], color Doppler optical coherence tomography

(CDOCT) [18], and a combination of few or more imaging modalities, so-called

multimodal imaging [19, 20]. These diagnostic techniques offer a unique opportu-

nity for researchers working in various branches of biology, medicine, cosmetics,

and the health-care industry. Nevertheless, the problem of implementing these

techniques in day-to-day clinical practice in order to solve a wide range of actual

diagnostic tasks remains unresolved.

Doppler ultrasound provides a means to resolve flow velocities at different

locations in a tissue, but a long acoustic wavelength required for deep tissue

penetration limits spatial resolution to 200 mm. Conventional and magneto reso-

nance angiography provides information mainly about large blood vessels, such as

coronary artery.

Application of capillaroscopy and laser-scanning confocal microscopy requires

tissues to be thin enough (less than 400 mm) and transilluminated. Images obtained

using laser-scanning confocal microscopy can only be collected at a fraction of the
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normal video rate. Strong scattering in skin tissue limits spatially resolved flow

measurements by LDF and LASCA. As a result, these techniques can provide only

an average characteristic of blood flow in a unit of tissue per unit of time, so-called

perfusion (Fig. 4.1).

The disadvantages of ODT and CDOCT are high sensitivity to patient move-

ments and an inability to quantify flow value in small vessels with a diameter of

�50 mm or less, where blood flows with velocities less than �100 mm/s.

In contrast, diffusing wave spectroscopy (DWS) – a modern laser-based diag-

nostic technique – is uniquely suited for measurement of the average size of

particles and their motion within the turbid highly scattering media, such as

colloidal suspensions, particle gels, aerosols, foams, emulsions, and biological

media [22, 23]. DWS is sensitive to fluctuations of the media on length-scales

much smaller than the wavelength of sounding laser radiation (often as small as

several Angstroms, Å) [23]. Potentially, this allows providing information on the

scattering particle motion within highly scattering tissue-like medium avoiding

the above-mentioned limitations.

This chapter describes the DWS technique and its application for noninvasive

characterization of skin blood flow and skin blood microcirculation in vivo. We

emphasize that we have not tried to include references for all significant and interesting

research papers andmonographs in the area of noninvasive screening of bloodflow and

blood microcirculation. We have provided references to the basic monographs and

reviews that offer the most systematic and fundamental consideration of various

aspects of DWS and/or blood microcirculation, both at highly qualified and

before occlusion during occlusion after occlusion

Laser Doppler Perfusion

LOW HIGH

Fig. 4.1 128 � 256 pixels CMOS-LDF perfusion images of human finger before, during, and

after occlusion of the blood at the forearm. Six-level color scale representing low-to-high tissue

perfusion is displayed below (The figure is adapted from [21])
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comprehensive levels. As most monographs do not cover these issues, we refer to the

original papers to gain an insight into the operation principles of the experimental setup

and some practical aspects.

4.2 Principles of the Diffusing Wave Spectroscopy

Introduced in 1987 [24], DWS has rapidly evolved in recent years and is currently

applied to study various types of turbid media [22, 23, 25]. It is an extension of the

conventional photon correlation spectroscopy [26], also known as dynamic light

scattering (DLS) [27, 28].

The development of DLS with respect to the diagnostics of optically inhomoge-

neous dynamic scattering media originates at the end of the 1960s [27]. The

technique is based on the statistical analysis of the intensity of laser radiation

scattered by moving particles [29], when the Doppler shift is sufficiently small in

comparison with the own frequency of incident light. The DLS approach is also

known as the method of quasi-elastic light scattering [30], optical mixing spectros-

copy and photon correlation [31], light beating spectroscopy [27], and laser corre-

lation spectroscopy [32]. All of the above reflect some methodological and technical

details, but in fact correspond to the same type of experiment when the fluctuations

of intensity of light scattered by moving particles within a medium are analyzed.

Despite the definite similarity between the experiments on DWS and

conventional experimental schemes of photon correlation spectroscopy [27, 28],

the DWS theory is based on a qualitatively different concept. In DWS, the propa-

gation of coherent laser light through a highly scattering medium is described in

terms of diffusion approximation [33] and coherent scattering channels theory [34].

It is assumed that each photon experiences a great number of scattering events, N,
within the medium before reaching the observation point at the detector (Fig. 4.2).

The multiple scattered photons accumulate the phase shift:

DfðtÞ ¼
XN
i¼0

kiðtÞ riþ1ðtÞ � riðtÞ½ �; (4.1)

which is dependent on the total photons path length in the medium:

s ¼
XN
i¼0

riþ1ðtÞ � riðtÞj j ¼
XN
i¼0

ki
kij j

� �
riþ1ðtÞ � riðtÞð Þ: (4.2)

Here, ri(t) is the coordinate of scattering events (particles) at the instant of time t,
ki is the wave vector, and s is related to the number of scattering events N by the

obvious relation s ¼ Nl*, where l* is the mean free path of a photon (the reciprocal

of the medium scattering coefficient ms, i.e., l
* ¼ (ms)

�1).

In a highly scattering medium, such as the human skin, where ms in visible/

near-infrared region of spectra varies in the range of 50–100 mm�1 [35], s can be
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considered as a statistically independent random walk of photon. The distribution

function of the photon migration paths P(s) is determined as the probability that light

covers the optical paths s, moving from point r0 to point rN+1 [33] (see Fig. 4.2):

PðsÞ ¼ u
4psD

� �3=2
exp

u r0 � rNþ1j j2
4sD

 !
: (4.3)

Here, D ¼ ul
3
is the photon diffusion coefficient, u is the speed of light in the

medium, and l is the transport length of free path l ¼ (m0s)
�1, where m0s is

the reduced scattering coefficient determined as follows: m0s ¼ ms(1 � <cosy>),

where <cosy> is the mean cosine of scattering angle.

The electromagnetic field E(t) results from the sequential scattering events in the

points r1(t), r2(t), . . .ri(t),. . . rN(t) interferes with the field E
*(t + t) scattered slightly

later at the same series of the scattering events but at the instant of time t + t
(see Fig. 4.2). The time it takes the photons to travel the entire optical path in

the medium is much shorter than the time of displacement of scattering particles

in the medium. Since scattering particles move, i.e., the scattering events are

displaced to the points r1(t + t), r2(t + t), . . . ri(t + t), . . . rN(t + t), when compared

to s(t), the optical path s(t + t) is changed. As a result, the phase shift between fields
E(t) and E*(t + t) will be different at different instants of time. This predetermines

temporal fluctuations of the intensity of scattered light recorded at the detector in

the far zone.

Quantitatively, these fluctuations are analyzed by the temporal field correlation

function

G1ðtÞ ¼ <EðtÞE�ðtþ tÞ>; (4.4)

defined as

G1ðtÞ ¼ I0
X
j¼0;1

PðsjÞ exp �N

6
q2
� �

Dr2ðtÞ� �� �
; (4.5)

Ei (t) Ei (t +t)

N
1

2

i

q

S DFig. 4.2 Schematic diagram

representing a trajectory of

light propagated from the

source area (S) toward the

detector (D) within a semi-

infinite scattering medium:

(�) indicates the location of

scattering particles at the

instant of time (t + t) and (○)

indicates the location of the

same scattering particles at

the instant of time t, (t >> t)
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where I0 ¼ <jE(t)j2>, P(s) is the probability density function of the photon

migration paths defined by (4.3), <. . .> denotes an ensemble average, and q is

the change in the wave vectors ki and ki+1 as follows:

q ¼ ki � kiþ1j j ¼ 2k0 sin
y
2
: (4.6)

Respectively,

q2
� � ¼ 4k20ð1� cos yÞ� � ¼ 2k0 1� cos yh ið Þ ¼ 2k0

l�

l
; (4.7)

where k0¼ jkij ¼ jki+1j, and y is the angle between the directions ki¼ ki+1 (i.e., angle
of the ith scattering event).

Substituting (4.7) in (4.5), we obtain that the normalized temporal field autocor-

relation function, g1(t) ¼ G1(t)/<jE(t)j2>, which has the form

g1ðtÞ ¼
ð1
0

PðsÞ exp � 1

3
k20 < Dr2ðtÞ> s

l

� �
ds: (4.8)

Thus, similar to the conventional DLS [27, 28], in DWS g1(t) is determined in

terms of the mean-square displacement of scattering particles <Dr2(t)>, and

proportioned to the average number of scattering events N that results in a signif-

icant increase in the slope of g1(t). This has been verified directly by using pulsed

laser and by gating the broadened response to select specific photon path lengths

[36]. For the continuous wave illumination, (4.8) is valid given the assumption that

the coherence length of probing laser light, propagated through the medium, is

much longer than the width of the photon path length distribution [37].

For a medium that multiply scatters laser light, the transport of temporal field

correlation function is well defined by the correlation diffusion equation [38]

DH2 � uma � 2um 0
sDBk

2
0t

� 	 � G1ðr; tÞ ¼ �uSðrÞ: (4.9)

Here, G1(r, t) is determined by (4.4), is a function of position r and correlation

time t; and it has units of intensity and energy per area per second. D is the photon

diffusion coefficient, u is the speed of light in the medium, and S(r) is the light

source intensity distribution in the units of photons per volume per second. Similar

to ma, describing losses of intensity of probing light due to photon absorption,

2m 0
sDBk

2
0t

� 	
defines loss of correlation due to particle motion and can be

interpreted as a “dynamical absorption.”

The correlation diffusion equation (4.9) is valid for turbid samples with the

dynamics of scattering particles governed by the Brownian motion. When t ¼ 0,

there is no “dynamical absorption” and (4.9) reduces to the steady-state photon

diffusion equation [39].
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The correlation diffusion equation can be generalized to account other dynamic

processes, including random flow and shear flow [40]:

 
DH2 � uma �

1

3
um0sk20 <Dr2ðtÞ>� 1

3
um0s <DV2 > k20t

� 1

15
um0�1

s G2
eff k

2
0t

2

!
G1ðr; tÞ ¼ �uSðrÞ:

(4.10)

Here, the fourth and fifth terms on the left-hand side arise from random and shear

flows, respectively.<V2> is the second moment of the particle velocity distribution

(assuming the velocity distribution is isotropic and Gaussian) and Geff is the

effective shear rate. DB, <V2>, and Geff appear separately because the different

dynamical processes are uncorrelated.

As one can see, in (4.10) the “dynamic absorption” for the flow increases as t2

compared to the t increase for the Brownian motion. The “dynamic absorption”

terms for random flow and Brownian motion are both defined by 1
3
um0sk20<Dr2ðtÞ>,

where <Dr2(t)> is the mean square displacement of a scattering particle. For the

Brownian motion <Dr2(t)> ¼ DB and for random flow <Dr2ðtÞ> ¼ <V2>t2.
Thus, for the different dynamics of scattering, particle motion within the turbid

medium G1(t) consists of different independent time scales, representing

a weighted average of dynamics of particles within the sample. When the flow

significantly dominates under the Brownian motion, the logarithmic plot of g1(t)
versus t1/2 gives a straight line with a slope proportional to the velocity of particle

flow. This approach is well known and has been widely applied to probe the flow

localized within the colloidal suspension [41] and to measure and visualize

Poiseuille, random, and turbulent flows and Brownian motion within a stationary

environment [42–44].

4.3 DWS Experimental Approach and Data Analysis

An example of DWS experimental setup used in the studies of dynamic media

[42, 44–46] is schematically presented in Fig. 4.3. A coherent laser light generated

by Argon ion laser in the TEM00 mode (wavelength l ¼ 514 nm, coherence length

over 3 m) has been used as the laser light source. Multimode optical fiber (with

numerical aperture 0.16 and 100 mm core diameter) has been used to deliver laser

light to the surface of the sample. Diffusely scattered within the sample, laser light

is collected at the “detector” – a single-mode optical fiber (3 mm in diameter and

narrow numerical aperture 0.13) separated from the source area. Passing along the

single-mode fiber, scattered light is detected in the single photon counting regime

by a photomultiplier tube (PMT) or by avalanche photodiode (APD) connected to

a digital multichannel autocorrelator.
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The use of optical fibers with narrow numerical aperture to deliver the laser

radiation to/from the sample makes it possible to obtain a high signal-to-noise

ratio in the measurement process. The spatial separation of source and detector

fibers on the surface of the sample (in a range of distances from micrometers

to centimeters) allows shallow or deep detection of the medium, like human skin

[47, 48].

The output signal is then processed with an autocorrelator to the temporal

intensity correlation function g2ðtÞ ¼ <IðtÞIðtþ tÞ>=<I>2, which is related

to the normalized temporal field autocorrelation function g1(t) by the Siegert

relation [26]:

g2ðtÞ ¼ 1� b g1ðtÞj j2: (4.11)

Here, <I> is the ensemble-averaged intensity and b is the aperture function,

a dimensionless parameter (0 	 b 	1), which depends on the number of speckles

detected and the coherence length of incident laser light, also known as correlation

function “interception” [49]. In an ideal DLS/DWS experimental setup, b ¼ 1. The

Siegert relation is valid for the Gaussian random optical fields only, when the

scattering field’s phase and amplitude variations are statistically independent of

each other.

Further subsequent analysis of measured temporal field autocorrelation func-

tions can be performed as a semilogarithmic plot, as mentioned above:

YðtÞ ¼ � 1

t
ln g2ðtÞ � 1ð Þ ¼ DBq

2 þ u2 2o2



: (4.12)

Similar to the conventional DLS approach, the plot of Y(t) versus t gives

a straight line with the slope equal to the inverse beam transit time squared and

intercept equal to the inverse correlation time. The data analysis for the Brownian

motion with the conventional DLS approach [50] becomes relatively easy because

the intersection with the ordinate, by the Stokes-Einstein relation DB ¼ kBT
6p�r , is

a measure of the particle size, whereas for the flow, the slope is proportional to

the convection velocity of scattering particles u2
2o2 [50]. Here, kB denotes the

Boltzmann constant, T the absolute temperature, � the shear velocity, and r the

radius of the particles. A similar approach can be applied in the case of

multiple scattering.

1 3

4

2

Fig. 4.3 Schematic diagram

of the DWS experimental

setup: 1 – source of laser

radiation, 2 – fiber-optic

probe, 3 – detecting system

and computer, 4 – sample of

investigation

156 I. Meglinski and V.V. Tuchin



This opens up the possibility of imaging an object consisting of scattering

particles undergoing a motion which differs from the particle’s motion outside

the object even if there is no static scattering contrast between the object and its

environment.

4.4 Results and Discussion

The approach described above has been systematically applied for measurements of

velocity gradients of laminar shear flow [40], Poiseuille flow, and Brownian motion

of particles inside the particles in Brownian motion with different sizes [41, 43],

and to Brownian motion and Poiseuille, random, and turbulent flows inside

a stationary scattering environment [42, 44]. The results of these studies agree

well with the results of correlation diffusion equation for systems with Brownian

motion, Poiseuille, and shear flows.

Figure 4.4 presents an example of typical temporal field autocorrelation func-

tions, measured for a Poiseuille flow (Geff ¼ 0) localized inside a solid slab of TiO2

suspended in resin [42, 44]. The slab contains a single cylindrical vein containing

0.5 % water solution of Intralipid. (Intralipid is a polydisperse suspension of fat

particles ranging in diameter from 0.1 to 1.1 mm [51] typically used to simulate

highly scattering biological media/flows.). The Intralipid is pumped through the

cylindrical vein in the slab with pump speeds of 0.08, 0.62, and 3.22 cm s�1.

The decay at short correlation time (t �1�300 ms) corresponds to the flow

dynamics while the decay for long correlation time (t � 1,000�10,000 ms) results
from the ensemble averaging [42]. The three plots come from three different flow

speeds, 0.08, 0.62, and 3.22 cm s�1. As one can see, the short t decay rate increases
with the flow speed. The longer t decay depends only on the rate of ensemble

averaging and is constant.

Figure 4.5 presents a comparison of the experimental results and the results of

Monte Carlo simulation for the same experimental geometry, parameters of source-

detector, and properties of the medium and flow [44].

The results presented in Fig. 4.5 demonstrate a good agreement. A priori knowl-

edge of flow parameters is used in the simulation. The best fit to the experimental

data indicates that shear rate Geff is approximately 6.8 cm�1 times the flow speed.

Since the shear rate is given by the change in speed per unit length in the direction

perpendicular to the flow, one might expect that the effective shear rate would be

the flow speed divided by the radius of the vein. This simple calculation gives an

effective shear rate that is a factor of 2 smaller than the measured Geff. This

difference results from the mismatches in optical indices of refraction and sensi-

tivity to the semi-infinite boundary condition.

Thus, as one can see from Fig. 4.5, the part of the correlation function in the

bounded range of time delay (1 < t < 400 ms) is most sensitive to a change in

velocity of scattering particles in the dynamic region. This agrees well with the

results obtained in [41].
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For t < 1 ms, the slope of the correlation function is determined mainly by

nonzero absorption of light in the medium. In the experiment and Monte Carlo

modeling, the absorption both inside and outside the vein is the same.

For the longer time delay, t < 50�300 ms, the change of slope of g1(t) tends to
“saturate” at a constant level (“plateau”) that is independent of the flow velocity

(see Figs. 4.4 and 4.5). This was predicted theoretically [52] and can be easily

explained qualitatively on the basis of the correspondence between the short

trajectories of photons in the medium and the long delay times t [24]. For larger

t, the rate of slope decrease of g1(t) is determined mainly by photons with relatively

short trajectories, since photons with long trajectories are now completely

de-correlated. Photons with short trajectories are mainly those that do not reach

the capillary, and since the particles in the medium surrounding the capillary are

1.0

0.8

0.6

3
2

1

g 1
 (
t)

0.4

0.2

0.0
1 10 100 1000 10000

t, msec

Fig. 4.4 An example of

measured temporal field

autocorrelation functions for

three different values of flow

hidden within a highly

scattering medium: 1 – 0.08,

2 – 0.62, and 3 – 3.22 cm s�1

0.8

0.6

0.4

1 10010

3

2

1

1.0

g1(t)

t, ms

Fig. 4.5 Comparison of the

experimental results

(symbols) with the results of

Monte Carlo simulation

(lines) of the normalized

temporal field autocorrelation

functions for the same values

of flow as presented in

Fig. 4.4
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immobile, the theoretically computed function g1(t) approaches a constant different
from zero as t ! 1. The value of this constant is determined solely by the depth

at which the capillary is located. In other words, the intermediate “plateau”

(see Figs. 4.4 and 4.5) shows fraction of the detected photons sampled in the

dynamic region.

A number of phantom studies and development of the theoretical model carried

out in terms of temporal field correlation functions based on the DWS approach

show good agreement between the experimental and theoretical results. Thus, the

generalized diffusion correlation approach is expected to be used more actively to

monitor the flows in complex turbid media. Currently, there are a number of

experimental systems where DWS micro-rheology measurements agree well quan-

titatively with the traditional macroscopic mechanical rheometry over the time

scales at which these techniques are overlapped [53, 54].

Having carried out the evaluation of the technique via the theoretical and

phantom studies, an attempt to monitor the dynamics of time variations in the

skin blood flow and skin blood microcirculation has been made [45, 55, 56]. These

studies were made on the human skin with the same experimental system as

described above (see Fig. 4.3), but using the laser light at a near-infrared range of

wavelength 632.8 and 805 nm with a coherence length 4 cm and incident intensity

of laser radiation 10 mW. The measurements of skin blood flow clearly demonstrate

a reproducible drop of g1(t) in blood perfusion changes with the cuff pressure

(Fig. 4.6).

For the different dynamics of scattering, particles within the multiple scattering

medium g1(t) consist of different independent time scales (Fig. 4.4), e.g., tB and tS
for the Brownian motion and convective shear flow [40]:

g1ðtÞ ¼
ð1
0

PðsÞ exp �2
t
tB

þ t
tS

� �2
" #

s

l�

 !
ds: (4.13)
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Fig. 4.6 Temporal field

autocorrelation functions

g1(t) measured for different

suppressions of the human

arm in vivo [45, 55]
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When shear flow significantly dominates under the Brownian motion, taking into

account (4.10), a semilogarithmic plot of g1(t) versus t1/2 is considered, which

gives a straight line slope (Fig. 4.7) proportional to the velocity of flow of scattering

particles confirmed experimentally (Fig. 4.8).

The changes in the relative slope of temporal field autocorrelation function

(see Fig. 4.7) measured in vivo during the human arm suppression [45, 55].

The decay rate of the correlation function decreases as the cuff pressure is increased.

There is a small decrease when the cuff pressure is increased to 50 mmHg, a larger

decrease when the arm suppression is increased to 100 mmHg, and a small decrease

again when the cuff pressure is increased to 150 mmHg. The change in the slope

results from venous occlusion.
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Fig. 4.8 The measured slopes of the temporal field autocorrelation functions versus average

velocity of flows (phantom measurements)
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Fig. 4.7 Semilogarithmic

plot of temporal field

autocorrelation functions,

presented in Fig. 4.6, versus

t1/2 [45, 55]
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Figure 4.9 represents the changes in relative slope of temporal field autocorre-

lation functions in time. The ischemia refers to the use of a pressure cuff to occlude

blood flow in a limb, preventing the delivery of oxygen. The initial baseline refers

to un-cuffed measurements for the first 20 min, when the arm, blood flow, blood

volume, and deoxygenation are at normal conditions.

The arm suppression is quickly raised to 230 mmHg that simultaneously

occludes veins and arteries. The changes in average blood volume and oxygenation

simultaneously monitored by the “Runman” device (NIM Inc. Philadelphia, PA)

are presented in Fig. 4.10. Each DWS measurement was performed in 2 min, while

blood volume and oxygenation measurements were gathered continuously. In

12 min time, the cuff pressure was slightly released and the measurements contin-

ued until the blood flow, volume, and oxygenation returned to normal.

The results presented in Fig. 4.9 clearly show the post-occlusive reactive hyper-

emic overshoot after the cuff pressure was released. Comparing these results to the
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results of blood volume and oxygenation measurements, presented in Fig. 4.10, it is

easy to see that during venous and arterial occlusion, the volume did not change, but

blood deoxygenation increased, while blood flow decreased rapidly. No change in

blood volume occurs because blood flow has been abruptly halted (see Fig. 4.10).

The deoxygenation of blood increases, corresponding to a decrease in oxygen-

ation. When the arteries are opened by dropping the pressure below 150 mmHg,

a significant increase in blood volume is observed, as well as drop in blood

deoxygenation. This is due to arteries’ ability to deliver more blood to the tissues

when the venous pathways are still occluded. As the pressure drops further, the

blood volume drops a little because of incomplete venous occlusion, allowing blood

to leak back to the body’s vascular system. This notion of leakage is supported by

an increase in measured flow as the pressure decreases. Under normal circum-

stances, the veins remain occluded and the blood volume and flow rate remain fixed

until the pressure drops below 80 mmHg. When the pressure drops to zero, the

blood volume and oxygenation are seen to return to normal but the blood flow first

increases above the baseline because of a hyperemic response.

Thus, the DWS can be used to determine the blood flow rate of various human

tissues in vivo. Alternatively, so-called diffuse laser Doppler velocimetry (DLDV)
[57] can be applied for a similar purpose. DWS and DLDV are related to each other

according to the Wiener-Khintchine theorem [58]:

SðoÞ ¼ Ih i2
2p

ðþ1

�1
g1ðtÞ½ �2 cosðio0tÞdt: (4.14)

The DWS and DLDVmay seem identical, but the main distinctions between them

are technical requirements and convenience rather than fundamental differences.

However, for the weak optical signals (at the single photon counting rate), photon

correlation approach is preferable. Recent technology breakthroughs and develop-

ment of digital multichannel autocorrelators based on high-speed processors lifted

many technical restrictions from the correlationmethod, and nowmediumfluctuations

may be probed over an extraordinarily wide range of time scales, from 10�8 to 105.

In addition, to convert DWS and DLDV measured signals to the actual blood

flow parameters, analysis of the path length distribution within the skin tissues and

skin vascular bed is required. The uncertainty of the sampling depth leads to

ambiguities in the interpretation of what fraction of the recorded signal is generated

by capillary blood flow and by flow through arterioles, venules, arteriovenous

anastomosis, etc.

Based on the results of computer modeling [47, 48], it can be assumed that for

the small distance between source and detector fibers (� 0.3–0.5 mm), the detected

photons are predominantly scattered in the topical vascularized skin layers, such as

papillary dermis, upper blood net dermis, and the upper part of the reticular dermis.
Similar to the results of phantom studies (see Fig. 4.8), computer modeling allows

finding out the observed changes of the correlation function slope in comparison to

blood flow in various groups of vessels. This allows to reliably decompose
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measured correlation function into the components corresponding to the contribu-

tion of different compartments of the blood vascular net.

Instead of the fiber-optic-based DWS system presented above, which analyzed

the intensity fluctuations at a single point (one-speckle spot), a large area of the

intensity pattern (hence multispeckle) of scattered light can be analyzed using

a CCD camera [59, 60].

The main advantage of this setup is the significant reduction in the data acqui-

sition time, since a large number of one-speckle spot DWS experiments are

performed simultaneously. This instrument should be capable of measuring the

values of flow parameters in the medium with high precision and accuracy. How-

ever, this approach requires spatially resolved analysis and developing an algorithm

to convert accurately the measured autocorrelation function to blood flow values.

4.5 Summary

DWS is a modern technique uniquely suited for the measurement of the average

size of particles and their spatial displacement within a randomly inhomogeneous

highly scattering and absorbing medium, including bio-tissues. The technique is

based on illuminating of the medium with a coherent laser light and analyzing the

loss of coherence of the scattered field arising from motion of the scattering

particles with respect to each other.

This chapter reviews the experimental fiber-optic-based DWS approach devel-

oped for noninvasive quantitative monitoring and functional diagnostics of skin

blood flow and skin blood microcirculation in vivo. The presented technique

encourages developing and validation of the methodology further to the point that

skin blood microcirculation measurements can be routinely and accurately obtained

in normal skin, and to estimate its changes before, during, and after medical

procedures. This is likely to lead to noninvasive quantitative monitoring of the

effectiveness of general diagnostics [61], diabetes studies [62], pharmacological

intervention for failing surgical skin flaps or replants [63], blood microcirculation

monitoring during sepsis, burn depth assessment [64], and diagnosis of atheroscle-

rotic disease as well as to investigate mechanisms of photodynamic therapy for

cancer treatment [65]. Apart from this, this method can be effectively applied in

preclinical studies of blood samples in vitro [66] and in colloid chemistry and

material science [53, 54].
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Abstract

Monitoring the spatio-temporal characteristics of cerebral blood flow (CBF) is

crucial for studying the normal and pathophysiologic conditions of brain metab-

olism. By illuminating the cortex with laser light and imaging the resulting

speckle pattern, relative CBF images with tens of microns spatial and millisec-

ond temporal resolution can be obtained. In this chapter, a laser speckle imaging

(LSI) method for monitoring dynamic, high-resolution CBF is introduced. To

improve the spatial resolution of current LSI, a modified LSI method is pro-

posed. To accelerate the speed of data processing, three LSI data processing
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frameworks based on graphics processing unit (GPU), digital signal processor

(DSP), and field-programmable gate array (FPGA) are also presented. Applica-

tions for detecting the changes in local CBF induced by sensory stimulation and

thermal stimulation, the influence of a chemical agent on CBF, and the influence

of acute hyperglycemia following cortical spreading depression on CBF

are given.

5.1 Introduction

Monitoring the spatio-temporal characteristics of cerebral blood flow (CBF) is

crucial for studying the normal and pathophysiologic conditions of brain metabo-

lism. At present there are several techniques for velocity measurement. One of these

is laser-Doppler flowmetry (LDF), which provides information about CBF from

a limited number of isolated points in the brain (approximately 1 mm3) [1, 2].

Scanning laser-Doppler can be used to obtain spatially resolved relative CBF

images by moving a beam across the field of interest, but the temporal and spatial

resolution of this technique is limited by the need to mechanically scan the probe or

the beam [3, 4], such as with laser Doppler perfusion imaging (LDPI). Another

method is time-varying laser speckle [5–7], which suffers from the same problems

as LDF. Single photon emission computed tomography (SPECT) uses the tracer

99mTC-HMPAO to obtain quantitative CBF values (mL/100 g/min). However, its

disadvantage is the injection of exogenous substances [8, 9]. Positron emission

tomography (PET) scanning is currently the most versatile and widely used func-

tional imaging modality both in health and disease. The spatial resolution is quite

limited, being about 0.5 cm3 [10, 11]. The recently developed thermal diffusion

technique is based on the thermal conductivity of cortical tissue, allowing contin-

uous recordings of CBF in a small region of the cortex. The spatial resolution is

determined by the placement of the sensor [12, 13]. Although autoradiographic

methods provide three-dimensional spatial information, they contain no informa-

tion about the temporal evolution of CBF changes [14]. Methods based on magnetic

resonance imaging, such as functional magnetic resonance imaging (fMRI),

provide spatial maps of CBF but are limited in their temporal and spatial resolution

[15, 16]. Therefore, a noninvasive, simple method without the need for scanning

and providing full-field dynamic CBF images would be helpful in experimental

investigations of functional cerebral activation and cerebral pathophysiology.

One such technique is the laser speckle imaging technique (LSI) using the

first-order spatial statistics of time-integrated speckle, which was first proposed

by the group of A.F. Fercher and J.D. Briers [17, 18]. The speckle method has been

used to image blood flow in the retina [19] and skin [20]. Later, a group at Harvard

medical school applied this method to image blood flows during focal ischemia and

cortical spreading depression (CSD) [21, 22]. In this chapter, we will introduce the

principles of laser speckle imaging method and provide some experimental results

on various animal models for dynamic, high-resolution CBF monitoring.
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5.2 Principles of Laser Speckle Imaging

Laser speckle is an interference pattern produced by the light reflected or scattered

from different parts of the illuminated rough (i.e., nonspecular) surface. When

the area illuminated by laser light is imaged onto a camera, a granular or speckle

pattern is produced. If the scattered particles are moving, a time-varying

speckle pattern is generated at each pixel in the image. The faster the

blood flow velocity changes, the faster the speckle pattern fluctuates and a more

blurred speckle pattern is recorded by a CCD camera during the exposure time.

We can use the electric field autocorrelation function g1(t) to quantify the

temporal fluctuation of speckle. The absolute normalized temporal electric field

autocorrelation is denoted as

g1 tð Þ ¼ EðtÞE�ðtþ tÞh ij j EðtÞE�ðtÞh i= ; (5.1)

where t is the delay time and E(t) is electric field. In fact, the temporal fluctuation

of the electric field is difficult to measure directly. However, the electric field

autocorrelation function can be deduced from the light intensity autocorrelation

function, which is easily obtained by recording the light intensity I(t). The light

intensity autocorrelation function g2(t) is defined as

g2ðtÞ ¼ IðtÞIðtþ tÞh i= Ih i2: (5.2)

There is a Siegert relation for relating the light intensity autocorrelation function

to the electric field autocorrelation function:

g2ðtÞ ¼ 1þ b g1ðtÞ½ �2; (5.3)

where b is a constant that is determined by the ratio of detector size to speckle

spot size.

For each exposure, the CCD camera returns a frame of raw speckle image.

The intensity for the ith pixel in a small region of image (usually 5 � 5, 7 � 7

pixels square) consisting of total N pixels with the index i can be quantified as

follows:

Ii;T ¼ 1

T

Z
T
0

Z
T
0 Iiðt0ÞIiðt00Þdt0dt00

� �1
2

; (5.4)

where T is duration of the exposure time.

During the exposure, the nth moment of the intensity of the pixels in the small

region is defined as Inh iT ¼ 1
N

PN
i¼1

ðIi;TÞn. With the assumption of ergodicity, we can
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replace the temporal estimation by the spatial estimation. Therefore, combining

(5.2), (5.3), and (5.4), the second moment can be deduced as follows:

I2
� �

T
¼ Ih i2

T2

Z T

0

Z T

0

1þ b g1 t0 � t00ð Þ½ �2
n o

dt0dt00 (5.5)

We can further deduce the relationship between the local speckle contrast C in

a small region and the electric field autocorrelation function as follows [23]:

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2h i � Ih i2

q
Ih i= ¼ b

T

Z T

0

2 1� t T=ð Þ g1ðtÞ½ �2dt
� �1

2

(5.6)

Note that (5.6) is a correction to the primal definition of Fercher and Briers [17],

in which the b was defined as 1. Under this condition, without considering the finite

size of detector, they give a relation as C ¼ 1
T

R T
0

g1ðtÞ½ �2dt
n o1

2

without the term

2(1 � t/T) [17].
The normalized autocorrelation function of a electric field can often be approx-

imated by a negative exponential function (for the case of a Lorentzian spectrum,

for example, it is an exactly negative exponential) as

g1ðtÞ ¼ exp �t=tcð Þ (5.7)

where tc is the autocorrelation time of light fluctuation. The less the tc is, the faster
the scattering granule moves.

Substituting expression (5.7) in (5.6), we can obtain the relation of the spatial

local contrast and tc as follows:

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp �2xð Þ � 1þ 2xð Þ 2x2=

p
(5.8)

where x is the ratio of T to tc (x ¼ T/tc).
Equation (5.8) gives us an expression for the speckle contrast in a

time-integrated speckle pattern as a function of the exposure time T and the

correlation time tc ¼ 1=ðak0vÞ, where v is the mean velocity of scatterers,

k0 is the light wavenumber, and a is a factor that depends on the Lorentzian

width and scattering properties of the tissue [24]. As in laser-Doppler

measurements, it is theoretically possible to relate the correlation time values

tc, to the absolute velocities of the red blood cells, but this is difficult to do in

practice, inasmuch as the number of moving particles that light interacted
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with and their orientations are unknown [24]. However, relative spatial

and temporal measurements of velocity can be obtained from the ratios of

2T/tc that is proportional to the velocity and defined as measured velocity in

present chapter.

5.3 Instrumentation and Performances

5.3.1 LSI System

The schematic diagram of the experimental set-up is shown in Fig. 5.1. A He:Ne

laser beam (l ¼ 632.8 nm, 3 mW) was coupled into an 8-mm-diameter fiber

bundle, which was adjusted to illuminate the area of interest evenly. The illumi-

nated area was imaged through a zoom stereo microscope (SZ6045TR, Olympus,

Japan) onto a CCD camera (PIXELFLY, PCO Computer Optics, Germany) with

480 � 640 pixels, yielding an image of 0.8–7 mm depending on the magnification.

The exposure time T of the CCD was 20 ms. Images were acquired through the

easy-control software (PCO Computer Optics, Germany) at 40 Hz.

5.3.2 Data Analysis

The raw speckle images were acquired to compute the speckle contrast images. The

number of pixels used to compute the local speckle contrast can be selected by the

user: lower numbers reduce the validity of the statistics, whereas higher numbers

limit the spatial resolution of the technique. To ensure proper sampling of the

speckle pattern, the minimum size of a single speckle should be double the size

CCD
Camera

Microscope

Speckle Image

Computer

Mirror

Expander Variable
Attenuator

He-Ne Laser

Animal

Fig. 5.1 Schematic of

system for laser speckle

imaging. A He:Ne laser

(l ¼ 632.8 nm, 3 mW) beam

is expanded to illuminate the

area of interest in the brain,

which is then imaged onto

a CCD camera. The computer

acquires raw speckle images

and computes relative blood

flow maps [27]
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of a single pixel in the image, according to the Nyquist criterion [25], which is the

width of the diffraction-limited spot size and is given by 2.44 lf/D, where l is the

wavelength and f/D is the f number of the system. In our system, the pixel size was

9.9 mm. With a magnification of unity, the required f/D is 12.8 at a wavelength

of 632.8 nm. Squares of 5 � 5 pixels were used according the theoretical studies

[17, 18]. The software calculated the speckle contrast (k) for any given square of

5 � 5 pixels and assigned this value to the central pixel of the square. This process

was then repeated to obtain a speckle contrast map. For each pixel in the speckle

contrast map, the measured velocity (2T/tc) was obtained through (5.8), which

describes the relationship between the correlation time and velocity, and therefore

measures velocity map.

To compute the relative blood flows in vessels of interest, first a threshold was

set in a region of interest from the measured velocity image and then the vessels of

interest were identified by the pixels with values above this threshold. The mean

values of the measured velocity in those pixels were computed at each time-point.

The relative velocity in the vessel of interest was expressed as the ratio of the

measured velocity in the condition of stimuli to that of control condition.

In order to accelerate the speed of data processing and achieve a fast blood flow

visualization of high-resolution laser speckle imaging, we introduced a graphics

processing unit (GPU)-equipped personal computer into the data processing frame-

work of laser speckle imaging [26]. In recent years, the rapid increase in the

performance of graphics hardware, coupled with recent improvements in program-

mability, has made graphics hardware a compelling platform for computationally

demanding tasks in a wide variety of application domains [27]. By using a GPU,

a 12–60 fold performance enhancement is obtained in comparison to the optimized

CPU implementations. Table 5.1 provides a detailed performance comparison

between GPU and CPU for LSI.

Table 5.1 Time consumptions comparison between GPU and CPU for processing each frame [26]

Image resolution

Window size: 5 � 5

pixels, 1/C2
Window size: 7 � 7

pixels, 1/C2
Window size: 5 � 5

pixels, T/tc
CPU GPU

Speed-up
CPU GPU

Speed-up
CPU GPU

Speed-up(ms) (ms) (ms) (ms) (ms) (ms)

320 � 240 11.0 0.09 12.2� 16.5 1.30 12.7� 110 2.10 52.4�
480 � 320 22.3 1.52 14.7� 33.5 2.31 14.5� 290 3.80 76.3�
640 � 480 45.2 2.88 15.7� 67.9 4.43 15.3� 480 8.31 57.8�
800 � 600 70.6 4.25 16.6� 106 6.59 16.1� 927 11.3 82.0�
1,024 � 768 123 6.86 17.9� 173 10.7 16.2� 1,162 18.1 64.2�
1,280 � 1,024 209 11.5 18.2� 306 18.4 16.6� 1,938 34.2 56.7�
1,600 � 1,200 283 16.6 17.0� 431 26.0 16.6� 3,073 44.8 68.6�
1,920 � 1,440 409 24.0 17.0� 621 37.9 16.4� 4,347 72.3 60.1�
Note: The results are from three different kernels, and the operations each kernel performed are

shown in the first row. 1/C2 denotes the approximation method and T/tc denotes the Newton

iteration method using (5.8).
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5.3.3 Portable LSI System

The LSI system illustrated above is based on a personal computer for image

processing with large size, which potentially limits the widespread clinical utility.

The need for a portable laser speckle imaging system that does not compromise

processing efficiency is crucial in clinical diagnosis. However, the processing of

laser speckle images is time consuming because of the heavy calculation required

for enormous high-resolution image data. To address this problem, two methods

using a DSP (digital signal processor) and FPGA (field-programmable gate array)

have been introduced to accomplish portable real-time LSI systems [28, 29].

5.3.3.1 DSP-Based LSI System
A portable laser speckle imaging system based on a digital signal processor (DSP) is

described in this section, including the corresponding hardware and software [28].

As shown in Fig. 5.2, the portable laser speckle perfusion imaging system is

composed of a laser diode (LD), charge-coupled device (CCD) camera, image

processing module, and liquid crystal display (LCD). A laser diode (660 nm,

30 mW) illuminates the surface of the tissue and the speckle pattern is captured

by amonochromeCCD camera (OB-1280, Oved, China; pixel size ¼ 6.5 � 6.25 mm)

with 8-bit resolution. The output format of CCD camera is phase alternating

line (PAL) video standard at 25 frames per second. The image processing module

provides high-speed calculation with a laser speckle spatial contrast analysis

algorithm and a laser speckle temporal contrast analysis algorithm. It has flexibility

to modify the parameters or analysis algorithms of a system through the graphical user

interface on the on-screen display (OSD) and to display blood flow images on LCD in

real time.

The block diagram of the image processing module is depicted in Fig. 5.3.

It includes TVP5150, TMS320DM6446, and the peripherals. The TVP5150, an

ultralow power video decoder, converts baseband analog PAL video signal from

a CCD camera into a digital YUV 4:2:2 component video signal. As a highly

Fig. 5.2 Schematic

illustration of the portable

laser speckle perfusion

imaging system [28]
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integrated digital media system-on-chip, TMS320DM6446 (Texas Instruments

Inc.) consists of an ARM926 core, a C64x+ DSP core, a video processing

subsystem, and some other peripherals. The ARM926EJ-S, a 32-bit RISC processor

capable of supporting a full operating system such as LINUX, features flexible size

instruction and data caches, tightly coupled memory interfaces, and a memory

management unit. The C64x+ DSP core, which is based on advanced very-long-

instruction-word (VLIW) architecture developed by Texas Instruments (TI), is the

highest-performance fixed-point DSP generation in the TMS320C6000 DSP plat-

form. The internal memory of C64x+ consists of a two-level cache based memory

architecture and external memory. The cache size of Level 1 data memory (L1D)

and Level 2 data memory (L2D) can be configured up to 32 and 64 K, respectively.

The video processing subsystem provides an input interface for a video decoder and

an output interface for a display device. The CCD controller is responsible for

accepting digital data from the video decoder TVP5150. The function of the OSD

module is to blend video data and bitmap data into a single display frame. The video

encoder module provides four analog DACs that run at 54 MHz, providing a PAL

video output. A 64 M-byte NAND flash memory is used to store a bootloader,

operating system, and application program. A 256 M-byte synchronous dynamic

random access memory (SDRAM) is designed to store the original digital image data

before processing and run program code with high speed of reading and writing. The

image processing module makes full use of the advantages of dual-core architecture

of the TMS320DM6446. The application program runs on the ARM core, which

also controls all peripherals through LINUX device drivers, while real-time tasks

such as the laser speckle contrast analysis algorithm is assigned to the DSP core.

Figure 5.4 illustrates the software architecture of a portable laser speckle imaging

system. The eXpressDSP Digital Media compliant LSCI algorithms are packaged in

a codec server and executed on the DSP core. The application program calls the

Video, Image, Speech, and Audio application programming interfaces (VISAAPIs),

CCD Camera

LCD

USB mouse

TMS320DM6446

Video Processing Subsystem
C64x+ DSP

ARM926EJ-STVP5150

Video
Encoder

CCD
Controller On-Screen

Display

Peripheral

UART
Compact

Flash
SDRAMFlash

USB 2.0
PHY

VGA

Fig. 5.3 Block diagram of image processing module [28]
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which use stubs and skeleton to access the algorithms. Communication between

the ARM and DSP is managed by DSP/BIOS Link. All of the DDR2 memory is

shared between the ARM and the DSP. The application program consists of four

separate threads: the main thread, the capture thread, the video thread, and the

display thread. In order to have a user-friendly interface, the main thread adopts

MiniGUI, a cross-operating-system graphical user interface (GUI) under the GNU

General Public License, to draw buttons and texts on the OSD and take input from

USBmouse to send commands. The capture thread reads image data fromTVP5150,

which decodes the raw data of the CCD camera through the Video 4 LINUX 2

(V4L2) device driver; the video thread receives frame buffers from the capture

thread and controls the DSP core to perform a laser speckle spatial contrast analysis

algorithm or laser speckle temporal contrast analysis algorithm under the DSP/BIOS

real-time operating system, and the display thread is responsible for copying the

video buffer into the frame buffer of the display device driver.

With this highly integrated DSP method, we have markedly reduced the size and

weight of the system, as well as its energy consumption, while preserving the high

processing speed. In vivo experiments demonstrate that our portable laser speckle

imaging system can obtain blood flow images at 25 frames per second with the

resolution of 640 � 480 pixels. The portable and lightweight features make it

capable of being adapted to a wide variety of application areas, such as the research

laboratory, operating room, ambulance, and even disaster sites.

5.3.3.2 FPGA-Based LSI System
To further improve the processing capability of this kind of portable LSI system, we

developed a novel hardware-friendly algorithm for the real-time processing of laser

speckle imaging. Based on this algorithm, a dedicated hardware processor for real-

time processing of laser speckle imaging data in the FPGA is designed. The pipeline

processing scheme and parallel hardware architecture are introduced into the design

of this type of LSI hardware processor in order to further improve the processing

performance. When the LSI hardware processor is implemented in a low-cost

FPGA running at the maximum frequency of 130 MHz, up to 85 raw images with

the resolution of 640 � 480 pixels can be processed per second. Compared with the

DSP solution, this hardware-based LSI processor can achieve real-time processing

at very low clock frequency and power dissipation but with high performance.

Application Program

stub
Codec
Engine

Peripheral Driver DSP/BIOS

Codec
Server

VISA
APIs

DSP Link

DDR2 Memory

ARM926EJ-S C64x+ DSP

skeleton

AlgorithmFig. 5.4 Software

architecture of portable laser

speckle perfusion imaging

system [28]
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In addition, we also present a system-on-chip (SOC) solution for LSI processing by

integrating the CCD controller, memory controller, LSI hardware processor, and

LCD display controller into a single FPGA chip [29].

As illustrated in Fig. 5.5, the circuit of the LSI processor mainly consists of

a three-stage pipeline and one divider array. The modules of stage 1 to stage 3 in the

pipeline correspond to calculate the simplified LSI estimation equation’s [29]

numerator and denominator that are output by the module of stage 3 in a pipeline

before the divider array. All the modules in the pipeline run separately at the same

time. For example, when module (c) of stage 2 is calculating the square value of

the raw data accumulation out from module (a) of stage 1, module (a) is calculating

the new accumulation of pixels in the next adjacent sliding window. When the size

of the sliding window is 5 � 5, each module in the pipeline performs a part task of

a sliding window in five clock cycles. This means that for every five cycles, a pair

of numerator and denominator of a sliding window will be output from the module

of stage 3 in the pipeline waiting for a dividing operation. The divider unit of this

LSI hardware processor is designed using the scheme of the shift-and-subtraction

method. So completing a dividing operation costs more than five clock cycles. For

instance, when the raw data width is 12 bits in binary and the relative velocity value

is at the precision of 0.01 in decimal, one dividing operation costs 45 clock cycles.

Therefore, in order to keep pace with the output speed for the numerator and

denominator from the module of stage 3 in the pipeline, a divider array containing

nine hardware dividers is integrated into the LSI processor circuit. This

parallel architecture consisting of multiple hardware dividers ensures that

each pair of numerator and denominator can be processed in time. For every

five clock cycles, a relative velocity value will be output from one divider of

the divider array. In addition, a gatherer module follows the divider array that

gathers the relative velocity values from the dividers and outputs these values in

chronological order.

The method of reading the pixels of a raw image into the pipeline is illustrated in

Fig. 5.6. At the rising edge of each clock cycle, a pixel value of a sliding window is

read into the pipeline from the raw image memory. The reading order is one pixel

after one pixel in the vertical direction in a sliding window. We define that the

sliding window’s five pixels in the vertical direction make up a vertical strip. The

two adjacent sliding windows have the same four vertical strips, so that only a new

vertical strip needs to be read into the pipeline when computing the new adjacent is

possible. Because module (a) and module (d) of the LSI hardware processor’s

circuit can cache the temporary results of the strips from 2 to 5 of the last sliding

window, these strips are the first, the second, the third, and the fourth strip of the

new adjacent sliding window at the same time. This scheme allows that computing

one sliding window only needs to read the fifth vertical strip of the current sliding

window into the pipeline, as the former four vertical strips are cached in the

circuit when computing the last sliding window. Of course, there is no adjacent

sliding window for the first sliding window in each line of the raw image, so the

first one must read all five vertical strips while the following ones only need to

read one vertical strip. With this method, computing a raw image with the
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resolution of M � N pixels needs 5 � (M � 4) � N + 55 clock cycles when

the size of the sliding window is 5 � 5, where M is the number of rows

of the raw image and N is the number of columns of the raw image. The number

55 is the latency for the last sliding window from having been read into the

pipeline to outputting the relative velocity value in the hardware divider of the

divider array.

Based on the LSI hardware processor above, we further designed a SOC

for LSI system by integrating the CCD camera controller, memory controller,

LSI hardware processor, and LCD display controller in a single FPGA chip.

The CCD camera controller controls the work mode of the CCD camera and

receives the image data captured by CCD camera. The memory controller

consisting of a saver module and a reader module caches the raw image data

out from CCD controller module into the image memory and reads the raw image

data to the LSI processor. The LSI processing unit containing a LSI hardware

processor converts the raw data into the relative velocity value based on

the algorithm described above. The relative velocity values out from the LSI

processor are normalized into color index values and the color index values

are stored in the video memory to make up a blood flow map image.

The LCD controller reads the blood flow image in the video memory and displays

it in a LCD. This SOC-based LSI system can achieve the real-time data

acquisition, processing, and display. The main architecture of this SOC design

is illustrated in Fig. 5.7.

...

...

...
a b

Clock

Sliding window 1

Sliding window 2

Raw image

25 clock cycles

25 clock cycles

Fig. 5.6 The illustration describes the method of reading the raw data into the pipeline of the LSI

hardware processor. The size of sliding window is 5 � 5. The small black rectangles stand for

pixels of raw image. The colored rectangles with a dashed line stand for two adjacent sliding

windows. Symbols a and b mark the center positions of sliding window 1 and sliding window 2.

Clock sequence diagrams are also presented to tell how many cycles for reading each sliding

widows’ pixels into the pipeline [29]
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5.4 Applications

LSI is a noninvasive full-field optical imaging method with high spatial and

temporal resolution, which is a convenient technique in measuring the dynamic

of CBF [21, 22]. In this chapter, we present the application of the LSI method to

monitor the dynamics of CBF in several animal models.

5.4.1 Speckle Imaging of CBF Dynamics During Sciatic
Nerve Stimulation

The postulation by Roy and Sherrington in 1890 that the brain possesses an intrinsic

mechanism by which its vascular supply can be varied locally in correspondence

with locally variation of functional activity provided a principal basis of neuro-

physiology and neuroenergetics for modern functional neuroimaging techniques

[30, 31]. The change in local cerebral blood flow (CBF) induced by sensory

stimulation is considered as an index to investigate the effects of activated neural

activity based on the above hypothesis. The response of evoked regional CBF to

somatosensory stimulation in rats has been studied using some techniques such as

laser-Doppler flowmetry (LDF) and functional MRI (fMRI) [32, 33]. In addition,

quantitative and temporal relationship between regional CBF and neuronal

activation has also been reported, which combined electrophysiological and LDF

techniques [34]. It is well documented that CBF at the level of individual capillaries

and the coupling of neuronal activity to flow in capillaries are fundamental aspects

of homeostasis in the normal and the diseased brain [35]. However, it is hard for

most present techniques to probe the dynamics of blood flow at this level due to

their limitations of temporal or spatial resolution. Therefore, a new alternative

Fig. 5.7 The main architecture of the SOC solution for the LSI system. The direction of the arrow

stands for the direction of the data that flows in the main modules [29]
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approach is needed to assess the intrinsic hemodynamic response in the

corresponding cortical areas and elucidate the role of CBF in circulatory and

metabolic correlates of functional activation in the brain [36]. Here we apply the

laser speckle imaging method to image CBF dynamics during sciatic stimulation.

5.4.1.1 Animal Preparation
Male adult Sprague–Dawley rats weighing from 350 to 400 g (n ¼ 16) were

anesthetized with an intraperitoneal injection of 2 % a-chloralose and 10 % ure-

thane (50 and 600 mg/kg, respectively) to execute craniotomy. Atropine (0.4 mL/kg

per hour) was administered to reduce mucous secretion during surgery. A closed

cranial window (4 � 6 mm) over the parietal cortex was created as follows:

a midline incision was made to expose the surface of the skull, then the skull

overlying the hindlimb sensory cortex was bored to translucency with a dental drill

under constant cooling with saline. The thinned skull preparation has the advantage

over a full craniotomy since it keeps the dura mater intact and allows a long-term

investigation into the changes in a somatosensory cortex within a single animal

while preserving the integrity of the brain surface environment. The cranial window

fully exposed the hindlimb sensory cortex in an area of 2.46 � 3.28 mm2, centered

at 2 mm caudal and 1.5 mm lateral to the bregma.

The animals were mounted in a stereotaxic frame, and body temperature was

maintained at 37.0 � 0.5 �C with a thermostatic heating blanket. A tracheotomy

was performed to enable mechanical ventilation using a ventilator (TKR-200C,

Animal Mechanical Respirator, China) with a mixture of air and oxygen (20 % O2,

80 % N2) to achieve physiological arterial blood levels of O2 and CO2 tension. The

right femoral artery and vein were cannulated for measurement of blood pressure

(PcLab Instruments, China) and intravenous administration of drugs. Periodically,

a small volume of blood was drawn from the femoral artery, and the blood gas

pressure (pO2, pCO2) and pH value were analyzed (JBP-607, Dissolved Oxygen

Analyzer, China). After surgery, the animals were left for at least half an hour

before the experiment began and supplemental doses of anesthetic (one-fifth initial

dose/h) were also needed.

Stimulation of the sciatic nerve was similar to that used in conventional phys-

iological studies. The contralateral sciatic nerve was dissected free and cut proxi-

mal to the bifurcation into the tibial and peroneal nerves. Then the proximal end

was placed on a pair of silver electrodes and bathed in a pool of warm mineral oil.

We stimulated the single sciatic nerve on the left with a rectangular pulse of

350 mV intensity, 0.5 ms duration, and at a rate of 5 Hz frequency for a continuous

duration of 2 s (Multi Channel Systems, Germany). These parameters were chosen

to optimize vessel response without affecting systemic blood pressure and were

kept constant during each experiment. The single sciatic nerve on the left was

stimulated for 2 s with rectangular pulses of 0.5 ms duration, 350 mV amplitude,

and 5 Hz frequency (Multi Channel Systems, Germany). In all animals, a single-

trial procedure was repeated 15–20 times and separated by an interval of at least

4 min. Four hundred frames of raw images were obtained in one 10-s single-trial;

the electrical stimuli started at 2 s and the images in the first 2 s were recorded as
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baseline. Images were acquired through the Easy-control software (PCO Computer

Optics, Germany) at 40 Hz and synchronized with Multi Channel Systems.

Notably, here data acquisition was synchronized with the electrical signal via an

appropriate trigger circuit, and therefore the procedures of data analysis

described below could improve the reproducibility of our results and enhance

the signal-to-noise ratio. All recorded data were finished within 3–4 h after the

beginning of chloralose-urethane anesthesia.

5.4.1.2 Results
With the LSI technique we monitored blood flow in somatosensory cortex in a total

of 16 rats under electrical stimulation of the sciatic nerve, and obtained the

activated blood flow distribution at different levels of arteries/veins and the change

of activated areas. Although slight differences existed in individual anatomic

features in the rat cortex, we could eliminate this influence because the imaged

area was much bigger than the scope demarcated by Hall et al. [37]. One example of

our results is shown in Fig. 5.8, in which the brighter areas correspond to the area of

increased blood flow. In comparison with LDF, an area of 1 mm2 ROI in Fig. 5.8a

was chosen to evaluate its mean velocity (Fig. 5.9): the evoked CBF started to

increase at 0.7 � 0.1 s, peaked at 3.1 � 0.2 s, and then returned to the baseline level.

This is consistent with the conclusions obtained from the LDF technique [32, 34].
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Fig. 5.8 Blood flow change in contralateral somatosensory cortex of rats under unilateral sciatic

nerve stimulation. (a) A vascular topography illuminated with green light (540 � 20 nm); (b–d)
blood activation map at prestimulus, 1 and 3 s after the onset of stimulation (the relative blood-

flow images are shown and converted from the speckle-contrast images, in which the brighter areas

correspond to the area of increased blood flow.), respectively. A-1, 2, 3 and V-1, 2, 3 represent the

arbitrarily selected regions-of-interest for monitoring changes in blood flow. A-I,II and V-I,II

represent the selected loci on the vessel whose diameters are measured in the experiment [30]
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In order to differentiate the response patterns of artery/vein under the same

stimulus, we labeled six distinct levels of vessels in Fig. 5.8a and displayed their

changes of blood flow. The results clearly showed that the response patterns of

arteries and veins in the somatosensory cortex were totally different: vein 1 (V-1,

�140 mm in diameter) almost remained unaffected, and arteriole 1 (A-1, �35 mm
in diameter) responded slowly; arteriole 2 (A-2, �35 mm in diameter) peaked at

3.5 � 0.5 s after the onset of stimulation and then reached the steady-state plateau,

and vein 2 (V-2, �70 mm in diameter) presented a delay and mild response;

blood flow in the capillaries (A-3 and V-3, �10 mm in diameter) surged readily

and increased significantly. We also measured the changes in arteries and

veins with different diameters, and the results are shown in Fig. 5.10. The statistical

results exhibited that arterioles (A-II, �35 mm in diameter) dilated abruptly

(p < 0.05) but arteriole 1 (A-I) did not change and dilated slightly at 5–6 s after

the end of stimulation (p < 0.05). No alterations in vein with diameter of >70 mm
were observed during sciatic nerve stimulation (p > 0.05). We found that the blood

flow in capillaries in hindlimb sensory cortex was firstly activated to increase at

(0.5 � 0.2) s; then arterioles with diameter of >70 mm began to respond at
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(2.5 � 0.5) s, dilated up to maximum at (3.5 � 0.5) s and came back to the

prestimulus level; and finally the activation propagated to the entire scope of

somatosensory cortex. Blood flow in arteriole 1 did not increase until after 5–6 s

end of stimulation since it was situated farther from the hindlimb cortex. The

activation pattern of cerebral blood flow is discrete in spatial distribution and highly

localized in the evoked cortex with the temporal evolution. This is consistent with the

hypothesis of Roy and Sherrington and the conclusions drawn by other research

groups [32–34, 38].

5.4.1.3 Discussion
The present study is influenced by various kinds of experimental conditions due to

the complicacy of biological experiments. The first factor is stimulation parameters

that should reach the threshold of response, and not affect systemic blood pressure

and evoke the maximal magnitude of vascular response. The optimal parameters

(350 mV, 0.5 ms, and 5 Hz) were adopted in our experiments. The second is

anesthesia condition of animals. It was proved by the former investigations that

chloralose-urethane is most suitable for the study on neurovascular coupling since it

induces minimal cardiovascular effects [34, 38]. In order to minimize spontaneous

oscillations (also known as “vasomotion”), it is important to maintain an adequate

anesthesia and keep blood pressure above 80 mmHg. Anesthesia would exert direct

influence on the animals’ respiration and probably cause CBF fluctuating in nearly

synchrony with the respiratory cycle. Third, tissue pH and blood composition

also influence regional CBF. Acids and bases cause cerebral vasodilation and

vasoconstriction, respectively. When functional activity in blood-perfused tissue is

activated, the rate of energy metabolism is increased and the gas tension of CO2 is

elevated to cause cerebral vasodilation and increase local CBF. Electrical

stimulation of unilateral sciatic nerve is a classical biological model that was used

to probe effects of increased functional activity in somatosensory cortex [32, 38, 39].
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values of prestimulus) [30]

5 Laser Speckle Imaging of Cerebral Blood Flow 183



In our experiments, several physiological parameters (including body tempera-

ture, femoral blood pressure, pO2, pCO2, and pH) were monitored for keeping

a normal physiological status during the experiment. This improved the reliability

and reproducibility of our results.

Until now, the response of evoked CBF to somatosensory stimulation in rats has

been studied using some techniques such as laser-Doppler flowmetry (LDF) [32]

and functional magnetic resonance imaging (fMRI) [33] under laboratory or clin-

ical conditions. However, these conventional methods have their own limitations,

like lower temporal/spatial resolutions in fMRI, or radioactive effects in positron

emission tomography (PET), or limited information from isolated points in LDF. It

is difficult to understand comprehensively behaviors of CBF during brain func-

tional activity. It is almost certain that the dynamic regulation of the cerebral

circulation is not mediated by a single exclusive mechanism but is achieved by

numerous factors acting in concert. Most of the effects of these neural vasomotor

pathways were observed in pial arteries and might not apply to the small paren-

chymal resistance vessels that regulate the blood flow, which is also known as the

“spatial heterogeneity of microcirculation” [31]. The sample tissue volume of

conventional LDF technique is approximately 1 mm3 [32, 34, 40], which exerted

great limitations on its application [41].

5.4.2 Speckle Imaging of CBF Dynamics under the Effect of
a Hyper-Osmotic Chemical Agent

Optical clearing of tissue technique alters the optical properties of normally turbid

tissues, offeringmany potential advantages in laser surgery and phototherapy [42–44].

The idea is that by reducing the scattering effect of the tissue by means of physical or

chemical manipulation, among which are compression, coagulation, dehydration, and

immersion into osmotically active chemical agents [45–47], imaging and surgical

techniques can probe deeper into the tissue than is normally possible. This effectively

opens a window into the tissue for more effective treatment, aiding diagnosis of

deeper-lying tumors, for example.

In the application of light-based cerebral surgery and diagnostics, one of the

problems deals with transport of the laser beam through the dura mater tissue. As

dura mater, a typical fibrous tissue, is turbid due to the random scattering within

tissue caused by variations in refractive index, depth penetration of optical methods

is limited [43, 44]. Through application of hyper-osmotic chemical agents, the

scattering effect of tissue can be temporarily modified, which is demonstrated in

many studies [48, 49], and imaging modalities would benefit from an increased

penetration depth [50, 51]. As tissue clearing is a reversible process, usually after

a short time, interstitial liquid is reabsorbed into the tissue and the scattering returns

to normal, the clearing effects and period of time of the chemical agents action

are the focuses in these studies. The influence of chemical agents on tissue

normal physiological function is investigated rarely. In the present chapter, optical
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properties of in vitro and in vivo rabbit dura mater with the application of a hyper-

osmotic chemical agent, glycerol, were measured, and the influence of epidurally

applied hyper-osmotic glycerol on in vivo resting cerebral blood flow (CBF) was

investigated by laser speckle imaging method based on our previous studies [30,

52–54].

5.4.2.1 Materials and Methods: Animal Preparation
Healthy rabbits, weighting 4–5 kg, were used for the experiments. Before

the experiments, the animals were housed in individual cages in a specialized

animal department where they were allowed free access to food and water.

The experimental design has been approved by the local ethics committee. Rabbits

were narcotized by 20 % urethane (0.5 mL/kg). Animals were divided into three

groups for in vitro transmittance spectra, in vivo reflectance spectra and in vivo

CBF measurement separately. In in vitro experiments, dura mater was removed

from anesthetic rabbits. In in vivo experiments, rabbits were fixed on a stereotaxic

apparatus. Body temperature was kept constant at 37 �C with a thermostablizing

stage during experiments. The left femoral artery was cannulated for continuous

blood pressure monitoring. Animals were ventilated and breathed room air

supplemented with oxygen. The skull was removed and intact dura mater was

exposed. The reflectance spectra were measured to investigate the optical clearing

effect of glycerol on in vivo rabbit dura mater. The photographs were taken by

digital video camera (Panasonic, Japan) in above two cases. To study the influence

of glycerol to in vivo CBF, a small area of dura mater was removed. Warm

dehydration glycerol was administrated near the exposed area. CBF in the exposed

area was monitoring by laser speckle imaging method.

Transmission and Diffuse Reflectance Measurements
Optical property measurements were performed on in vitro and in vivo samples of

rabbit dura mater with a computer-controlled PC1000 spectrometer (Fiber Optic

Spectrometer, Ocean Optics Inc., U.S.A.) of scanning wavelengths of

370–2,000 nm. Native dura mater, which had not been treated with any chemical

agents, and samples immersed in dehydration glycerol placed between two glass-

slides were measured separately. Transmission spectra were obtained. To assess the

optical property change of in vivo dura mater under the action of glycerol, glycerol

was directly applied on the intact dura mater of the rabbits and reflectance spectra

were measured.

Speckle Imaging Measurement
The instrument for speckle imaging measurement is shown in Fig. 5.1.

As described above, images were acquired through the easy-control software

(PCO Computer Optics, Germany) at 40 Hz. Conversion of the raw speckle

image to blood flow maps was controlled by our written software that computed

the speckle contrast and correlation time values at each pixel according to the

principle of LSI [18].
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5.4.2.2 Results
Figure 5.11 illustrates the dynamic changes in in vitro dura mater turbidity after

application of glycerol. A resolution target was placed under a dura mater sample.

After the treatment of glycerol for 1 min, the target, which was not visible under the

native dura mater (Fig. 5.11a), was seen through the dura mater specimen

(Fig. 5.11b). Optical property measurement results (Fig. 5.11c) confirmed

the visually observed reduction in scattering. Fig. 5.11c shows the increase in

transmittance within the wavelength range of 400–750 nm as a function of time

the dura mater was soaked in glycerol. The hemoglobin absorption became

much more prominent after application of glycerol due to the blood on the dura

mater (Fig. 5.11b).

In vivo experiment results are demonstrated in Fig. 5.12. Epidurally applying

glycerol changed the turbidity of dura mater. The vasculature under the dura mater

became visible after the treatment of glycerol (Fig. 5.12a, b). The reflectance

decreased as a function of time glycerol action, which proved the visually obser-

vation. In Fig. 5.12c, it was seen that, the dura mater nearly recovered to native

condition after 1 min.

Velocity images of in vivo CBF under the effect of glycerol are shown in

Fig. 5.13. Glycerol was applied around the exposed area. When glycerol diffused

in brain tissue and influenced CBF under the dura mater, CBF in the exposed area

would also change. Figure 5.13 illustrates the spatio-temporal characteristics of

CBF changes under the treatment of glycerol. Under the action of glycerol, blood

flow first decreased while the blood vessels underneath the dura mater became

increasingly visible. Then blood flow increased to near baseline, at the same time

the turbidity of the dura mater returned.

Fig. 5.11 Visual changes in the in vitro turbid rabbit dura mater and the measured optical changes

before and after application of glycerol. (a) Native dura mater placed over the resolution target,

bar ¼ 1 mm. (b) 1-min application of glycerol, bar ¼ 1 mm. (c) Transmittance spectra for native

dura mater measured at application of glycerol for 1, 2, and 10 min
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Figure 5.14 gave the time course of changes in four different vessels, which was

expressed as the ratio of the measured velocity in the conditions of treatment with

glycerol to that of control condition. Vessel 2 was an arteriole. Vessels 1, 3, and 4

were venules. Blood flow in vessel 2 (arteriole) began to decrease after 20-s

application of glycerol, whereas in other vessels (venules) it decreased immediately

after application with glycerol. The blood flow in vessel 1 decreased slower than

that in other vessels, which suggested that blood flow in the arteriole had different

response from that in the venules. Blood flow in all vessels decreased to 70–80 % of

baseline after treatment with glycerol.

5.4.2.3 Discussion
Optical Clearing Effects on In Vitro and In Vivo Dura Mater
After treatment with glycerol, the in vitro dura mater specimen became increasingly

transparent, which lasted for a long period of time. However, in vivo dura mater

became transparent and then recovered to be turbidity within short period of time.

This may be due to different interactions between tissue and the agent under in vitro

and in vivo conditions.

The optical effect caused by glycerol is a time-dependent process in that it

occurs as a consequence of the transport of chemical agent and water in and out

of the tissue, respectively. The mass transport occurs when experiencing an osmotic

stress. Interstitial water travels from areas of high water potential and a lower

osmotic potential to a lower water potential and higher osmotic potential.
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Fig. 5.12 Visual changes and the measured optical changes for in vivo rabbit dura mater before

and after treatment with glycerol epidurally. (a) Native in vivo turbid dura mater, bar ¼ 1 mm. (b)
Fifty-second application of glycerol, bar ¼ 1 mm. (c) Reflectance spectra for native dura mater,

application of glycerol epidurally for 10, 20, 30, 40, 50, and 70 s
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Fig. 5.13 Blood–flow images following the epidurally applied glycerol around the exposed area

of in vivo dura mater. (a) White light picture of the interest area. Four vessels are indicated in (b).
(b–h) Blood flow maps expressed as measured velocity, which is proportional to the blood flow

velocity, during the treatment with glycerol and represented by images at the time-points shown in

Fig. 5.14. (b) Imaged blood flow before the application with glycerol (control). (c) Ten-second
application of glycerol. No obvious change in blood flow was observed. (d) Twenty-second
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This indicates water leaves interstitial (extrafibrillar) spaces in the case of topical

application of a hyper-osmotic agent and leaves the bulk tissue when the agent

surrounds it. Due to the high affinity of glycerol to water and its much higher

viscosity in comparison with water, local tissue dehydration takes place, and

collagen fibrils may become more closely packed. This will reduce multiple

scattering if the packed fibers act as a single scatterer. In in vivo studies at the

point when equilibrium is reached, water will begin reentering the extrafibrillar

space over the treated area, while glycerol is washed out. The change in optical

properties of tissue with variations in fiber and/or cell size, refractive index

mismatch between the extrafibrillar or extracellular and intrafibrillar or intracellular

spaces, and fibrillar and/or cellular volume fraction are still under investigation

[45–48, 55]. In spite of the high viscosity of glycerol, it cannot be assumed that in

the in vivo setup it only acts on dura mater tissue as a dehydration agent. Diffusion into

brain tissue has to be considered. In addition, glycerol was applied epidurally at high

concentrations due to no protection in its surface and a high tension in the present

study, not like studies [50] using glycerol to reduce scattering in skin, in which glycerol

�

Fig. 5.13 (continued) application of glycerol. Blood flow began to decrease. (e) Thirty-second
application of glycerol. The blood vessels underneath dura mater began to be clear. (f) Forty-
second application of glycerol. Blood flow decreased and the transparency of surrounding dura

mater increased. (g) Fifty-second application of glycerol. More blood vessels could be seen

through dura mater and the blood flow decreased significantly. (h) Seventy-second application

of glycerol. Blood flow increased and dura mater became turbid again. Bar ¼ 1 mm

Fig. 5.14 Time course of change in relative blood flow in vessel 1, 2, 3, and 4, which are

indicated in Fig. 5.13b, before and after the application of glycerol epidurally. After 20 s, the blood

flow in vessel 2 (arteriole) began to decrease, while blood flow in other vessels (venules) decreased

immediately after application with glycerol. Decreases of blood flow in these vessels were

20–30 % of baseline. (b–h) denote the time points of corresponding images in Fig. 5.13b–h
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required subdermal injection because the penetration of glycerol through the epidermis

was quite limited due to the protective (cellular) nature of the stratum corneum.

Influence of Glycerol to Resting CBF
In our study, glycerol was applied on the dura mater surface around the exposed

area. When it diffused into brain tissue and influenced the CBF, the blood flow of

exposed area also changed. LSI was a noninvasive full-field optical imaging

method for the measurement of blood flow, which provided high-resolution maps

of spatial and temporal evolution of CBF changes. The dynamic change of CBF in

the exposed area monitored by LSI reflected the effect of glycerol. From our results

(Fig. 5.13), the CBF perfusion decreased as the transparency of dura mater

increased, which was also proved by the in vivo optical measurement (Fig. 5.12).

The increase of tissue transmittance may be due to the index matching between

the ground substance and the collagen fibrils, caused mostly by tissue

dehydration induced by glycerol [50]. The release of neurotransmitters or

vasoactive substances during glycerol application [56], although glycerol is

biologically inert and is widely used in cosmetics and medicine [57, 58], may

affect CBF. The mechanism of glycerol’s influence on in vivo CBF requires

further research.

LSI
LSI is a noninvasive full-field optical imaging method with high spatial and temporal

resolution, which was found to be a convenient technique in measuring the dynamic

of CBF [23, 24]. As with other optical imaging methods, LSI can only provide the

velocity information on the surface of the turbid tissues due to the high scattering

properties of the light in the biological tissue. In brain studies, as dura mater on the

surface of the brain cortex is a typical fibrous tissue and turbid for the light between

visible and NIR spectra range, which limits the depth penetration of optical methods,

it is usually removed [59, 60]. This destroys the normal physiological condition of

CBF and creates the need for a complex method to maintain normal encephalic

pressure. Our study can be viewed as an attempt to find a suitable agent to improve

optical properties while measuring cerebral blood flow in vivo.

Existing studies showed that the technique of reduced tissue scattering by optical

clearing agents can be of benefit to a number of optical diagnostic or therapeutic

applications. For example, the potential of the method to enhance penetration

depth in imaging had been shown for the specific case of OCT, which demonstrated

that the glycerol reduced excessive scattering in the tissue enough to image

an underlying area that was previously not visible [50]. This method was also

used to study the effects of transient tissue scattering on the remitted fluorescence

emission intensity from a target placed under a tissue sample. The detected

fluorescent signal was found to increase as the scattering in tissue samples

was substantially reduced. Although the increase was different between different

chemical agents, it was not statistically different between in vivo skin and

in vitro skin [51]. In our study, the LSI method was used to image the

regional blood flow. After application with glycerol, the blood flow in blood vessels
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underneath in vivo dura mater became clearly visible, which suggested that the light

penetration increased. The optical immersion technique could increase the

light penetration of LSI. However, administration with glycerol decreased

20–30 % of control cerebral blood flow at the same time. This indicated

that glycerol was not suitable for our purposes. In our experiment, as glucose

(40 %) and mannitol (156 mg/mL) solutions have no significant clearing effect

by epidural application on in vivo dura mater (data not shown), only glycerol’s

effect was studied in the present chapter.

5.4.3 Acute Hyperglycemia Compromises Cerebral Blood Flow
Following Cortical Spreading Depression in Rats Monitored
by Laser Speckle Imaging

Hyperglycemia and cortical spreading depression (CSD) can worsen the outcome

of ischemic stroke and also influence cerebral blood flow (CBF) [61–63]. It is

demonstrated that acute or chronic hyperglycemia can lead to the decrease in CBF

in animals in the previous studies [62]. Hyperglycemia might have a long-term

effect on CBF, especially under the condition of cerebral ischemia. There is also

evidence that CSD plays an important role in ischemic stroke, and it has been

commonly believed that CSD increases the ischemic volume and aggravates ische-

mic injury [63]. Therefore, perhaps both hyperglycemia and CSD have a prolonged

cooperative effect on CBF in ischemic stroke. In this application, laser speckle

imaging is used to investigate the long-term effect of acute hyperglycemia and the

additional effect of CSD during acute hyperglycemia on CBF for different vascular

compartments in an acute rat hyperglycemic model.

5.4.3.1 Materials and Methods
Intraperitoneal anesthesia was implemented with a mixture of a-chloralose (50 mg/kg)

with urethane (600 mg/kg) in adult male Sprague–Dawley rats (200–300 g). The body

temperature of the rats was kept constant at 37.0 � 0.5 �C. A 6.0 � 8.0 mm cranial

window with intact dura was produced by removing the skull bone overlying

the parietal cortex. In order to induce CSD by electrical stimulation, a burr hole

(2 mm diameter) was drilled in the ipsilateral frontal bone. Acute hyperglycemia in

rats (n ¼ 10, n is the number of the rats) was produced by giving a 50 % solution of

D-glucose in water at 15 mL/kg intraperitoneally. The same volume of normal saline

was given by intraperitoneal injection to the control rats (n ¼ 10).

The administration of agents (50 % D-glucose or saline) was performed immedi-

ately after the acquisition of baseline imaging of laser speckle. Laser speckle imaging

was repeated at 30-min intervals after the administration of agents. Ninety consecu-

tive raw speckle images were acquired for each measurement (20 ms exposure time).

The whole observation period was 180 min. Speckle contrast images were acquired

by analyzing the raw speckle images using the method of laser speckle temporal

contrast analysis that will be described later in this chapter. Relative changes in CBF

at each time in a region were calculated as a percentage of the baseline.
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In five rats of each group, CSD was initiated by intracortical electrical stimula-

tion (5 mA, 1-s duration, 1 pulse). Optical reflectance and direct current potential

were simultaneously recorded to characterize CSD waves, as mentioned in Ref.

[41]. At the start, just before the injection of glucose or saline (0 min), a laser

speckle image was obtained and then the first CSD was immediately induced. CSD

waves were again induced immediately after laser speckle imaging at 30, 60, 90,

120, and 150 min after experimental intervention.

For data analysis, different vascular compartments were manually chosen by

selecting subregions of the blood velocity image. These vascular compartments

are arterioles, capillaries, and venules, respectively. Three subregions of the

image were selected for each of the three vascular compartments. Relative

change in CBF at each time in a subregion was expressed as percent

change from its baseline. The same process as that reported here was done

in each experiment (including five rats). Statistical analysis was then performed

on this dataset, consisting of 15 samples for each vascular compartment at

each time point. The relative changes in CBF at each of the three vascular

compartments were obtained by averaging over 15 samples, yielding three curves

for the time courses of relative changes in CBF for the three vascular

compartments.

5.4.3.2 Results
Effect of Acute Hyperglycemia on CBF in Normal Rat Cortex
Figure 5.15a, b illustrate the status of CBF before and after the administration of

agents (saline or D-glucose) in a representative subject. The redder the region in the

pseudo color image, the higher the blood flow is in this region. This shows that the

CBF in the rat with acute hyperglycemia exhibited a distinct increase, peaking

about 90–120 min after glucose injection, and finally recovered toward the baseline

level (Fig. 5.15b).

The time courses of the relative changes in CBF for three vascular compart-

ments (as drawn in Fig. 5.15a – 0 min or Fig. 5.15b – 0 min] are shown in

Fig. 5.15c and Fig. 5.15d, correspondingly. These curves in Fig. 5.15c show

that the relative changes in CBF after saline administration at different vascular

compartments had slight fluctuation over 180-min periods, ranging from 88 % to

108 % baseline value. Generally, it is believed that normal CBF levels always

vary from 80 % to 120 % baseline. However, the relative changes of CBF during

acute hyperglycemia had a significant difference among the various vascular

compartments as shown by Fig. 5.15d. First, the relative changes of CBF at the

arteriole and parenchyma showed significant increase, but the amplitudes of the

arterial response were larger than that of parenchyma. Second, the relative

changes of CBF in the arteriole rose from 30 min (111 % baseline), peaking at

150 min (183 % baseline value). Increases in CBF at the parenchyma began

at 60 min (108 % baseline value), peaking at 120 min (162 % baseline value)

after the glucose injection. Whereas there is no significant changes in CBF at

the venule, the relative changes of CBF varied from 89 % to 108 % baseline

value (Fig. 5.15d).
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Effect of Acute Hyperglycemia on CBF Following CSD in Rat Cortex
The length of time for a wave to first appear in the imaged cortex was usually

�2 min after delivering electrical stimulation into the frontal cortex. CBF 30 min

after each CSDwave was also monitored using laser speckle imaging. Figure 5.16a, b

illustrate spatial and temporal changes in CBF following each CSD in the rats of

the control group and the hyperglycemia group, respectively. Two series of blood

flow images in Fig. 5.16a, b were acquired at a 30-min interval. In the control group,

CBF following each CSD was usually close to the baseline level during the exper-

iment, as shown in Fig. 5.16a; however, CBF following each CSD in the hypergly-

cemia rats had a stepwise reduction within 180 min after glucose injection

(Fig. 5.16b).

Figure 5.16c, d show the time courses of the saline (glucose) induced changes in

CBF following CSD for all vascular components, as the same as that illustrated in

Fig. 5.15c, d. From Fig. 5.16c, we obtained that the relative changes of CBF in the

three vascular compartments (parenchyma, arteriole, and venule), respectively,

were 100–124 %, 96–124 %, and 95–108 % of the baseline value, which were all

close to the baseline level. There were no significant differences between them.

The relative changes of CBF following each CSD gradually fell off in the

vascular compartments during acute hyperglycemia. These decreases in CBF for

all compartments first appeared at 30 min after glucose administration and reached

their minimums at 150 min. The minimums of relative changes were, respectively,

49 %, 56 %, and 60 % of the baseline value (Fig. 5.16d). There were not significant

differences in relative changes of CBF among the various vascular compartments.

5.4.3.3 Conclusion
In this application, laser speckle imaging is utilized to study influences of acute

hyperglycemia on CBF at the level of individual vascular compartments for 3 h in

normal rats and those with CSD. It is shown that there are extensive increases of

CBF at the arteriole and parenchyma over the normal rat cortex during acute

hyperglycemia, whereas there is no significant change in CBF at the venule.

Moreover, at all vascular compartments, after the glucose administration there is

a stepwise reduction of CBF following CSD, but after saline injection CBF follow-

ing CSD is close to the baseline. These results indicate that acute hyperglycemia

could aggravate the severity of decrease in CBF following CSD, suggesting possi-

ble mechanisms by which hyperglycemia exacerbates cerebral damage after ische-

mic stroke.

5.4.4 Speckle-Correlation Analysis of the Microcapillary Blood
Circulation in Nail Bed

Many diseases are accompanied by functional and morphological changes in the

microcirculation, such as cardiovascular complications, atherosclerosis, and diabe-

tes mellitus [64]. Therefore, it is of great significance to investigate the mechanisms

of the microcirculation for clinical diagnosis. The study of the microcirculation
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system can be performed using morphological and functional analytical methods.

The morphological microcirculation studies, which were performed in most cases

by the biopsy method, reflect the microcirculation state only at some specific point

and cannot reflect dynamic processes. Some methods have made it possible to study

the dynamic processes of microcirculation, such as laser Doppler flowmetry [65,

66], capillaroscopy [67, 68], intravital microscopy [69], optical coherent tomogra-

phy [70], magneto-resonance tomography [71], radioisotope arteriography, and so

on. However, there are more or less limitations when using these methods to study

microcirculation. Here, an application of laser speckle imaging is presented using

the speckle-contrast method to monitor the hemodynamics of blood in nail bed

capillaries. This application may possibly be used to reveal irregularities of the

pathological process caused by diabetes and to control treatment.

5.4.4.1 Method
The architecture of a full-field speckle-correlation capillaroscope for monitoring of

microhemodynamic variations in nail bed is illustrated in Fig. 5.17. The coherent

light source was a single-mode helium-neon GN-5P laser. An LOMO microlens

(20�, NA ¼ 0.40) was used to expand the laser beam. Speckle-modulated images

of the area analyzed were recorded by a Basler A602f monochromatic CMOS

camera (656 � 491 pixels in the matrix, pixel size 9.9 � 9.9 mm, 8 bit pixel�1),

equipped with an LOMO objective with a focal distance f ¼ 30 mm. A Labview

program is specially written for collecting the raw image data captured by the

camera. Data was detected with a frame frequency of 40 Hz in the subframe regime

with a window size of 1 � 5 pixels and frame exposure time of 20 ms. Fig. 5.18

shows as an example the full-frame images of recorded speckle structures for

a human nail bed under the conditions of short-term hemodynamics suppression

and at normal blood circulation.

When processing the speckle-modulated images of an area of internal-organ

surface the contrast Vk ¼ sIk Ik
�

is calculated, where k is the frame number in the

Fig. 5.17 Experimental

setup: (1) helium–neon

GN-5P laser, (2) beam
expander, (3) camera

objective, (4) Basler A602f
CMOS camera, (5) computer,

and (6) object [64]
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sequence of speckle-modulated images, Ik is the frame-averaged intensity, and sIk
is the rms value of the fluctuation component of pixel intensity. Furthermore, the

average velocity can be deduced by the relation of the contrast and the normalized

time correlation function of intensity fluctuation, which is explained in the principal

section above in detail.

The experiment was carried out in the fourth finger of the left hand of

five volunteers without diseases of the cardiovascular system at normal blood

circulation and under partial blockage. Blood circulation was blocked by

crossclamping the main arteries with an elastic cuff of a Medica CS-105 tonometer.

The microcirculation was decreased by the blood circulation blockade. After the

blockade, reactive postocclusive hyperemia appears at once; under normal condi-

tions it shows an increase in blood circulation to a level exceeding the initial one.

The morphological changes in capillaries under partial blockage were also

monitored using a computer capillaroscope that is equipped with a Basler A602f

monochromatic CMOS camera and a LOMO microlens (8� NA ¼ 0.20). To

reduce the effect of light scattering in cellular structures and biological tissues, an

antireflection agent was used to create optical blooming. Figure 5.19 shows images

of a nail bed area with capillaries before and after depositing an antireflection agent.

5.4.4.2 Speckle-Correlation Analysis of the Capillary Blood Circulation
in Nail Bed

According to the microscopy data, the diameter of visible capillary before and after

the blood circulation blockade was, respectively, 7.5 and 11 mm, which indicated

a partial decrease in the microcirculation level in the tissue. As shown in Fig. 5.20,

there are three steady-state hysiological regimes. During the first 10 s of the blood

circulation blockade (the first physiological regime), the contrast corresponded

to a level of 0.6; then postocclusive hyperemia develops during the next 10 s

Fig. 5.18 Full-frame images of recorded speckle-structures (a) under the conditions of short-term
suppression of hemodynamics and (b) at normal blood circulation [64]
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(the second physiological regime), with a decrease in contrast to 0.38; and, finally,

the microcirculation restored to the initial level with a slight increase in contrast to

0.42. In addition, using an antireflection agent could bring a higher accuracy and

sensitivity for the microscopic measurements without affecting the ratio of the

obtained values of the speckle-image contrast before and after the blood circulation

blockade.

5.4.4.3 Conclusion
In this application, the efficiency is demonstrated of monitoring the microhemo-

dynamics of nail bed capillaries using full-field speckle correlometry. This method

is likely to be used in clinical practice for monitoring of microhemodynamics in

diabetes and other diseases that affect microcirculation for diagnostics and moni-

toring therapy performed.

Fig. 5.19 Images of a nail bed area with capillaries (a) before and (b) after depositing an

antireflection agent [64]
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Fig. 5.20 Time dependence

of the contrast of averaged

dynamic speckle fields [64]
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5.5 Modified Laser Speckle Imaging Method with Improved
Spatial Resolution

As described above, laser speckle imaging (LSI) was based on the first-order spatial

statistics of time-integrated speckle [72]. The main disadvantage of LASCA is the

loss of resolution caused by the need to average over a block of pixels to produce

the spatial statistics used in the analysis, although it actually has higher resolution

than other techniques such as scanning laser Doppler. In this chapter, we presented

a modified laser speckle imaging (LSI) method utilizing the temporal statistics of

the time-integrated speckle based on our previous studies [52, 53, 73]. First a model

experiment was designed to validate this method, and then imaging of the rat

cerebral blood flow distribution was performed. Also, the influences of temperature

to the rat cerebral blood flow (CBF) were investigated by this method compared

with LSI.

5.5.1 Materials and Methods

5.5.1.1 Model Experiment
A porcelain plane, which was pushed by a stepping motor (SC3, Sinoptek, China),

moved with velocity that ranged from 0.018 to 2.3 mm/s. The laser beam illumi-

nated evenly on the surface of the plane and the imaged area was about

2.46 � 3.28 mm2. Three measurements were performed under each velocity

condition.

5.5.1.2 In Vivo CBF Measurement
The experiment was performed on Sprague–Dawley rats (350–450 g), which were

anesthetized with a-chloralose and urethane (50 and 600 mg/kg, respectively). The

right femoral artery was cannulated for measurement of mean arterial blood

pressure (Pclab Instruments, China) and blood sampling. A tracheotomy was

executed to enable mechanical ventilation with a mixture of air and oxygen

(20 % O2, 80 % N2, TKR-200C, China). Periodically, blood gases analysis was

performed to ensure that normoxia was maintained at normal physiological levels

(pO2, pCO2 and pH) (JBP-607, Dissolved Oxygen Analyzer, China). The animals

were mounted in a stereotaxic frame, and rectal temperature was maintained at

37.0 � 0.5 �C with a thermostatic heating blanket. The skull was thinned to

translucency using a dental drill under constant cooling with saline. Following

surgical preparation, the animals were left for at least 30 min before the experiment

began. In all animals, the physiologic parameters were kept within normal range

throughout the experiments. The temperature of the rat cortex was changed locally

by constant application of warm saline solution to the cortex for 10 min under each

temperature condition: 35 �C, 45 �C, and 50 �C. The raw speckle images were

acquired first under control condition (38 �C) and then under other temperatures to

obtain the CBF map.
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5.5.1.3 Speckle Imaging Processing
Laser speckle is an interference pattern produced by the light reflected or scattered

from different parts of the illuminated rough (i.e., nonspecular) surface. When the

area illuminated by laser light is imaged onto a camera, a granular or speckle

pattern is produced. If the scattered particles are moving, a time-varying speckle

pattern is generated at each pixel in the image. The intensity variations of this

pattern contains information of the scattered particles.

Analysis of LASCA (Laser Speckle Contrast Analysis)
In the current version of LSI [18], to quantify the blurring of the speckles, the local

speckle contrast was defined as the ratio of the standard deviation to the mean

intensity in a small region of the image:

k ¼ ss
< I>

: (5.9)

Here, k, ss, and <I> represent speckle contrast, the standard deviation, and the

mean value of light intensity, respectively. This method uses the spatial intensity

variations in the speckle pattern to obtain the relative blood flow map. In practice,

a 5 � 5 or 7 � 7 region of pixels is used: lower numbers reduce the validity of the

statistics, whereas higher numbers limit the spatial resolution of the technique. In

this section, squares of 5 � 5 pixels were used. The software computes the speckle

contrast k for any given square and assigns this value to the central pixel of the

square. The process is then repeated for 5 � 5 squares centered on each pixel in

turn. This results in a smoothing of the contrast map, but the spatial resolution is lost

for the averaging over a block of pixels.

Theory and Analysis of Modified LSI
The first-order temporal statistics of time-integrated speckle patterns can be used to

provide velocity information, and are described in detail in Ref. [74]. In the

previous research woks, only the velocity of a single point area (a single speckle

size in the detected plane) is measured by this method.

Nt ¼ < I2> � < I>2

< I>2
; (5.10)

where <I> and <I2> are the mean and square-mean values of time-integrated

speckle intensity variations during the time interval t, Nt is inversely proportional to

the velocity of scattering particles [74].

Here we utilized the first-order temporal statistics of time-integrated speckle to

obtain the 2-D blood flow distribution. Each pixel in the speckle image can be

viewed as the single point area in the previous study. Then the signal processing

consists of calculation of the temporal statistics of the intensity of each pixel in

the image:
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Ni;j ¼ ½< I2i;j;t>t� < Ii;j;t>
2
t � < Ii;j;t>

2
t

�
i ¼ 1	 480; j ¼ 1	 640; t ¼ 1	 m; (5.11)

where Ii,j,t is the instantaneous intensity of the i- and j-th pixels at the t-th frame of

raw speckle images, and <Ii,j,t>t is the average intensity of the i- and j-th pixels

over the consecutive m frames. Ni,j is inversely proportional to the velocity of

scattering particles. The value Ni,j of each pixel in the consecutive m frames (Ii,j,t) of
raw speckle pattern is computed according to (5.11). The process is then repeated

for the next group of m frames. The results are given as 2-D grayscale (65,536

shades) or false-color (65,536 colors) coded maps that describe the spatial variation

of the velocity distribution in the area examined.

5.5.2 Results and Discussion

5.5.2.1 Validation of the Modified LSI Method
In the model experiment, the N values of the center pixel of the interest area

under the conditions of different velocities were computed according to (5.11).

Figure 5.21 shows the value of the reciprocal of N(1/N) computed from different

number of frames (m) of consecutive images under different velocity conditions (V).
The correlation value (R2) between V and 1/N are given in Fig. 5.22. It is obvious

to see that the correlation value (R2) increased withm. When m is larger than 15, the

high correlation (R2 ¼ 0.96) is obtained. This can be explained because, for small

number of integrated speckles, the experimental results of the probability density

function are slightly different from the theoretical ones (gamma distribution),

which may be due to the statistical uncertainty associated with the experiments

[74], and therefore the linearity is only for highm. The linearity is not as good as that
of LDPI, for (5.11) is obtained under an ideal condition of fully developed speckle

pattern [17, 74], and actual experiment conditions are usually contiguous to the

ideal one, which does not influence much in measuring the relative velocity change.
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1Fig. 5.21 The value of 1/N
under different velocity (V)
conditions calculated through

different frames. The solid

line was a least squares fit

between 1/N and V when m
equaled 25 [72]
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In Fig. 5.22, the high 1/N values obtained for the lower m may be due to that for

small number of integrated speckles, the fluctuation of the moving porcelain plane

becomes significant and its effect cannot be neglected [74], i.e., for lower m, the
value of [<I2> � <I>2]1/2/<I> (between 0 and 1, reflecting the fluctuation)

would be larger and N would be smaller, and thus the corresponding 1/N value

became larger. To insure the temporal resolution, we could choosem larger than 15.

Assuming ergodicity, the principle of modified LSI method was similar to that of

LASCA. In theory, to obtain the same the signal-to-noise ratio (SNR) as LASCA,

25 temporal samplings used, i.e., m equaled 25. In the present section, we would

compare the blood flow map obtained when m equaled 25 with that obtained by

LASCA. The least squares fit between V and 1/N is displayed when m equaled 25

(Fig. 5.22), which suggests that the change of 1/N value could be used to reflect the

velocity change of scatterers effectively in the illuminated area. The same problem

of it being difficult to measure the absolute velocity of scatterers from the time-

integrated speckle pattern was met, which was the problem shared with all

time-varying speckle techniques, as well as with laser Doppler [18, 24, 75].

As stated in previous studies of image speckle [75, 76], each point in image

plane is the superposed result of the points near the corresponding point in object

plane, i.e., the size of single speckle is approximately equal to the size of a single

pixel in the image acquired by CCD and the captured images from different

speckles do not interact with others, which was different from that in case of

laser Doppler. Each 1/Ni,j value reflected the velocity change of one pixel (i, j) in
imaged area. If velocities of the imaged plane were diversiform, just like the

inhomogeneities in CBF model, the N value of each pixel would be different,

forming the velocity map of CBF. We chose a moving porcelain plane as the

model for the convenience of controlling the speed by computer. Of course,

a tube model using a layer of static scatter above with different velocities and

concentrations of Intralipid (or blood) would be better than this model for its

similarity to a real CBF model.

Further research is needed to clarify the relationship between the signal and the

velocity and concentration by a tube model.
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5.5.2.2 CBF Maps Obtained by Modified LSI
The white light image of the vasculature is shown in Fig. 5.23a. By illuminating the

expanded laser beam on the interest areas (2.46 � 3.28 mm2), the raw speckle

images were captured. The CBF maps obtained by the modified LSI method are

represented in Fig. 5.23b–e, which are the blood flowmaps obtained by 5, 8, 15, and

25 frames (m), respectively. It is easy to see that as m increases, the signal-to-noise

ratio (SNR) of blood flow map increases.

900

a d

e

f

b

c

800

800

600

500

400

300

4

3

2

1

0

4

3

2

1

0

x 10−4

x 10−4

4

3

2

1

0

0.1

0.08

0.06

0.04

0.02

0

x 10−4

4

3

2

1

0

x 10−4

Fig. 5.23 The blood flow maps obtained by the methods of modified LSI and LASCA under

control condition. (a) Vascular image of the interest area of rat brain under control condition.

(b–e) – The blood flow maps obtained by the modified method when m chosen as 5, 8, 15, and 25,

respectively (gray bar indicated as N value on the right side of the picture). (f) The blood flow map

obtained by LASCA (gray bar indicated as k value on the right side of the picture). Bar ¼ 500 mm.

Figure (a) is a white light picture, and (b–e) the scale is 0–4 � 10�4, which is the value of

N. Figure (f) is indicated by value of k, the scale is 0–0.1 [72]
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5.5.2.3 Spatial Resolution of Modified LSI
In the in vivo CBF experiment, the field of view was approximately

2.46 � 3.28 mm2. The size of each raw speckle image was 480 � 640 pixels.

According to the principle of modified LSI, the resolution of the map was 5 mm
(246/480). The resolution of the map obtained by LASCA was effectively reduced

by the use of 5 � 5 squares of pixels from 480 � 640 (pixels) to approximately

96 � 128 (pixel blocks). Hence, the spatial resolution was approximately 25 mm,

which was as low as one-fifth that of the modified LSI in theory. Compared with the

work by Linden et al. [77], in which an enhanced high-resolution laser Doppler

imaging (EHR-LDI) technique intended for visualization of separate microvessels

was evaluated by use of in vitro flow models, the resolution of the modified LSI

is much higher than that of EHR-LDI (about 40 mm). The modified LSI

and LASCA were utilized respectively to measure the CBF under the same

conditions. According to (5.11), the maps of flows represented by N
values under control condition (38 �C) were achieved (Fig. 5.23e, m ¼ 25).

Compared with the map obtained by LSI (Fig. 5.23f), we could see that the spatial

resolution of the modified method was much higher, and more small

blood vessels appeared clearly in the case of modified LSI, although both

methods could well resolve the statically and dynamically scattering regions in

the map of flow.

5.5.2.4 Influence of Temperature on CBF
The CBF distributions of the rats under different temperatures (35 �C, 45 �C, 50 �C)
were examined in this study. The results are illustrated in Fig. 5.24. When

the temperature increased from 35 �C to 50 �C, the map of flow gained by the

modified LSI became darker (Fig. 5.24a–c), indicating N value became smaller,

therefore the blood perfusion increased. In some small blood vessels, indicated

by panes in Fig. 5.24a, the blood perfusion increased obviously. However, these

vessels could not be clearly seen in the map obtained by LSI (Fig. 5.24d–f) due

to the lower spatial resolution, although these two methods showed the same

tendency of the thermal influence to CBF. Hence, in the physiological studies,

the modified LSI could provide more information about small blood vessels. As

in brain studies, brain homeostasis depended on adequate levels of blood flow

to ensure the delivery of nutrients and to facilitate the removal of metabolites

and excess heat, the exchange of material between constituents in the blood

and neurons and glia occurred at the level of individual capillaries [78].

Our modified LSI with improved spatial resolution would be helpful for this

brain research.

5.5.2.5 Temporal Resolution of Modified LSI
The sampling frame of our CCD was 40 Hz. From the principle of modified

LSI method, the temporal resolution was about 0.4–0.6 s (15/40, 25/40), which was

determined by the sampling frequency of CCD camera and the value of m.

204 Q. Luo et al.



As described in above, the temporal resolution of LSI was only determined by the

sampling frequency (1/40 s), which was higher than that of modified LSI. In many

cases of physiological studies, the CBF response was a slow change [21, 78], and

the temporal resolution of second was enough for the measurement. The data

processing time with this method was reduced significantly, which was advanta-

geous to real-time operation.
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Fig. 5.24 The blood flow maps obtained by two methods. (a–c) – The blood flow distributions

obtained by the modified LSI when m equaled 25 under the temperatures of 35 �C, 45 �C and

50 �C, respectively (the indicated as N values). (d–f) – The blood flow distributions obtained by

LASCA under the temperatures of 35 �C, 45 �C 50 �C, respectively (the indicated as k values). The
pane areas in (a) were used to notice the blood perfusion change of small blood vessels under the

thermal influence. Darker areas in the maps obtained by two methods both represented increased

cerebral blood flow. Bar ¼ 500 mm [72]
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5.6 Conclusion

In this chapter, we present a LSI technique, which is a new alternative approach in

measurement of blood flow. Three LSI systems are introduced which are built by

personal computer, DSP, and FPGA respectively. The latter two portable laser

speckle imaging systems that do not compromise processing efficiency are crucial

in clinical diagnosis. This LSI technique develops the spatial statistical character-

istics of time-varying image speckle, extracts the velocity information from speckle

signals within an area of 5 � 5 pixels and obtains the velocity distribution in the

whole region. Its spatial resolution is equal to the area in the image plane

corresponding to 5 � 5 pixels, far better than LDF. LSI is capable of accurately

imaging the cortical blood flow response over an area ranging from a few millime-

ters to a centimeter over time scales of milliseconds to hours. For its higher

temporal and spatial resolution (here 25 ms and 27 mm, respectively), we can

choose small regions-of-interest in two-dimensional maps of blood vessels so as

to analyze the spatial patterns of different vessels response to sciatic nerve stimu-

lation and also show their evolution along the time axis, as can furnish more

information to characterize the regulation mechanism of microcirculation associ-

ated with cerebral functional events. The finding of this study is that spatial

response of CBF is highly localized in cortical anatomic distribution and discretely

coupled to the microvasculature in the targeted cortex. Different levels of arteries,

veins, and capillaries are activated successively with the time varying. Compared

with the former conclusions, we found more elaborated details besides those

accordant results and offered a new proof to the hypothesis proposed by Roy and

Sherrington more than 100 years ago.

As with other optical imaging methods, LSI can only provide the velocity

information on the surface of the turbid tissues due to the high scattering properties

of the light in the biological tissue. The optical immersion method is a technique

using chemical agents to alter the optical properties, established as immersion into

index-matching fluids greatly reduced the amount of specular scattering of

a dispersive system. Our present study tried to combine the optical immersion

and LSI method to obtain deeper CBF information through intake dura mater.

Before this we investigated the chemical agents’ influence on CBF. Here we

demonstrated a hyperosmotic agent of glycerol causing a reduction in scattering

in the dura mater and its influence on in vivo CBF revealed by LSI. Optical property

changes are given for in vitro and in vivo clearing of dura mater. The differences

between the in vivo and in vitro cases indicate that the processes of reduction in

scattering might be different for the two conditions. Clearly, the agent drastically

increased the optical depth of the tissue in the case of LSI. At the same time, it

decreased 20–30 % blood flow of baseline. These suggest that although glycerol is

biocompatible, it does irritate tissue and is not the agent of choice for in vivo

procedures. It is not a suitable agent for in vivo CBF imaging. Further experiments

of the mechanism of the chemical agent’s influence on CBF are required; not only

the optical clearing effects and period of time of the chemical agents action but also
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the influence to tissue normal physiological function are challenges in the optical

clearing technique.

We also utilized laser speckle imaging to study influences of acute hypergly-

cemia on CBF at the level of individual vascular compartments for 3 h in normal

rats and those with CSD. It was shown that there are extensive increases of

CBF at the arteriole and parenchyma over the normal rat cortex during acute

hyperglycemia, whereas there were no significant change in CBF at the venule.

We also found that, at all vascular compartments, after the glucose administration

there was a stepwise reduction of CBF following CSD, but after saline injection

CBF following CSD is close to the baseline. Our results indicate that acute

hyperglycemia could aggravate the severity of decrease in CBF following CSD,

suggesting possible mechanisms by which hyperglycemia exacerbates cerebral

damage after ischemic stroke. In addition, an application is presented for moni-

toring the blood microcirculation in human finger nail bed with an LSI technique.

The problems and prospects of this application under laboratory and clinical

conditions are discussed [64].

To improve the spatial resolution of the current LSI, we proposed a modified

LSI based on the temporal resolution of time-integrated speckle. Compared with

other laser Doppler perfusion imaging (LDPI), this modified LSI method did not

require the moving scanning components, and the spatial resolution was highly

improved to five times of that of LSI thus being able to discriminate the small

blood vessels and providing more spatial information under the same condition.

The temporal resolution of this method was much lower than that of LSI and the

laser Doppler perfusion imaging with a complimentary metal oxide semiconduc-

tor sensor proposed by Serov et al. [79] for the limitation of the frame rate of

a CCD camera. However, this method could be used to measure the relative slow

change of blood flow. By use of a CCD camera with high sampling frame rate,

the temporal resolution would increase. In addition, our system was an easy-to-

use instrument for whole-field blood flow imaging.
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Abstract

The analysis of complex processes in living cells creates a high demand for fast

and label-free methods for online monitoring. Widely used fluorescence

methods require specific labeling and are often restricted to chemically fixated

samples. Thus, methods that offer label-free and minimally invasive detection of

live cell processes and cell state alterations are of particular interest. In combi-

nation with light microscopy, digital holography provides label-free, multi-focus

quantitative phase imaging of living cells. In overview, several methods for

digital holographic microscopy (DHM) are presented. First, different experi-

mental setups for the recording of digital holograms and the modular integration

of DHM into common microscopes are described. Then the numerical

processing of digitally captured holograms is explained. This includes the

description of spatial and temporal phase shifting techniques, spatial filtering
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based reconstruction, holographic autofocusing, and the evaluation of self-

interference holograms. Furthermore, the usage of partial coherent light and

multi-wavelength approaches is discussed. Finally, potentials of digital holo-

graphic microscopy for quantitative cell imaging are illustrated by results from

selected applications. It is shown that DHM can be used for automated tracking

of migrating cells and cell thickness monitoring as well as for refractive index

determination of cells and particles. Moreover, the use of DHM for label-free

analysis in fluidics and micro-injection monitoring is demonstrated. The results

show that DHM is a highly relevant method that allows novel insights in

dynamic cell biology, with applications in cancer research and for drugs and

toxicity testing.

6.1 Introduction

The imaging of living single cells with light microscopy is important for many

research areas in biology and medicine. This includes in particular the ranges of

stem cell, development, and cancer sciences as well as the analysis of infection and

inflammation processes. Here, capabilities for dynamic analysis, for example, to

study the temporal dependency of morphology changes, and the intracellular solute

concentrations, are of particular interest. Microscopic life cell imaging can give

new insights into cell motility, biomechanical properties on the cellular or subcel-

lular level, and the response of cells to drugs and toxins. In order to affect the living

specimen under investigation as little as possible, ideal imaging methods for the

investigation of life cell processes should be minimally invasive. Moreover, quan-

titative measurement data should be provided. On a molecular level, live cell

imaging aspects have been widely addressed by using a variety of fluorescence

microscopy techniques [1, 2]. These methods have been found highly suitable for

3D imaging of subcellular structures like, for example, the cell membrane, proteins

of the cytoskeleton, mitochondria, or vesicles, with a resolution down to several

nanometers (see [3, 4] and references therein). However, although the specificity of

fluorescence signals is high due to a large number of available dyes [5], specific

auto fluorescence mechanisms [6], fluorescence life time imaging (FLIM) [7], and

a wide experience with the techniques, there still remain challenges in the applica-

tion of these methods for live cell imaging. For example, long-term in vitro

investigations and in vivo applications are restricted as many fluorescence dyes

are toxic. The engineering of fluorescent proteins like the green fluorescent protein

(GFP) [8] allow extended investigations of living cells. However, for this purpose

cells have to be (genetically) modified, e.g., by chemical [9] or optical [10]

transfection. Furthermore, in several cases, a low quantum efficiency of, for

instance, the available dyes or the relevant auto fluorescence mechanisms results

in the need for long exposure times or a high light intensity. This limits the temporal

resolution and the application on living specimens. Thus, in the past years other

label-free methods like Optical Coherence Tomography (OCT) [11, 12] and
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Coherent Amplified Raman Spectroscopy (CARS) [13] have been transferred to

life sciences. In addition, to make use of the high accuracy of diffraction and

interferometry-based metrology, the activities of a growing number of research

groups focus on techniques for quantitative phase imaging (QPI). QPI provides

label-free data with low demands on light exposure and high data acquisition rates.

As opposed to the above-mentioned fluorescence techniques, such methods detect

changes of the optical path length (OPL) that are caused by the specimen under

investigation.

This chapter focuses on quantitative phase imaging with digital holographic

microscopy (DHM). Holographic interferometric metrology is well established in

industrial nondestructive testing and quality control [14–16]. In combination with

microscopy, digital holography provides label-free, quantitative phase imaging

[17–22] that is also suitable for modular integration into common research micro-

scopes [23]. In this way, DHM facilitates a combination with other microscopy

techniques like laser scanning microscopy, fluorescence imaging, and optical laser

micromanipulation [24–26]. The reconstruction of digitally captured holograms is

performed numerically. Thus, in comparison with other phase contrast methods

[27, 28], related interferometry-based techniques [29–32], and optical coherence

tomography (OCT) or microscopy (OCM) [33–38], DHM provides quantitative

phase contrast with subsequent numerical focus correction (multi-focus imaging)

from a single recorded hologram.

In an overview, several methods for digital holographic microscopy

are presented. First, different experimental setups for the recording of digital

holograms and the modular integration of DHM into common microscopes are

described. Then, the numerical processing of digitally captured holograms is

explained. This includes the description of spatial and temporal phase shifting

techniques, spatial filtering based reconstruction of the object wave, the evaluation

of self-interference holograms, and holographic autofocusing. Furthermore, the use

of partial coherent light and multi-wavelength approaches in DHM are discussed.

Finally, potentials of DHM for quantitative cell imaging are illustrated by results

from selected applications. It is shown that DHM can be used for automated

tracking of migrating cells and cell thickness monitoring as well as for refractive

index determination of cells and particles. Moreover, the use of the quantitative

holographic phase contrast for label-free flow analysis in fluidics and for

micro-injection monitoring is demonstrated. The results show that DHM

represents a QPI method that is highly relevant to achieve novel insights in

dynamic cell biology, with applications in cancer research and for drugs and

toxicity testing.

6.2 Principles of Digital Holographic Microscopy

In this section, the principle of DHM and the evaluation of digital holograms are

illustrated with focus on the investigation of transparent microscopic specimens

like living cells in transmission mode.
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6.2.1 Experimental Implementation

Digital holographic microscopy is based on the classic holographic principle, the

difference being that the hologram recording is performed with a digital sensor,

e.g., a charge coupled device (CCD) or a complementary metal oxide semiconduc-

tor (CMOS) [39]. First, the design of a free-space Mach-Zehnder measurement

setup for temporal phase shifting and off-axis digital holography is explained.

Then, the fiber optical integration of Mach-Zehnder-based DHM into common

research microscopes is described. Finally, a Michelson interferometer approach

for simplified implementation of DHM by self-interference is presented.

6.2.1.1 Mach-Zehnder Setup for Imaging of Transparent Samples with
Coherent and Partially Coherent Light

Figure 6.1 depicts the principle of a Mach-Zehnder-based digital holographic

microscopy setup [40]. The shown transmission mode setup enables investigations

on transparent samples such as living cell cultures.

The emitted light of a laser (e.g., a frequency doubled Nd:YAG, l ¼ 532 nm) or

a low-coherence light source LCLS (e.g., a light emitting diode (LED) or

a superluminescence diode (SLD)) is spatially filtered (L1, PH), collimated (L),

Fig. 6.1 Mach-Zehnder setup for digital holographic microscopy in transmission mode. LCLS:
low coherence light source; O: object wave; R: reference wave; a: phase gradient between O and

R;M: mirror; BS1, BS2: non-polarizing beam splitter cubes; CL: condenser lens;MO: microscope

lens; CCD: hologram recording device (CCD image sensor); L1, L2: lenses; PM: piezo actuated

mirror; P: Porro prism; LS: motorized linear translation stage; PH: pin-hole aperture (spatial filter);
TL: tube lens; Dz: distance between the hologram plane at z ¼ zH and the image plane at z ¼ zIP;
S: sample; PC: computer [40]
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and divided into an object illumination wave (O) and a reference wave (R). The
intensity ratio between O and R is adjusted by adequately chosen optical density

filters (not shown) or, alternatively, by substituting BS1 by a polarizing beam

splitter cube in combination with two l/2-wave plates. A condenser lens (CL)
provides an optimized illumination of the sample. The reference wave is guided

directly by a beam splitter to the image recording device (typically a charge-

coupled device sensor, CCD), which is applied for the digitization of the holograms

in the hologram plane located at z ¼ zH. Holographic off-axis geometry (see also

Sects. 6.2.2.4–6.2.2.6) is achieved by a phase gradient of the reference wave front

relative to the object wave front, which can be performed by a slight tilt of a mirror

(see angle a in Fig. 6.1) or by the beam splitter BS2. The adjustment of the optical

path length difference for the LCLS can be performed by a Porro prism that

is mounted onto a translation stage. For temporal phase shifting-based digital

holographic reconstruction (see Sect. 6.2.2.3), a calibrated piezo-actuated mirror

(PM) is applied. To enhance the lateral resolution, the object wave is magnified by

a microscope lens (MO). The magnification is chosen in such a way that the

recorded image of the specimen is oversampled by the image recording device

[41]. In this way, the maximum (diffraction-limited) resolution of the optical

imaging system is not decreased by spatial phase shifting-based reconstruction as

described in Sect. 6.2.2.4. The digital holograms are recorded with a digital

image recording device and transferred to a computer (PC). The piezo-actuated

mirror PM and the translation stage are synchronized with the hologram acquisition

by a digital interface.

6.2.1.2 Modular Digital Holographic Microscopy for Live Cell Imaging
In this section, the principle of DHM is illustrated by a modular setup to be used in

combination with commercial research microscopes [23].

The upper panel of Fig. 6.2 depicts the concept of an inverse digital holo-

graphic microscopy system, designed for the integration into common commercial

research microscopes and investigations on transparent specimens such as living

cells [23]. In analogy to the schematic depicted in Fig. 6.1, the light of a laser

(e.g., a frequency-doubled Nd:YAG laser, l ¼ 532 nm with a large coherence

length > 1 m) is divided into object illumination wave (object wave) and reference

wave. For variable light guidance, polarization-maintaining single-mode optical

fibers are applied. The illumination of the sample with coherent laser light is

performed in transmission by coupling the object wave into the microscope’s

condenser. Thus, an optimized (Koehler-like) illumination is achieved. For

imaging, common microscope objectives are utilized. The reference wave is

guided directly to an interferometric unit that is adapted to one of the micro-

scope’s camera ports. Off-axis holography is achieved by a beam splitter that

tilts the reference wave front against the wave front of the object wave. The

interferogram that is formed by the superposition of object wave and reference

wave is recorded by a CCD camera and transferred to an image processing

system for the reconstruction and the evaluation of the digitized holograms.

The lower panel of Fig. 6.2 illustrates modular DHM by an experimental
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setup consisting of an inverted microscope (iMIC, TiLL Photonics GmbH,

Munich, Germany) with an included heating chamber (Solent Scientific Ltd.,

Segensworth, United Kingdom) for live cell imaging that has been modified

for DHM.

Fig. 6.2 Upper panel: schematic of the modular integration of digital holography into an inverted

microscope (Modified from [23]), lower panel: photo of an experimental setup (iMIC, TiLL

Photonics GmbH, Munich, Germany, modified for DHM) with included heating chamber (Solent

Scientific Ltd., Segensworth, United Kingdom) for live cell imaging
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6.2.1.3 Michelson-Interferometer-Based Self-Interference DHM
A drawback of many Mach-Zehnder-interferometer-based quantitative phase

imaging arrangements [17, 19–21, 31, 41] is the requirement for a separate

reference wave, which results in a phase stability decrease and the demand for

a precise adjustment of the intensity ratio between object and reference wave. To

overcome these problems several approaches were reported [31, 42–45]. Here, in

order to avoid a separately generated reference wave, a Michelson interferometer

approach for DHM is presented [46]. The advantage of the this setup is that,

opposed to other self-interference or common path-based approaches, no additional

components like temporal phase shifting devices [31], lenses [43], or customized

reflective surfaces [44] are required. Furthermore, no diffractive optical elements

(DOEs) [47] or spatial light modulators (SLMs) [31, 42] are needed, which may be

expensive or possibly affect the object wave by spatial filtering and thus may

influence the lateral resolution.

Figure 6.3 shows a sketch and a photo of a Michelson interferometer-based

DHM arrangement setup that was attached to an inverted research microscope

Fig. 6.3 Schematic (left) and photo (right) of an experimental setup for Michelson-interferom-

eter-based self-interference DHM. WS: white light source; BS1, BS2: beam splitter cubes; CL:
condenser lens; SM: single mode fiber; S: sample (here: Petri dish with adherent cells); MO:
microscope lens; M1, M2: mirrors; CCD: charge-coupled device sensor; a: tilt angle; PC:
computer; HC: heating chamber for live cell imaging [46]
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(Zeiss Axio Observer A1, Carl Zeiss Micro Imaging GmbH, G€ottingen, Germany)

[46]. The sample is illuminated by a frequency-doubled Nd:YAG laser via a single-

mode optical fiber (SM) by inserting a non-polarizing beam splitter cube (BS1) into
the illumination path of the microscope’s white light source (WS). Behind the

microscope lens (MO) the light is coupled into a Michelson interferometer that has

been attached to the camera side port of the microscope. Mirror M2 was tilted by an

angle a in such a way that an area of the sample that contained no object was

superposed with the image of the specimen to create a suitable spatial carrier fringe

pattern (for illustration see Figs. 6.6 and 6.7 in Sects. 6.2.2.4 and 6.2.2.5) for off-axis

holography. Note that, due to the Michelson interferometer design in areas without

specimen, two wave fronts with nearly identical curvatures are superimposed. This is

even fulfilled for an imaging geometry with two slightly divergent waves that differs

from the collimated arrangement, which is sketched on the left panel of Fig. 6.3 to

simplify the illustration of the measurement principle. The digital holograms are

recorded by a CCD sensor. The numerical calculation of the quantitative DHM phase

contrast images from the resulting self-interference digital holograms can be

performed as described in Sects. 6.2.2.4–6.2.2.6.

6.2.2 Recording and Reconstruction of Digital Holograms

6.2.2.1 Description of the Intensity Distribution in the Hologram Plane
The intensity distribution IH of the interferogram in the hologram plane that is

created with the experimental setups in Figs. 6.1–6.3 by the interference of the

object wave and the reference wave is:

IHðx; y; z0Þ ¼ Oðx; y; zHÞO�ðx; y; zHÞ þ Rðx; y; zHÞR�ðx; y; zHÞ
þ Oðx; y; zHÞR�ðx; y; zHÞ þ Rðx; y; zHÞO�ðx; y; zHÞ

¼ IOðx; y; zHÞ þ IRðx; y; zHÞ
þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IOðx; y; zHÞIRðx; y; zHÞ

p
cosDfHPðx; y; zHÞ

(6.1)

with IO ¼ OO� ¼ Oj j2 and IO ¼ RR� ¼ Rj j2 (* represents the conjugate complex

terms). The parameter DfH x; y; zHð Þ ¼ fRðx; y; zHÞ � fOðx; y; zHÞ is the phase dif-

ference betweenO andR at z ¼ zH. In the presence of a sample in the optical path ofO,
the phase distribution represents the sumfO x; y; zHð Þ ¼ fOH

ðx; y; zHÞ þ D’Sðx; y; zHÞ
with the pure object wave phase fOH

ðx; y; zHÞ and the phase change D’sðx; y; zHÞ that
is effected by the sample. In the following section it is explained how the sample-

induced phase change D’sðx; y; zIPÞ in the image plane z ¼ zIP is retrieved from the

intensity distribution in (6.1).

6.2.2.2 Principles of Object Wave Retrieval and Numerical Propagation
Various methods for the numerical reconstruction of temporal phase shifted and

digital off-axis holograms have been developed (for an overview see, e.g., [22, 39,

48–51]. Here, the numerical reconstruction is performed in two steps. First, the
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complex object wave O is reconstructed in the hologram plane. This can be

performed by temporal or spatial phase shifting methods as well as in the spatial

frequency domain by Fourier transformation-based spatial filtering (see

Sects. 6.2.2.3–6.2.2.6). These three methods provide the retrieval of the object

wave without the disturbing terms “twin image” and “zero order intensity” and

were found highly applicable for quantitative phase imaging in live cell analysis. In

case of the imaging of objects that have been recorded out-of-focus, numerical

refocusing is required. Thus, in an optional subsequent step, O is numerically

propagated to the image plane. This typically is performed by the numerical

implementation of the Fresnel-Huygens principle [39, 52]. Here, the numerical

wave propagation is illustrated by an approach of the convolution method in which

the convolution theorem is applied after the Fresnel approximation [41, 53]. The

propagation of Oðx; y; zHÞ to the image plane zIP that is located at zIP ¼ zH þ Dz in
the distance Dz to the hologram plane (see Fig. 6.1) is performed by using the

equation:

O x; y; zIP ¼ zH þ Dzð Þ ¼ F�1 F O x; y; zHð Þf g exp iplDz n2 þ m2
� �� �� �

: (6.2)

In (6.2), l is the applied laser light wavelength, n; m are the coordinates infre-

quency domain, and F denotes a Fourier transformation. The advantage of this

approach is that the size of the propagated wave field is preserved during the

refocusing process. This is a particular advantage for numerical autofocusing as

described in Sect. 6.2.2.7 because it simplifies the comparison of the image

definition in different focal planes. Furthermore, in contrast to propagation by

digital Fresnel transformation [17, 19], (6.2) allows the refocusing of only slightly

defocused images of the sample near the hologram plane [54]. However, numerical

refocusing also may be performed with other common numerical propagation

methods, including in particular more general approaches of the convolution

method [39] and the angular spectrum method [51, 55]. During the propagation

process the parameter Dz in (6.2) is chosen so that the holographic amplitude image

Oj j appears sharply, like a microscopic image under white light illumination. In the

special case that the image of the sample is sharply focused in the hologram plane

with Dz ¼ 0 and thus zIP ¼ zH the reconstruction process can be accelerated

because no propagation of O by (6.2) is required.

From the numerically reconstructed and optionally propagated complex object

wave Oðx; y; zIPÞ, in addition to the absolute amplitude Oðx; y; zIPÞj j that represents
the image of the sample, the phase information D’Sðx; y; zIPÞ of the sample is

retrieved:

D’Sðx; y; zIPÞ ¼ arctan
Im O x; y; zIPð Þf g
Re O x; y; zIPð Þf g ðmod 2pÞ: (6.3)

After removal of the 2p ambiguity by phase unwrapping [14], the data obtained

by (6.3) can be used for QPI.
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Fig. 6.4 Temporal phase shifting holography-based multi-focus quantitative phase imaging.

(a–c): Temporal phase shifted digital holograms of fixed human pancreatic adenocarcinoma

cells (PaTu 8988T); (d): reconstructed unfocused holographic amplitude distribution; (e): numer-

ically refocused holographic amplitude distribution; (f): reconstructed phase distribution modulo
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In transmission mode as depicted in Figs. 6.1–6.3, induced phase change

D’Sðx; y; zIPÞ of a semi-transparent sample is influenced by the sample thickness,

by the refractive index of the sample, and the refractive index of the medium

surround the investigated specimen. Thus, for quantitative cell imaging, informa-

tion about the cellular refractive index is required. Several interferometric and

holographic methods for the determination of the refractive index have been

developed (see, for example, Refs. in [22, 56, 57] and Sect. 6.3.2). However, it is

not possible to perform a decoupling of the parameters’ thickness and refractive

index in every measurement case. For cells in cell culture medium with the

refractive index nmedium, and the assumption of a known homogeneously distributed

integral cellular refractive index ncell, the cell thickness dcellðx; y; zIPÞ can be

determined by measuring the optical path length change D’cell of the cells to the

surrounding medium [20, 41]:

dcellðx; y; zIPÞ ¼ lD’cellðx; y; zIPÞ
2p

� 1

ncell � nmedium

: (6.4)

The parameter l in (6.4) represents the wavelength of the applied laser light. For
fully adherently grown cells, the parameter dcell can be interpreted as the cell shape.
Nevertheless, the results from (6.4) have to be handled critically, e.g., if toxically

and osmotically induced reactions of cells [41, 58] are analyzed that may affect

dynamic changes of the cellular refractive index.

6.2.2.3 Temporal Phase Shifting Holography
In temporal phase shifting digital holography (TPS DH), the intensity distribution

in the hologram plane that is described by (6.1) typically is evaluated for

several known (or unknown but equidistant) phase shifts of the reference wave

(or alternatively of the object wave) [59, 60]. Thus, a system of linear equations is

formed that can be solved for the required parameters’ intensity, modulation, and

phase, from which the complex object wave is obtained. Therefore, common

interferometric phase-shifting algorithms can be used (for an overview see, e.g.,

[14] and [61]). For a given field of view, with TPS DH, a higher lateral resolution

than with off-axis-based holographic methods as described in Sects. 6.2.2.4–6.2.2.6

can be achieved. Moreover, TPS DHM has been found suitable for use with

low coherent light sources [62–64]. Figure 6.4 illustrates the numerical recon-

struction by TPS DH for the example of fixed human pancreatic adenocarcinoma

cells (PaTu 8988T) that have been recorded slightly out-of-focus with the setup

in Fig. 6.1 by using a light-emitting diode (LED) as light source (central

�

Fig. 6.4 (continued) 2p corresponding to (e); (g): numerically refocused and background

corrected phase distribution modulo 2p; (h): unwrapped phase distribution obtained from the

area marked with a dotted white box in (g); (i): DHM DIC image obtained by calculation of the

first derivative in x-direction of the data in (h); (j): gray level coded pseudo-3D representation of

the phase distribution [65]
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wavelength: l ¼ 624 nm, spectral width: Dl ¼ 18 nm, coherence length lc �
18 mm, [63]). Figures 6.4a–c show temporal phase-shifted holograms of the cells.

The marked areas in Fig. 6.4a–c visualize the spatial intensity variations (see

(6.1)) due to the temporal phase shifts fR;1ðx; yÞ ¼ �Y ¼ �p=2, fR;2ðx; yÞ ¼ 0,

fR;3ðx; yÞ ¼ þY ¼ þp=2 of the reference wave between two subsequent recorded

holograms that are generated by the piezo-actuated mirror PM in Fig. 6.1.

Figure 6.4d shows the reconstructed (still unfocused) holographic amplitude

jO(x,y,z ¼ zH)j of the sample in the hologram plane that has been obtained by

a variable three-step algorithm (see detailed description and references in [63, 64].

The complex object wave Oðx; y; zHÞ ¼ jOðx; y; zHÞj � expðiDfOðx; y; zHÞÞ in the

hologram plane is calculated from jO(x,y,z ¼ zH)j and the simultaneously retrieved

phase DfOðx; y; zHÞ. Then, the complex field Oðx; y; zHÞ is propagated by (6.2) to

the image plane that is located at z ¼ zIP. Figure. 6.4e depicts the sharply focused

amplitude jO(x,y, z ¼ zIP)j in the image plane. As the investigated cells represent

phase objects jO(x,y,z ¼ zIP)j appears with minimum contrast for the sharply

focused image. Figure 6.4f shows the simultaneously reconstructed phase infor-

mation fO(x,y,zIP) modulo 2p (coded to 256 gray levels) that was obtained as

explained in Sect. 6.2.2.2.

After subtraction of the phase distribution of the pure object wave front

DfOH
ðx; y; zIPÞ modulo 2p that is retrieved by fitting a polynomial model along

the dotted white lines in Fig. 6.4f, the variation of the optical path length D’s(x,y,
z¼ zIP) that is caused by the sample in comparison with the surrounding medium is

obtained. Figures 6.4h, j show the unwrapped phase distribution in 256 gray levels,

and a corresponding pseudo-three-dimensional representation that is obtained from

the area marked with a dotted white box in Fig. 6.4g. Figure 6.4i represents

a DHM differential phase contrast image (DHM DIC image) that has been

obtained by calculation of the differential quotient in the x-direction of the data in

Fig. 6.4h. DHM DIC is comparable to Nomarski differential interference

phase contrast [66] with the advantage of an adaptable sensitivity due to

a variable digital shear. Note that the cells and subcellular structures such as

the nucleoli are clearly resolved in the DHM phase contrast images as well the

DHM DIC image.

6.2.2.4 Spatial Phase Shifting Reconstruction of Off-Axis Holograms
In contrast to temporal phase shifting holography, where several holograms are

recorded to retrieve the object wave (see Sect. 6.2.2.3), in spatial phase shifting

holography neighboring pixels of single off-axis holograms are evaluated. There-

fore, the same numerical algorithms as for temporal phase shifting can be used. The

required spatial phase shift between object wave and reference wave is generated by

an adequate off-axis tilt of one of the waves. For minimized phase noise, in analogy

to TPS DHM [64], the optimum spatial phase shift should be chosen near 90� per

pixel [67]. In addition to the variable three-step algorithm that has been used

in Sect. 6.2.2.3 for the illustration of temporal phase shifting holography, the inter-

ferogram equation in (6.1) can also be solved pixel-wise within a squared area of
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pixels (in practice usually 5� 5 pixels) around a given hologram pixel using the least

square principle. As described in detail in [68] and [19] by definition of appropriate

substitutions the resulting nonlinear problem is transferred to a form that can be

solved by linear algorithms. The resulting robust reconstruction method for O was

found particularly suitable for the application in DHM and has been reported to be

applied successfully for the analysis of living cells in [19, 41]. If the sample is not

imaged sharply onto the hologram acquisition device during the hologram recording,

in analogy to temporal phase shifting holography, a propagation of the object wave to

the image plane can be performed as described in Sect. 6.2.2.2.

Figure 6.5 illustrates the reconstruction process of a digital off-axis hologram by

spatial phase shifting-based reconstruction. Figure 6.5a shows a digital hologram of

human red blood cells (RBCs) in phosphate-buffered saline (PBS). The cells were

recorded slightly defocused with a 63� microscope lens (NA ¼ 0.75) with a setup

as sketched in Fig. 6.1 using a frequency-doubled Nd:YAG laser (l ¼ 532 nm) as

the light source. The enlarged area in Fig. 6.5a shows a part of the carrier fringe

pattern of the digital off-axis hologram that was used for holographic coding of the

object wave. Figure 6.5b depicts the unfocused reconstructed amplitude image of

the RBCs in the CCD sensor plane. Figure 6.5c displays the sharply focused

amplitude after numerical refocusing with (6.2). This image corresponds to

a microscopic bright field image under coherent illumination. Figure 6.5d shows

the phase distribution modulo 2p. The quantitative phase image after removal to the

2p ambiguity is displayed in Fig. 6.5e. Figure 6.5g illustrates the cell thickness

measurement along a cross-section through the phase data. The thickness values

dcell of the RBC were calculated from the phase contrast D’cell with (6.4) as

explained in Sect. 6.2.2.2 by estimating an integral cellular refractive index

nRBC ¼ 1.400 [70] and a refractive index nmedium ¼ 1.337 of the buffer solution

that was obtained by an Abbe refractometer. Figure 6.5g also illustrates the cell

thickness by a pseudo-3D representation of the data in Fig. 6.5e.

6.2.2.5 Hologram Evaluation by Spatial Filtering
In addition to phase-shifting techniques that are described in Sects. 6.2.2.3 and

6.2.2.4, spatial filtering based on Fourier transformation represents another efficient

approach for the retrieval of the object wave in digital holography. Fourier trans-

formation methods were first applied in optical holography for fringe pattern

analysis and phase retrieval from double-exposure interferograms [71, 72]. In

order to reconstruct the object wave in the hologram plane from digital off-axis

holograms by spatial filtering, the intensity distribution IH(x, y, zH) in (6.1) is

evaluated by a two-dimensional Fourier transform following [21, 71]. Figure 6.6

illustrates the principle of digital off-axis holograms by spatial filtering for the

example of suspended human fibrosarcoma cells (HT-1080, [73]) with internalized

silica micro particles (diameter � 3.44 mm). Figure 6.6a shows an off-axis holo-

gram of the cells that was recorded with the experimental setup shown in Fig. 6.3 by

using a frequency-doubled Nd:YAG laser (l ¼ 532 nm). Figure 6.6b shows an

enlarged part of the carrier fringe pattern of the off-axis hologram (see box in

Fig. 6.6a) that is utilized for holographic coding of the object wave.
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Fig. 6.5 Evaluation of digital holograms by spatial phase shifting: (a): slightly defocused

recorded digital hologram of living human red blood cells, (b): reconstructed amplitude in the

hologram plane (defocused), (c): numerically refocused amplitude distribution, (d): reconstructed
phase distribution modulo 2p corresponding to (c) coded to 256 gray levels; (e) unwrapped phase

distribution coded to 256 gray levels; (f): first derivative of (e) in x-direction, (g): pseudo-3D
representation of the phase distribution in (e) with cross section through a cell [69]
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Figure 6.6c depicts the 2D frequency spectrum that is retrieved numerically by

a fast Fourier transformation (FFT) from (a) for an adequately chosen off-axis angle

between object wave for which the terms “zero order intensity” (|R|2 + |O|2), image

(R*O), and twin image (RO*) appear spatially separated. In the next step of the

evaluation, the terms |R|2 + |O|2 and RO* are eliminated by application of a suitable

spatial filter. Then, the contribution of the phase-conjugated reference wave is

removed by a shift of the term R*O to the center of the spectrum. The remaining

spectrum parts (Fig. 6.6d) are filtered with a Butterworth filter to reduce disturbing

spatial frequencies and numerical artifacts like the ringing effect (Fig. 6.6e). After-

wards, the object wave O in spatial domain is calculated by an inverse FFT.

Figure 6.6f shows the resulting amplitude distribution |O|. In Fig. 6.6c the

unwrapped phase contrast image is shown that was obtained as explained in

Sect. 6.2.2.2 after background correction by a two-dimensional polynomial fit

(for illustration, see Fig. 6.4f in Sect. 6.2.2.3). If the sample is not imaged sharply

onto the image sensor during the hologram recording, as described in Sects. 6.2.2.3

and 6.2.2.4, a numerical propagation of O to the image plane can be performed.

6.2.2.6 Evaluation of Self-Interference Off-Axis Holograms
The evaluation of digital self-interference holograms that are generated by using the

setup in Fig. 6.3 for the case that cells are imaged by different mirrors is illustrated

by results from suspended pancreatic adenocarcinoma cells. The upper left panel of

Fig. 6.7 shows a digital hologram of three PaTu 8988T cells in cell culture medium

Fig. 6.6 Evaluation of off-axis holograms by spatial filtering. (a): digital off-axis hologram of

suspended human fibrosarcoma cells (HT-1080) with internalized silica micro particles (diameter

� 3.44 mm), (b): enlarged part of the hologram (see box in (a)), (c): 2D frequency spectrum of (a)
with the spatial separated “zero order intensity” ( Rj j2 þ Oj j2), image (R�O) and twin image (RO�),
(d): spectrum of the object wave after application of a spatial filter and removal of the phase shift

due to the carrier fringe pattern, (e): data in (d) after Butterworth filtering, (f): reconstructed
amplitude |O|, (g): quantitative phase image
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that are imaged onto the image recording device by different mirrors and thus

appear in inverted phase contrast [74].

The upper right panel of Fig. 6.7 depicts a quantitative DHM phase image

obtained by spatial phase shifting numerical reconstruction as explained in

Sect. 6.2.2.4. Alternatively, the reconstruction also could be performed by spatial

filtering (Sect. 6.2.2.5). The lower panel of Fig. 6.7 presents quantitative phase

images of two cells that were obtained by the separate reconstruction of selected

hologram parts (see red and green boxes in Fig. 6.7). The results in Fig. 6.7 illustrate

that, in case of partial hologram reconstruction, the same gray-level range like for

a Mach-Zehnder interferometer-based setup is achieved. However, the analysis of

the spatial phase noise within the quantitative phase contrast images shows that the

accuracy for the detection of optical path length changes for the Michelson inter-

ferometer-based DHM arrangement is lower than for a Mach-Zehnder setup [46].

This can be explained by the circumstance that in the Michelson interferometer

setup both waves are affected by coherent disturbances due to scattering effects from

the microscope imaging system and the medium in which the specimen is embed-

ded. However, in [46] it is demonstrated that even subcellular structures like the

nuclear envelope and the nucleoli are resolved. Furthermore, the setup is particular

suitable for low-cost light sources with short coherence lengths lc < 1 mm [74].

6.2.2.7 Holographic Autofocusing
In digital holography, refocusing can be performed numerically by variation of the

propagation distance Dz (6.2). The combination of this feature with image

Fig. 6.7 Evaluation of digital self-interference holograms. Upper left panel: digital hologram of

three suspended pancreatic adenocarcinoma cells (PaTu 8988T) that are imaged onto the image

recording device by different mirrors; upper right panel: reconstructed DHM phase contrast

image; lower panel: DHM phase contrast images from separately reconstructed hologram parts

[74]
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sharpness quantification algorithms yields subsequent autofocusing (for an over-

view see, e.g., [69] and references therein). Pure phase objects with negligible

absorption such as technical reflective specimens or biological cells are sharply

focused at the setting with the least contours in the amplitude distributions [75, 76].

In contrast to the bright-field case, in digital holography this setting is of particular

interest, as the amplitude and phase distributions are accessible simultaneously,

and the focal setting with the least contrasted amplitude image corresponds to the

best-resolved structures in the quantitative phase contrast distribution.

Different numerical methods that calculate a scalar focus value for the quanti-

fication of the image sharpness were compared in [76]. Therefore, common criteria

to evaluate the image sharpness in bright field microscopy [77, 78] were used. In

agreement with previously reported results for microscopic imaging with white

light illumination [79, 80], in [76, 81] the evaluation of the weighted and band-pass-

filtered power spectra was identified to be most suitable for a robust determination

of the image sharpness in digital holographic microscopy in combination with the

convolution method described in Sect. 6.2. Thus, the principle of holographic

autofocusing is illustrated by using the band-pass-filtered power spectra for image

sharpness quantification. Figure 6.8 shows results from investigations on formalin-

fixed pancreatic adenocarcinoma cells (PaTu 8988S) on a glass carrier with a setup

as depicted in Fig. 6.2 (frequency-doubled Nd:YAG laser: l ¼ 532 nm, 63x

microscope lens, NA ¼ 0.75). An off-axis hologram of the slightly defocused

cells was recorded and evaluated by spatial phase shifting as described in

Sect. 6.2.2.4. Figures 6.8a–f show the impact of (de-)focusing on the reconstructed

amplitudes (Fig. 6.8a–c) and the unwrapped phase distributions (Fig. 6.8d–f). In

case of focused imaging, the phase specimens nearly disappear in the reconstructed

amplitude distribution (Fig. 6.8b) while the reconstructed structures in the

unwrapped phase distribution in Fig. 6.8e appear sharply with maximized contrast.

In both defocused cases, the amplitude distributions show diffraction patterns and

thus are visible with enhanced contrast (Fig. 6.8a, c) while the phase distributions

appear blurred (Fig. 6.8d, f). In Fig. 6.8g the normalized focus value function

obtained by spectral weighted analysis is plotted. A global minimum of the focus

value is reached for a propagation distance Dz¼ DzAF ¼ 0.1 cm that corresponds to

the sharply focused amplitude and phase distributions of the sample.

The black vertical lines in the unwrapped phase distributions in Fig. 6.8f show

further that defocusing-induced diffraction patterns can lead to phase singularities.

These artifacts can induce phase-unwrapping errors that inhibit further data

evaluation. This also illustrates the need of digital holographic autofocusing for

optimized and automated data processing in DHM, which is required for the

application of microscope lenses with a high numerical aperture and time-lapse

live cell imaging as described in Sect. 6.3.1.

6.2.2.8 Multi-Focus Imaging
As already described in Sect. 6.2.2.7, digital holography enables the reconstruction

of different focal planes from a single hologram. This multi-focus imaging feature

is particularly suitable for investigations of particles and cells in suspension [57]
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or in a three-dimensional environment ([82] and Sect. 6.3.1) as several specimens in

different planes can be recorded simultaneously. Furthermore, in combination

with numerical autofocusing, the determination of relative object positions in

the z-direction is provided. Figure 6.9 illustrates quantitative digital holographic

Fig. 6.8 Holographic autofocusing of a phase specimen (fixed PaTu 8988S cells). (a), (c):
defocused amplitude distributions, (d), (f): defocused unwrapped phase distributions, (b) focused
amplitude, (e): focused unwrapped phase distribution, (g): focus values calculated by spectral

weighted analysis in dependence of the propagation distance Dz ([69])
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multi-focus imaging by results from pancreatic adenocarcinoma cells in suspen-

sion. Therefore, living trypsinized PaTu 8988S cells in cell culture medium were

investigated using an inverted digital holographic microscopy setup as sketched in

Fig. 6.2 (l¼ 532 nm, 63x microscope lens, NA¼ 0.75). Figure 6.9a shows a digital

off-axis hologram of three cells. The three diffraction patterns indicate that the cells

denoted as A, B, and C were located in different planes. For the numerical

Fig. 6.9 Subsequent multi-focus imaging of suspended cells. (a): digital hologram of three

pancreatic adenocarcinoma cells (PaTu 8988S) in different focal planes denoted as A, B, C; (b–d):
amplitude distributions of the cells for different propagation distances obtained by numerical

autofocusing in the regions of interest (ROIs) marked with boxes, (e–g): gray level coded

unwrapped phase contrast images corresponding to (b–d). (h): focus values in dependence of the

propagation distance Dz and the corresponding distance Dg in object space in the areas marked

with boxes, (i): enlarged phase distribution merged from the sharply focused parts in (e–g).
The minima of the curves in (h) indicate the propagation distances for the sharply focused imaging

of the cells [69]
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reconstruction in a region of interest (ROI) around each cell the maximum image

definition was determined by calculation of a focus value in dependence of the

propagation distance Dz.
Figure 6.9b–d show the amplitude distributions obtained by application of

numerical autofocusing in the ROIs around each cell that are marked with boxes.

In each ROI one of the cells appears sharply focused with minimum contrast

(autofocus criterion). Figure 6.9e–g display the corresponding unwrapped quanti-

tative phase contrast images of the cells and illustrate the requirement for precise

subsequent numerical focus correction. The phase distributions caused by the unfo-

cused imaged cells contain unwrapping artifacts that prevent a further data evaluation.

In contrast, the sharply imaged samples appear clearly resolved and deliver qualitative

data with minimized unwrapping errors. In Fig. 6.9h the focus values are plotted for

each ROI in dependence of the propagation distance Dz. The corresponding distance

Dg in object space is obtained as described in [82]. The minima of the curves (cell A:

DzAF ¼ 5.8 cm, cell B: DzAF ¼ 0.8 cm, cell C: DzAF ¼ 1.0 cm) indicate the

propagation distances for the sharply focused imaging of each cells and are in

agreement with the appearance to the amplitude and phase distributions in

Fig. 6.9b–g. The relative axial distance of the cells in z-direction are: A:B �
17 mm, A:C � 23 mm, B:C � 6 mm. Finally, Fig. 6.9i shows the phase distribution

as results frommerging the numerically refocused images of the cells in Fig. 6.9e–g in

which all cells appear sharply focused. The results demonstrate that for an optimized

imaging of cells in suspension, numerical multi-focus imaging is indispensable. The

minimal error for the detection of the axial sample position is restricted by the depth

of field of the applied microscope lens (here, approximately 0.4 mm). In practice,

the precision is further decreased by the shape of the investigated specimen and the

noise in the reconstructed amplitude distributions that depend on the individual

measurement conditions. Thus, for the described experiment the error for the deter-

mination of relative axial positions can be estimated to be in the range of �2 mm.

6.2.3 DHM with Partial Coherent Light and Multi-Wavelength
Techniques

The main drawbacks of the use of laser light in DHM are coherent noise and

parasitic reflections in the experimental setup, as these disturbances affect the

reconstructed images and restrict the measurement accuracy for the detection

of optical path length changes. Partially coherent light sources [40, 62–64] and

multi-wavelength techniques [83, 84] reduce such effects and prospect the selection

of light from different sample layers [40, 85, 86]. Thus, in this section the benefit of

partially coherent light and multi-wavelengths principles in DHM-based live cell

imaging is illustrated.

6.2.3.1 Influence of the Coherence Length on Hologram Formation
The influence of the coherence properties of different light sources is illustrated for

the example of spatial phase shifting digital holography (for a detailed description

234 B. Kemper et al.



see [40]). Therefore, the spatial distribution of the intensity modulation within the

off-axis holograms and the lateral resolution in the corresponding reconstructed

amplitude distributions was analyzed. The experiments were carried out with

a transmission setup as depicted in Fig. 6.1 (microscope lens 20�, NA ¼ 0.4)

using a transparent USAF 1951 resolution chart with absorbing test structures.

For illumination, four different light sources were used. Two fiber-coupled

superluminescent diodes with different central wavelength l, spectral width Dl,
and coherence lengths lc emitting in the visible spectral range (SLD-VIS,

l ¼ 682.1 � 0.1 nm, Dl ¼ 4.8 � 0.2 nm, lc ¼ 68.2 � 0.2 mm) and in the near

infrared range (SLD-NIR, l ¼ 835.5 � 0.1 nm, Dl ¼ 5.8 � 0.2 nm, lc ¼ 81.5 �
0.2 mm) were used [40]. In addition, the SLD-NIR was spectrally band-pass

filtered by a filter F (denoted as SLD-NIR-F in the further text). The band-pass

filter limited the emission spectrum of SLD-NIR to a width of Dl ¼ 1.2 �
0.2 nm. This results in a coherence length of lc ¼ 232.1 � 4.9 mm that enables an

increased spatial phase gradient over the whole field of view. The source for

coherent light was a frequency-doubled Nd:YAG laser (l ¼ 532 nm, Dl < 1 �
10�5 nm, lc > 25 m).

After precise adjustment of the optical path length difference between object

wave and reference wave for maximum hologram contrast by the movable Porro

prism in the setup in Fig. 6.1, with all light sources digital off-axis holograms of the

test chart were recorded. During the hologram recording the test chart was subjec-

tively imaged sharply in the hologram plane. After hologram recording, the numer-

ical reconstruction was carried out by spatial phase shifting as explained in

Sect. 6.2.2.4. Figure 6.10 shows the experimental results. The first column of

Fig. 6.10 presents the holograms that were obtained with the different light sources.

In the middle column of Fig. 6.10 the normalized intensities along the cross-

sections that are marked in the holograms by dashed lines are plotted. The right

column of Fig. 6.10 presents the reconstructed amplitude images of the observed

test chart structures.

The intensity plots in the middle column visualize the impact of the limited

coherence lengths of SLD-VIS and SLD-NIR on the hologram formation: the

modulation of the interference fringes is inhomogeneous and decreases to

the hologram borders. Furthermore, for SLD-VIS and SLD-NIR in regions that

correspond to a low spatial phase gradient (upper area) or a low hologram

modulation (lower area) the reconstructed image parts appear with artifacts and

slightly blurred. In contrast, for SLD-NIR+F, the decrease of the hologram

modulation to the upper and lower border areas is only moderate while for the

laser (Nd:YAG) no spatial dependency of the modulation is observed. For both

light sources this results in sharply reconstructed test chart structures for the

whole investigated area. In the amplitude distribution resulting from the Nd:YAG

laser a fringe pattern due to multiple reflections in the experimental setup is

visible that is not observed for the partially coherent light sources SLD-VIS,

SLD-NIR, and SLD-NIR+F. For all light sources the smallest line width (group

7.6 of the USAF resolution test chart) amounts to 2.2 mm and is visible in all

reconstructed amplitude distributions.
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Fig. 6.10 Spatial dependency of the hologram modulation and lateral resolution of the

reconstructed amplitude images for the light sources SLD-VIS, SLD-NIR, SLD-NIR+F, and Nd:

YAG for the example of a transparent USAF 1951 test chart. Left column: digital off-axis holo-
grams, middle column: cross-sections through the intensity distributions along the vertical dashed
lines that are marked in the holograms, right column: corresponding amplitude images obtained by

spatial phase shifting reconstruction [40]
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6.2.3.2 Impact of the Coherence Length in Quantitative Phase Imaging
The influence of light sources with different coherence properties in live cell

imaging with DHM is demonstrated by using the same transmission setup and

light sources as described in Sect. 6.2.3.1. The USAF test chart was replaced by

a Petri dish with adherent human fibrosarcoma cells (HT-1080) in cell culture

medium. In analogy to the experiments with the USAF test chart with all light

sources digital off-axis holograms were captured.

Figure 6.11 shows the obtained quantitative DHM phase contrast images of

an investigated HT-1080 cell. Figure 6.11a, b depict phase data that result from

SLD-VIS and SLD-NIR. Figure 6.11c, d show phase contrast images measured by

SLD-NIR+F and Nd:YAG. In all four phase distributions the cells, subcellular

compartments, and organelles like the nucleoli (see arrows) are visible. In

Fig. 6.11d (frequency doubled Nd:YAG laser), as seen in Fig. 6.10, an additional

interference pattern becomes visible that does not appear in Fig. 6.11a–c. In order to

Fig. 6.11 Quantitative DHM phase contrast images of a living HT-1080 cell obtained from digital

off-axis holograms recordedwith different light sources. (a): SLD-VIS, (b): SLD-NIR, (c): SLD-NIR+F,
(d): frequency-doubled Nd:YAG laser. The nucleoli are marked with white arrows [40]
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quantify the quality of the DHM phase contrast images, the phase noise was

determined in areas without the cellular specimen as described in [64]. The

phase noise for the light sources with short coherence lengths (SLD-VIS, SLD-

NIR) was found lower than for SLD-NIR+F and the frequency-doubled Nd:YAG

laser. The comparison of the phase noise values sD’ with the error for the

detection of optical path length changes sDOPL (for details, see [40]) shows that

the absolute sensitivity of the DHM setup depends on both the phase noise sDj,

which depends on the experimental setup, and the central wavelength of the light

source. For SLD-VIS and SLD-NIR, the sensitivity for optical path length (OPL)

changes is enhanced for 31 % and 26 % in comparison to Nd:YAG. In compar-

ison to SLD-NIR+F, the sensitivity is increased by 82 % and 75 %. The lowest

phase noise is achieved for the light sources SLD-VIS and SLD-NIR as the

low coherence lengths prevent the formation of coherent noise and disturbing

interference patterns due to multiple reflections. In contrast, for SLD-NIR+F

a higher phase noise level than the Nd:YAG is determined, although the

coherence length amounts only to lc ¼ 232.1 � 5.9 mm. However, the disturbing

interference pattern that appears in the laser-generated phase contrast images is

not visible. Furthermore, the enhanced coherence length of SLD-NIR+F resulted

in a significantly simplified alignment of the experimental setup in comparison to

SLD-VIS and SLD-NIR.

From the data in Figs. 6.10 and 6.11 it can be concluded that in off-axis DHM

with partial coherent light sources a noise reduction in quantitative DHM phase

contrast images can be achieved. Moreover, the results indicate that with

a sufficient light intensity in the visible range around 532 nm and a coherence

length in the range of lc � 250 mm, a further resolution enhancement in quantitative

DHM phase contrast imaging is prospected while, simultaneously, an adequate

handling of the partially coherent DHM system is achieved.

6.2.3.3 Selection of Reflected Light from Different Sample Layers
The applicability of DHM for quantitative phase contrast imaging by selection of

light from different sample layers was investigated by observation of living cells in

a Petri dish filled with cell culture medium. The experiments were performed in

incident light configuration with the inverse microscopy setup similar to the

transmission setup in Fig. 6.1 (for details, see [40]).

The sample under investigation was a Petri dish with living human pancreatic

adenocarcinoma cells (PaTu 8988T) in cell culture medium (DMEM). The cells

were illuminated with partially coherent light through the bottom of the Petri dish

by using a superluminescent diode with a coherence length of 68.2 � 0.2 mm (see

SLD VIS in Sects. 6.2.3.1 and 6.2.3.2). Figure 6.12a illustrates the illumination with

incident partially coherent light and the reflective interfaces between the three

different layers of the sample (1: air and Petri dish bottom, 2: Petri dish bottom

and cell culture medium, 3: cell culture medium and air). Spatial-phase-shifted

digital holograms of the cells were recorded with fixed mechanical focus while the

optical path length difference between object wave and reference wave D~z was

changed in steps of 12.5 mm. Subsequently, the different interfaces were identified
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by analyzing the hologram contrast VH in dependence of D~z. Figure 6.13b shows the
resulting plot VHðD~zÞ. The origin of the abscissa (D~z ¼ 0) was set to the coordinate

of the global maximum of VH. In the plot, three contrast maxima VH;1(D~z1 ¼ 0),

VH;2(D~z2 ¼ 0:29 mm), and VH;3(D~z2 ¼ 2:62 mm) appear. The distances between

the maxima correspond to the optical path length differences that are expected from

the interfaces 1, 2, and 3. Thus, D~z1 is identified as the interface air and Petri dish

bottom. The values D~z2 and D~z3 correspond to the interfaces Petri dish bottom and

cell culture medium and cell culture medium and air. For subsequent evaluation, the

three holograms recorded at D~z1, D~z2, D~z3 were reconstructed by spatial phase

shifting as explained in Sect. 6.2.2.4.

Figure 6.13a depicts a white light image of the cells recorded by illumination

in transmission, the obtained amplitude distributions (Fig. 6.13b–d) as well as the

corresponding phase contrast images (Fig. 6.13e–g). In the amplitudes that are

reconstructed from the holograms recorded at D~z1 and D~z2, no sample structures

appear and the corresponding phase distributions are homogeneous. In contrast,

for D~z3 the cells are marginally visible in the amplitudes and appear clearly

resolved the phase contrast images. Disturbances by diffraction patterns from

the first pass of the light through the sample were not observed due to the limited

depth of field of the applied microscope lens.

From the images in Fig. 6.13 it can be concluded that the use of partial

coherent light enables the application of DHM in cases in which an illumination

of semi-transparent samples in transmission is not possible. Furthermore, due to

the DHM feature of subsequent numerical refocusing, the alignment for an

optimized illumination with incident light and focusing of the sample can be

performed independently. Thus, the handling of the experimental setup is signif-

icantly simplified in comparison with other interferometry based QPI techniques

like for example presented in [85].

Fig. 6.12 Quantitative DHM phase contrast imaging of living PaTu 8988T cells in incident light

configuration. (a) Sketch of the experimental setup, (b) hologram contrast VH versus the optical

path length difference D~z between object wave and reference wave (the maxima of VH indicate the

reflected light intensities at the different interfaces 1: air and Petri dish bottom, 2: Petri dish bottom
and cell culture medium, 3: cell culture medium and air) [40]
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6.2.3.4 Reduction of Coherent Noise by Multi-Wavelength Techniques
In this section, the generation of short coherent properties by the superposition of

amplitude and phase distributions that have been reconstructed separately from

digital holograms recorded at different laser wavelengths are presented. In this way,

the advantages of the robust alignment of a laser-based experimental setup due to

long coherence lengths are combined with the noise reduction due to partial

coherent light properties.

For the experiments, a fiber-coupled tunable diode laser (l � 780 nm) is applied

(for details see [84] and [87]) in a Mach-Zehnder-based DHM setup as shown in

Fig. 6.1 (63�microscope lens, NA¼ 0.75). The evaluation of the acquired off-axis

holograms was performed by spatial phase shifting-based reconstruction. Here, the

variable three-step algorithm is used for spatial phase shifting DHM [87]. For

a wavelength independent superposition, the digital holographically obtained

phase distributions are converted to optical path length (OPL) distributions.

Fig. 6.13 Quantitative DHM phase contrast imaging of living PaTu 8988T cells in incident light

configuration. (a): white light image of the sample (illumination in transmission), (b–d): amplitude

distributions corresponding to the contrast maxima 1, 2, and 3 in Fig. 6.12, (e–g): corresponding
reconstructed phase contrast images [40]
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The corresponding averaged amplitude distributions are obtained from the holo-

gram modulation. In the next step, the averaged images of N normalized OPL and

amplitude distributions are calculated.

Figure 6.14 shows the OPL (a–c) and amplitude (d–f) distributions of

fixed pancreatic adenocarcinoma cells (PaTu 8988T) for a single wavelength

(N ¼ 1, li¼1 ¼ 780 nm, Fig. 6.14a, d) for N ¼ 3 wavelengths

(li¼f1;2;3g¼ f779 nm; 779:5 nm; 780 nmg, Fig. 6.14b, e) and N ¼ 27 wavelengths

(li¼f1;2;...;27g ¼ f765 nm; . . . ; 791 nmg, Dli ¼ 1 nm, Fig. 6.14c, f). For N ¼ 1, the

visibility of subcellular structures is decreased by parasitic interferences due to

multiple reflections in the optical setup in both OPL and amplitude distributions. In

comparison, for N ¼ 3 and N ¼ 27 the images appear with significant enhanced

contrast. Furthermore, for N ¼ 3 and N ¼ 27 also, organelles like the nucleus and

the nucleoli are clearly resolved. Compared with N ¼ 1, the superposed OPL

and amplitude distributions for N ¼ 3 and N ¼ 27 show a significant noise decrease

up >63 percent [84].

In conclusion, the results in Fig. 6.14 demonstrate that, by superposition of

amplitude, in OPL images that are retrieved from holograms that are recorded at

different wavelengths an efficient reduction of disturbing coherence effects in

DHM is achieved. In [87] it is shown that the principle can be applied also for

the improvement of dynamic life cell imaging with DHM.

Fig. 6.14 Reconstructed and superposed OPL (first row) and amplitude (second row) distribu-
tions obtained from fixed pancreatic adenocarcinoma cells (PaTu 8988T). (a, d): from a single

hologram (N ¼ 1); (b, e): from N ¼ 3 holograms; (e, f): from N ¼ 27 holograms [84]
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6.3 Selected Applications

In this section, the potentials of multi-focus DHM quantitative phase imaging are

illustrated by selected applications. It is shown that DHM is suitable for automated

tracking of migrating cells and cell thickness monitoring as well as for refractive

index determination of cells and particles. Moreover, the use of DHM for label-free

flow analysis in fluidics and for micro-injection monitoring is demonstrated.

The results prove that DHM is highly relevant to achieve novel insights in dynamic

cell biology, in cancer research, and in drugs and toxicity testing.

6.3.1 Cell Tracking and Thickness Monitoring

Results from experiments on living pancreatic adenocarcinoma cells (PaTu 8988T)

demonstrate the applicability of digital holographic microscopy for the

visualization and quantitative analysis of dynamic morphology changes and

two-dimensional dynamic cell tracking. DHM was used in order to analyze cell

morphology during drug-dependent cell death. Pancreatic adenocarcinoma cells

grown in a Petri dish were exposed to the anti-cancer-drug taxol and monitored with

a setup as depicted in Fig. 6.2 (l ¼ 532 nm, 40� microscope lens, NA ¼ 0.65).

Digital holograms of selected cells were recorded in time-lapse series every 2 min

for 14.2 h in a temperature-stabilized environment (T ¼ 37 �C). The upper panel of
Fig. 6.15 shows the results for the obtained unwrapped quantitative phase distribu-

tions Djcellðx; y; zIPÞ of a PaTu 8988T cell at t ¼ 0, t ¼ 3.5 h, t ¼ 5 h, t ¼ 8.3 h, and

t ¼ 14.2 h after taxol addition. The temporal dependence between application of

taxol and the maximum phase contrast Djcell;max (black cross in quantitative phase

contrast images in the upper panel of Fig. 6.15) as well as the corresponding cell

thickness (nmedium ¼ 1:337 and ncell ¼ 1:38, l ¼ 532 nm) are depicted in the lower

left panel of Fig. 6.15. The lower right panel displays the two-dimensional cell

migration trajectory that is determined from coordinates of the maximum phase

contrast. From these results it is clearly visible that taxol induces morphological

changes in pancreatic adenocarcinoma cells. As a first reaction, cell rounding is

observed that causes an increase in cell thickness while, finally, cell collapse can be

detected by a significant phase contrast decrease (see lower left panel of Fig. 6.15).

In further investigations on the applicability of DHM for 3D cell migration,

monitoring was performed by observing the trajectory of two mouse fibroblasts

(NIH 3T3) within a three-dimensional collagen matrix in a Petri dish by using the

same experimental setup for 2D cell tracking and temperature stabilization at 37 �C.
A series of holograms and white light images was recorded with fixed mechanical

focus for a period of 100 min (Dt ¼ 2 min). For both cells, digital holographic 3D

tracking was performed as described [82]. Figure 6.16a depicts representative

(image) results for t ¼ 0, t ¼ 18 min, t ¼ 36 min, t ¼ 54 min, and t ¼ 72 min.

The first row of Fig. 6.16a shows bright-field images of two murine fibroblasts

under white light illumination. The corresponding DHM phase contrast images are

depicted in the second (cell A) and third (cell B) row of Fig. 6.16a. The dotted boxes
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in the phase contrast images mark the ROIs that were evaluated for 3D tracking. As

seen in the white light images, cell A only slightly moves out of focus whereas cell

B descends to a different collagen layer, leaving the focus plane during the

observation. In the second row of Fig. 6.16a, the ROI for digital holographic

autofocusing was set to cell A, which appears sharply focused in the resulting

quantitative phase contrast images. Likewise, in the third row the ROI was set to

cell B. After digital holographic autofocusing, as explained in Sect. 6.2.2.7, cell B is

sharply resolved in all phase distributions. Furthermore, morphological and cell

thickness changes due to the migration process become visible. The x-y migration

trajectories and the corresponding temporal dependency of the axial displacements

of the cells are plotted in Fig. 6.16b, c, respectively. Figure 6.16d presents the 3D

migration trajectories as results from the combination of the data in Fig. 6.16b, c.

Cell A moves almost in parallel to the x-y-plane, but scarcely in the z-plane. In
contrast, cell B migrates to a collagen layer approximately located 65 mm below its

initial position.

In summary, the results in Fig. 6.16 show that DHM is appropriate to label-

free 3D tracking of cells in a three-dimensional environment. In practice, the

Fig. 6.15 Cell thickness monitoring and two-dimensional cell tracking illustrated by monitoring

of a living pancreatic adenocarcinoma cells (PaTu 8988T) after addition of taxol to the cell culture

medium (40� microscope lens, NA ¼ 0.6). Upper panel: gray-level coded unwrapped phase

distributions at t ¼ 0, t ¼ 3.5 h, t ¼ 8.3 h, and t ¼ 14.2 after toxin addition; lower left panel:
temporal dependence between application of taxol and the maximum phase contrast (black cross
in quantitative phase contrast images in the upper panel) and related cell thickness, lower left
panel: cell migration trajectory obtained by the determination of the coordinates of the maximum

phase contrast [88]
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Fig. 6.16 3D migration monitoring of fibroblasts in a collagen matrix. (a) first row: bright-field
images (white light illumination); (a) second row: DHM phase contrast images with 3D tracking ROI

set to cell A; (a) third row: DHM phase contrast images with 3D tracking ROI set to cell B. (b): lateral
displacement, (c): axial displacement, (d): 3D trajectories resulting from the data in (c) and (d) [69]
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typical accuracy for the detection of 3D displacements can be estimated to be

in the range of 1–2 mm. Furthermore, due to the underlying principles of

the presented DHM configurations, integral information is obtained. Thus,

specimens in different planes at the same lateral position with axial distances

near the depth-of-field of the applied imaging system cause diffraction patterns.

This can lead to misinterpretations in the image sharpness quantification pro-

cess. Furthermore, these disturbances affect the correct determination of the

lateral object position from the quantitative phase contrast images. This limits

the density of objects under investigation to an amount in which the specimens

are imaged laterally separated. However, the DHM 3D tracking feature suggests

future applications in quantitative label-free cell migration and chemotaxis

monitoring.

6.3.2 Refractive Index Determination of Cells and Particles

The cellular refractive index is an important parameter in DHM phase contrast

imaging of living cells. The cellular refractive index influences the visibility of cells

and subcellular structures in the quantitative phase images and represents the main

limit of the accuracy for the determination of the thickness of transparent samples

[41]. Furthermore, the determination of the cellular refractive indices are useful for

the utilization with optical tweezers and related optical manipulation systems as the

individual cellular refractive index values influence the resulting optical forces

[89, 90]. Although, in many cases, a high measurement accuracy can be achieved,

the refractive index determination of adherent cells with QPI methods, as described

exemplarily in Refs. [41, 91–93], can be time consuming or requires special

experimental equipment. Thus, DHM methods for the determination of the integral

refractive index of suspended cells have been developed [57, 94, 95], which can be

carried out without further sample preparation. Another advantage of DHM is that,

due to the numerical multi-focus feature, increased data acquisition rates can be

achieved by simultaneous recording of suspended cells that are located laterally

separated in different focal planes (for illustration, see Fig. 6.9). Here, the

determination of the integral refractive index of suspended cells is illustrated

by a method in which a two-dimensional model is fitted to the DHM phase

contrast data.

For sharply focused spherical cells in suspension, located at x ¼ x0, y ¼ y0, with
radius R the cell thickness dcell(x, y) is

dcellðx; yÞ ¼ 2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � ðx� x0Þ2 � ðy� y0Þ2

q
for ðx� x0Þ2 þ ðy� y0Þ2 	 R2

0 for ðx� x0Þ2 þ ðy� y0Þ2 > R2

(
:

(6.5)

Insertion of (6.4) in (6.5) yields:
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Djcellðx;yÞ

¼
4p
l �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � ðx� x0Þ2 � ðy� y0Þ2

q
� ðncell � nmediumÞ for ðx� x0Þ2 þ ðy� y0Þ2 	 R2

0 for ðx� x0Þ2 þ ðy� y0Þ2 > R2

8<
: :

(6.6)

with the unknown parameters ncell, R, x0, and y0. In order to obtain the parameters

ncell, R, x0, and y0, Eq. 6.6 is fitted iteratively with the Gauss-Newton method

[94, 96] to the measured phase data of spherical cells in suspension.

Figure 6.17 illustrates the evaluation process of the phase data by a represen-

tative result that has been obtained from a trypsinized cell in suspension with

spherical shape. Figure 6.17a shows the phase contrast image of the cell, coded to

256 gray levels (8-bit). Figure 6.17b depicts a rendered pseudo-3D plot of the

data in Fig. 6.17a. In a next step, a second-degree function is fitted to the data and

subtracted from the phase distribution shown in Fig. 6.17b. Afterwards, the data

of D’cell(x,y) for the fitting of Eq. 6.6 is selected from the background corrected

data by application of a threshold value (Fig. 6.17c) that considers the phase

noise in the area around the cell. Figure 6.17d depicts the resulting fit.

The absolute difference between the experimentally obtained data and fit is

shown in Fig. 6.17e.

The refractive index determination is illustrated by results from simulated

spheres, micro particles, and different types of pancreatic adenocarcinoma cells

(for illustration of the simulated data and the investigated specimens, see Fig. 6.18).

Therefore, simulated phase contrast images with radii similar to cells in the

range from 0.5 to 10 mm, a constant refractive index of nsim ¼ 1.38 and

nmedium ¼ nwater ¼ 1.334 were generated by application of (6.6). Figure 6.19a

shows the plot of the refractive index nsim versus the radius Rsim of the simulated

holographic phase contrast data that have been obtained by the fitting algorithm.

A constant average refractive index �nsim ¼ 1:38006� 0:00002 (Nsim ¼ 64) is

obtained. Then, experiments with beads (Cytodex 1 Microcarrier, GE Healthcare,

Uppsala, Sweden) of different size in water (nwater ¼ 1.334 � 0.001) were carried

out (20� microscope lens, NA ¼ 0.4). The obtained plot of nbead versus Rbead is

depicted in Fig. 6.19b. The refractive index of the micro carriers is found to

be independent from the radius with an average refractive index �nbead ¼ 1:3383�
0:0003 (Nbead¼ 27). In a third experiment, three different types of living pancreatic

adenocarcinoma cells (PaTu 8988T, PaTu 8988S, and PaTu 8988T pLXIN

E-Cadherin [41]) in suspension were investigated. For the experiments, cells

were trypsinized and holograms of the cells in culture medium (DMEM containing

5 % FCS and 5 % horse serum, nmedium ¼ 1.337 � 0.001) were recorded by

application of a 40� microscope lens (NA ¼ 0.6). For data evaluation,

only cells with spherical shape have been selected, which were mainly observed

in the recorded holographic phase contrast images for all investigated cell

lines. Figure 6.19c depicts the integral cellular refractive index ncell in dependence

of the cell radius Rcell. The plot in Fig. 6.19c shows that ncell decreases
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with increasing Rcell. The decrease of the refractive index with increasing cell

radius, and thus the cell volume, may be explained by cellular water content [29].

6.3.3 Label-Free Flow Analysis in Fluidics

Quantitative digital holographic phase contrast can be used for label-free imaging

in fluidics. This is demonstrated by results from an experiment in which glycerol

Fig. 6.17 Refractive index determination of a spherical cell in suspension: (a) reconstructed
quantitative digital holographic phase contrast image (D’) of a trypsinized cell, (b) rendered

pseudo-3D plot of (a, c) data for the fitting of (6.3) that is selected from (b) after background
subtraction and application of a threshold value, (d) fit of (6.3) to the data in (c, e) absolute
difference between (c) and (d) (Modified from [94])
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was injected into phosphate-buffered saline (PBS). The observation of the fluidic

process was performed with a setup as shown in Fig. 6.2 (l ¼ 532 nm), which is

described in detail in [97]. Due to high viscosity and refractive index of the pure

substance, glycerol has been diluted with PBS (50 %, v/v), leading to a refractive

Fig. 6.18 Phase contrast images of (a) a simulated sphere, (b) a bead (Cytodex 1 Microcarrier,

GE Healthcare, Uppsala, Sweden), and (c) a trypsinized PaTu 8988T pLXIN E-cadherin cell [94]

Fig. 6.19 Refractive index n in dependence of radius R for (a) simulated data, (b) beads, and (c)
suspended PaTu 8988 cells [94]
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index of 1.408. For imaging, a 60�/1.35 oil immersion microscope objective was

used. In a time-lapse series, bright field images under white light illumination and

digital off-axis holograms were captured throughout the injection process with

a micro pipette (injection pressure: 20 hPa, injection time: 1 s, compensation

pressure: 15 hPa). The numerical evaluation of the resulting digital holograms

was performed by spatial phase shifting reconstruction as described in

Sect. 6.2.2.4. Figure 6.20 shows bright field images (first row), the quantitative

DHM phase images (second row), as well as corresponding false color plots of the

DHM phase contrast (third row) that result from the injection process. The first

column in Fig. 6.20 depicts the micrographs immediately before injection. The next

two columns show the images obtained during micro-injection, and, finally, the

last column shows the area around the micropipette 3 s after this process. While in

the white light images the injection process only becomes visible near the tip of

the micropipette (see Fig. 6.20b–c), in the quantitative DHM phase images the

distribution of the glycerol mixture appears with increased contrast.

The different gray levels in the DHM phase contrast images (Fig. 6.20e–h)

represent the local changes in the refractive index distribution. High gray values

correlate with a high refractive index, while the lowest values display a refractive

Fig. 6.20 DHM monitoring of the injection of a glycerol/PBS mixture (50 %, v/v) into pure

phosphate-buffered saline (PBS). The injection pressure was set to 500 Pa with an injection time of

1 s. (a–d) Bright field images under white light illumination, (e–h) DHM phase contrast images,

and (i–l) corresponding false color plots [97]
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index of the pure PBS (nPBS � 1.337). Obviously, the injection of the glycerol/PBS

dilution leads to a maximum concentration of the mixture at the tip of the needle,

which is indicated by the brightest gray levels and highest refractive index, respec-

tively (Fig. 6.20f, g). The false color-coded representation of the phase images in

Fig. 6.20j, k illustrate these findings with increased contrast. The gentle transition

from the tip to distant areas demonstrates the fast mixing process of both liquids to

a finally homogeneous mixture (Fig. 6.20h, l) within three seconds. In conclusion,

the results in Fig. 6.20 demonstrate the capability of DHM to detect fast mixing

processes of liquids with different refractive indices in fluidics.

6.3.4 Micro-Injection Monitoring

The feasibility of DHM phase contrast for the live cell monitoring of micro-

injection is illustrated by an experiment in which a glycerol mixture was injected

into living pancreatic adenocarcinoma cells (PaTu 8988T). The experimental

investigations were carried out with a DHM setup as depicted in Fig. 6.2. For

details on the micro-injection unit used, see Ref. [97].

The micro-injection of the glycerol solution (Glycerol/PBS: 50 %, v/v) was

performed with a glass micropipette at an injection pressure of 20 hPa for 1 s. Bright

field images and digital off-axis holograms were recorded before, during, and after

the micro-injection process. Quantitative phase images were calculated by spatial

phase shifting reconstruction as described in Sect. 6.2.2.4. Figure 6.21 shows

a typical result of a PaTu 8988T cell before (a and e), directly after (b and f),

1 min after (c and g), and 8 min after (d and h) injection. The first row (Fig. 6.21a–d)

represents bright field images of the cell with corresponding DHM phase images in

the second row.

Figure 6.21a shows a typical healthy PaTu 8988T cell after 24 h cultivation on

a Petri dish under cell culture conditions with flat membrane extension and

lamellipodia. These cell features and the cell border can also be resolved in the

corresponding DHM phase contrast image (21e), where the gray-level map (8-bit)

represents the optical path length changes that are affected by the cell in comparison

to the surrounding medium due to its thickness and inner refractive index distribu-

tion. Nevertheless, only few intracellular structures are visible, and a correlation to

specific intracellular compartments is not possible. In order to enhance the intra-

cellular refractive index, a mixture of glycerol/PBS is injected into the perinuclear

region of the cell. Thereafter, the resolution of the lamellipodia at the cell border

only slightly changes, whereas the central part of the cell around the nucleus

appears with enhanced phase contrast, and structures of brighter gray levels become

visible. These are surrounded by an area with only smooth gray value changes and

with a partly visible border to the ambient cell body (arrow in Fig. 6.3f). Compar-

isons with the bright field image (captured 1 s after the hologram, Fig. 6.3b) allow

their identification as the nucleus with nucleoli. Moreover, this image verifies the

successful injection of the glycerol/PBS mixture, as a fluid-filled membrane bleb

occurs in the right part of the cell. Additionally, small blebs at the distal parts of the
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membrane extensions are visible, revealing a continuous connection to the cytosol.

Oneminute after injection (Fig. 6.3c, g), the cellular reaction appears increased and the

membrane curled and rather low local differences of the refractive index in the blebs

and the cytosol indicate a fast mixing (see Sect. 6.3.3) of the injected glycerol/PBS.

Fig. 6.21 Injection of a glycerol/PBS mixture (50 %, v/v) into a PaTu 8988T cell. (a–d) Bright
field images and (e–h) corresponding DHM phase contrast images showing a PaTu 8988T cell (a)
and (e) before, (b) and (f) directly after, (c) and (g) 1 min after, and (d) and (h) 8 min after injection

(20 hPa, ti¼ 1 s). In (e–h), black arrowheads indicate the positions of two cross sections to quantify
the relative phase contrast of two different nucleoli 1 and 2 at each time step. The black arrow in (f)
marks the nuclear envelope. (i) The plots for cross section 1 and (j) cross section 2 illustrate the

alteration of the relative phase contrast in rad, with the solid line representing the nucleolus prior to
injection, the triangle line representing the nucleolus directly after injection, the circle line
representing the nucleolus 1 min after injection, and the asterisk line representing the nucleolus

8 min after injection. The phase range of 6.6 rad is coded to 256 gray levels. Scale bar: 10 mm [97]
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Eight minutes after the micro-injection, blebs have regressed and the cell

surface appears somewhat rougher (Fig. 6.3d). Moreover, fine, long membrane

extensions are still visible and indicate a living cell. To quantify the enhanced

intracellular contrast, the DHM phase contrast images were analyzed by cross sections

through the two nucleoli and surrounding parts of the nucleus (cross sections between

the arrowheads in Fig. 6.3e–h). The results in Fig. 6.3i, j depict the relative phase

contrast differences (DF in rad) for the cross sections at all four moments. The solid

line in Fig. 6.3i represents the situation before the injection, and the relative phase

contrast of nucleolus 1 is about 1.2 rad higher than the surrounding area. Directly after

the injection of the glycerol/PBS mixture, DF rises to 1.8 rad in maximum, 1 min later

to 2.0 rad, and 8 min after the injection process to 2.3 rad. The results for the second

analyzed nucleolus confirm this measurement. Here, before the injection, the relative

phase contrast amounts to 1.2 rad in maximum, and 8 min after the injection it shows

an increase to 1.7 rad. These results of quantitative phase contrast analysis support the

effect of contrast enhancement for the nucleoli inside the living cell after injection of

a glycerol/PBS mixture.

In summary, the micro-injection of small amounts of glycerol leads to significant

enhancement of the intracellular phase contrast of living cells in DHM. This can be

explained by an underlying process of gentle cell swelling due to a glycerol-induced

osmotic disequilibrium, resulting in a decrease of the refractive index of the

cytosol. These changes of the refractive index are reproducible and controllable

[97]. Furthermore, we conclude the possibility to induce cellular contrast enhance-

ment by osmotic swelling of the cells in hypotonic buffer, but this has to be proved

in further experiments. However, the injection of a glycerol mixture directly into

the cell might be preferred because of the advantage to work with established cell

culture conditions in the extracellular medium. Moreover, the swelling is a transient

and reversible process, as glycerol can diffuse slowly out of the cell and intracel-

lular pathways can be used to metabolize remaining material. Finally, due to the

principles of the contrast enhancement approach, the method can be applied with

other quantitative phase contrast methods and interferometry-based techniques, and

thus prospects enhanced application fields in label-free live cell imaging.

6.4 Conclusion

The presented results show that DHM allows high-resolution, multi-focus quanti-

tative phase contrast imaging of adherent and suspended cells. Although the

presented DHM methods do not achieve the resolution as obtained from atomic

force microscopy (AFM), scanning optical near field microscopy (SNOM), scan-

ning electron microscopy (SEM), or super resolution fluorescence imaging (STED,

PALM, STORM), they overcome some particular limitations of these techniques,

for example, the scanning process, the requirement of fixed cells, or investigations

in a vacuum. DHM in off-axis configuration enables a vibration insensitive (holo-

gram capture time in or below the ms range) and non-contact full-field measure-

ment of living cells. The results further demonstrate that the presented DHM
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concepts can be utilized for investigations of dynamic cell morphology changes and

for the quantitative analysis of cellular reactions on drug treatment. The obtained

information opens up new quantitative ways for label-free dynamic cell monitoring,

and may help access new parameters, for example, for apoptosis recognition or for

control in micro-injection. Future prospects include the use of DHM for multimodal

imaging, in fluidics, and for 3D cell tracking in a three-dimensional environment. In

combination with fluorescence microscopy techniques, new possibilities for

multifunctional microscopy systems for imaging and analysis of fixed and living

cells are opened up. A higher specificity of the technology and improvement the

lateral and axial resolution can be expected by the integration of nonlinear effects

like second harmonic generation [98, 99] and by recently developed novel algo-

rithms for the deconvolution of the holographically retrieved wave fields [100, 101]

and the corresponding quantitative phase images [102]. In conclusion, the presented

methods have the potential to form versatile microscopy tools for life sciences and

biophotonics, and are highly relevant to achieve novel insights in dynamic cell

biology and cancer research as well as in drugs and toxicity testing.
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Abstract

We review the basic principles of light-tissue interaction and common methods

of investigation. The mathematical framework for describing weakly scattering

regime (the Born approximation) as well as the strong scattering regime (the

diffusion equation) are described. Traditional techniques based on polarization,

time-resolved, single and multiple scattering are reviewed. We then introduce
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Fourier transform light scattering (FTLS), which is a recent development from

our own laboratory. FTLS is the spatial analogue of Fourier transform spectros-

copy, in the sense that it provides angular scattering (spatial frequency) data

from phase and amplitude measurements in the spatial (image) domain. We

show that FTLS can be used as a diagnostic tool by translating the quantitative

phase information into data of clinical relevance. Further, FTLS allows us to

extract scattering parameters of the tissue from imaging unlabeled, thin tissue

slices, using a relationship which we call the scattering-phase theorem. Using

these measurements, FTLS can predict the outcome of many other experiments,

including time resolved and enhanced backscattering experiments.

7.1 Introduction to Tissue Scattering

Biological tissues are optically inhomogeneous, which makes the understanding of

light-tissue interaction challenging and, for the same reason, interesting [1, 2]. Upon

propagation through tissues, optical fields suffer modifications in terms of irradiance,

phase, spectrum, direction, polarization, and coherence, which can reveal information

about the sample of interest [3–5]. The elastic interaction, in which the frequency (or
wavelength) of light is conserved, is generally called scattering. Sometimes elastic
light scattering (ELS) is used to specifically distinguish this type of scattering from

dynamic (or quasi-elastic) light scattering [6], in which the light frequency changes

slightly due to Doppler shifts induced by the dynamic specimen. This type of

interaction, together with other inelastic processes, such as absorption and emission,

is outside the scope of this entry and will not be discussed in detail.

For diagnosis applications, the starting assumption is that a certain disease (e.g.,

cancer) modifies one of these light properties, such that optical information can be

translated into data of clinical relevance. Thus, developing methods for accessing

tissue scattering parameters has been an area of great interest and active research. In

this chapter, we first review the basics of tissue scattering (Sect. 7.1), followed by

a review of existing scattering methods (Sect. 7.2) and a review of the recent

Fourier transform light scattering method developed in our laboratory (Sect. 7.3).

We will summarize and conclude in Sect. 7.4.

7.1.1 Optical Window of Tissues

Biological cells abound in structures of different refractive indices, which makes it

possible to study the cell using light scattering. Essentially, the optical microscope,

which is the most common method of investigation in biomedicine [7], can be

regarded as a powerful scattering instrument. The only difference between an

imaging system, e.g., microscopes, and a common angular scattering instrument,

e.g., goniometer, is that, in the first case, the measurement is performed in the real

space (x, y, z) while, in the second, the measurement is in the spatial frequency

domain (kx, ky, kz).
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There are three major structures in a cell: cell membrane, cytoplasm, and nucleus
(see Fig. 7.1) [8]. Cell membrane is the structure that serves as a “wall” for the

entire cell structure to separate it from the surroundings. The structure of cell

membrane is described with the fluid mosaic model introduced by Singer and

Nicolson [9]. According to this model, cell membrane consists of protein molecules

“floating” on lipid bilayer structure such that the hydrophobic tails of lipid molecules

are sandwiched by the hydrophilic heads. Cytoplasm includes three major elements:

cytosol, organelles, and cytoplasmic inclusions. Cytosol refers to the inter-structure

fluid that the subcellular structures such as mitochondria, endoplasmic reticulum, and

Golgi apparatus are suspended in. Organelles are the subcellular “organs” that are

suspended in cytosol and cytoplasmic inclusions are small insoluble particles

suspended in cytosol. Lastly, the cell nucleus is a spherical organelle separated

from the cytoplasm by a layer called the nuclear envelope. The nucleus includes

the chromosomes and also is the place where DNA replication happens.

All these different structures in a cell provide refractive index differences inside

the cell and make it a scattering medium [10, 11]. Thus, large cellular structures,

e.g., nucleus, generally scatter light at small angles, while large angle scattering is

due to contributions from small organelles such as mitochondria.

Light can also be absorbed by cells. Beer–Lambert law states the intensity

change as the light travels along a distance L through a material characterized by

the extinction coefficient, e, and the concentration of the absorbing material, r,

I ¼ I0e
�erL

¼ I0e
�aL;

(7.1)
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Fig. 7.1 Illustration of cellular substructures that can potentially contribute to light scattering

signals
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where a is the absorption coefficient, which gives the decrease rate of the intensity

as light travels further into the material. Since human body is mostly composed of

water, it is important to understand how water absorbs light over various spectral

regions (see Fig. 7.2). From the studies of extinction constants of water done by

Hale and Querry [12], we can see that within the spectral region 200–1,300 nm,

water does not absorb light significantly.

Besides water, hemoglobin is another major contributor to light absorption in

human tissue. This protein contained in red blood cells delivers oxygen by binding

the oxygen molecules to its iron atoms. As red blood cells travel through the lung

and make hemoglobin molecules oxygenated (oxyhemoglobin), the absorption

spectrum of hemoglobin changes from its deoxygenated state (deoxyhemoglobin).
In Fig. 7.2, we show the absorption spectrum of oxygenated and deoxygenated

hemoglobin from 250 to 1,000 nm wavelength region [13] together with the water

absorption spectrum. Hemoglobin absorbs the most in blue and green and this

absorption drops significantly at longer wavelength, where water’s contribution

becomes important. Therefore, there is a window of opportunity, around

800–1,300 nm, sometimes referred to as the tissue optical window, where overall

the tissue exhibits low absorption. In this window, the contribution of light absorp-

tion becomes insignificant compared to light scattering. Not surprisingly, this is the

spectral region where most tissue scattering experiments are performed. In the

following sections, we discuss the main concepts in light scattering theory, as it

applies to tissue scattering experiments.

7.1.2 Light Scattering Basics

Light scattering refers to the interaction between the electromagnetic wave and

inhomogeneous media.When studying light scattering in cells and tissues, our general

goal is to solve the inverse scattering problem, i.e., from the experimental data, i.e., to

obtain information about the refractive index distribution, n(r), of the structure.
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Here, we restrict the discussion to scalar fields, which is the relevant situation

whenever the tissue scatters light isotropically. The wave propagation in a medium

can be represented by the (inhomogeneous) Helmholtz equation, (7.2).

H2U r;oð Þ þ b2 r;oð ÞU r;oð Þ ¼ 0; (7.2)

where

b r;oð Þ ¼ n r;oð Þb0
¼ n r;oð Þo

c
:

(7.3)

In (7.2)–(7.3), U is the complex field, b is the inhomogeneous wave number
(a material property), b0 the wave number of vacuum, r the spatial coordinate,o the

angular frequency, and n the refractive index (generally a function of both r and o).
We can rearrange (7.2) to isolate a new term describing the inhomogeneous

medium, F(r,o), referred to as scattering potential [14],

H2U r;oð Þ þ b20U r;oð Þ ¼ �4pF r;oð ÞU r;oð Þ (7.4)

F r;oð Þ ¼ 1

4p
b20 n2 r;oð Þ � 1
� �

(7.5)

Solving the Helmholtz equation for a point source, i.e., inserting a 3D delta

function, d(3)(r), on the right hand side of (7.4), provides the well-known spherical
wave as the Green’s function,

g r;oð Þ ¼ eib0r

r
(7.6)

Furthermore, using the superposition (or the Huygens-Fresnel) principle, the

convolution of the spherical wave and the source term in (7.4) gives the scattered
field solution,

U r;oð Þ ¼
Z Z Z

V

F r0;oð ÞU r0;oð Þ e
ib0 r�r0j j

r� r0j j d
3r0 (7.7)

By applying the Fraunhofer approximation, the far-field approximation of the

scattered field is obtained as:

U r;oð Þ ¼ eib0r

r

Z Z Z
V

F r0;oð ÞU r0;oð Þe�iks�r0d3r0 (7.8)
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This equation indicates that the far field behaves as a spherical wave perturbed

by the scattering amplitude, f(ks,o), defined as (7.9).

f ks;oð Þ ¼
Z Z Z

V

F r0;oð ÞU r0;oð Þe�iks�r0d3r0: (7.9)

Without further approximation, this integral remains difficult to evaluate. How-

ever, in the case of single layers of cells and thin tissue slices, it is reasonable to

assume that the light scatters weakly. Below we show that under these circum-

stances, (7.8) can be inverted, i.e., an expression for F can be obtained in terms of

the measured scattered field U.

7.1.3 The Born Approximation

7.1.3.1 Diffraction Tomography
Following our assumption that the scattering is weak, the (first) Born approxima-
tion states that the field inside the inhomogeneous medium remains approximately

equal to the incident plane wave,

Ui r
0;oð Þ ¼ eikir

0
(7.10)

Therefore, inserting this plane wave under the integral of (7.9), the scattering

amplitude can be simplified to:

f q;oð Þ ¼
Z
v

F r0;oð Þe�iq�r0d3r0; (7.11)

Equation (7.11) now is a 3D Fourier transform, where q ¼ ks � ki is the Fourier
variable. The quantity q represents the difference between the scattered wave

vector, ks, and the incident wave vector, ki, and is geometrically illustrated in

Fig. 7.3a. Note that the modulus of the scattering wave vector depends on both the

wavelength and scattering angle, q ¼ 2b0 sin y=2ð Þ.
Equation (7.11) ultimately provides the solution to the inverse scattering prob-

lem because of the reversibility of the Fourier integral,

F r0;oð Þ ¼
Z1
�1

U q;oð Þeiq�r0d3q (7.12)

This equation implies that the structure of the inhomogeneous medium can be

completely retrieved by taking the Fourier transform of the measured complex
scattered field over an infinite range of spatial frequencies. Equation (7.12) is the

main result of diffraction tomography, in which a 3D object is reconstructed via

measurements of angular scattering.
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However, in practice, these conditions are not satisfied and the reconstruction of

the structure of the sample is always limited. Currently, most measurements are

made by observing the intensity of the scattered field, not the complex scattered

field itself. Taking the Fourier transform of the intensity of the scattered field and

using the correlation theorem [15], we obtain autocorrelation of the scattering

potential rather than the potential itself,

Z1
�1

��U q;oð Þ��2eiq�r0d3q ¼ F r0;oð Þ � F r0;oð Þ (7.13)

Thus, (7.13) states that intensity measurements, without phase information, are

insufficient for retrieving the structure of scattering objects. Note that this problem

has been known in X-ray diffraction for many decades, it is called the “phase

problem” (for review, see the recent account by Wolf [16]).

Furthermore, we only have access to a limited spatial frequency range. For an

incident wave vector ki, the highest magnitude of the momentum transfer vector

(Fig. 7.3a) we can obtain experimentally is 2ki which is the case of backscattering.

For arbitrary incident wave vectors, the largest possible q appears in backscattering

with magnitude 2b0, and direction opposite to the incident vector. Thus, the largest
possible q covers a sphere of radius 2b0, which is known as the Ewald sphere
(Fig. 7.3b). The meaning of this coverage is that we can only measure the frequency

components within this sphere, and the accessible propagating field is truncated in

frequency. Note that frequencies above 2b0 are evanescent and can only be

accessed in near field.

q
ks

tissue

ki

θ/2
kikb −ki −kb

a b

Fig. 7.3 Momentum transfer of (a) scattering event. (b) The Ewald sphere
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This truncated field can be written as the multiplication of the scattered field

and a ball function, which describes the Ewald sphere and is mathematically

defined as:

P
q

4b0

� �
¼ 1;when

��q�� � 2b0
0; elsewhere

(
(7.14)

Thus, we can write the measured, truncated field, U, as:

U q;oð Þ ¼ U q;oð Þ �P q

4b0

� �
(7.15)

Now the scattering potential can be obtained by taking the Fourier transform of

the truncated field,

F r0;oð Þ ¼ F r0;oð ÞⓋeP r0ð Þ

¼ F r0;oð ÞⓋ sin 2b0r
0ð Þ � 2b0r

0 cos 2b0r
0ð Þ

r03
(7.16)

In the equation above, Ⓥ indicates the 3D convolution. From the 3D Fourier

transform of a ball function, eP r0ð Þ, we notice that the new scattering potential after

frequency truncation is a smoothed-out version of the object. We can conclude that

diffraction tomography requires the measurement of both the phase and amplitude

of the scattered field and the reconstruction is, at best, band-limited to a sphere of

radius 2b0.

7.1.3.2 Single Particle Under the Born Approximation
Now, we define some parameters that characterize single particle scattering. The

generalized form of scattered field in the far zone (Fraunhofer approximation of

(7.8)) can be written as:

Us rð Þ ¼ Ui rð Þ e
ikr

r
f ks; kið Þ: (7.17)

Incident field, scattered field, and the position in the space are now in vector

forms. Also, the scattering amplitude, f(ks, ki), now includes polarization informa-

tion as well. The scattering by single particles is efficiently described by cross
sections. First, the differential cross section is defined as follows:

sd ks; kið Þ ¼ lim
r!1 r2

Ss
Si

����
����; (7.18)
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where Ss,i are the Poynting vectors for the scattered and incident field. Since the

moduli of the Poynting vectors are ð1=2�Þ��Us;i

��2, the differential cross section can be
written as a function of the scattering amplitude, (7.19).

sd ks; kið Þ ¼ ��f ks; kið Þ��2: (7.19)

By normalizing the differential cross section, we can obtain the phase function,
p ks; kið Þ, which provides the angular probability density function of the scattered

light.

p ks; kið Þ ¼ 4p
sd ks; kið ÞR

4p
sd ks; kið ÞdO : (7.20)

Furthermore, the scattering cross section is defined by integrating the differen-

tial cross section over the solid angle (the denominator of the phase function in

(7.20)),

ss ¼
Z
4p

sd ks; kið ÞdO: (7.21)

In general, absorption through the scattering particle also gives rise to an

absorption cross section, sa, which also contributes to the total cross section, s,

s ¼ ss þ sa: (7.22)

Next, we will discuss some specific cases where the Born approximation is

applied to single spherical particles. These are known as Rayleigh-Gans particles

and are characterized by a small phase shift, i.e., k0ðn� 1Þ2r << 1, where r is the

radius of the particle.

When a scattering particle has a well-defined shape such as sphere, cylinder, or

cube, the Born approximation discussed in the previous section allows analytic

solutions. In case of a spherical particle with radius r, the scattering potential can be
written as a ball function and the scattering amplitude is simply the 3D Fourier

transform of the scattering potential with q ¼ ks � ki.

Fp r0ð Þ ¼ P
r0

2r

� �
F0

¼ 1

4p
b20 n2 � 1
� �

P
r0

2r

� �
:

(7.23)
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Thus, we obtain the scattering amplitude by simply taking the 3D Fourier

transform of the particle scattering potential, Fp. The Fourier transform of the

“ball” function is well known, such that the scattering amplitude is:

f q;oð Þ / n2 � 1
� �

b20r
3 sin qrð Þ � qr cos qrð Þ

qrð Þ3 : (7.24)

Note that the differential cross section depends on the size of the particle and

also on the modulus of the scattering wave vector, q ¼ 2b0 sin y=2ð Þ,

sd ks; kið Þ ¼ ��f ks; kið Þ��2
/ n2 � 1

� �
V2b40

sin qrð Þ � qr cos qrð Þ
qrð Þ3

" #2

:
(7.25)

This formula establishes the angular scattering generated by a weakly scattering

spherical particle. When qr! 0, i.e., either the particle is very small (r! 0) or the

measurement is made at very small angles q ¼ 2b0 sin y=2ð Þ ! 0½ �, (7.25) can be

further simplified to:

sd ks; kið Þ��
qr!0

/ n2 � 1
� �

V2b40
sin qrð Þ � qr cos qrð Þ

qrð Þ3
" #2

’ 1

9
n2 � 1
� �

V2k40:

(7.26)

Therefore, by measuring the scattering at small angles, i.e., forward scattering,
we can determine the volume of the scattering particle. Also, for very small

particles, or Rayleigh particles, the differential cross section is independent of the

angle of measurement, which defines isotropic scattering. The result also states that
the Rayleigh scattering is isotropic and strongly depends on the size of the particle

and the wavelength,

ss oð Þ / n2 � 1
� �2

b40V
2

/ r6

l4
:

(7.27)

For other particle shapes, such as a cube, a cylinder, etc., we can follow the same

procedure of determining the scattering potential to analyze the scattering properties.

7.1.3.3 Ensemble of Particles Under the Born Approximation
When a measurement on a biological object is made, there are many “particles” that

contribute to the light scattering. Therefore, studying light scattering from ensem-

bles of particles is relevant to biomedical measurements. In this section, we look at

the cases where identical particles are randomly distributed in space.

268 T. Kim et al.



With the assumption that all the particles are identical and the distribution of

these particles in space is expressed as a sum of delta functions, the scattering

potential of the ensemble can be written as a convolution between the sum of delta

functions and the scattering potential of a particle, F0(r),

F rð Þ ¼ F0 rð ÞⓋ
X
i

d r� rið Þ: (7.28)

Consequently, the scattering amplitude can be obtained by taking a 3D Fourier

transform of the scattering potential

f qð Þ ¼ f0 qð ÞS qð Þ; (7.29)

where S is the so-called structure function, defined as,

S qð Þ ¼
X
i

eiq�ri : (7.30)

We can immediately see that the scattering amplitude of an ensemble is just the

scattering amplitude of a single particle multiplied by the structure function, S(q),
which contains the information about the particle distribution in space. As

expected, since the particles are separated by distances larger than their diameter,

S contributes at high spatial frequencies, or q-values, hence the term “structure.”

The single scattering feature, described by f0, is called form factor (function) and
acts as the envelope of the angular scattering signal. If the particles are separated by

large distances, the structure contribution can be neglected at appropriately low

angles. However in cells and tissues, this is hardly the case.

7.1.4 Multiple Scattering

So far, we discussed the case of single scattering where the average dimension of

the scattering medium is smaller than the characteristic mean free path, ls. For
a distribution of particles, ls is defined by the density of the scattering particles and

the scattering cross section of each particle,

ls ¼ 1

Nss
: (7.31)

For small particles under Rayleigh scattering regime, the scattering event hap-

pens in an isotropic manner and the average step between two scattering events is

defined by ls. The scattering mean free path allows us to define the intensity decay

of a plane wave propagating through a medium of thickness L via Lambert-Beer

equation similar to the one used for absorption (see (7.1)),

I ¼ I0e
�ls

L

¼ I0e
�msL;

(7.32)

where ms is called scattering coefficient.
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However, when the single scattering event is anisotropic, we have to take the

average direction of a scattering wave vector into account, which gives a new

average characteristic distance. This new average distance, lt, the transport mean
free path, includes not only the scattering cross section and the density of the

particles, but also the anisotropy factor, g, which is defined as the average cosine of
a single scattering event,

lt ¼ ls
1� gð Þ ¼

1

Nss 1� gð Þ (7.33a)

g ¼ O � O0h i
¼ cos yh iy:

(7.33b)

For highly scattering media, when the dimensions of the medium are much

larger than lt, the light propagation resembles a random walk, or diffusion process,

which can be described by a diffusion equation:

@F
@t

� H DðrÞHF r; tð Þ½ � þ maF r; tð Þ ¼ S r; tð Þ: (7.34a)

Here, F r; tð Þ, D(r), ma, and S r; tð Þ are, respectively, the energy flux, diffusion

constant, absorption coefficient, and the light source. For a statistically homoge-

neous medium, i.e., D ¼ const., and in the absence of absorption and sources, the

diffusion equation simplifies to:

H2F r; tð Þ � 1

D

@F r; tð Þ
@t

¼ 0: (7.34b)

In (7.34b), the diffusion equation is directly related to the transport mean free

path, D ¼ clt=3. This equation is heavily used in bulk tissue scattering experiments,

e.g., in vivo, because through measurements of F, either in space- or time-resolved

manner, D becomes a measurable quantity of potential clinical relevance.

Below, we review some of the common light scattering methods, operating both

in single scattering and diffusion regimes.

7.2 Traditional Scattering Methods

Here we discuss some traditional scattering methods used to solve inverse problems

and study tissues.

7.2.1 Polarized Light Scattering

Polarization of the light scattered from an inhomogeneous scattering medium

depends on many different factors: wavelength of the light, type of the scattering
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medium, time of travel, and traveling distance [17, 18]. Especially, the traveling

distance, which tells us if the light scattering is in the single scattering regime or in

the multiple scattering regime, plays an important role in the polarization state of

the scattered light. The polarization state is preserved in the backscattered field if it

originates from a thin region in the tissue, i.e., within an ls – thick slice from the

surface. However, multiply scattered backscattered light, which underwent at least

two scattering events before exiting the tissue, loses its polarization [19, 20]. Thus,

for linearly polarized incident light, the backscattered light from the near-surface

region is still linearly polarized in the same direction as the incident light while the

backscattered light from deeper region is unpolarized. This means that if we use an

analyzer that is parallel to the incident polarization, we will obtain the field

scattered from the near-surface region plus half of the field multiply scattered

from the deeper region. Furthermore, using an analyzer that is perpendicular to

the incident polarization, we will only get the multiply scattered field, which is

identical to the multiply scattered field from the parallel polarization except for the

cross-polarization direction. Therefore, by subtracting the perpendicular polarized

field from the parallel polarized field, we can retrieve only the backscattering from

the near-surface region [21, 22],

Ik � I? ’ I0
k2r2

Zp�y0

p

Re S�? yð ÞSk yð Þ� �
sin ydy: (7.35)

In this equation, S⊥,||, y0, y, r, and k are the scattering amplitudes, linearly

polarized incident angle, scattering angle, the distance from the scatterer to the

detector, and the wave number, respectively. Thus, polarization properties of light

can be used to filter out the diffusive background and analyze only the single

scattering regime, for which the Born approximation may be applicable [22–25].

Other differential methods for selectively removing the diffusive background have

been developed [26, 27].

7.2.2 Single Scattering

7.2.2.1 Angular Scattering
Unlike Rayleigh scattering regime discussed earlier (Sect. 7.1.3.2.), the scattering is

anisotropic when the particle size is sufficiently large compared to the wavelength

of the incident light. In this case, we need the complete angular distribution of the

scattered field from the biological tissue. Measurements on the angular dependence

of scattering, P(y, l), can be directly used to calculate the anisotropy factor, which

in turn gives the transport mean free path of the scattering medium,

g lð Þ ¼
Z

P y; lð Þ cos ydO (7.36)
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Figure 7.4 shows a traditional, goniometer-based measurement of angular scat-

tering. As already mentioned in Sect. 7.1.3, studying the angular distribution of

light scattered from weakly scattering specimens, such as monolayers of cells and

thin tissue sections, can provide us with valuable morphological information. This

information can then be used to diagnose abnormalities in biological tissues,

including various types of cancer [25, 28–30].

7.2.2.2 Light Scattering Spectroscopy
As shown above, light scattering depends on not only the scattering sample, but also

the wavelength of the incident light. Therefore, by taking the spectral density of the

scattered light using a spectrometer, the characteristics of the scatterer can be

determined. Perelman et al. [31] proposed a technique to take the wavelength

dependence into account in studying the light backscattered from biological tissue.

In this paper, the normalized reflectance of the field is measured in terms of the

incident intensity and the backscattered diffused intensity of the field from deeper

part of the field. This reflectance is ultimately used to calculate the size distribution

of the cell nuclei. Clearly, angular and spectroscopic scattering measurements are

equivalent, because the scattering wave number, q ¼ 4p sinðy=2Þ=l, is a function of
both angle and wavelength. However, recently, it has been emphasized that inter-

pretation of the single scattering signal has to be done carefully [32].

7.2.3 Diffusive Scattering

7.2.3.1 Enhanced Backscattering
When a plane wave illuminates a semi-infinite scattering medium, every

backscattered wave has its time-reversed pair which takes the same optical path

but in opposite direction (see Fig. 7.5). For this class of backscattered field, the

phase difference between the pair of waves approaches zero as the angle approaches

180o (backscattering) [33–35]. Due to constructive interference, the angular

Source
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D
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r

Fig. 7.4 Goniometer-based

angle-resolved light

scattering setup

272 T. Kim et al.



distribution of the backscattered field will exhibit a bright spot, or enhancement, in
the backscattering direction, which seats on a diffusive background. Since all the

different possible pathlengths within the medium are governed by the diffusion

equation, the enhanced backscattering peak width depends on the transport mean

free path lt as [34]:

aðyÞ ¼ 3

8p
1þ 2z0

lt
þ 1

ð1þ q?ltÞ2
1þ 1� e�2q?z0

q?lt

� �" #
; (7.37)

where lt transport mean free path, z0 trapping plane location, q? ¼ 2py l= is the

component of q normal to the z-axis. Thus the information about lt is carried by the
angular width, dy, of the enhancement cone, dy / l=3plt, which is obtained by

expanding (7.37) around q?z0 ¼ 0 [36]. Because of this, enhanced backscattering

can be used to characterize tissue properties [36]. Note that typical experimental

values are lt ’ 1mm and l ’ 1 mm, which indicates that the angular spread of the

enhancement cone is extremely small, of the order of 0.1 mrad. This fact adds

tremendous constraints on the experimental execution of these measurements. Due to

the uncertainty principle, resolving such a small angle requires a correspondingly large

beam, of the order of Nl=dy ’ N10lt, i.e., the illumination beam waist must be larger

thanN centimeters (!), whereN is the number of points sampling the enhancement cone.

Due to the interference law, the enhancement is a factor of 2 higher than the

diffussive, incoherent background [33–35]. However, if the illumination field has

a coherence area that is smaller than the illumination beam, the incoherent back-

ground raises, roughly by a factor equal to the ratio between the beam area and

coherence area. The net effect of this incoherent illumination effect is to effectively

diminish the enhancement factor and broaden the cone. In essence, a partially

coherent field is characterized by a certain distribution of k-vectors (or angles),

each generating an enhancement distribution. Thus, the resulting enhancement is

Fig. 7.5 Time-reversed

photon pairs in enhanced back

scattering
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the angular convolution between the coherent enhancement profile and the angular

distribution of illumination. Note that this angular distribution of illumination acts

as the Green’s function (or impulse response) of the instrument, limiting the angular

resolution of the measurement in the same way the point spread function limits the

spatial resolution in a microscope. The spatial coherence length has to be at least lt;

otherwise, the coherent effect is lost. Recently, Kim et al. investigated this

incoherent illumination in the extreme case of very low spatial coherence [36].

7.2.3.2 Diffuse Reflectance
A diffusive model can be used to study the diffuse reflectance versus point-detector

separation or wavelength and extract scattering parameters of bulk tissues.

This steady-state measurement has been used extensively due to its simplicity

(see, e.g., [37–41]). A more detailed description of the diffusion phenomenon in

semi-infinite media, including the full, time-resolved solution, is presented below,

in Sect. 7.2.4.2. Averaging the time-resolved solution over time gives the steady-

state, diffuse reflection solution.

7.2.4 Time-Resolved Scattering

7.2.4.1 Optical Coherence Tomography
Optical coherence tomography (OCT) uses low-coherence light to interferometrically

retrieve echo-type measurements from deep tissues [42]. Typical setup for OCT is

based on the Michelson interferometer which consists of a broadband source, beam

splitter, reference arm, sample arm, and a detector (Fig. 7.6). Light scattered from the

sample arm is analyzed with the light from reference arm to give the object informa-

tion. Because of its low-coherence from the broadband source, OCT obtains the depth

sectioning comparable to the coherence length of the light source. In other words, only

the part of the sample that produces the same pathlength as the reference field, within

the coherence length, is studied at any one time. Therefore, OCT usually measures

one small region defined by the fiber optic and the depth section per measurement. In

order to reconstruct an entire 3D volume, raster scanning is necessary.

B/S

Detector

Source

Reference

Sample

Fig. 7.6 OCT setup
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OCT measures the cross-correlation of the field from the reference arm and the

field from the sample arm,

G12 tð Þ ¼
Z1
�1

UsampleðtÞUref tþ tð Þdt

¼ UsampleðtÞ � Uref ðtÞ:
(7.40)

In the frequency domain, the Fourier transform of the cross-correlation, i.e., the

cross spectral density, can be expressed as a product of source spectrum, S(o), and
the spectral modifier, h(o), due to the sample.

W12 oð Þ ¼ Usample oð ÞU�
ref oð Þ

¼ Uref oð ÞUref oð Þh oð Þ
¼ S oð Þh oð Þ:

(7.41)

Back in the time domain, now the cross-correlation function can be written as

a convolution of the autocorrelation of the source, G(o), and the time response

function, h(t).

G12 tð Þ ¼ G tð ÞⓋh tð Þ (7.42)

Assuming that the sample is just a single reflective flat surface, the time response

function can be expressed as a single delta function. In this case, the cross-

correlation function becomes:

G12 tð Þ ¼ G tð ÞⓋd t� t0ð Þ
¼ G t� t0ð Þ (7.43)

where t0¼ z/2c is the time delay from the location of the reflector, z, with respect to
the reference mirror. Finally, the OCT time-profile is obtained by taking the

modulus of the cross-correlation function,
��G12 tð Þ��, defined by:

G12 tð Þ ¼ ��G12 tð Þ��ei½o0tþf tð Þ� (7.44)

Thus, the envelope of the correlation function,
��G12 tð Þ��, acts as the Green’s

function of the measurement, i.e., the time response of the tissue is “smoothed” by

this function that is narrower for broader spectra.

OCT has been used primarily as an imaging tool, with ophthalmology being the

main field of applications. This is so because the eye is transparent and contains

many surfaces producing specular reflections, which can be resolved unequivo-

cally, according to (7.43). However, OCT can be used as an effective scattering

method. It has been recognized 12 years ago that the OCT signal from a diffusive
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medium can be very well characterized by the time-resolved diffusion equation as

reported in Ref. [43]. In essence, OCT can provide the pathlength distribution of

light scattered by a diffusive tissue, with a time resolution given by the coherence

length divided by the speed of light, which can easily reach in tens of femtoseconds.

Using OCT for time-resolved diffusion measurements is superior to using mode-

locked Ti:Saph lasers in the point of view of not only time resolution, but also

sensitivity and dynamic range (due to the interferometric, heterodyne detection).

The solution to the time-resolved diffusion equation is discussed below.

7.2.4.2 Time-Resolved Reflectance
The reflectance at any point in the tissue as a function of time can be calculated

from the scattering coefficients by using a diffusive light transport model in

reference [44]. The diffuse energy flux rate is assumed to satisfy the diffusion

equation (with negligible absorption for now):

@

@t
fðr; tÞ � DH2fðr; tÞ ¼ Sðr; tÞ; (7.45)

where D is the diffusion coefficient. We assume that the absorption coefficient of

tissue is zero, such that D is given by (see also Sect. 7.1.4):

D ¼ cls
3ð1� gÞ

¼ clt=3:

(7.46)

If we assume that all incident light is scattered at depth z0, where z0 ¼ lt, the
source term becomes a delta function S(r,t) ¼ d(0,0), which allows us to find the

Green’s function of the system. We also assume that at the boundary of the tissue,

f ¼ 0. The Green’s function of (7.45) can be used to obtain the 3D solution in

spherical coordinates:

fðr; tÞ ¼ ð4pDtÞ�3
2e

�r2

4Dt : (7.47)

This solution can be converted to cylindrical coordinates:

fðr; z; tÞ ¼ ð4pDtÞ�3
2 e�

ðz�z0Þ2þr2

4Dt � e�
ðzþz0Þ2þr2

4Dt

	 

: (7.48)

Using Fick’s law, Jðr; 0; tÞ ¼ �DHfðr; z; tÞjz¼0, we can obtain the final expres-

sion for the time-resolved reflectance:

Rðr; tÞ ¼ ��Jðr; 0; tÞ�� ¼ ð4pDÞ�3
2z0t

�5
2e�

r2þz2
0

4Dt : (7.49)
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By integrating over the entire surface, the final expression for the time-resolved

reflectance can be obtained as:

RðtÞ ¼
Z1
0

Rðr; tÞ2prdr ¼ ð4pDÞ�1
2z0t

�3
2e�

z2
0

4Dt: (7.50)

In finite tissue of thickness d, boundary conditions can be met by addition of

dipoles as shown in Fig. 7.7 [44]:

Rðd; tÞ ¼ ð4pDÞ�1
2t�

3
2 z0e

� z2
0

4Dt � ð2d � z0Þe�
ð2d�z0Þ2

4Dt þ ð2d þ z0Þe�
ð2dþz0Þ2

4Dt

� �
: (7.51)

Clearly, performing time-resolved measurements, via OCT, pulsed lasers, or

otherwise, offers yet another path toward retrieving the scattering mean free path, lt,

which in this case is contained in the diffusion equation, D.

7.3 Fourier Transform Light Scattering

As described in the previous sections, light scattering techniques provide informa-

tion that is intrinsically averaged over the measurement volume. Thus, the spatial

resolution is compromised and the scattering contributions from individual

components are averaged. However, recently, phase-sensitive methods have

Tissue thickness d
Z=d

Z=−2d

Z=−d

Z=0

Z=4d

Z=3d

Z=2d

Z=−3d

Fig. 7.7 Geometry

consideration for

time-resolved reflectance

calculation
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been employed to directly extract the refractive index of cells and tissues

[45–49]. From this quantitative phase imaging information, the angular scattering

can be obtained via the Born approximation (see Sect. 7.1.3.), as described in

Ref. [50].

Based on quantitative phase imaging (QPI) [51], we developed Fourier transform

light scattering (FTLS) as an approach to study static and dynamic light scattering.

FTLS combines the high spatial resolution associated with optical microscopy and

intrinsic averaging of light scattering techniques. FTLS is not particular to a single

method of QPI, i.e., it is not important how the phase and amplitude information was

obtained from the imaging field. Below, we review FTLS briefly.

7.3.1 Quantitative Phase Imaging Methods

Recently, new QPI techniques have been developed for spatially resolved

investigation of biological structures [52]. Combining phase-shifting interfer-

ometry with Horn microscopy, DRIMAPS (digitally recorded interference

microscopy with automatic phase-shifting) has been proposed as a new tech-

nique for quantitative biology [53, 54]. This quantitative phase imaging
technique has been successfully used for measuring cell spreading [55], cell

motility [56], cell growth, and dry mass [57]. A full-field quantitative phase

microscopy method was developed also by using the transport-of-irradiance

equation [58, 59]. The technique is inherently stable against phase noise

because it does not require using two separate beams as in typical interferom-

etry experiments. This approach requires however recording images of the

sample displaced through the focus and subsequently solving numerically

partial differential equations.

Digital holography has been developed a few decades ago [60] as a technique

that combines digital recording with traditional holography [61]. Typically, the

phase and amplitude of the imaging field are measured at an out-of-focus plane. By

solving numerically the Fresnel propagation equation, one can determine the field

distribution at various planes. For optically thin objects, this method allows for

reconstructing the in-focus field and, thus, retrieving the phase map characterizing

the sample under investigation. This method has been implemented in combination

with phase-shifting interferometry [62]. More recently, digital holography has been

adapted for quantitative phase imaging of cells [63–65].

In recent years, new full-field quantitative phase imaging techniques have

been developed for studying live cells. The advance of Fourier phase microscopy

(FPM) [66, 67], Hilbert phase microscopy (HPM) [68, 69], and diffraction

phase microscopy (DPM) [70, 71] came in response to the need for high phase

stability over broad temporal scales. Spatial light interference microscopy

(SLIM) has been developed in our laboratory to enhance the phase sensitivity to

unprecedented levels by eliminating the speckles due to the laser illumination

[72–75]. The principles of operation of DPM and SLIM are described below.
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7.3.1.1 Diffraction Phase Microscopy
Diffraction phase microscopy (DPM) [76] combines the single shot feature of

Hilbert phase microscopy (HPM) [68, 69] with the common path interferometry

of Fourier phase microscopy (FPM) [67, 77, 78], making it stable to sub-nanometer

scale while reducing longitudinal noise. The experimental setup (Fig. 7.8) consists

of illumination from the second harmonic of Nd:YAG laser (l ¼ 532 nm) which is

the source for an inverted microscope. The image is formed at the output port. The

image appears to be illuminated by a virtual point source. The field for this point

source is further collimated by a relay lens and replicated at the image plane. The

phase grating at the image plane generates multiple diffraction orders containing

full spatial field information. The Mach-Zehnder spatial filtering setup with two

lenses L1-L2 is used to filter the 0th order beam which acts as the reference and the

1st order diffraction beam which acts as sample field. The 0th order beam is low

pass filtered, so the field is uniform at the CCD plane. The entire frequency content

of the 1st diffraction order is allowed to pass to the CCD by the spatial filter in the

Fourier plane of L1 forming an interferogram at the CCD plane. The common path

geometry reduces longitudinal phase noise. If the spatial modulation is at 45o with

respect to both X and Y axes, the field is of the form [76]:

Eðx; yÞ ¼ ��E0

��ei f0þbðxþyÞ½ � þ ��E1ðx; yÞ
��eifðx;yÞ: (7.52)

where E0;1

�� �� and f0;1 are the amplitudes and the phase of the 0th and 1st diffraction

orders while b is the spatial frequency shift induced by the grating to the 0th order.

LASER

I G L1 L2
SF

CCDTL

M

O

S

BS

C

Fig. 7.8 DPM, FTLS setup: C: Collimator, BS: Beam splitter, S: Sample plane, O: Objective,

M: Mirror, TL: Tube Lens, I: Iris, G: Phase grating, L1-L2: Lenses, DF: Spatial filter
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The reference field is proportional to the spatial average of the microscope image

field (central ordinate theorem):

��E0

��eif0 / 1

A

Z ��E1ðx; yÞ
��eifðx;yÞdxdy; (7.53)

where A is the total image area.

By performing a spatial high pass filter, the cross-term can be isolated as��E0

����E1ðx; yÞ
�� cos fðx; yÞ � bðxþ yÞ � f0½ �. For transparent objects, E1(x,y) does

not vary significantly. Using a Hilbert transform, the quantitative phase map,

fðx; yÞ, can be obtained from a single recording [79].

7.3.1.2 Spatial Light Interference Microscopy (SLIM)
Zernike’s phase contrast microscopy is a qualitativemethod of imaging transparent

objects, also termed as phase objects [80–82]. Gabor’s holography enables recoding

of phase and amplitude information of such objects [61]. By combining the two

principles, we developed SLIM, spatial light interference microscopy, which is

a quantitative phase imaging method that uses the white light, spatially coherent

field from a phase contrast microscope [72–75].

A schematic of the SLIM instrument is depicted in Fig. 7.9. SLIM functions by

adding spatial modulation to the image field of a commercial phase contrast

microscope. Besides the conventional p/2 shift introduced in phase contrast

between the scattered and unscattered light from the sample [82], we generated

further phase shifts by increments of p/2. The objective exit pupil, containing the

phase-shifting ring, is imaged via lens L1 onto the surface of a reflective liquid

crystal phase modulator (LCPM, Boulder Nonlinear). The active pattern on the

LCPM is calculated to precisely match the size and position of the phase ring

Phase Contrast 
Microscope

CCD

Fourier 
Lens L1

LCPM

Fourier 
Lens L2

Beam
Splitter

SLIM ModuleFig. 7.9 SLIM setup
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image, such that additional phase delay can be controlled between the scattered and

unscattered components of the image field. In this setup, four images corresponding

to each phase shift are recorded (Fig. 7.1b), to produce a quantitative phase image

that is uniquely determined [75].

7.3.2 Scattering-Phase Theorem

The scattering-phase theorem relates the phase distribution of a tissue slice of

thickness L� ls, and scattering parameters ls and g. ls, the scattering mean free path

length when averaged over a certain area, is inversely proportional to the variance

of the phase in that area. The anisotropy factor g is related to the phase gradient

distribution [83]. The derivations are as follows.

7.3.2.1 Proof of the ls-f Relationship
ls is defined as the length over which the irradiance of unscattered light drops to 1/e
of its original value, which is the Beer–Lambert’s law [83]

I0
0 ¼ I0e

�L=ls ; (7.62)

where I0
0 is the intensity of unscattered light passed through the sample and I0 is the

intensity of incident light. In (7.62), I0 ¼
��U0

��2 and I0
0 ¼ ��U0

0��2, where U0 and U0
0

represent the corresponding amplitudes shown in Fig. 7.10. The measured fieldU0 is
a combination of the scattered and unscattered light that passes through the sample.

This contains the phase information measured in quantitative phase measurement

techniques:

U0ðrÞ ¼ U0
0 þ U1

0ðrÞ: (7.63)

The unscattered component is the zero frequency or DC component of the field

which is U0, and U1 represents the scattered high-frequency component of light.

This implies that U0
0 is the spatial average,

U0
0 ¼ U0 � eifðrÞ

D E
r
: (7.64)

U0

a b
U0�

L

ls ki

ks q

Fig. 7.10 Scattering-phase

theorem: (a) Light passes
through tissue of thickness

L; ls is the scattering mean

free path length. (b) ki, ks are
the scattered and incident

wave vectors, q is the

momentum transfer
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If the phase shifts are normally distributed and the Gaussian function takes the

form exp �f2=2 Df2
 �

r

� �
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p Df2

 �
r

q
, the average field in (7.64) is expressed as:

U0
0 ¼ U0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p Df2
 �q

r

Z1
�1

eife
� f2

2 Df2h irdf

¼ U0e
� Df2h ir

2 :

(7.65)

In (7.65), Df2
 �

r
is the variance in the phase shift distribution. We also know

that:

U0
0=U0 ¼

ffiffiffiffiffiffiffiffiffiffiffi
I0

0=I0
q

: (7.66)

By combining (7.63), (7.65), (7.66) we get the final expression for scattering

mean free path:

ls ¼ L

<Df2ðrÞ>r

ðq:e:d:Þ: (7.67)

While the assumption of Gaussian distribution of phase shifts is made for the

purpose of this derivation, ls can also be calculated in samples with non-Gaussian

phase distribution if the quantitative phase is known.

7.3.2.2 Proof of the g-f Relationship
g is defined as the average cosine of the scattering angle for a single scattering
event. Since ls is the distance over which light scatters once, g is the average cosine
of the field transmitted through ls [83].

g ¼ < cos y>y: (7.68)

The scattering angle y connects the incident and scattered wave vector with

q ¼ ks � ki, where q is the momentum transfer (Fig. 7.10b), as:

cos y ¼ 1� q2

2b0
2

q ¼ 2b0 sin
y
2

(7.69)

The average cosine from (7.68) and (7.69) is:

g ¼ 1� 1

2b0
2

Z Z
q2PðqÞqdq; (7.70)
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where P(q) is the normalized angular scattering probability distribution of the field

exiting the sample slice with a thickness of ls. P(q) is represented as:

PðqÞ ¼
~U0ðqÞ�� ��2R R
~U0ðqÞ�� ��2qdq ; (7.71)

where ~U0 is the spatial Fourier transform of U0. From (7.70) and (7.71), we get:

g ¼ 1� 1

2b0
2

Z Z
q eU0ðqÞ
��� ���2qdq Z Z

~U0ðqÞ�� ��2qdq�
: (7.72)

By differentiating the numerator and using Parseval’s theorem on the entire

term, we can express g via spatial-domain integrals [84],

g ¼ 1� 1

2b0
2

Z Z
HU0ðrÞj j2rdr

Z Z
~U0ðrÞ�� ��2rdr�

: (7.73)

U0 is spatially dependent on phase, U0ðrÞ ¼ U0 � eiflsðrÞ, the gradient can be

expressed as:

HU0ðrÞ ¼ U0ðrÞHflsðrÞ: (7.74)

From (7.73) and (7.74), the expression for g can be simplified to:

g ¼ 1�
H½flsðrÞ�j j2

D E
r

2b0
2

: (7.75)

Equation (7.75) applies to a slice of thickness ls. For a phase image f(r) obtained
over a thickness L, with L� ls, fls ¼ f ls=L. The anisotropy factor depends on the
measurable phase image as:

g ¼ 1� ls
L

� �2 H½fðrÞ�j j2
D E

r

2b0
2

q:e:d:ð Þ: (7.76)

In summary, the scattering-phase theorem relates the phase map of a tissue

slice with the scattering parameters. These quantitative phase imaging maps can be

obtained by anyQPImethod, e.g., DPM and SLIMdescribed in Sects. 7.3.1.1–7.3.1.2.

The scattering mean free path and phase relation states that the attenuation caused by

scattering is stronger when the tissue roughness increases, i.e., greater inhomogeneity

leads to stronger scattering. The phase gradient g is the tilt in the light propagation

direction. The relation states that as the square averaged gradient increases, the

probability of higher scattering angles and smaller g increases [83].

Below, we illustrate the capability of QPI and scattering-phase theorem to

provide new insights into scattering properties of tissues.
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7.3.3 Scattering Parameters of Prostate Tissue

We imaged a tissue microarray slide obtained from University of Illinois at Chicago

using SLIM. Using SLIM equipped with a 10X (0.3NA) objective, we imaged 30 cores

in a final mosaic of 1,025 images, that were stitched together, each containing 1,388	
1,040 pixels. In Fig. 7.11a, we show a core with cancer of Gleason score 7 (3 + 4). The

grade 3 region is concentrated on the left side of the image and grade 4 (higher grade) is

concentrated on the right side. Using the phase information of the core, we were able to

employ the scattering-phase theorem and calculate the scattering mean free path (ls)
and the anisotropy factor (g) as shown in Fig. 7.11b and c, respectively. From the maps,

it is visible that stroma has a higher scattering mean free path than epithelial tissue and

the degree of anisotropy is higher in the region with a higher grade of cancer.

Finally, we show next that using the ls and g information from quantitative phase

imaging, we can now simulate the results of a number of other methods, including

time-resolved reflectance, diffuse reflectance, and enhanced backscattering.
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−0.25

Fig. 7.11 Prostate tissue microarray core with cancer. (a) SLIM montage; (b) ls map; (c) g map
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7.3.4 Simulation of Traditional Methods

The ability to calculate scattering parameters of tissue is significant as it enables us

to calculate, for example, the time-resolved reflectance and angular backscattering

data for various tissue, regions of interests, and disease states, with great flexibility

provided by our imaging geometry. For these simulations, shown in Fig. 7.11, we

calculated the mean value of ls and g distributions shown in Fig. 7.11, which were

63.89 mm and 0.742, respectively. We plotted the reflectance of tissue versus time

(7.49), reflectance versus r (7.49), as well as the angular enhanced backscattering

(7.37), as shown in Fig. 7.12a–c, respectively.

7.4 Summary

Here we reviewed the main concepts in tissue light scattering and some of the main

experimental methods used in the field. Then, we focused on a new approach to
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scattering-phase theorem: (a) Time-resolved reflectance versus time; (b) Reflectance versus

source-detector separation; (c) Enhanced backscattering versus angle
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measuring tissue scattering properties, which is Fourier transform light scattering

(FTLS). The principle in FTLS can be regarded as the spatial equivalent of Fourier

transform infrared (FTIR) spectroscopy, in the sense that it provides angular

scattering information from measurements in the conjugate space (image space)

[48, 50, 85–87]. The most recent advancement in FTLS is the ability to map a tissue
slice in terms of its scattering properties, which is a result established by the

scattering-phase theorem [88, 89]. We believe that this capability of retrieving

scattering parameters from particular regions of interest in a biopsy will be key to

overcoming current challenges in optical diagnosis, which are mainly due to

insufficient knowledge and agreement over baseline parameters in healthy and

diseased tissues. We anticipate that our FTLS approach will make a positive impact

into areas of research that employ a variety of other techniques (see Fig. 7.12), by

predicting outcomes of these measurements.

References

1. V.V. Tuchin, Tissue Optics: Light Scattering Methods and Instruments for Medical Diagnosis
(SPIE Press, Bellingham, 2007)

2. A. Wax, V. Backman (eds.), Biomedical Applications of Light Scattering (McGraw-Hill,

New York, 2010)

3. C.F. Bohren, D.R. Huffman, Absorption and Scattering of Light by Small Particles (Wiley,

New York, 1983)

4. H.C. van de Hulst, Light Scattering by Small Particles (Dover Publications, New York, 1981)

5. A. Ishimaru, Electromagnetic Wave Propagation, Radiation, and Scattering (Prentice Hall,

Englewood Cliffs, 1991)

6. B.J. Berne, R. Pecora, Dynamic Light Scattering with Applications to Chemistry, Biology and
Physics (Wiley, New York, 1976)

7. Milestones in light microscopy. Nat. Cell Biol. 11, 1165 (2009)

8. B. Alberts, Essential Cell Biology: An Introduction to the Molecular Biology of the Cell
(Garland, New York, 2004)

9. S.J. Singer, G.L. Nicolson, Fluid mosaic model of structure of cell-membranes. Science 175,
720 (1972)

10. A. Dunn, R. Richards-Kortum, Three-dimensional computation of light scattering from cells.

IEEE J. Sel. Topics Quant. Electron. 2, 898–905 (1996)

11. J.R. Mourant, J.P. Freyer, A.H. Hielscher, A.A. Eick, D. Shen, T.M. Johnson, Mechanisms of

light scattering from biological cells relevant to noninvasive optical-tissue diagnostics. Appl.

Opt. 37, 3586–3593 (1998)

12. G.M. Hale, M.R. Querry, Optical-constants of water in 200-nm to 200-mmwavelength region.

Appl. Opt. 12, 555–563 (1973)

13. S. Takatani, M.D. Graham, Theoretical-analysis of diffuse reflectance from a 2-layer tissue

model. IEEE Trans. Biomed. Eng. 26, 656–664 (1979)

14. M. Born, E. Wolf, Principles of Optics: Electromagnetic Theory of Propagation, Interference
and Diffraction of Light (Cambridge University Press, Cambridge/New York, 1999)

15. R.N. Bracewell, The Fourier Transform and Its Applications (McGraw Hill, Boston, 2000)

16. E. Wolf, in Advances in Imaging and Electron Physics, ed. by P.W.E. Hawkes (Academic,

San Diego, 2011)

17. S.G. Demos, R.R. Alfano, Temporal gating in highly scattering media by the degree of optical

polarization. Opt. Lett. 21, 161–163 (1996)

286 T. Kim et al.



18. S.G. Demos, H. Savage, A.S. Heerdt, S. Schantz, R.R. Alfano, Time resolved degree of

polarization for human breast tissue. Opt. Commun. 124, 439–442 (1996)

19. K.M. Yoo, R.R. Alfano, Time resolved depolarization of multiple backscattered light from

random-media. Phys. Lett. A 142, 531–536 (1989)

20. R.R. Anderson, Polarized-light examination and photography of the skin. Arch. Dermatol.

127, 1000–1005 (1991)

21. S.G. Demos, R.R. Alfano, Optical polarization imaging. Appl. Opt. 36, 150–155 (1997)

22. V. Backman, R. Gurjar, K. Badizadegan, L. Itzkan, R.R. Dasari, L.T. Perelman, M.S. Feld,

Polarized light scattering spectroscopy for quantitative measurement of epithelial cellular

structures in situ. IEEE J. Sel. Topics Quant. Electron. 5, 1019–1026 (1999)

23. I. Georgakoudi, B.C. Jacobson, J. Van Dam, V. Backman, M.B. Wallace, M.G. Muller,

Q. Zhang, K. Badizadegan, D. Sun, G.A. Thomas, L.T. Perelman, M.S. Feld, Fluorescence,

reflectance, and light-scattering spectroscopy for evaluating dysplasia in patients with

Barrett’s esophagus. Gastroenterology 120, 1620–1629 (2001)

24. R.S. Gurjar, V. Backman, L.T. Perelman, I. Georgakoudi, K. Badizadegan, I. Itzkan, R.R.

Dasari, M.S. Feld, Imaging human epithelial properties with polarized light-scattering spec-

troscopy. Nat. Med. 7, 1245–1248 (2001)

25. M. Hunter, V. Backman, G. Popescu, M. Kalashnikov, C.W. Boone, A. Wax, G.

Venkatesh, K. Badizadegan, G.D. Stoner, M.S. Feld, Tissue self-affinity and light scattering

in the born approximation: a new model for precancer diagnosis. Phys. Rev. Lett. 97, 138102
(2006)

26. A. Amelink, M.P.L. Bard, S.A. Burgers, H.J.C.M. Sterenborg, Single-scattering spectroscopy

for the endoscopic analysis of particle size in superficial layers of turbid media. Appl. Opt. 42,
4095–4101 (2003)

27. A. Wax, C.H. Yang, J.A. Izatt, Fourier-domain low-coherence interferometry for light-

scattering spectroscopy. Opt. Lett. 28, 1230–1232 (2003)

28. T.H. Foster, J.D. Wilson, Characterization of lysosomal contribution to whole-cell light

scattering by organelle ablation. J. Biomed. Opt. 12, 030503 (2007)

29. J.R. Mourant, J.P. Freyer, A.H. Hielscher, A.A. Eick, D. Shen, T.M. Johnson, Mechanisms of

light scattering from biological cells relevant to noninvasive optical-tissue diagnostics. Appl.

Opt. 37, 3586–3593 (1998)

30. V. Backman, M.B. Wallace, L.T. Perelman, J.T. Arendt, R. Gurjar, M.G. Muller, Q. Zhang,

G. Zonios, E. Kline, J.A. McGilligan, S. Shapshay, T. Valdez, K. Badizadegan, J.M. Crawford,

M. Fitzmaurice, S. Kabani, H.S. Levin, M. Seiler, R.R. Dasari, I. Itzkan, J. Van Dam,

M.S. Feld, Detection of preinvasive cancer cells. Nature 406, 35–36 (2000)

31. L.T. Perelman, V. Backman, M. Wallace, G. Zonios, R. Manoharan, A. Nusrat, S. Shields,

M. Seiler, C. Lima, T. Hamano, I. Itzkan, J. Van Dam, J.M. Crawford, M.S. Feld, Observation

of periodic fine structure in reflectance from biological tissue: a new technique for measuring

nuclear size distribution. Phys. Rev. Lett. 80, 627–630 (1998)

32. C. Lau, O. Scepanovic, J. Mirkovic, S. McGee, C.-C. Yu, J. Stephen Fulghum, M. Wallace,

J. Tunnell, K. Bechtel, M. Feld, Re-evaluation of model-based light-scattering spectroscopy

for tissue spectroscopy. J. Biomed. Opt. 14, 024031 (2009)

33. P.-E. Wolf, G. Maret, Weak localization and coherent backscattering of photons in disordered

media. Phys. Rev. Lett. 55, 2696 (1985)

34. E. Akkermans, P.E. Wolf, R. Maynard, Coherent backscattering of light by disordered

media – analysis of the peak line-shape. Phys. Rev. Lett. 56, 1471–1474 (1986)

35. F.C. Mackintosh, S. John, Coherent backscattering of light in the presence of time-reversal-

noninvariant and parity-nonconserving media. Phys. Rev. B 37, 1884–1897 (1988)

36. Y.L. Kim, Y. Liu, R.K. Wali, H.K. Roy, V. Backman, Low-coherent backscattering spectros-

copy for tissue characterization. Appl. Opt. 44, 366–377 (2005)

37. F. Bevilacqua, C. Depeursinge, Monte Carlo study of diffuse reflectance at source-

detector separations close to one transport mean free path. J. Opt. Soc. Am. 16, 2935–2945
(1999)

7 Fourier Transform Light Scattering of Tissues 287



38. G. Zonios, L.T. Perelman, V. Backman, R. Manoharan, M. Fitzmaurice, J. Van Dam, M.S.

Feld, Diffuse reflectance spectroscopy of human adenomatous colon polyps in vivo. Appl.

Opt. 38, 6628–6637 (1999)

39. N. Subhash, J.R. Mallia, S.S. Thomas, A. Mathews, P. Sebastian, Oral cancer detection using

diffuse reflectance spectral ratio R540/R575 of oxygenated hemoglobin bands. J. Biomed.

Opt. 11, 014018 (2006)

40. C.F. Zhu, G.M. Palmer, T.M. Breslin, J. Harter, N. Ramanujam, Diagnosis of breast cancer

using diffuse reflectance spectroscopy: comparison of a Monte Carlo versus partial least

squares analysis based feature extraction technique. Lasers Surg. Med. 38, 714–724 (2006)

41. Z. Volynskaya, A.S. Haka, K.L. Bechtel, M. Fitzmaurice, R. Shenk, N. Wang, J. Nazemi, R.R.

Dasari, M.S. Feld, Diagnosing breast cancer using diffuse reflectance spectroscopy and

intrinsic fluorescence spectroscopy. J. Biomed. Opt. 13, 024012 (2008)

42. D. Huang, E.A. Swanson, C.P. Lin, J.S. Schuman, W.G. Stinson, W. Chang, M.R. Hee,

T. Flotte, K. Gregory, C.A. Puliafito, J.G. Fujimoto, Optical coherence tomography. Science

254, 1178–1181 (1991)

43. G. Popescu, A. Dogariu, Optical path-length spectroscopy of wave propagation in random

media. Opt. Lett. 24, 442–444 (1999)

44. M.S. Patterson, B. Chance, B.C. Wilson, Time resolved reflectance and transmittance for the

noninvasive measurement of tissue optical-properties. Appl. Opt. 28, 2331–2336 (1989)

45. N. Lue, J. Bewersdorf, M.D. Lessard, K. Badizadegan, K. Dasari, M.S. Feld, G. Popescu,

Tissue refractometry using Hilbert phase microscopy. Opt. Lett. 32, 3522 (2007)

46. B. Rappaz, P. Marquet, E. Cuche, Y. Emery, C. Depeursinge, P.J. Magistretti, Measurement

of the integral refractive index and dynamic cell morphometry of living cells with digital

holographic microscopy. Opt. Express 13, 9361–9373 (2005)

47. Y.K. Park, M. Diez-Silva, G. Popescu, G. Lykotrafitis, W. Choi, M.S. Feld, S. Suresh,

Refractive index maps and membrane dynamics of human red blood cells parasitized by

Plasmodium falciparum. Proc. Natl. Acad. Sci. U.S.A. 105, 13730 (2008)

48. H. Ding, F. Nguyen, S.A. Boppart, G. Popescu, Optical properties of tissues quantified by

Fourier transform light scattering. Opt. Lett. 34, 1372 (2009)

49. N. Lue, W. Choi, G. Popescu, Z. Yaqoob, K. Badizadegan, R.R. Dasari, M.S. Feld, Live cell

refractometry using Hilbert phase microscopy and confocal reflectance microscopy. J. Phys.

Chem. A 113, 13327–13330 (2009)

50. H.F. Ding, Z. Wang, F. Nguyen, S.A. Boppart, G. Popescu, Fourier transform light scattering

of inhomogeneous and dynamic structures. Phys. Rev. Lett. 101, 238102 (2008)

51. G. Popescu, in Methods in Cell Biology, ed. by B.P. Jena (Academic, San Diego, 2008),

pp. 87–115

52. G. Popescu, Quantitative phase imaging of cells and tissues (McGraw-Hill, New York, 2011)

53. D. Zicha, G.A. Dunn, An image-processing system for cell behavior studies in subconfluent

cultures. J. Microsc. 179, 11–21 (1995)

54. G.A. Dunn, D. Zicha, in Cell Biology: A Laboratory Handbook, ed. by J.E. Celis (Academic,

San Diego, 1998)

55. G.A. Dunn, D. Zicha, P.E. Fraylich, Rapid, microtubule-dependent fluctuations of the cell

margin. J. Cell Sci. 110, 3091–3098 (1997)

56. D. Zicha, E. Genot, G.A. Dunn, I.M. Kramer, TGF beta 1 induces a cell-cycle-dependent

increase in motility of epithelial cells. J. Cell Sci. 112, 447–454 (1999)

57. G.A. Dunn, D. Zicha, Dynamics of fibroblast spreading. J. Cell Sci. 108, 1239–1249 (1995)

58. T.E. Gureyev, A. Roberts, K.A. Nugent, Phase retrieval with the transport-of-intensity

equation – matrix solution with use of Zernike polynomials. J. Opt. Soc. Am. A Opt. Image

Sci. Vis. 12, 1932–1941 (1995)

59. T.E. Gureyev, A. Roberts, K.A. Nugent, Partially coherent fields, the transport-of-intensity

equation, and phase uniqueness. J. Opt. Soc. Am. A Opt. Image Sci. Vis. 12, 1942–1946 (1995)
60. J.W. Goodman, R.W. Lawrence, Digital image formation from electronically detected holo-

grams. Appl. Phys. Lett. 11, 77 (1967)

288 T. Kim et al.



61. D. Gabor, A new microscopic principle. Nature 161, 777 (1948)

62. I. Yamaguchi, T. Zhang, Phase-shifting digital holography. Opt. Lett. 22, 1268–1270
(1997)

63. C.J. Mann, L.F. Yu, C.M. Lo, M.K. Kim, High-resolution quantitative phase-contrast micros-

copy by digital holography. Opt. Express 13, 8693–8698 (2005)

64. D. Carl, B. Kemper, G. Wernicke, G. von Bally, Parameter-optimized digital holographic

microscope for high-resolution living-cell analysis. Appl. Opt. 43, 6536–6544 (2004)

65. P. Marquet, B. Rappaz, P.J. Magistretti, E. Cuche, Y. Emery, T. Colomb, C. Depeursinge,

Digital holographic microscopy: a noninvasive contrast imaging technique allowing quanti-

tative visualization of living cells with subwavelength axial accuracy. Opt. Lett. 30, 468–470
(2005)

66. N. Lue, W. Choi, G. Popescu, R.R. Dasari, K. Badizadegan, M.S. Feld, Quantitative phase

imaging of live cells using fast Fourier phase microscopy. Appl. Opt. 46, 1836 (2007)

67. G. Popescu, L.P. Deflores, J.C. Vaughan, K. Badizadegan, H. Iwai, R.R. Dasari, M.S. Feld,

Fourier phase microscopy for investigation of biological structures and dynamics. Opt. Lett.

29, 2503–2505 (2004)

68. G. Popescu, T. Ikeda, C.A. Best, K. Badizadegan, R.R. Dasari, M.S. Feld, Erythrocyte

structure and dynamics quantified by Hilbert phase microscopy. J. Biomed. Opt. Lett. 10,
060503 (2005)

69. T. Ikeda, G. Popescu, R.R. Dasari, M.S. Feld, Hilbert phase microscopy for investigating fast

dynamics in transparent systems. Opt. Lett. 30, 1165–1168 (2005)

70. Y.K. Park, G. Popescu, K. Badizadegan, R.R. Dasari, M.S. Feld, Diffraction phase and

fluorescence microscopy. Opt. Express 14, 8263 (2006)

71. G. Popescu, T. Ikeda, R.R. Dasari, M.S. Feld, Diffraction phase microscopy for quantifying

cell structure and dynamics. Opt. Lett. 31, 775–777 (2006)

72. M. Mir, Z. Wang, Z. Shen, M. Bednarz, R. Bashir, I. Golding, S.G. Prasanth, G. Popescu,

Measuring cell cycle-dependent mass growth. Proc. Natl. Acad. Sci. U.S.A. 108, 13124
(2011)

73. R. Wang, Z. Wang, J. Leigh, N. Sobh, L. Millet, M.U. Gillette, A.J. Levine, G. Popescu, One-

dimensional deterministic transport in neurons measured by dispersion-relation phase spec-

troscopy. J. Phys.: Cond. Matter 23, 374107 (2011)

74. Z. Wang, L. Millet, V. Chan, H. Ding, M.U. Gillette, R. Bashir, G. Popescu, Label-free

intracellular transport measured by spatial light interference microscopy. J. Biomed. Opt. 16,
026019 (2011)

75. Z. Wang, L.J. Millet, M. Mir, H. Ding, S. Unarunotai, J.A. Rogers, M.U. Gillette, G. Popescu,

Spatial light interference microscopy (SLIM). Opt. Express 19, 1016 (2011)

76. G. Popescu, T. Ikeda, R.R. Dasari, M.S. Feld, Diffraction phase microscopy for quantifying

cell structure and dynamics. Opt. Lett. 31, 775–777 (2006)

77. G. Popescu, K. Badizadegan, R.R. Dasari, M.S. Feld, Observation of dynamic subdomains in

red blood cells. J. Biomed. Opt. Lett. 11, 040503 (2006)

78. G. Popescu, Y. Park, N. Lue, C. Best-Popescu, L. Deflores, R.R. Dasari, M.S. Feld,

K. Badizadegan, Optical imaging of cell mass and growth dynamics. Am. J. Physiol. Cell

Physiol. 295, C538–C544 (2008)

79. T. Ikeda, G. Popescu, R.R. Dasari, M.S. Feld, Hilbert phase microscopy for investigating fast

dynamics in transparent systems. Opt. Lett. 30, 1165–1167 (2005)

80. F. Zernike, Phase contrast, a new method for the microscopic observation of transparent

objects, Part 1. Physica 9, 686–698 (1942)

81. F. Zernike, Phase contrast, a new method for the microscopic observation of transparent

objects, Part 2. Physica 9, 974–986 (1942)

82. F. Zernike, How I discovered phase contrast. Science 121, 345 (1955)

83. G. Popescu, Z. Wang, H.F. Ding, Scattering-phase theorem. Opt. Lett. 36, 1215–1217
(2011)

84. R.N. Bracewell, The Fourier Transform and its Applications (McGraw Hill, Boston, 2000)

7 Fourier Transform Light Scattering of Tissues 289



85. H.F. Ding, Z. Wang, F.T. Nguyen, S.A. Boppart, L.J. Millet, M.U. Gillette, J.M. Liu, M.D.

Boppart, G. Popescu, Fourier transform light scattering (FTLS) of cells and tissues. J. Comput.

Theor. Nanosci. 7, 2501–2511 (2010)

86. H.F. Ding, E. Berl, Z. Wang, L.J. Millet, M.U. Gillette, J.M. Liu, M. Boppart, G. Popescu,

Fourier transform light scattering of biological structure and dynamics. IEEE J. Sel. Topics

Quant. Electron. 16, 909–918 (2010)

87. H. Ding, L.J. Millet, M.U. Gillette, G. Popescu, Actin-driven cell dynamics probed by Fourier

transform light scattering. Biomed. Opt. Express 1, 260 (2010)

88. Z. Wang, H. Ding, G. Popescu, Scattering-phase theorem. Opt. Lett. 36, 1215 (2011)

89. H. Ding, Z. Wang, X. Liang, S.A. Boppart, G. Popescu, Measuring the scattering parameters

of tissues from quantitative phase imaging of thin slices. Opt. Lett. 36, 2281 (2011)

290 T. Kim et al.



Coherent Diffractive Imaging: From
Nanometric Down to Picometric Resolution 8
Liberato De Caro, Elvio Carlino, Dritan Siliqi, and Cinzia Giannini

Contents

8.1 Coherent Diffractive Imaging: CDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

8.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

8.1.2 Basic Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294

8.1.3 Oversampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296

8.1.4 Phase Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

8.2 X-Ray CDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

8.2.1 Forward Coherent Diffractive Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

8.2.2 Ptychography and Keyhole CDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

8.2.3 The Bragg Case: Imaging of Atomic Displacement Fields . . . . . . . . . . . . . . . . . . . . . 303

8.3 Electron Diffractive Imaging: EDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

8.3.1 CDI in a TEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

8.4 Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

Abstract

Coherent diffractive imaging (CDI) is a novel technique for inspecting (crystal-

line and non-crystalline) matter from nanometric down to picometric resolution.

It was used originally with X-rays and, more recently, with electrons (so-called

electron diffractive imaging, or EDI). This chapter introduces basic concepts

concerning CDI and addresses the different types of X-ray CDI experiments that

have been conducted, namely plane wave CDI from isolated objects in forward

scattering, focused-beam Fresnel CDI from isolated objects in forward
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scattering, Bragg CDI from nanocrystals, and keyhole CDI and ptychography

from extended objects. A CDI experiment with a transmission electron micro-

scope, alternatively named an EDI experiment, is also introduced.

8.1 Coherent Diffractive Imaging: CDI

8.1.1 Introduction

According to the Huygens-Fresnel principle, the propagation of a wave can be

described by considering that every point on a wavefront becomes a point source of

secondary spherical waves. The subsequent propagation and addition of all these

spherical waves form the new wavefront. When waves are added together, their

coherent sum (interference) is determined by the relative phases as well as the

amplitudes of the individual waves. If an object is placed along the wave propaga-

tion, every point on a wavefront impinging on it generates secondary waves, with

moduli and phased related to the object size, shape, and composition. The interfer-

ence of these secondary waves generated by the object forms the diffraction pattern

that can be described mathematically by means of the Fourier transform (FT)

formalism, if planar waves are used.

However, planar waves do not constitute a prerequisite to perform diffraction

experiments. In fact, to probe matter, CDI experiments can be realized both using

planar and curved wave fields. The former is obtained when the wave source is very

far from the sample, the latter for source-sample distances smaller than the Fresnel

distance, which is defined as a2/l, where a is the lateral size of the object and l is

the wavelength. When the detector is placed far from the sample (�a2/l), the
diffraction experiment is realized in the far-field Fraunhofer regime; conversely, for

sample-detector distances less than the Fresnel distance (�a2/l), the diffraction

intensity is collected in the near-field Fresnel regime.

In both cases, only the intensity of the complex diffracted wave field is exper-

imentally measurable, with a loss of the phase component. This loss of phase

information prevents the use of the inverse FT to retrieve the unknown scattering

function directly from the diffraction pattern. This experimental situation of loss of

phase information is known as the phase problem. Nevertheless, phase retrieval

techniques can be developed to reconstruct the object scattering function from the

diffraction pattern.

For example, the diffraction pattern in a far-field configuration of an infinite

crystal, here exemplified by a unidimensional periodic lattice [1], is concentrated

into discrete Bragg spots (Fig. 8.1a). The localization of the intensity in a discrete

number of reflections is due to the constructive interference among waves –

scattered by the atoms in the periodically repeated unit cells – only for determined

scattering wave-vectors satisfying Bragg’s law. The intensity and width of the

diffraction peaks depends on how many waves, diffracted by different unit cells,

are actually interfering to form the diffraction pattern. The higher the number of

unit cells – coherently illuminated by the incident waves – the sharper the
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interference peaks. In the case of a crystal, the object to be spatially reconstructed –

by inverting the diffraction pattern – is the unit cell content, which means the

atomic positions and atomic species with their proper symmetry (crystal structure).

This job has been effectively realized by X-ray crystallographers for decades,

achieving atomic-scale resolutions (Ångstr€om scale), despite the mathematically

ill-posed problem to retrieve the lost phase information [2].

In fact, diffraction effects are generally most pronounced for waves where l is

on the order of the size of the diffracting objects. This is the reason why hard X-rays

must be used to study atomic crystal structure, being their wavelength on the

Ångstr€om scale. Moreover, the diffraction pattern contains only a part of the

information needed to solve the crystal structure, as detectors can only register

intensities, whereas the phases of the propagated complex-valued wavefronts are

lost in the measurement process. However, crystallographers succeeded greatly in

finding a way out, through phase retrieval [2].

To perform this mathematical reconstruction of the unknown phase, the spatial

coherence of the scattering structure is a fundamental requirement for measuring

the diffraction pattern with enough details up to the atomic resolution scale. The

requirement is certainly satisfied in a crystal, but for ideal experiments without

noise limitations the crystal is not needed. In principle, even the structure of a single

molecule alone, i.e., a non-periodic object, could be reconstructed by its diffraction

1/a

a

b

W=a

W=a

1/a

u

u

λ

λ

Fig. 8.1 Diffraction pattern of an infinite unidimensional periodic lattice crystal (a) and of

a single-unit cell crystal (b) (Reprinted from [1])
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pattern. The only requirement is the spatial coherence of the incident waves on an

extension at least twice the object size.

The diffraction obtained by a non-periodic object is called coherent diffractive

imaging (CDI) and can be realized by using either photons, mainly X-rays, or

electrons. X-ray (CDI) was theoretically conceived by Sayre [3], who in 1952 first

introduced the possibility of “crystallography without the need for a crystal.”

A reduction in the crystal lattice extension down to the extreme case of a single-

unit cell, which means no periodic lattice and therefore no crystal, transforms the

diffraction pattern into a continuous distribution of, unfortunately, extremely weak

intensity (Fig. 8.1b). In order to register such a feeble signal, either very long

acquisition times or extremely high-brilliance X-ray sources are needed. This

explains why such a revolutionary idea waited until 1999, when J. Miao and

coworkers [4] proved it experimentally. Over such a long period, X-ray sources

improved their characteristics in terms of brilliance and coherence, a process that

recently speeded up even more rapidly with the advent of free electron lasers,

several orders of magnitude more intense sources than third-generation synchrotron

radiation ones.

The possibility to record a continuous diffraction pattern, without losing the

information between the Bragg spots, counterbalances the missing phases, thus

allowing them to be determined. A single-unit cell crystal is not just an abstraction

or a purely speculative example. On the contrary, it perfectly matches with the case

of most of the biological specimens (virus, membrane proteins, etc.), where

a crystal can hardly be obtained from these large molecules. This panorama of

fundamentally and technologically interesting applications drove the acceleration

in a number of experiments realized, since 1999, on both inorganic and biological

samples [5–14].

8.1.2 Basic Principles

In the first X-ray CDI experiment [4], a sample, made of a nanometric non-periodic

object assembly, was illuminated with a coherent high-flux beam, transferred

through a pinhole. A typical lens-less imaging setup was used, as the scattered

wave field freely propagated up to the detector, placed in a Fraunhofer diffraction

regime. The absence of any lens between the sample and the detector was motivated

by the intent to avoid typical lens aberrations and reach spatial resolutions ideally

only wavelength limited. Thus, for a lens-less setup, the resolution was limited by

the wavelength, by the numerical aperture and photon noise of the detector, by

mechanical precision and stability of the entire setup, and by the sample radiation

damage. In the image reconstruction, the role of the lens was indeed replaced by

powerful phase retrieval algorithms: some call them, “virtual mathematical lenses.”

Basic conditions of any CDI experiment are: (1) coherence of the beam, (2) high

flux, and (3) thermal and mechanical stability of the setup.

Coherence and flux are related properties. The longitudinal/temporal coherence

of an X-ray beam (along the propagation direction) is guaranteed by a bandpass
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frequency filter, typically a monochromator, while the transverse/spatial coherence

of the beam is imparted by any spatial filter, such as a pinhole, and developed

through wave propagation along large distances. As a consequence, the monochro-

mator, the pinhole, and the large distances require a very intense X-ray source. The

coherently illuminated lengths, along the longitudinal (xl) and transverse (x)
directions, are simply estimated as:

xl �
l2

2Dl
;with Dl spectral band width of the frequency filter; (8.1)

x � l
w
R; with R the distance from the source and w the source dimension:

(8.2)

Typical values of xl and x are in the range of 0.5–2 and 10–100 mm, respectively

[15]. The very small longitudinal coherence length usually is not a problem in

performing CDI experiments inasmuch as longitudinal optical wave-path differ-

ences are very small for hard X-rays.

The scattered 2D pattern of an incoherently illuminated assembly of non-

periodic objects (here simply depicted as spheres) of size a is a set of few

rings, as shown in Fig. 8.2a. Conversely, if the same sample is coherently illumi-

nated, its diffraction patterns will contain typical speckles, each having an angular

width l/a, whose relative positions encode the original objects positions,

a

b

dλ

~λ/d

~λ/a

a

Fig. 8.2 Diffraction pattern of incoherently (a) and coherently (b) illuminated assemblies of non-

periodic objects (Reprinted from [1])
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as shown in Fig. 8.2b. The speckles arise from the interferences between the

wavefronts scattered from the different particles. If the position of a single particle

is changed, all interferences are affected, and the complete speckle pattern changes.

In principle, the inversion of the pattern – possible if the correct phase information

is retrieved – could allow one to obtain these positions.

8.1.3 Oversampling

To simplify the mathematic formalism, let us consider a unidimensional lattice

made by an infinite number of units cells of size a. The crystal and unit-cell electron
density functions, rðrÞcryst and rðrÞ, are related as:

rðrÞcryst ¼ rðrÞ �
X
m

d r � mað Þ; (8.3)

where the symbol “� ” denotes the convolution product and the sum of Dirac-delta

functions
P
m
d r � mað Þ runs over all the unit cells.

If F(u)cryst ¼ FT[r(r)cryst] and F(u) ¼ FT[r(r)] are, respectively, the FT of the

crystal and single unit-cell electron density function, then:

FðuÞcryst ¼ FðuÞ
X
h

d u� h
1

a

� �
; (8.4)

meaning that the diffraction pattern of an infinite unidimensional lattice, propor-

tional to the structure factor modulus FðuÞcryst
��� ���2, is given by an array of delta

function with a period 1/a modulated in intensity by F(u). According to

the Shannon sampling theorem [15], any function r(r), non-zero within an interval

a, can be fully reconstructed by sampling its Fourier transform FT[r(r)]
at a frequency 1/a, called the Nyquist frequency and equal to the inverse of the

size a. Unfortunately, in typical Bragg diffraction experiments, we do not sample

FT[r(r)] ¼ F(u) every h/a but we do sample the square modulus FðuÞcryst
��� ���2 at the

1/a (phase information is lost). The inverse FT of FðuÞcryst
��� ���2 is the Patterson

function PðrÞ ¼ rðrÞcryst � r �rð Þcryst whose spatial extension is 2a. Thus, to

satisfy the Shannon sampling theorem [16–18] requirements, one should measure

the modulus of FT of the scattering function r(r) not only in correspondence of

Bragg peaks (equispaced 1/a) but also in between them (with a 1/2a sampling step).

Bragg peaks are generated by the constructive interference of scattered waves

whose transferred scattering wave vectors qh – i.e., the difference between the

scattered and incident wave vectors – satisfy Bragg’s law: qh ¼ 2 sin yh=l ¼ h=a,
with yh the Bragg angles. The 1/2a finer sampling is prevented by full destructive

interference in-between Bragg peaks since the index h can assume only integral

values (�1, �2, . . .) and not half-integral ones such as �1/2, �3/2, . . . [17].
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This lack of information is compensated in crystallography by using other a priori

knowledge of the scattering function, e.g., positivity and atomicity of the atomic

electron density r(r), which is just the scattering function probed by using X-rays.

Let us consider now a specimen made by a single unit cell of size a. As already
stated, the diffraction pattern is continuously distributed between the diffraction

peaks and can be measured at a frequency twice finer than the Nyquist one, i.e.,

every 1/2a, or better. In this simpler case, FðuÞcryst
��� ���2 ¼ FðuÞj j2 and the Patterson

function PðrÞ ¼ rðrÞcryst � r �rð Þcryst ¼ rðrÞ � r �rð Þ ¼ AðrÞ coincides with the

autocorrelation function A(r) of the unit cell electron density. If rðrÞ is non-zero
in an interval a, the autocorrelation function A(r) is automatically confined in 2a
(see Fig. 8.3) and it is a continuous function. Thus, the FT of this continuous

function has to be known with a 1/2a sampling step to satisfy the Shannon sampling

theorem. To perform this task, the scattering object rðrÞ of size a has to be

surrounded by a zero-scattering region of spatial extension a, at least as wide as

the object size. If the impinging radiation has a spatial coherence length of at least

of 2a, the diffraction pattern will be proportional to the square modulus of FT[r(r)]
sampled just at the Nyquist frequency corresponding to the autocorrelation function

A(r) of the unit cell electron density (see Fig. 8.3), i.e., sampled every H/2a with

H integer. For even H ¼ 2h values, we obtain Bragg peaks that would correspond

to the periodic repetition of r(r), as in (8.3): qH ¼ H=2a ¼ h=a ¼ qh. For odd

H ¼ (2h + 1) values, we obtain the so-called half-integral reflections [17, 18], in

between Bragg peaks. If the above conditions are satisfied, the r(r) non-periodic
scattering function can be computed by phase retrieval of its oversampled diffrac-

tion pattern.

8.1.4 Phase Retrieval

The virtual lens of every CDI experiment consists of a smart and effective combi-

nation of phase retrieval algorithms [19–21]. Several algorithms are available; the

hybrid input–output (HIO) and the error reduction (ER) are among the first

ρ(r)∗ρ(−r)

w=2a

λ

ρ(r)

1/a 1/(2a)

u

Fig. 8.3 Oversampling of the continuous diffraction pattern of a single object of electron

density rðrÞ and extension a. The autocorrelation function rðrÞ � r �rð Þ is also shown (Reprinted
from [1])
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developed algorithms. Any algorithm makes use of two or more different con-

straints in two different spaces, the real and its dual space, conjugated by the fast

Fourier transform (FFT). For example, for the error reduction algorithm one has

– A support constraint in the object space, which automatically means fixing

within a defined support space region S the overall object position and physical

extent, thus defining also the complementary no-scattering region, i.e., r(r) !
Ps[r(r)], with Ps(r) ¼ 1 for r∈S, Ps(r) ¼ 0 otherwise.

– A modulus projection in its dual space (Fourier space), which means placing

FðuÞj j2 equal to the measured intensity pattern (Fourier constraint), keeping

unchanged the phases obtained by means of the fast FT (FFT) of Ps [r(r)].
Thus, for the ER algorithm, the object scattering function r(r)(n+1) at the (n + 1)

iteration is obtained by that of the previous iteration, except for all points of the

object scattering function out of the support region S, which are replaced by zeros:

rðrÞoutnþ1 ¼ rðrÞinn for r∈S and rðrÞoutnþ1 ¼ 0 for r=2S [20]. For the HIO [4, 20], the

algorithm takes into account the errors in the estimates of the previous iteration,

through a feedback parameter b ranging from 0.5 to 0.9: rðrÞoutnþ1 ¼ rðrÞinn for r∈S and

rðrÞoutnþ1 ¼ rðrÞoutn � brðrÞinn for r=2S. The feedback parameter will be close to 1 if the

support region is correctly known (strong feedback), otherwise, it will take smaller

values (weaker feedback). A schematic figure of the ER/HIO algorithms is depicted in

Support constraint

Fourier constraint

Start
initial phase estimate

FFT

VIRTUAL OPTICS

FFT-1

ER:

HIO:

ρ(r)∗ρ(−r)
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r(r)in F (u)out

F (u)in

F = √I

r ∉S
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n= r(r)
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= 0

in
n− br(r)

r(r)out
n+1

r(r)out
n+1

r(r)out
n+1

r(r)out
n+1

1/a 1/(2a)

u

Fig. 8.4 Here, r(r) is the real space image, F(u) is the reciprocal space pattern, S is the support,

and b is the feedback parameter
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Fig. 8.4. As the phase errors lead to non-zero values for the r(r) estimated out of the

support region, the feedback correction�br(r)n for r=2S in the HIO algorithm speeds

up the convergence with respect to the ER algorithm and it is helpful to avoid

phase stagnation around local minima [19, 20]. The reconstruction errors in both

spaces, i.e., the object support error ∑jr(r)nj2r=2S/∑jr(r)nj2r∈S in the real space

and the normalized mean square error en ¼ ∑j jF(q)nj – I(q)1/2 j2/∑ I(q) in its dual

space or, equivalently, the R-factor R ¼ ∑j jF(q)nj– I(q)1/2 j/∑ I(q)1/2, where q is

the transferred scattering vector, can be used as reliable figures of merit (FOMs) to

monitor the phasing process. In fact these two FOMs become smaller and smaller as

phase improves. HIO is useful to overcome local minima and avoid phase stagnation,

but it strongly perturbs phased maps and – for this reason – could not converge to the

solution, leading to wrong estimates of the modulus jF(q)j by FFT. ER is useful to

evaluate correctly FOM values and unknown jF(q)j by FFT, but when used alone it

becomes trapped in local minima. Conversely, the ER used in synergy with the HIO is

useful to avoid phase stagnation and to read only the FFTmodulus of the phasedmaps

obtained by the HIO algorithm. Thus, the alternation of different algorithms – e.g., N
cycles of HIO (usually few tens) and few cycles of ER (also just one ER cycle everyN
cycles of HIO) – leads to more efficient phase-retrieval procedures.

8.2 X-Ray CDI

Different types of X-ray CDI experiments have been conducted [22]:

1. Plane wave CDI from isolated objects in forward scattering;

2. Focused-beam Fresnel CDI from isolated objects in forward scattering;

3. Bragg CDI from nanocrystals;

4. Keyhole CDI and ptychography from extended objects.

Isolated objects were first studied with planar incident beams. As previously

described, a region equal to or larger than the object size was left empty around it to

ensure the beam exiting the object to be of finite extent, a mandatory condition for

a phase retrieval solution [22]. These kinds of experiments were performed in

forward scattering geometry, either with plane waves using pinholes (Fig. 8.5a)

or with X-ray optics and curved waves (Fig. 8.5b), or in Bragg geometry (Fig. 8.5c).

The limitation to study isolated objects was definitively overcome with the imple-

mentation of keyhole CDI (KCDI) and ptychography CDI (PCDI), the latter shown

in Fig. 8.5d.

The presence of a beam stopper is required to avoid detector saturation/damage

caused by the incident unscattered beam when using planar incident waves (a and d
configuration of Fig. 8.5). Two striking benefits have emerged by using nonplanar

wavefronts (b configuration of Fig. 8.5): a faster convergence of the iterative phase-
retrieval algorithms and the possibility to measure easily the diffracted intensity at

low scattering vectors, which is lost in plane-wave configurations [23]. Another

extremely important aspect to consider in CDI experiments is the degree of

coherence of the incident wave. In practice, in most of the experiments, the beam

that arrives onto the sample has encountered several optical elements on its path
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from the source, e.g., monochromators, mirrors, slits, etc., that lead to coherence

degradation at the sample position. This lack of coherence can severely disturb the

convergence of the phasing process, as previously discussed [23], in plane wave

configurations. Conversely the use of curved incident wave fields – to perform

Fresnel X-ray CDI experiments – allows one to tolerate also a partial coherence of

the incident wave field, instead of a full coherence, which is mandatory in the case

of plane-wave configurations.

8.2.1 Forward Coherent Diffractive Imaging

Miao and coworkers did the first two-dimensional [4] and three-dimensional [5]

reconstruction of a non-periodic assembly of objects, achieving �75 and �50 nm

resolution, respectively. In both cases, plane waves were used to illuminate the

sample and a forward-scattering geometry was adopted. The same group, a few

years later, first applied the forward-scattering CDI with plane waves to imaging

biological samples [9]. Another relevant experiment was the first CDI on “on-the-

fly” nanometric particles, using single femtosecond soft-X-ray free electron laser

pulses [7, 8].

Parallel to plane-waves CDI in forward geometry, as a very promising alterna-

tive, experiments were realized using X-ray optics to deliver a coherent but curved

beam onto the samples. Fresnel zone plates [24], two crossed waveguides [25],

refractive lenses [26], and mirrors [27] were used to have a nanofocused beam close

Incident Beam

Incident Beam

Pinhole

a b

c d
Pinhole

Pinhole

Object

Object

Beam stopper

Beam stopper

Bragg angle

Detector

Detector

Incident Beam

Incident Beam

X-ray Optics

Extended
Object

Object

Order Sorting
Aperture Detector

Detector

Fig. 8.5 Schematic representation of the different CDI experimental setups: (a) forward CDI on

isolated objects with pinhole, (b) forward CDI on isolated objects with X-ray optics, (c) Bragg CDI
on nanocrystals, (d) ptychography CDI (PCDI) on extended objects with pinhole [22]
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to the sample. In these peculiar setups, the wave field illuminating the sample is

measured and phased separately. As already stated, the curvature of the wavefronts

facilitates iterative phase-retrieval algorithms convergence. Furthermore, in most

cases, the diffracted intensity at low-q is not obscured by the beam stopper, as for

plane-waves CDI experiments with pinholes, and can be measured.

In the experiment of De Caro et al. [25], a 4.5-mm-wide and 600-nm-thick gold

butterfly, lithographically printed onto a SiN membrane, was imaged with

a 200 � 200 nm2 focused beam, obtained by two crossed planar waveguides (see

inset in Fig. 8.6). Figure 8.6a shows the experimental data acquired at low scatter-

ing vectors. Figure 8.6b shows a holographic reconstruction at a source limited

spatial resolution via just one FFT. This holographic reconstruction is possible as

the virtual source – formed by the crossing of the wave fields exiting the two

waveguides – is point-like and slightly off-axis with respect to the object position

[25]. The image obtained by phase retrieval is shown in Fig. 8.6c with a resolution

of about 50 nm, fourfold improved with respect to Fig. 8.6b. For comparison, the

digitalized scanning electron microscopy (SEM) image of the butterfly is shown in

Fig. 8.6d.

Fig. 8.6 The inset shows the experimental setup with two planar waveguides, crossed to have

a limited beam of 200 � 200 nm2 dimension. At about 1 cm from the waveguides, a lithograph-

ically printed butterfly was coherently illuminated and the diffraction pattern was recorded at

about 4 m distance from the sample, with a Princeton CCD detector. The low scattering vectors

data are shown in a, which gives, via a single FFT, a holographic reconstruction at a spatial

resolution of about 200 nm, shown in b The phase-retrieved image, obtained from the entire CDI

dataset, is showed in c to be compared with the digitalized SEM image in d
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The main difference between CDI with nanofocused beams and plane wave

experiments is that it offers the possibility to work without beam stopper and to

record the precious low-resolution image (Fig. 8.6a). Actually, in these cases, it is

more accurate to speak of extending phase information from the low-resolution

phase-contrast image, recovered in the low scattering-vectors region, to a higher-

resolution image (Fig. 8.6c) that is retrieved by phasing the entire CDI pattern. The

final resolution of Fig. 8.6c depends on the data measured in the diffraction pattern

image at the highest scattering vectors. The possibility to record the low-resolution

data allows phase retrieval algorithms to easily converge towards a unique solution.

8.2.2 Ptychography and Keyhole CDI

A new form of imaging, called keyhole CDI (KCDI), was introduced by Abbey

et al. [28]. They performed the same kind of experiment both with visible light

(Fig. 8.7) and with a nanofocused X-ray beam, produced with Fresnel zone plates,

to have a constrained nanometric illumination function. The experimental setups

for the optical and X-ray experiments are conceptually identical. The experimental

geometry is similar; however, the requirements for the source and detector are

substantially different. The finite extension of the illuminating beam allowed study

of extended samples instead of isolated objects.

A fundamental condition of KCDI is that the illumination function must rapidly

fall off to an experimentally negligible value at its edges. This requires a high-

quality focusing optics. Furthermore, the quality of the reconstruction depends

critically on the knowledge of the illuminating beam, the latter being phased

together with the unknown object. Actually, in KCDI the zero-scattering region

around the area to be reconstructed by means of the phase retrieval – i.e., the

scattering object – is replaced by a zero-illumination region around the scattering

region we want to visualize, as schematically depicted in Fig. 8.7 by the red region

superimposed on the extended object.

Ptychography is valid alternative to KCDI. This imaging mode was originally

proposed by Hoppe in the field of electron microscopy [29]. With ptychographic

CDI (PCDI) the sample is imaged by translating it at several positions with respect

to the beam, to ensure specific overlapping conditions [30]. This allows redundant

extended
object

finite-sized
beam

imaged
object
spot

Fig. 8.7 KCDI experiment:

a finite-sized beam was used

to image an extended object

(Reprinted from [28])
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information to be registered from the overlapping illumination areas on the sample.

In this way, a ptychographical iterative engine (PIE) can be used [31, 32], combin-

ing data redundancy and iterative phase retrieval algorithms to phase simulta-

neously the illumination function and the object’s complex transmission function.

Relevant PCDI results include the tomographic reconstruction of a bone sample at

65 � 65 nm2 resolution [33] and the imaging of a weak scattering biological

specimen, Magnetospirillum gryphiswaldense, which was reconstructed at a

43.5 � 43.5 nm2 resolution [34].

This idea to illuminate a samplewith a finite-sized beam, guaranteed both byKCDI

and by PCDI, enhanced the use of applications to any kind of extended specimen.

8.2.3 The Bragg Case: Imaging of Atomic Displacement Fields

Coherent diffractive imaging was used also in Bragg mode (Fig. 8.5c), not regis-

tering the forward-scattered intensity, as in the previously cited cases, but the

intensity around precise reciprocal lattice points. A useful overview has been

published by Robinson and Harder [35]. The main difference in recording data at

Bragg angles, rather than in forward-scattering geometry – also called SAXS

geometry – is that Bragg data include atomic information, whereas SAXS data

only morphological (shape and size) ones. Therefore, Bragg-CDI is typically used

to study strain fields inside nanocrystals as well as atomic displacement field due to

defects. Some relevant experiments are shown in Fig. 8.8, on GaAs [36], InAs [37],

and Si [38] nanostructures. The nanobeam size adopted in the experiments was

reduced from 600, 150 down to 95 nm. A topological map of the elastic crystal

strain or of defect-related atomic displacements can be derived with a spatial

resolution basically limited by the smallest nanobeam that can be produced. This

poses severe stability conditions on the entire experimental setup, which must be

guaranteed in order to properly use such a small beam. The elastic or plastic strain

crystal deformation is encoded in the Bragg diffracted amplitude, as a phase

contribution, which must be extracted by the mapped intensity, using proper

phase retrieval methods. This Bragg CDI application is strategically needed

for many areas of nanotechnology and semiconductor device industry. Along

with development of tools enabling programmable material fabrication with

nanometer-level compositional and geometric precision, the unfolding of the

local structure of nanomaterials with atomic resolution is increasingly emerging

as a fundamental transition pathway towards control of their unique size-dependent

properties and realization of their technological potential.

8.3 Electron Diffractive Imaging: EDI

In the case of electrons, the equipment suitable for electron diffractive imaging

(EDI) experiments is the transmission electron microscope (TEM). Indeed the TEM

is a powerful tool to investigate the structural, chemical, and electronic properties
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of the matter at the highest spatial resolution and it is an extremely flexible optical

bench that can be tuned, as in the present case, to satisfy the requirement of the EDI

experiments. The first example of atomic-resolution EDI was obtained on a carbon

nanotube [39], as shown in Fig. 8.9a. More recently, individual single-domain Au

[40], CdS [41], and TiO2 [42] nanocrystals were imaged with EDI at resolutions of

100, 80, and 70 pm, respectively (see Fig. 8.9b–d). The introduction of EDI in the

TEM allows detection of subtle properties of the matter not reachable by standard

high-resolution TEM (HRTEM) experiments, overcoming the limits of resolution

related to the aberrations of the electron lenses [43]. In fact, Zuo and co-workers

imaged a double-wall carbon nanotube at 100 pm resolution, revealing the structure

of two tubes of different helicities. Figure 8.9a summarizes the EDI experiments of

Huang and co-worker, where contraction of surface atoms in an Au cluster was

measured. The contraction was found to be coordination dependent and dominated

by edge atoms and atoms on {100} facets. For the CdS quantum dot (Fig. 8.9b) and

TiO2 nanorod cases (Fig. 8.9c), the improved EDI image resolution enabled

determination of the actual atomic structures, which were found to differ at the

nanoscale from the bulk counterpart.

8.3.1 CDI in a TEM

The de Broglie wavelength of electrons in a standard TEM is of the order of

picometers: for example, for a 200 keV microscope the electron wavelength is
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Fig. 8.8 Bragg CDI of GaAs (http://dx.doi.org/10.1107/S0909049509032889 IUCr’s copyright

permission), InAs and Si nanostructures imaged with nanobeam sizes of 600, 150 down to 95 nm,

respectively (Figure assembled from the original papers cited in [36–38])
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l ¼ 2.5 pm. Hence, the resolution of a diffractive limited imaging experiment is

well below the distance of atoms in a crystal lattice (	100 pm). Unfortunately, the

electron lenses are affected by severe third- and fifth-orders aberrations [44] and the

resolution achievable in a standard HRTEM experiment is about two orders of

magnitude worse than the diffraction limit. For example, for a high-quality micro-

scope of acceleration voltage E ¼ 200 keV, with low spherical aberration coeffi-

cient (Cs) objective lens (Cs ¼ 0.47 � 0.01 mm), the resolution at optimum

defocus is 190 pm ¼ 1.9 Å [42]. It may appear strange to perform a method such

as CDI, developed for lens-less experiments, in a TEM where there are plenty of

electro-magnetic lenses. However, as we will see, the approach allows one to

overcome the limitation due to the lens aberration while allowing to one obtain

all the information necessary for a reliable and efficient phase retrieval [39–42].

The EDI experiment in the TEM is a two-stage process based on recording the

HRTEM image and the nano-electron diffraction (n-ED) from the same specimen

area (see Fig. 8.10) [45]. The former represents the specimen in real space, allowing

an excellent estimation of the support, while the diffraction pattern is a depiction in

reciprocal space, both characterizing the crystal structure. The HRTEM is one of

Fig. 8.9 EDI experiments of Au crystals of 3–5 nm in diameter (panel a), CdS quantum dot

of 7 nm size (panel b), and TiO2 nanorods of 20 nm length and 5 nm diameter (panel c)
(Figure assembled from the original papers cited in [40–42])
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several ways in which an image of a specimen can be obtained in a TEM and allows

imaging of the structure of that sample at high spatial resolution but limited by the

aberrations of the lenses. The HRTEM image is obtained by the interaction between

the high-energy electron wave field with the electrostatic potential ’(x,y) in the

specimens and the magnetic field of the objective lens in the microscope [46].

The phase of the wave field carries detailed information on the specimen structure.

The remarkable feature of a HRTEM image is that, if the specimen is thin enough to

satisfy the so-called weak phase object approximation (WPOA) [46], the contrast

carries information directly related to the phase of the electron wave field after the

interaction with the specimen and hence on the electrostatic crystal potential.

In fact, as a result of the interaction with the sample, the electron exit wave

directly below the sample is the superposition of the incident plane wave and

a multitude of diffracted waves characterized by different scattered wave vectors

with different in-plane spatial frequencies (u,v) where high spatial frequencies

correspond to large lateral distances from the optical axis. These waves, passing

through the imaging system of the microscope, undergo further phase changes and

interfere, before reaching the detector (image wave). Due to the objective lens

spherical aberration, the phase changes in these waves depend on the lateral

distance from the optical axis. Thus, the total exit wave – the coherent sum of the

incident and diffracted waves with their respective phases – will be strongly
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dependent on the electro-optical parameters characterizing the image formation

process. Also, the distance (defocus distance) along the propagation direction

between the image plane and the lens focal plane plays an important role in the

determination of the phase-contrast of the HRTEM image. For these reasons, the

relationship between the exit wave and the image wave is, in general, highly

nonlinear and it is described in the Fourier space by the contrast transfer function
T(u,v) [46]. In fact, HRTEM does not use amplitudes, i.e., absorption by the sample,

for image formation. Instead, contrast arises only from the interference in the image

plane of the incident and diffracted waves. Due to our inability to record the phase

of these waves, we generally measure the amplitude resulting from this interference

(phase contrast imaging). In particular, at the so-called Scherzer defocus, by

choosing the right defocus value, one flattens the T(u,v) to create a wide band

where low spatial frequencies u,v are transferred into image intensity with a similar

phase, to preserve as much as possible a direct proportionality between image

contrast and projected atomic potential.

This, however, is true only if the sample is well-oriented in a zone-axis (high-

symmetry crystallographic direction) and it is thin enough so that amplitude

variations only slightly affect the image and the phase term can be well approxi-

mated by the first order of its Maclaurin expansion (the so-called weak phase object
approximation, WPOA) [46]. In fact, if the specimen is thin enough to satisfy the

WPOA, the HRTEM image intensity I(x,y) is linear to the convolution of the

projected potential ’(x,y) and the inverse Fourier transform of the contrast transfer

function (CTF) T(u,v) of the electron microscope:

I x; yð Þ ¼ 1þ 2p=lE’ x; yð Þ � FT�1½T u; vð Þ � A u; vð Þ
:

Here E is the energy of the electrons. T(u,v)xA(u,v) is a function of limiting

apertures, defocus distance, and aberrations of the microscope objective lens.

The aperture function, A(u,v)¼ 1 for juj< umax and jvj< vmax, and zero elsewhere,

cuts off beams scattered above a certain critical angle (for which juj > umax and/or

jvj > vmax), thus effectively limiting the attainable resolution. However, it is the

envelope function related to the spatial and temporal coherence of the electron

waves that dampens the signal of beams scattered at high angles and imposes

a maximum to the transmitted spatial frequency. Therefore, T(u,v) acts as a low-

frequency filter and HRTEM provides “low-resolution” information about the

investigated sample (“low” if compared with the ultimate resolution related to the

wavelength diffraction limit). Hence, in an EDI experiment, the HRTEM image

information is combined with the relevant nano-electron diffraction (n-ED) pattern

collected on the sample following proper sampling conditions [47]. The n-ED

pattern is proportional to the FT of the projected potential ’(x,y) if the thickness

of the scattering object satisfies the so-called kinematical conditions [46], requiring

that the diffracted wave amplitude is much smaller than the one of the incident

wave. The reflections registered in the n-ED pattern correspond to significantly

smaller lattice spacing than HRTEM, meaning a potential enhanced spatial

resolution.
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Sophisticated iterative phase retrieval algorithms, which are basically very

similar to those used for X-ray CDI, use synergistically the HRTEM and n-ED

data to retrieve the electron atomic potential of the imaged sample. EDI aims to

extend the relatively low-resolution crystal potential information of the HRTEM

image up to the best spatial resolution corresponding to the diffracted intensities at

the highest scattering angles, accurately measured in the electron diffraction n-ED

pattern above the noise level.

There are a series of advantages in performing an EDI experiment in a TEM, as

we can apply all the potentiality of electron microscopy to gain the extra informa-

tion necessary to retrieve the phase from the electron diffraction data. Moreover,

a specimen area of few tens of nanometers or less can be illuminated with plane

electron waves at very low dose. The support of the object can be determined very

precisely from the HRTEM image of the object of interest and also the starting

phases at low resolution can be calculated from the FFT of the relevant HRTEM

image. All these benefits highly enhance the phase algorithm convergence.

The experimental setup of a TEM microscope and the collected data have to

satisfy the oversampling condition – needed for phase retrieval methods – and to

maximize the signal-to-noise ratio in collecting the n-ED pattern. Thus, for isolated

objects, the particle to be imaged must be illuminated with a coherent electron wave

with lateral coherence at least twice as large as the object, a condition already

encountered with X-ray CDI. The coherence of the field emission guns, equipping

standard TEM, leads to electron waves with a lateral coherence of some tenths of

nanometers [48] and hence enough to illuminate coherently an isolated nanoparti-

cle. Thus, the n-ED pattern and the relevant HRTEM image have to be acquired

using the same illumination conditions producing a parallel electron beam with

a size at least double that of the object in order to satisfy the oversampling

conditions.

An experimental example of EDI is reported in Fig. 8.11. Figure 8.11a shows the

HRTEM image of a TiO2 anatase nanoparticle. Figure 8.11b shows a magnification

of the region of the HRTEM image inside the black rectangle of Fig. 8.11a.

Figure 8.11e is obtained by combining the experimental n-ED pattern

(Fig. 8.11d) with the low-frequency information obtained by the FFT of the

nanoparticle (Fig. 8.11c). The loss of low-frequency information in the n-ED in

Fig. 8.11d is due to the presence of the beam stopper, used during this data

acquisition to avoid the damage of the CCD detector. This information, lost in

the diffraction pattern, is replaced by the relevant one derived from the FFT of the

HRTEM image. To perform this task the projected object potential calculated from

the HRTEM image in Fig. 8.11a was rotated and scaled in size in order to match its

FFT (Fig. 8.11c) with the recorded n-ED pattern (Fig. 8.11d). The modulus of the

so-obtained FFT was limited to half of the standard deviation value, rescaled in

intensity, and finally merged with the n-ED pattern to complement it with the

missing data cut by the beam stopper.

The highest frequency spacing in the n-ED in Fig. 8.11d are the {055} reflections

corresponding to a distance of 70 pm in the anatase crystal lattice. Hence, if an

appropriate phasing algorithm is now applied to the data in Fig. 8.11 the maximum
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expected resolution is 70 pm, about three times better than the resolution 190 pm of

the HRTEM image and able to distinguish the oxygen and titanium atomic column

in the experimental crystal projection.

The object support (S) was derived as binary mask from the HRTEM image.

Then, constrains for the phasing were as follows: a support projection in the object

space (direct space) and a modulus projection in its dual space (reciprocal space).

The oversampling condition was satisfied for the HRTEM and n-ED pattern in

Fig. 8.11 as a region of about 40 nm was centered on the object whose maximum

size is less than 20 nm. Usually, the modulus and support projections can both be

suitably tuned to handle phase-retrieval processes involving complex objects and/or

noisy and/or missing data.

The phasing process was monitored by root-mean-squared errors in the Fourier

domain eR and in the object domain e, which gave a measure of the object-

reconstruction error out of the support, where the object function was known

to be zero. At convergence of the phase-retrieval process, eR reached down to

8 � 10�4, and the object-reconstruction error e became of a few percent.

Fig. 8.11 TEM analysis of an anatase TiO2 nanocrystal along its <1,0,0> zone axis. (a) “Low-
resolution” phase-contrast HRTEM image taken at an objective lens defocus of �79 nm.

(b) Enlarged view of the area marked in (a) without background contribution. (c) FFT of the

HRTEM image shown in (a); the reciprocal lattice directions and some reflections forbidden for

the anatase structure are marked; (d) n-ED pattern of the nanocrystal; arrows indicate the highest-
frequency diffraction spots, namely the (0, 5, �5). The other arrows indicate some weak

diffraction spots, e.g., the (0, 0, �6), which are kinematically forbidden for the tetragonal anatase

structure. (e) Combination of (c) and (d) after scaling and rotating to achieve the best matching of

the positions of the strongest diffraction spots (Reprinted from [42])
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The phase retrieved image is shown in Fig. 8.12 along with the retrieved

diffraction pattern.

The phase-retrieved image in Fig. 8.12 was reconstructed at 70 pm resolution, in

agreement with the highest resolution in the relevant experimental n-ED allowing

one to detect the light atomic columns of oxygen separated from the titanium

atomic column and to measure a small distortion in the crystal cell of TiO2 very

likely related to the oxygen vacancies in the anatase structure of nano clusters [42].

Also for EDI, as for the previous cited CDI with nanofocused beam, phase

retrieval allows extension of the phase information of the HRTEM image, skipping

the lenses’ aberration problems affecting any microscope. EDI is an alternative to

aberration-corrected microscopy [49], but the approach can be also applied to

aberration-corrected experiments to rectify residual distortions, paving the way

for the ultimate resolution by TEM and improving considerably the signal-to-

noise ratio of the experimental image. The method so far has been applied to

inorganic material, but it could be envisioned in the imaging of proteins and bio-

particles, providing an opportunity to image radiation-sensitive materials with,

possibly, reduced damage with respect to imaging by photons [50].

8.4 Conclusions and Outlook

Coherent diffraction imaging, either with X-rays or electrons, offers great promise

for structural studies of biological or material science samples. The use of

Fig. 8.12 Phase-retrieved diffractive image of a distorted anatase TiO2 nanocrystal lattice along

the <1,0,0> direction. (a) Phase-retrieved diffractive image of a portion of the TiO2 nanocrystal

shown in Fig. 8.11a, which has been rotated so as to allow the c-axis to be vertically oriented.

A rectangular box has been superimposed, which depicts the tetragonal structure of bulk anatase

(unit space group I41/amd, cell parameters: a ¼ b ¼ 0.377 nm, c ¼ 0.944 nm), with the Ti and

O atomic columns in red and blue, respectively. (b) Phase-retrieved diffraction pattern of the TiO2

nanorod in Fig. 8.11a (Reprinted from [42])
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a coherent beam to illuminate matter finally removes any constraint due to the

crystalline nature of the specimens, opening the door to the always-difficult field of

solving the atomic structure of protein molecules. However, this is not the only hot

topic that could benefit from such a promising technique. In fact, there are several

different types of meta materials [51], macroscopic composites of periodic and non-

periodic structures, which could be imaged by CDI at atomic resolution. While sub-

Ångstr€om resolutions can be presently achieved only with electrons, femtosecond

free-electron lasers spots have already been used to increase the best resolution

achievable with X-rays. However, the most urgent unresolved issue for CDI both

with X-ray and electrons, concerns the radiation dose limits matter can hold,

especially soft matter. The ultimate spatial resolution will be definitively limited

by the dose and, as proved for X-rays by Quiney and Nugent [52], the conditions

under which biomolecular structures may be solved by X-ray CDI are unduly

restrictive. The capability to generate new approaches for imaging matter at

increasing higher resolutions and accuracy induces a kind of optimistic expectation

in the comprehension of subtle and important open questions in materials science

and biology. The future looks bright!
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Abstract

Wavefront sensing or aberration measurement in the eye is a key problem in

refractive surgery and vision correction with laser. The accuracy of these

measurements is critical for the outcome of the surgery. Practically all clinical

methods use laser as a source of light. To better understand the background, we

analyze the pre-laser techniques developed over centuries. They allowed new

discoveries of the nature of the optical system of the eye, and many served as

prototypes for laser-based wavefront sensing technologies. Hartmann’s test was

strengthened by Platt’s lenslet matrix and the CCD two-dimensional
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photodetector acquired a new life as a Hartmann-Shack sensor in Heidelberg.

Tscherning’s aberroscope, invented in France, was transformed into a laser

device known as a Dresden aberrometer, having seen its reincarnation in

Germany with Seiler’s help. The clinical ray tracing technique was brought to

life by Molebny in Ukraine, and skiascopy was created by Fujieda in Japan. With

the maturation of these technologies, new demands now arise for their wider

implementation in optometry and vision correction with customized contact and

intraocular lenses.

9.1 Introduction

It is difficult to determine a starting point in the history of wave front and

geometrical aberration measurement, but the familiar names can be mentioned of

the scientists who were involved in these studies. From the pre-laser era, the most

significant findings were made by Scheiner, Young, Helmholtz, Hartmann,

Gulstrand, Zernike, Le Grand, Smirnov, and other physicists and physiologists.

With the advent of laser, intensive development of instrumentation for ocular

wavefront sensing began. The experience of several centuries was concentrated in

the last decades, bringing to the clinics new instruments using the ideas of Donders

and Tscherning, Hartmann, and Smirnov. All market-available instruments exploit

the techniques of data processing and wave front reconstruction based on Zernike

expansion, and eye models, so thoroughly studied by Donders, Helmholtz,

Gullstrand, Le Grand, and others. The development of this kind of instrumentation

would not be so extensive without the progress in the techniques of vision correc-

tion, be it by laser, or by contact lenses, inlays, or intraocular lenses.

The first results of the laser era were summarized in Ref. [1], with the description

of general ideas of aberrometry and its clinical applications. Its second edition [2]

paid more attention to the commercialized aberrometers and their comparison.

Other books [3, 4] summarized clinical applications of the wavefront sensing.

Complemented by earlier-introduced corneal topography, it became a topic of

wider clinical studies [5]. A series of dissertations followed on instrumentation

development [6, 7] and clinical studies [8]. The new techniques were reviewed for

the audience of optometrists [9] and medical doctors [10].

9.2 Initial Steps of Understanding the Aberrations

The first explanation for why the eye can distort the outer image was by Scheiner

[11], who proposed an experiment with a shield with two small holes through which

an observer can look at a far object – a point source of light (Fig. 9.1). The idea of

investigating the eye through small openings was widely used in many later studies.

In 1801, Thomas Young demonstrated the existence of aberrations by means of

a simple experiment [12]. He extended a thread from a point close to the eye, nearly

along its visual axis, to a considerable distance away. Then, he closed the eye with
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a screen with four slits and observed four separate images of the thread with

accommodated and relaxed eye, and saw the threads intersecting differently

depending on the accommodation state.

In 1846, Volkmann [13], looked through four small openings placed across the

eye pupil at a pin, which he moved to different distances. As a measure of the

spherical aberration, he determined the distance at which the pin was in sharp focus,

using first the two more centrally located openings, and then the two located more

laterally. He tested several observers and found some of them having a positive

spherical aberration and some having a negative aberration.

In his comments on the experiments of Young and Volkmann in a chapter on the

history of monochromatic aberration, Helmholtz, recognizing their significance,

noticed that Volkmann’s results are opposite to the data received by other observers

[14], and “in most meridians of most eyes the points of intersection of the rays

refracted with the central ray do not form a continuous series at all, as if the

conception of spherical aberration does not apply here.”

Helmholtz commented also [14] on the results of investigations by Donders,

who moved a small perforated screen in front of the eye so as to let light pass

Fig. 9.1 Scheiner’s book and the schematic of the experiment with an eye looking at for object

through two openings in a non-transparent shield
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through one sector of the lens or another, each sector of the lens converging the rays

approximately to a focus, but the focus was not the same for different sectors. The

accuracy of determination of the focus was unfortunately not good enough in his

experiments.

Skiascopy was an approach used by Jackson, who described symmetrical pos-

itive and negative aberrations in 1885 [15]. Later [16], having measured

skiascopically the aberration in 100 eyes, he published the accumulated statistics.

According to him, 75 % of patients had positive aberration, and only 9 % had

negative aberration, which was largely associated with conical corneas or with lens

conditions leading to nuclear cataract.

In 1894, Tscherning devised his “aberroscope” as a rectangular grid of thin wires

combined with a plano-convex lens [17]. With the lens in front of his eye, he

observed a distant luminous point. The opaque lines cast shadows in the blur circle

produced on the retina by the “artificial myopia.” From the direction of the

curvature of the shadows Tscherning concluded that the aberration was positive

when his eye was relaxed, tending toward the negative as his eye accommodated.

Its general view and several examples of distorted projections are shown in Fig. 9.2.

In 1910, Ames and his sister, who were both painters, began studies of scene

reproduction in the eye; the war interrupted these studies, but after the service Ames

returned to his work and, together with Proctor, published an article in 1921 [18].

The authors measured spherical aberrations along two meridians in the relaxed eye.

They directed at the eye two beams of light of small cross section. The beams were

cut of the wide parallel bundle from the exit of a concave mirror using two non-

transparent sheets with slits, the sheets being made movable along orthogonal

directions and installed in the path of the bundle (Fig. 9.3). One beam passed

through the center of the pupil while the second was made to pass consecutively

through a series of points along a given meridian due to sliding the sheets in

X and/or Y directions. In this way, the observers could change the distance between

Fig. 9.2 Tscherning’s aberroscope and examples of grid deformations resulting from several

typical aberrations
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the beams. The configuration of the slits can be changed as well, giving the option

of changing the traces of the beams if the observer decides to make another

comparison. Rotation of the sheets resulted in changing the investigated meridian

of the eye. The two beams were made to intersect on the retina by an adjustment of

the inclination of one of them (or both). This adjustment was implemented by

moving the concave mirror along the optical axis. The spherical aberration was

calculated from the angle between the axial and the tilted beams.

In three eyes measured, Ames and Proctor found that, from the center of the

pupil to a radius of about 1.5 mm, the eye became increasingly myopic; that is, it

showed positive spherical aberration. From 1.5 mm to the pupil margin the aber-

ration decreased, tending to become zero again at the very edge. The maximum

observed values of the aberration were between 0.4 and 0.8 diopter.

In the period that followed, modifications of the earlier published approaches

were made and tested. In 1925, Pi, using skiascopy, divided the pupil area of the eye

into a central zone and four peripheral quadrants and measured the difference in

refraction between the central zone and each quadrant in turn [19]. In 1930, Stine

made a similar investigation of the refraction by quadrants in non-pathological eyes

[20]. He found that differences between quadrants can be as high as eight diopters.

Some degree of aberration was found in every eye, both positive and negative.

In 1944, Byram measured spherical aberration of his eye as a part of the study of

the light distribution in the image on the retina [21]. He used a slightly different

method than that of Ames, and each measurement includes the aberrations of both

Fig. 9.3 Ames and Proctor’s layout. Beam positioning is provided by orthogonally movable slits,

the tilt adjustment is made by shifting the concave mirror
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the temporal and nasal zones (horizontal meridian). He reported that his eye became

increasingly myopic from the center to the margin of the pupil, being more

consistent with the model of the eye he described in his article.

In 1945, Bahr measured the aberration along the horizontal and vertical merid-

ians of the pupil, using pairs of small pinholes to sample various zones along

a meridian [22]. He found that most of the eyes exhibited positive spherical

aberration, the zones of the pupil becoming gradually more myopic from the center

of the pupil outward. Negative aberration was present in a few eyes. Some eyes

exhibited negative aberration in one-half of a meridian only. Of all the eyes

measured, there were none in which the aberration was completely symmetrical.

Otero and Duran [23] investigated the aberrations of the eye looking through

each of a series of circular artificial pupils of different diameters. However, since

the optical power was determined not zone by zone but for circular areas of

progressively increasing size, the results do not give directly the spherical aberra-

tion of the eye.

Koomen et al. [24] modified these measurements, subdividing the eye pupil into

a central circular area of 2 mm diameter and five to seven distinct annular areas of

increasing mean diameter extending to the limit imposed by the fully dilated pupil.

Measurements consisted of determining the spectacle lens power, which produced

most acute vision while the observer was using, in turn, each of the chosen pupil

areas. The spectacle corrections for the annular zones, considered relative to the

correction required for the small central area, gave the magnitude and the sign of the

aberration. The measurements were made under conditions of controlled

accommodation.

A simplified setup is shown in (Fig. 9.4). Annular apertures used for dividing the

eye pupil into selected zones are placed in turn in front of the eye-aperture. The

annular apertures consist of transparent rings in an opaque background. The target

observed through the annular aperture consists of a distant pair of point sources

whose separation is held just above the resolution threshold for each annular zone.

To fix the state of accommodation of the eye, there is a second target introduced by

means of a small beam-splitter.

9.3 The Mid-Twentieth Century: Aberration Distribution
in the Eye

In 1946–1953, Ivanoff published [25, 26] some parts of his doctoral work made

under Le Grand’s supervision (later, Le Grand used these results in his mono-

graphs). He modified the Ames and Proctor technique using two thin vertical wires

(upper and lower ones) in front of the objective illuminated from two different

sources of light. If the crystalline lens were ideal (without aberrations), a change in

the place of entry into the pupil of the two light-beams would not cause

a misalignment of the wire images. However, if the lens had aberrations, the

wires had to be adjusted so that they were perceived to seem a continuation of

each other. This adjustment is a measure of the aberration. Ivanoff’s measurements
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produced a number of smooth curves for several subjects and several states of

accommodation (see example in Fig. 9.5). They showed the major change in

refractive power occurring within 0.5 mm of the center of the pupil, with little

additional change beyond this zone.

Along a single meridian, the outer zones of the average eye exhibited approx-

imately 0.9 diopter of positive spherical aberration when in the relaxed state, and

1.25 diopters of negative spherical aberration when accommodated at 3.0 diopters.

When accommodated at 1.5 diopters, there was practically no aberration present.

While the magnitude of the aberration varied from individual to individual,

the amount of the accommodation necessary to eliminate the aberration was

about the same for all individuals.

The results published by Ivanoff evoked criticism on too large aberration close

to the axis. No other observers were able to find such an effect within the central

zone of 0.5 mm radius, using a method similar to his. This caused him to correct the

data reconstruction [27], making the results compatible with other spherical aber-

ration measurements (dotted regions in Fig. 9.5). Criticizing Ivanoff’s data

processing, Koomen et al. [28] paid attention to the fact that the choice of the

reference axis, upon which the points of intersection of the various rays are

determined in the process of measurement of the spherical aberration, has

a strong effect on the shape of the curve of spherical aberration. An improper

choice may lead to a highly non-symmetrical curve. Since spherical aberration is

always referred to the axis of symmetry and since there is no axis of perfect

symmetry in the real eye, even for a single meridian, Koomen et al. recommended

referring to an axis relative to which the eye exhibits the greatest degree of

Fig. 9.4 Apparatus for measurement of spherical aberrations (a) with a set of annular pupils

(b) of different sizes [24]
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symmetry. It became clear from Ivanoff’s results that dealing only with spherical

aberration is not enough.

As a response to this conclusion, Smirnov in 1961 [29] and Van den Brink in

1962 [30] made pioneering works having not only measured the distribution of the

optical power across certain meridians of the eye pupil but having reconstructed the

maps of refraction non-homogeneity of the human eye. Their predecessors did it

with similar data but they only made the conclusion on asymmetry of spherical

aberrations and did not attempt to map the irregularity they were observing.

Van den Brink’s experimental setup consisted of four channels, their optical

axes being combined by means of half-mirrors and a mixing cube and brought

together into the same ocular. The four light-paths provide (a) the test object, (b) an

annular comparison field around the test object, (c) the fixation point for direction,

which also provides a control of accommodation, and (d) an optical system to

indicate the correct eye position. For the sake of simplification, only the test channel

is shown in Fig. 9.6.

The test object consisted of a number of opaque stripes. The width and the

separation of the stripes increased from the center towards the edge. The object was

transilluminated and subtended an angle of 300; the orientation of its stripes could be
changed. The objective could be moved back and forth to adjust the focus. The

position of the objective was recorded photographically via a mirror, which was

rotated by the movement of the objective. A point of light was focused via this

mirror on a recording drum, provided a shutter did not intercept the light beam.

Following focusing, the shutter was opened for a short time to project the beam on

the photo recorder. Just behind the movable objective, a frame for diaphragms was

fixed. The plane of this frame was focused 10 mm behind the ocular, at the position

of the eye. Focus settings were made for each position of the diaphragm. After each

focus setting, a shutter was opened and the dioptric value was registered with the

photo recorder.

Fig. 9.5 Profiles of

aberration along the eye

meridian for different states

of accommodation. Dotted
lines – after correction (after

the critics, Ivanoff abandoned

the idea to suggest a zero error

on the visual axis)
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An example of measured optical power of the eye as a function of the eccen-

tricity for three different observers is given in Fig. 9.7 (we rotated the original

author’s axes to more logic orientation: Y direction being the function of X).

Another example of the dioptric power as a function of the diaphragm position is

shown in Fig. 9.8 (points of the same power are connected by iso-diopter lines).

Van den Brink paid attention to the changes of the distribution of the optical

power with variation in the state of accommodation. With each state of accommo-

dation, the standard deviation and the visual acuity were registered (Fig. 9.9). It is

apparent from the graph that the visual acuity is maximal at that state of accom-

modation at which the distribution of the dioptric power over the eye aperture is

most homogeneous, and that the visual acuity changes in the other direction when

the standard deviation changes. From this it is clear that the course of the dioptric

homogeneity of the focusing system of the eye, as a function of accommodation, is

an important factor in the dependence of the visual acuity upon accommodation.

Previously, this phenomenon had not been unambiguously explained.

With Smirnov’s instrument (Fig. 9.10), the observer looks at the light-scattering

shield (Sh) through a consecutively installed polarizer (P2) with a small central

opening, through an opening in the test object (an opaque white screen, Scr), crossed

wires (CW), and a polarizer (P1) (Fig. 9.10). A rectangular grid is drawn on the test

object, which is illuminated with the lamp (L1). Polarizers (P1 and P2) are installed

with orthogonal orientation of their axes. The shield (Sh) is back illuminated with the

lamp (L2). With this layout, the observer can see the screen (Scr) through

the polarizer (P2) in a wide field of view and the crossed wires (CW) only through

the opening in the polarizer (P1) and through the opening in the test object (Scr). The

dimensions in this layout are as follows: distance from the eye to the polarizer (L2)

is 15 cm, distance to the test object (Scr) is 1 m, the opening in the polarizer (L2) is

0.4 mm in diameter, the diameter of the opening in the test object is 1 cm.

Fig. 9.6 A simplified arrangement of the van den Brink’s apparatus (accommodation, fixation,

and positioning channels are not shown)
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Fig. 9.8 Refraction map

(“dioptric power as a function

of place”) reconstructed from

the data acquired with the

apparatus of Fig. 9.6

Fig. 9.7 Distribution of a local optical power of the eye as a function of the distance from the

center for different accommodation states (compare with Fig. 9.5)
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Smirnov reconstructed the wavefront maps, calling them “plates of errors” (see

an example in Fig. 9.11), analyzed and recalculated the results of Ivanoff, explained

the causes of the discrepancies in Ivanoff’s conclusions, compared his own results

with the results of other authors, and came to the conclusion that, generally

speaking, the wavefront errors of the eye cannot be described only in terms of

defocusing or simple astigmatism. They, as a rule, are essentially non-symmetrical.

He noted that the high level of aberrations correlates with the drop of visual acuity.

Fig. 9.10 A simplified set-up for aberration measurement made by Smirnov (auxiliary channels

are not shown). The test object (screen) is seen through the polarizer P2. Crossed wires CW can be

seen only through a small (0.4 mm) aperture in the polarizer

Fig. 9.9 Visual acuity as compared with the level of aberrations
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But for “not very high level of aberrations there does not seem to be a robust and

direct relationship between the level of the aberrations and the visual acuity.”

Based on his findings, Smirnov expressed a far-reaching idea: “In principle, it is

possible to manufacture a lens compensating the wave aberration of the eye in the

complex form of the plates of errors. The lenses must obviously be contact ones.

Otherwise, even small turns of the eye will produce sharp increase in aberrations of

the system.” The time to implement this idea came about 40 years later [31].

As with the other above-described techniques, Smirnov’s was quite laborious:

the measurement took 1–2 h, and calculations in those days took 10–12 h. For these

reasons, Smirnov suggested that it is unlikely that “such detailed measurements will

ever be adopted by practicing ophthalmologists.” He believed that principal value

of his study was the understanding of the restrictions of the visual channel of

information acquisition, and for these reasons, he abandoned further development

of his technique (M.S. Smirnov, 2005, private communication to V. Molebny).

In 1968, an article appeared [32] on the technique of photographic lens evalu-

ation. It was a modification of Tscherning’s grid projection method, in which,

instead of a pair of a grid and a spherical lens, a triplet was used consisting of

a combination of plus and minus plano cylinder lenses, with the grid sandwiched

between their plano surfaces (Fig. 9.12). The triplet was called an “aberroscope.”

Later, the technique was applied for eye investigation [33, 34]. A point source of

light was generated by placing a fiber optic at the front focal plane of a microscope

objective (Fig. 9.13). The lenses taken were +5D and �5D. The combination forms

a single test lens element that fits into the front of a trial lens frame. The grid

spacing is 1.25 mm. The diagonals of the grid coincide with the axes of the crossed

cylinder lens combination.

+
+

−

−

Fig. 9.11 An example of

a wave front map (“plate of

errors”) reconstructed from

the data acquired with the

setup of Fig. 9.10
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The subject looks at a point source of light about 1 m distant in a darkened room.

The subject’s near prescription is placed in the trial frame. The lines in the central

squares of the grid are seen as horizontal and vertical. Any change in spherical or

cylindrical power causes a tilting of the grid lines. The subject is asked to memorize

the grid’s pertinent features so that he or she can later sketch the grid with these

features. The sketch is then analyzed quantitatively to estimate the wave aberration.

This technique was modified by Walsh et al. [35] due to introduction of the

optics necessary for photographing the grid on the subject’s retina (Fig. 9.14), thus

obviating the uncertainty of subjective sketches. Rather than asking the subject to

reproduce the distortions that he or she perceives. In this modification, the grid

samples the pupil on a 0.9 � 0.9 mm square mesh. Computer reconstruction of an

aberroscope grid on retina and topographic representation of wave aberrations are

illustrated by Fig. 9.15. The contours in the topographic maps are at 0.33-mm
intervals.

Simulations of the optics of the Howland crossed-cylinder aberroscope tech-

nique show [36] that errors in alignment, data collection, and analysis can lead to

unexpected asymmetries of the determined aberrations in a rotationally symmetric

system. Large errors in measured aberrations occur from the incorrect choice of

grid center and from errors in setting up the aberroscope. As an example, a 1-mm

Fig. 9.13 Schematic of the subjective tests with the crossed cylinder aberroscope

Fig. 9.12 Crossed cylinder

orientation with the grid

sandwiched between their

plano surfaces (diagonals of

the grid are parallel to the

axes of cylinders)
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error in choice of grid center produces a coma error with a larger coefficient

than that of the existing spherical aberration. Alignment errors and data

collection–analysis errors tend to increase the measured aberrations and to affect

the asymmetrical aberrations more than the symmetrical aberrations. It is not

possible to predict the expected errors a priori. It is recommended therefore to

make calibration, using schematic eyes with known aberrations.

9.4 Spatially Resolved Refractometry

The instrument described in Ref. [37] incorporates two independently adjustable

apertures. One is imaged at a region near the corneal apex, and the other’s corneal

position is varied. The subject sees a reference image through the first aperture and

a test image through the second. The subject’s task is to align the test image

(a bright dot) with the reference (a target pattern) by means of a joystick.

Fig. 9.14 Schematic of the objective tests with the crossed cylinder aberroscope

Fig. 9.15 Computer

reconstruction of an

aberroscope grid on retina and

topographic representation of

wave aberrations [35]
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The joystick changes the angle at which the incident light falls without changing

its position at the cornea – as shown in Fig. 9.16. The orientation and magnitude of

the angular change are recorded; then the test aperture is moved to a new position

for another measurement. The authors took measurements at 30 separate positions

on the cornea (having a dilated pupil 6–7 mm in diameter, and a probe beam being

1 mm in diameter).

Figure 9.16 shows the layout of the instrument. P1 and P2 are the pinholes, which

are XYZ movable. Lens L0 images the pinholes at the plane of the cornea, with the

beam splitter (BS) transmitting light for P1 and reflecting light for P2. Light from

a lamp shines on a steel bearing ball and is reflected in all directions so that there is

a virtual point source inside the ball. Some of this light falls on the gimballed mirror

and is reflected to lens L1 and P1. Lens L1 forms an image of the virtual point source

in the plane Q, which is at the focal length of L0. Thus, this light, when it reaches the

cornea, is collimated. It is stopped down by the pinhole P1, and directed by the

gimballed mirror. The gimballed mirror changes the beam’s direction without

changing its position at the cornea.

The instrument’s program works as follows: after the initial alignment, the

program selects randomly the locations (x, y) for P1 and drives the position of P1
to a reference position of beam projection established at alignment. The patient,

who is looking at a retinal plane, sees the bright spot of reflected light from the

bearing ball superposed on the cross of the alignment target. The patient’s task is to

use the joystick to bring the bright test spot into coincidence with the center of the

cross. The procedure is repeated for all 30 points.

In Sergienko’s astigmometer [38], bringing two images together was

implemented by along-axis shifting of the target. Sixteen points were chosen in

the eye aperture of 3 and 5 mm in diameter.

In one modification [39], a laser is used as a source of light followed by a rotating

diffuser to model a point source, and a chopper is inserted on the beam path to

Fig. 9.16 Layout of the spatially resolved aberrometer [37]
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arrange a pulse mode of operation. A focusing block was also introduced to

compensate for defocus. Separate channels are used for providing the test stimulus,

a reference stimulus with adjustable pupil size, and a real-time view of the subject’s

pupil.

In another modification [40], an oscilloscope display is used as a source of light

with a pupil sampling aperture randomly selecting the positions within the aperture

(37 positions in the aperture sized about 6 mm, beam diameter being about 1 mm).

In a later work [41], the feasibility was tested of making the procedure of

target alignment automatic. For this purpose, two beams are projected into the eye

alternately, the first one as a reference and another one as a test beam (Fig. 9.17).

A quadrant detector installed to look into the eye measures relative positions of

the test beam and controls its positioning and tilt until the coordinates of its

projection on the retina coincide with the coordinates of the reference beam. The

authors analyzed several techniques, including bright cathode ray tubes and light-

emitting diodes combined with spatial light modulators. They came to the

conclusion that it is impractical to use liquid crystal modulators, since they

have a relaxation time of 50 ms at room temperature. If using the galvanometer

controlled mirrors having a resonance frequency above 1 kHz, an average time for

large repositioning could be about 30 ms, resulting in 2 s for 65 corneal positions.

To make the technique attractive for clinical use, the authors propose pupil

tracking. This would scarcely be the solution since it would lead to further

complications of the instrument.

9.5 Hartmann’s Test of the Outgoing Light

A short summary on a lenticular Hartmann screen [42] was published in the

program of the 1971 OSA Spring Meeting. It was a less-than-common 10-min

presentation, and was marked with a note that the paper could be presented “only if

the chairman of the session rules that time permits.” The whole idea was formulated

in two sentences: “The conventional perforated screen is replaced by an array of

contiguous lenticular elements, each approximately 1 mm square and

Fig. 9.17 Schematic of the automatic variant of a spatially resolved refractometer. One of the

galvanometers, Galvo 1, is imaged at the cornea, the other at the retina. The quadrant detector is

also imaged at the retina, its signal drives the retinal position of the laser spot to the null. The beam

expander can adjust retinal focus to compensate for ametropia [41]
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approximately 125 mm in focal length. The recording is made in the common focal

plane of the lenticular elements.” At that time, nobody could predict that the name

of the first author would be fated to become a part of a widely used term,

“Hartmann-Shack sensor” (some authors continue to use the term “Hartmann

sensor” or “Shack-Hartmann sensor”).

The Hartmann-Shack technique had nothing in common with ophthalmology

until the late 1980s. The initial idea was proposed by J. Hartmann [43] at the

beginning of the twentieth century to check the quality of large-size optics, mainly

for astronomy. On the path of a bundle of light propagating through an optical

component (lens), he installed an obscure screen with a series of small apertures

(Fig. 9.18).

In the late 1960s, the US Air Force wanted to improve the images of satellites

taken from earth [44]. The earth’s atmosphere limits the image quality and exposure

time of stars and satellites taken with telescopes. R. Shack soon came to the

conclusion that the only workable solution was to replace the holes in the plate

with lenses. After many trials, B. Platt manufactured crossed cylinder based lens

arrays in his “wife’s kitchen” (Fig. 9.19). The Air Force project was simulated in

the laboratory using the satellites photographs. Modeling using a pinhole as a test

target is demonstrated in Fig. 9.20 [44]. The left image shows a spot pattern (a) in

the focal plane of the lenslets. The next image (b) is a vector representation of the

wavefront tilts where the length of the arrow illustrates the magnitude of the tilt and

the direction of the arrow illustrates the angle of the tilt. The wavefront (c) was

recovered using Zernike polynomial fit. An attempt was made to file for a patent but

the application was never filed. A complete system was designed, fabricated, and

delivered to the Air Force in the early 1970s to be used on the satellite-tracking

telescope at Cloudcroft, NM. The system was never installed and the facility was

later decommissioned.

Fig. 9.18 Hartmann screen
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Shack also worked with astronomers in Europe. He gave lens arrays to

R. Wilson, who having tested large telescopes published a paper on this work and

sent a copy of the paper to Shack, thanking him for introducing this new tester to

him and coining the name “Shack-Hartmann sensor.”

In the mid-1980s, J. Bille, in Germany, started working with Shack to use the

lens array for measuring the profile of the cornea. Later, he projected a laser beam

onto the retina and analyzed the backscattered light with the Hartmann-Shack

sensor [45]. In this classic layout, the laser beam projection plays the role of the

secondary point source of light (Fig. 9.21). The more it is deformed (defocused or

otherwise distorted), the less accurate is the initial sphere-shaped wavefront of this

point source, whose distortions should be fixed by the lenslet array.

Simultaneously, several other groups were working on military applications of

wavefront sensing. One of these applications was adaptive correction of the aber-

rations of the optical systems [46]. This experience was successfully transformed

into ophthalmic wavefront sensing that used holograms instead of micro-lens arrays

[47]. To exclude the manufacturing errors, an additional reference channel was

incorporated into the layout (Fig. 9.22). As a result, each holographic microlens

Fig. 9.19 Platt’s

construction of the wavefront

sensor

Fig. 9.20 Array of images formed by the Hartmann-Shack lens array from a single

pinhole (a); graphical representation of the wavefront tilt vectors (b); 3-D plot of the measured

wavefront (c) [44]
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produced two images: of the reference spot and of the test spot (Fig. 9.23). Distance

between these spots is the measure of the transverse aberration.

The idea of analyzing the distortions of ray paths not of the light entering the eye

but of the light coming back from the eye was the analog to that from the military

systems acquiring the information about the wavefront from the light reflected by

the target and propagating to the wavefront sensor along the same trace but in the

Fig. 9.21 Simplified schematic of the aberrometer using the Hartmann-Shack sensor

Reference
channel

Laser Collimator
Eye

Holographic
lens array

CCD matrix

Mirror Mr

Lens Or

Fig. 9.22 Schematic

of a wavefront sensor with

a holographic lens array

and a reference channel
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reverse direction. The atmosphere should be unchanged during the time of propa-

gation there and back. This time of being “frozen” for the atmosphere is about 1 ms,

restricting the range to 150 km. Fortunately, the eye does not change its character-

istics so fast, but there is another problem: should the non-homogeneity of refrac-

tion be not identical along the paths inward and outward, the principle would not be

applicable.

If we analyze the trajectories of the beams for the methods extracting aberration

information acquired along the inward paths in the eye (spatially resolved refrac-

tometry and some other methods, to be discussed later) and the methods extracting

the information acquired along the outward paths (based on Hartmann-Shack

approach), we shall note that these paths are different (Fig. 9.24). Let us suggest,

we want to have the information on the refractive power in point A. In inward

methods, the beam is directed in the eye in point A hitting the retina in point R1,

comes back through the nodal point N and exits from the eye through point B. In
outward methods, the radiation is caught in the point A coming from the retinal

point R on the visual axis of the eye that is hit by the probing beam. It is evident that

the paths AR1B and ORA, both in myopic and hyperopic eyes, are different. There is

the only situation when these paths coincide (this means that aberrations are

measured correctly) – in an emmetropic eye when there are no aberrations. Still,

commercial aberrometers using Hartmann-Shack sensors do not pay much attention

to this non-correspondence.

A fundamental limitation of a Hartmann Shack wavefront sensor is created by

a condition that each spot generated by a lenslet array must be within the virtual

subaperture on a detector for spot centroiding. This limitation creates a trade-off

between accuracy and dynamic range. The larger the focal length of the

microlenses, the higher is the accuracy. But, when highly aberrated wavefronts

are measured with a long-focal-length lenslet array, multiple spots or crossed-

over spots could appear within the same virtual centroiding area due to a larger

spot displacement. The simplest way to avoid this problem is to reduce the amount

of spot displacement by using a significantly shorter focal length. However, this

solution also decreases measurement sensitivity due to the inability to detect

small spot displacements when relatively small amounts of aberration are

Fig. 9.23 Images of focal

spots of the reference and test

channels (only last rows and

columns are shown)
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measured. Therefore, an increase in the dynamic range results in a decrease in

measurement sensitivity. A solution must include an increase in dynamic range

without loss of measurement sensitivity. Several methods have been proposed

that enable the detection of the subaperture violation. They can be divided into

software-based methods and hardware-based methods. The advantage of the

software-based methods is that no change of the hardware is necessary. The

disadvantage is that they require more a priori knowledge about the smoothness

of the wavefront than the hardware-based methods and that they are time

consuming.

One of the hardware-based ways is to switch the subapertures on and off, so that

a definite assignment of the spots to their subapertures is possible. Yoon et al. [48]

proposed the blocking of adjacent lenslets using translatable plates. In the config-

uration shown in Fig. 9.25, every other lenslet is blocked by the translatable plate.

In this prototype, the virtual centroiding area is increased by a factor of 2. After the

first spot array pattern is captured, the translatable plate is translated by one lenslet

spacing to capture the second spot array pattern that includes spots blocked by the

plate previously. In the 2-D space, each complete measurement consists of four

spot-array images after each of three translations of the plate in horizontal and

vertical directions. The total acquisition time, including the time required to

translate the plate, was approximately five times longer (470 ms) than with the

conventional wavefront sensor.

Instead of mechanical switching, Lindlein et al. [49] proposed using spatial light

modulators in front of the microlenses of the sensor to switch on and off the

subapertures. It is done with a coding algorithm that also allows a definite assign-

ment of the spots to their subapertures. Each subaperture of the Hartmann-Shack

Fig. 9.24 Inward and outward beam trajectories in hyperopic (a), emmetropic (b), and miopic

(c) eyes
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sensor can be switched on or off with the help of an array of spatial light modula-

tors, so two different states are possible for each subaperture. The state “subaperture

switched off” is marked by a binary 0, and the state “subaperture switched on” by

a binary 1. Examples of off-on subapertures are given in Fig. 9.26. With relaxation

time 50 ms for liquid crystal modulators and 50 ms read-out time for CCD device,

five-time switching and reading will result in at least 500 ms for measurement.

The time of switching can be reduced with faster devices. Molebny [50]

described the solution with fast acousto-optic switching of the tilt of the probing

beam (Fig. 9.27). With subaperture grouping like that with a translatable plate, each

probing provides one fourth of the information. Switching four times with different

tilts of the probing beam will complete the cycle. The tilt of the beam should

correspond to the pitch of the lenslet array.

Not to spend time on switching, a parallel layout was proposed with astigmatic

lenslets having different orientations of axes in such a way that no one neighbor of

Eye

Laser
diode Translatable

plate

Position 1b

a

Position 2

Pupil
camera

Lenslet
array

CCD

Reticule

Pupil

Lenslet

Translatable plate

Position 4 Position 3

Fig. 9.25 Optical layout of the Shack-Hartmann sensor with a translatable plate blocking every

other lenslet (a) and a schematic diagram of capturing spot pattern at each position of the plate

after translations (b) [48]
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any lenslet has the same orientation [51]. The orientations change in 10-degree

steps (Fig. 9.28). Their identification should be made after detection during the

processing of the spots and calculating their centroids.

Increasing the dynamic range, software-based approaches do not require any

modification to existing systems and thus minimize the cost of system reconstruction.

Groening et al. [52] described an algorithm that assigns the spots to their

reference points unequivocally even if they are situated far outside their

subaperture. For this assignment a spline function is extrapolated in successive

steps of the iterative algorithm. Starting with a number of spots that can be assigned

to their reference points unequivocally (it is a central 3 � 3 matrix in the example

presented in Fig. 9.29), the algorithm estimates the positions of the spots of

neighboring microlenses by extrapolating a two-dimensional spline function that

Fig. 9.27 Optical layout of the Hartmann-Shack sensor with a fast switching of the tilt of the

probing beam [50]

Fig. 9.26 Switching patterns for 4 � 4 and 5� 5 arrays of subapertures. Five different switching

patterns are necessary for a definite assignment of the spots to their subapertures in both patterns

9 Wavefront Measurement in Ophthalmology 337



assigns the spots to their respective reference points. If spots are found in a small

area around the extrapolated spot positions, they are used to recalculate the spline

function. This procedure is carried on iteratively until no spots are found at the

extrapolated spot positions.

Lundstr€om and Unsbo [53] modified this “unwrapping algorithm.” They made it

to start by connecting the central Hartmann-Shack sensor (HS) spots to the central

lenslets (Fig. 9.30). It then fits a B-spline function through a least squares estimate

Parameter
Points 1. Initial

    Assignment

Gray-Value Image
of Spots

Starting Rectangle with

Already Assigned Spots

5. Assign Found
    Spots

6. Spline Fit

2. Spline Fit

3. Extrapolation

Extrapolated Spot Centers

Search Areas

4. Spot Find in
    Search Areas

8. Spot Find in
    Search Areas

9. No New Spots
    Found.
    End of
    Algorithm.

7. Extrapolation

7

7

6

6

5

5

4

4

3

3

2

2

1

1

7

7

6

6

5

5

4

4

3

3

2

2

1

1

7

7

6

6

5

5

4

4

3

3

2

2

1

1

7

7

6

6

5

5

4

4

3

3

2

2

1

1

Nine Spots

Fig. 9.29 Principle of the iterative spline-fitting algorithm

Fig. 9.28 Schematic view of

a 9 � 9 subarray where each

lens has orientation of the

principal axis 10� different of
the neighbor
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Input Positions of HS spots
Projected lenslet centers

Create a grid of
parameter points

Center the parameter grid
around the central HS spot

Connect nine starting pairs
in the centre

Least squares fit B-spline coefficients
to the connected pairs

Extrapolate to parameter points with
three or more connected neighbours

Search for and
connect new HS spots

Have new spots
been connected?

NO

YES

Output HS spots sorted as the
corresponding lenslets

Fig. 9.30 The structure of

the unwrapping algorithm

[53]
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to the deviations of the central HS spots. This function is then extrapolated to find

the expected locations of HS spots for the unconnected lenslets. The extrapolation

is performed gradually in an iterative manner; the closest unconnected lenslets are

extrapolated and connected, and then the B-spline function is least squares fitted to

all connected HS spots and extrapolated again.

Leroux and Dainty [54] used a similar approach but fit Zernike polynomials to

the spot displacement data instead of a spline, producing a smoothing effect that

suppresses noise. Lee et al. [55] and Smith and Greivenkamp [56] described

algorithms in which spots are located in a predetermined order in such a way as

to reduce ambiguity as to lenslet-spot correspondence.

Bedggood and Metha [57] compared these software methods for different kinds

of errors and found that Leroux and Dainty (“Zernike”) and Lundstr€om and Unsbo

(“B-spline”) algorithms are more accurate in describing the aberrations they

modeled. Modeling the ability to avoid errors, they found that the most “correct”

is the “Spiral” algorithm (Lee at al., Smith and Greivenkamp). The results of this

last test are presented in Fig. 9.31. with an example wavefront from the set of 1000

randomly generated wavefronts. Large circles indicate spots that were correctly

located according to the internal error checking of each algorithm. One can see that,

in this specific example, the “Spiral” algorithm was able to correctly sort all the

spots; the other algorithms show varying amounts of error.

Fig. 9.31 Example

wavefront from the set of

1,000 randomly generated

wavefronts. Large circles
indicate spots that were

correctly located according to

the internal error checking of

each algorithm [57]
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9.6 Clinical Ray Tracing

9.6.1 Acquiring the Hartmanngram with Ray Tracing

Lasers opened many of new opportunities for building precise instruments in optics

and, specifically, in ophthalmology. In 1988, H€ausler and Schneider [58] applied

the principle of ray tracing known in theoretical optics to experimentally acquire

the Hartmanngram. Fig. 9.32 demonstrates how the classic setup for acquiring the

Hartmanngram can be transformed using a laser: instead of pinhole stops a laser

beam is directed into the tested optics with the scanning (translatable) mirror

(Fig. 9.32a). With this configuration, point-by-point probing of the test optics is

implemented sequentially in time, not simultaneously like in a classic scheme.

Measurement of the position of the beam projections is made with the position

sensing detector (PSD) in two planes: in front of the focal point and behind it.

A further simplification of the layout consists of the use of the translation of the

tested optics itself instead of the beam. In this case, the PSD is positioned in the

focal plane of the tested optics (to be correct, it is a focal one only for a certain beam

position, for example, on the optical axis). The tested optics is repositioned in

a point-by-point manner. In each position, the coordinates of the beam projection on

PSD are measured (Fig. 9.32b). The authors called this approach an experimental

ray tracing. The procedure yields directly the local refracting power of spherical

and even strong aspheric optics. As samples, aspheric spectacle lenses were used

with a continuously varying refracting power from �0.5 to 2.0 diopters. An

example of the reconstruction of the distribution of the local refractive power

along a meridian in the pupil plane is given in Fig. 9.33.

It was demonstrated also that the experimental ray tracing can successfully be

applied for reconstruction of a 3-D shape of the optical objects. The profile of a car

windshield was reconstructed from the data of the beam displacement along the

glass plate.

9.6.2 Ray Tracing the Retina

The ray tracing technique came to clinical ophthalmology from another field – laser

radar – and was reported at the Conference on Laser Radar Technology and

Applications [59] as a medical application of optical radars. It was the micro-

scaling of a laser radar for the centimeter distances instead of kilometers. The

solution was initially formulated by Molebny in his discussion with Pallikaris in

1995, and was implemented in 1996–1998 in the project supported by the govern-

ments of Sweden and Canada. The first ophthalmology-related publication was

made in 1997 [60], and the technique was baptized as a retina ray tracing.

The instrument went through the first clinical tests in 1998–1999. The results of

these tests were made public in 2000 [61, 62].

Ray tracing technique uses measurement of the position of a thin laser beam onto

the retina. A beam of light is directed into the eye parallel to the visual axis having
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passed a two-directional (x,y) acousto-optic deflector and a collimating lens

(Fig. 9.34). The front focal point of the collimating lens is positioned in the center

of scanning of the acousto-optic deflector. Each entrance point, one at a time,

provides its own projection on the retina. A set of entrance points overlaid on the

image of the eye is shown in Fig. 9.35a. A green outer contour corresponds to the

shape of the pupil, reconstructed from the eye image. The position sensing detector

measures the transverse displacement dx, dy of the laser spot on retina. An objective
lens is used to optically conjugate the retina and the detector plane. In the process of

beam displacement over the eye aperture, data on the transverse aberration for each

point of the beam entrance into the eye are collected. They are reconstructed into

a two-dimensional distribution known as a retinal spot diagram (9.35b).

The iTrace visual function analyzer (Tracey Technologies, USA) is the instru-

ment based on the ray tracing principle. It uses a narrow (0.30 mm) diode laser

beam with the wavelength 785 nm being displaced over the entrance pupil of an eye

Fig. 9.33 Local refractive

power versus position x of the
probing beam in the pupil

plane of an aspheric spectacle

lens

Scanning
mirror

Tested
optics Tested

optics

PSD PSD

Laser

Laser

a

b

Fig. 9.32 Transformation of the setup using the basic principle of the Hartmann test into an

experimental setup (a) for a modified Hartmann test using a PSD and into an experimental ray

tracing setup (b) for measuring the local refraction of aspheric optics
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while kept parallel to the visual axis (Fig. 9.36). To measure the positions of the

laser spots on retina, two linear arrays of photodetectors are used, each with its

cylinder optics. The signals from these photodetectors are processed to determine

the centroids of the spots (Fig. 9.37).

In the process of measurement, an image of the pupil is captured, its size and

position are automatically measured in each TV frame. From the size of the pupil,

the software calculates optimal locations of all the probing points. The permission

on firing the probing radiation is given by the software only when the positions of

the pupil and visual axis are within a predetermined correspondence, as well as the

data, captured with a position-sensing detector, are processed and transferred to the

computer. The total time of scanning for the entire aperture of the eye is within

100 ms. The duration depends on the number of test points at the eye entrance pupil

(64–256). Acousto-optic deflectors are very fast devices: transition time for

switching a position is about 10 ms, i.e., for 256 points, less than 3 ms is necessary.

Fig. 9.35 Positions of the beam projected into the eye (a) and its positions on the retina (b) as
measured by the position sensing detector (retina spot diagram)

Fig. 9.34 Simplified schematic of the ray tracing aberrometer
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This is a great advantage of acousto-optics as compared to the much slower

scanners (no more than 20 rays/s), used in the laboratory studies of Navarro et al.

[63, 64]. For 256 points, this would take more than 10 s for one measurement, which

is unacceptable for clinical use.

9.6.3 Wavefront Reconstruction

Wavefront aberration W(x, y) of the optical system of the eye is related to the

geometric transverse aberrations dx0, dy0 as follows:

dx0 ¼ R

n0
� @W x; yð Þ

@x
; (9.1)

dy0 ¼ R

n0
� @W x; yð Þ

@y
; (9.2)

where R is the radius of a reference sphere; n0 is the refraction index of the eye

medium (suggesting the simple eye model).

In polar system of coordinates, the wavefront can be written in terms of Zernike

polynomials:

Wðr;jÞ ¼
X
n

X
m

Rm
n rð Þ Cm

n � cosmjþ Smn � sinmj� �
; (9.3)

Fig. 9.36 Ray tracing

aberrometer developed at the

Institute of Biomedical

Engineering (Kiev, Ukraine)

combined with the placido-

based topographer

manufactured by Tracey

Technologies, USA
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where r, ’ are the polar coordinates of the beam in the pupil; n � m, n + m – are

even digits,

Rm
n rð Þ ¼

X0:5ðn�mÞ

k¼0

ð�1Þk ðn� kÞ! � rn�2k

k! 0:5ðnþ mÞ � k½ �! � 0:5ðn� mÞ � k½ �!; (9.4)

Cm
n and Smn being the Zernike coefficients. With this in mind, the transverse

aberrations can be presented as follows:

dx0ðr;jÞ ¼ R0 �
X
n

X
m

axc � Cm
n þ axs � Smn

� �
(9.5)

dy0ðr;jÞ ¼ R0 �
X
n

X
m

ayc � Cm
n þ ays � Smn

� �
(9.6)

Horizonatal Point Profile

Vertical Point Profile
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Fig. 9.37 Signals from

horizontal and vertical linear-

array photodetectors
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where

R0 ¼ R

n0
; (9.7)

axc ¼ @Rm
n ðrÞ
@r

� cosj � cosmjþ m
Rm
n ðrÞ
r

� sinj � sinmj; (9.8)

axs ¼ @Rm
n ðrÞ
@r

� cosj � sinmj� m
Rm
n ðrÞ
r

� sinj � cosmj; (9.9)

ayc ¼ @Rm
n ðrÞ
@r

� sinj � cosmj� m
Rm
n ðrÞ
r

� cosj � sinmj; (9.10)

ays ¼ @Rm
n ðrÞ
@r

� sinj � sinmjþ m
Rm
n ðrÞ
r

� cosj � cosmj: (9.11)

In each node rk, ’k (k ¼ 1. . .q, where q is the number of nodes) of the

scanning grid, dx0 and dy0 are measured representing the left side of the (9.5)

and (9.6).

The total number Ne of equations is the doubled number of nodes, the number Nc

of sought (unknown) coefficients of the Zernike polynomials can be derived from

the formula:

Nc ¼ 2nm� m2 þ 2nþ 2mþ z

4
� zo; (9.12)

where z0 is the number of coefficients that do not influence the value of the

wavefront deformation function.

In general, Ne 6¼ Nc; that is why the function of the wavefront deformation

should be approximated. The most correct way is to use the least squares method. In

the matrix form, the unknown coefficients are sought using the multiplication of the

corresponding matrices:

C ¼ ATEA
� ��1

ATEX; (9.13)

where C is the vector of the sought coefficients Cnm, Snm, A is the matrix of digital

values at the sought coefficients Cnm, Snm, A
T is the transposed matrix A, E is the

unit matrix, X is the resulting vector of measured transverse aberrations dx0 and dy0,
consisting of Ne elements. The wavefront tilt is represented by the coefficients C11

and S11, the defocus is described by C20.

The above-described method is called modal (or, sometimes, global, i.e., each

component of the polynomial is relevant to the entire aperture) in contrast to zonal

(sometimes called local), where the describing functions correspond only to a part
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of the aperture (zone). It is typical to use polynomials for modal description.

A typical zonal description is implemented with splines, but it does not mean that

polynomials cannot be used for zonal description. Besides Zernike polynomials,

among other option there are Seidel, Taylor, and Bhatia-Wolf polynomials, as well

as Fourier decomposition. Zernike polynomials are recommended as the standard

method for specifying wavefront error in the eye [65, 66].

Many aspects of eye structure and its functions were studied and described with

Zernike polynomials including contributions of the cornea and the lens to the

aberrations of the human eye [67], compensation of corneal aberrations by the

internal optics in the human eye [68], correlation between dynamic processes in

the eye and higher-order members of Zernike series [69], and so on.

It was demonstrated using different quality metrics [70] that Zernike decompo-

sition is still not the best approach. Modeling of the corneal surfaces with radial

polynomials [71] showed that Bhatia-Wolf polynomials [72] being orthogonal also

in a radial direction fit the corneal surfaces better in comparison to Zernike

polynomials. Fourier analysis was also applied to the description of refractive

error [73, 74].

Several publications demonstrated effectiveness of the combination of modal

and zonal approaches [75–77] in which the modal description embraces high-level

aberration non-homogeneities (usually, those affected by lower-order aberrations),

and zonal descriptors (polynomial or spline) are responsible for lower scale details

(splines give better description of higher-order aberrations, but suffer more from

noise).

The refraction aberration can be considered to consist of radial and tangential

(rotational) components. The radial direction is attributed to the forces performed

by ciliary muscles. The orthogonal direction is attributed to the orthogonal forces,

appearing from the properties of the lens, or from the non-homogeneity of the

forces delivered by the ciliary muscles.

As to details the mentioned above, the radial component can be produced by

the spherical or aspheric surface (surface of rotation around the optical axis). If

originated from the crystalline lens, this kind of aberration can be explained by

non-ideal shape or non-homogeneous rigidity/refraction of the lens in radial

direction or/and by the under- or over-drive of the ciliary muscles. The rota-

tional component can originate from the non-ideal shape or non-homogeneous

rigidity/refraction of the lens in tangent direction or/and from the non-

homogeneous distribution of the forces applied by the ciliary muscles to the

crystalline lens.

It was proposed earlier [78] to supplement the reconstructed refraction error map

(derived from the wavefront map) with an additional map of the focal offset, that is

the distribution of minimal distances at which the ray passes by the optical axis

(minimal separation of the ray and the optical axis), the focal length being defined

as a distance from the pupil to the point of minimal separation of the ray and the

optical axis.

In the development of this approach, for each point (r, y), the values of @W r;yð Þ
@r

and
@W r;yð Þ

@y are calculated [79]. Figure 9.38 illustrates the procedure. Radial
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sectioning is in blue, circular (tangential) is in red. Correspondent colors illustrate

the orthogonal values of both derivatives.

Examples of orthogonal decompositions for spherical aberrations and coma are

presented in Fig. 9.39. The values of each component are taken from a real eye.

Spherical aberrations being axially symmetric are constant over the whole map of

the tangent component. A notice can be taken from the map for coma that the

tangent component has higher values where the wavefront map has steeper varia-

tions in the tangent direction.

It was noticed that mean value of the tangent component is always zero.

Standard deviation is the same with defocus and without it. This last fact originated

the idea to use the standard deviation of the tangent component as a normalization

value. The ratio of the standard deviation Sr of the radial component to the standard

deviation St of the tangent component was proposed as “the eye shape quality factor

Q” or “ocular Q-factor.”
It was found that the Q-factor is significantly higher in the man-made model eye

than in the natural eye. It becomes lower after surgeries of vision correction.

Q-factor is higher in the dominating eye than in the lagging eye. It varies with

changing the accommodation state, each eye having its own characteristics even for

the same patient. Preliminary studies with different groups of patients showed

practically unchanged value of the Q-factor within the age of 20–60 years, still, it

becomes lower at the age after 80.

∂w (ρ, θ)
∂ρ

∂w (ρ, θ)
∂θ

Fig. 9.38 A fragment of the

wavefront map with

decomposition in radial and

tangential components
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An example of the wavefront aberration reconstruction from the retinal spot

diagram (dx0 and dy) made by the iTrace aberrometer is represented in Fig. 9.40.

The instrument calculates and displays also the modulation transfer function and the

point spread function. For the convenience of the user, all these data can be displayed

in 2D or 3D versions as a summary (four diagrams at once) or separately. The data can

be compared with each other and the difference can be displayed. The aberrometer is

combined with the topographer, thus bringing an opportunity to study the wavefront

errors not only of the total eye, but also of the cornea separately and, when the cornea

wavefront is subtracted, an error component due to crystalline lens.

The iTrace aberrometer also features a video camera and a special target

(fixation point) to align the instrument with the eye and achieve a required accom-

modation state.

9.6.4 Compensation of Back-Path Distortions

Objective methods of measurement of aberrations suffer from the twofold role of

the optical system of the eye as an object of study and as a part of the aberrometer.

In the ray tracing technique, coordinates of the laser beam projection on the retina

are the source of information for subsequent calculations, but they are distorted by

the optical system of the eye itself when the coordinates are evaluated through the

eye media, being the part of the optical system imaging the projection spot on the

retina into its image on the position-sensitive detector.

The term “double-pass” was introduced [80] for treating the situation. It was

shown that odd components of the Zernike decomposition compensate themselves

on their path back [81]. These considerations are true only if the inward and

Fig. 9.39 Examples of wavefront maps with orthogonal decompositions for spherical aberrations

and coma. The values of each component are taken from a real eye
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outward paths are the same. To resolve the “double-pass” problem, many efforts

were made to modify the inward or outward paths in a way to decrease the influence

of the pass, which distorts the information [82]. The term “one and a half pass” was

even used to describe the layouts where the influence of the distorting pass was

lessened. This term is hardly correct because there is no half passage in either

forward or backward direction. In addition, the double pass in its strict definition

practically never occurs. An interesting approach was tested [83] in which

autofluorescence of retinal lipofuscin was used excited by the laser irradiation at

shorter wavelength and detection of light signals with the longer wavelengths. This

technique causes the same uncertainty of the beam propagation path to the retina

with the only exception of different wavelengths in inward and outward directions.

Modeling the ray tracing aberrometer is interpreted in Fig. 9.41, with the ingoing

(a) outgoing (b) ray course. The eye is modeled by the paraxial approximation to

which polynomials are added describing the wavefront distortion. In the inward

direction, the beam can change its position, corresponding to the coordinate of eye

probing. In the outward direction, the front focus of the detector lens is set to

coincide with the back focus of the paraxial eye.

The relative root mean square values related to the value of the corresponding

Zernike coefficient for some Zernike coefficients containing sine and cosine mem-

bers are given in Fig. 9.42. It is obvious that the optical system of the eye, when

incorporated in the optical system of the aberrometer, can dramatically change the

whole picture of measured aberrations. This distortion of the results needs to be

compensated.

Figure 9.43 demonstrates solutions for two cases: a, a hyperopic type of non-

homogeneity, and b, a myopic case. In the standard ray tracing mode, the beam

exits the deflector center of deflection in the point O1 and enters the eye in parallel

to the optical axis of the instrument at the height h1 crossing the anterior surface of

the cornea in point C. The beam hits the retina in the point Rh at the height dh from
the central point R for the hyperopic type of non-homogeneity. For the myopic type,

the retina is hit in the point Rm at the height dm.

Image (Position
sensitive detector) Detector lens

Object,
Circular aperture

(Laser beam)

Paraxial and
Zernike Std Sag

a

b

Image
(Retina)

Object
Paraxial and

Zernike Std Sag

hobj
himg

R

R

C

D

hobjhdet 

Fig. 9.41 The model of the ray tracing aberrometer
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To solve the problem of wave front conjugation in the point C of the entrance

into the eye, the tilt of the beam inside the eye is to be changed from ’1 to ’2. This

can be done by changing the height of the beam at the deflector center of deflection

from h1 to h2 and inclining the beam by the angle bh for the case of hyperopia or by
bm for myopia. This means that the height of the beam in the center of deflection

must be shifted from point O1 to point O2. This can be done with an additional

deflector and a collimating lens. Since the information on tilts bh or bm is obtained

Fig. 9.42 Error of

measurement of the

aberrations with the ray

tracing aberrometer versus the

pupil coordinate in the eye

having a single aberration of

a Zernike standard sag

Center of height
scanning

Center of
height scanning

Collimating lens

Collimating lens

H1a1 j1
j2

b
a2
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H2
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H2

h2
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h2 h1

E

F’

R

Rm

dm

D

Ot
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Oh
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b
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b

E

F’
R
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dh
D

a

(2)

Ot
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(1)

(2)

Planes of centers
of tilt scanning

Planes of centers
of tilt scanning

Fig. 9.43 Principle of the local wave front conjugation: hyperopic (a) and myopic (b) types of
errors
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with errors, the correction of the position of Rh or Rm will not result in achieving

zero values of dh or dm, in the very first correction, and another iteration may be

necessary, similarly to the systems with the simultaneous total wave front conju-

gation. It is concluded that, depending on the type of aberration, the error can be

reduced from 20 % to 2 % after the first iteration, and to 0.2 % after the second

iteration. In most cases, a single iteration can be enough.

9.6.5 Interferometric Ray Tracing

Interferometric, or frequency-shifted ray tracing technique has its roots in phase

microscopy and its further development for profile measurement based on phase

difference measurement between two beams that passed different optical paths

[84, 85]. In applications for ophthalmology, this technique was initially studied with

frequency shifting along one of the two orthogonal axes, along which the scanning is

provided [86, 87]. Later, a three-beam systemwas proposed formicroprofilometry [88].

The layout of the frequency-shifted ray tracing aberrometer is explained in Fig. 9.44.

Its principal difference from the simple ray tracing aberrometer consists of additional

splittingof thebeam into three components having the frequencies f0, fx, and fy, andusing
the phase discriminator instead of a position-sensing detector to calculate the wavefront

tilt. The splitting is provided by the acousto-opticmodulator driven by the AOMdriver.

The configuration of the beams (shown in Fig. 9.44) contains the central beam having

the frequency f0 and two diffracted beams having the frequencies fx and fy, which
originate from the central frequency being shifted by DFx and DFy. These two beams

are scanned inX and Y directions by the acousto-optic deflector (the term “scan” means

here repositioning fromone point to anotherwithin a certain aperture, being unmoved in

each position for a prescribed time interval). The beams interfere on the retina, whose

plane is conjugated with the photosensitive plane of the photodetector. Two signals of

the frequencies DFx and DFy are filtered at the output of the photodetector. Reference

signals of the same frequencies DFx and DFy that are used for controlling the acousto-

optic modulators are the reference inputs for the phase discriminator measuring the

phase difference D’x and D’y at each of these two frequencies DFx and DFy.

Acousto-optic
modulator

AOM
driver

AOD
driver

Phase
discriminator

Photo-
detector

Objective lens
Defocus

compensator

Eye

Laser
Cm Cd

X-Y acousto-optic
deflector

y

fy

fx

DFx

DFy

Djx, Djy

f0
x

Collimating lens

Fig. 9.44 Layout of the frequency-shifted ray tracing aberrometer
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The measured phase differences correspond to the optical path differences in

X and Y directions, i.e., to the X and Y components of the wavefront tilt in the given

point of the eye aperture where the beam is positioned in the moment of measure-

ment. Due to the specificity of the data processing with this technique, a defocus

compensator is introduced on the beam paths into and out of the eye. This is

necessary to make plane the wavefronts of the beams on the retina. Defocus

compensator can be recommended in any other aberrometer, but in intereferometric

methods it is very important from the signal-to-noise considerations. The sensitivity

of this technique is of the order of nanometers.

9.7 Skiascopic Aberrometer

The principle of skiascopy was used by Fujieda [89] to design the aberrometer that

was combined with the corneal topographer [90]. Narrow strips of light are directed

into the eye. These strips are the projections of the light propagating from inside the

rotating cylinder-shaped drum (chopper wheel) with narrow slits in the generatrix

(Fig. 9.45). Like in the ray tracing technique, the center of scanning (center of the

drum cylinder) coincides with the front focus of the collimating lens. An objective

lens conjugates the retina and a set of photodetectors. The strips running in the

retina plane are imaged in the plane of this set of photodetectors. The set consists of

two groups: (1) the delay measuring detector array and (2) the centering detectors.

The first group is used to measure the sign and value of ametropia, the second to

center the images of the strips.

As it is known from the principle of skiascopy that the direction of strip’s run

depends on whether the eye is myopic or hyperopic. For the direction of drum

rotation shown in the Fig. 9.45, the directions of strip movement in the myopic and

hyperopic eyes are indicated by arrows for the retina plane and for the plane of

photodetectors. The time interval between the moments of light strip passing over

individual detectors of the detector array depends on the distance between the

detectors and the degree of ametropy for this given meridian of the eye. The

measurements are taken between the pairs of detectors symmetrically positioned

relative to the center (in Fig. 9.45, the detectors of the same pair are filled with the

same texture). This ranging from the center corresponds to certain diameters in the

corneal plane. In one of the versions of the instrument there are four pairs of

detectors ranged as far as 2.0, 3.2, 4.4, and 5.5 mm in the plane of the cornea.

The time difference in each pair of photodetectors is converted into the refractive

power. In this way, four-ring data are accumulated for reconstruction of the

refraction map. After having measured the time intervals, the meridian is changed

by the rotation in the direction of arrows A and B, the rotation of both axes being

matched. More detector pairs would result in more dense spatial data in the radial

direction.

An infrared LED is used as a source of light. The projecting system of the

chopper wheel rotates 180� in 0.4 s across both semi-meridians, so that 360
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meridians are covered. The LED and photodetectors are conjugated with the

cornea. The aperture stop (not shown in Fig. 9.45) is conjugated with the retina

when the eye is emmetropic. In myopia, the aperture stop is in front of the retina; in

hyperopia, the aperture stop is behind the retina.

9.8 Laser-Based Tscherning Approach

Seiler et al. modified the Tscherning idea of grid projection on the retina in such

a way that the grid was substituted by a set of thin laser beams [91, 92]. They

formed this set of a parallel bundle of light having split into a group of single thin

parallel rays by means of a mask with a regular matrix of fine holes (Fig. 9.46).

These rays are focused by a low-power lens in front of the eye so that the intraocular

focus point is located about 2.5 mm in front of the retina. The purpose of the

aberroscope lens is only to sufficiently enlarge the retinal spot pattern to separate

and to identify the single light spots. Its optical power depends on the mean ocular

spherical refraction. For example, an emmetropic eye needs this lens to be in the

range from 14 to 15 D.

The light source for the measuring rays was a green 532 nm diode-pumped

solid state laser with a beam diameter of about 2 mm and an output power of

10 mW. The measuring light is controlled by an electromechanical shutter with an

opening time of about 60 ms. The laser beam is enlarged to a diameter of about

25 mm by means of a beam expander (a Keplerian telescope). Figure 9.47 (left)

shows the configuration of the dot pattern mask that produces the system of test

rays. The diameter of a single ray is about 0.3 mm. These rays are focused by

a changeable aberroscope lens. The dot pattern masks are also changeable. They

differ only in the dot spacing. Figure 9.47 (right) shows an example of a retinal light

spot pattern.

Rotating drum with slits

Source of
light

Cross-sections of
beams of light

Images of “running” strips of light

Delay measuring
detector array

Objective lens

In hyperopic eye

Eye

In myopic eye

Centering
detectors

M

H

B

A

Collimating lens

Fig. 9.45 Optical layout of the aberrometer based on the skiascopy principle
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In an aberration-free eye, a projected spot configuration will have the same

regularity as at its origin. With real eyes, the spot positions are measured. For this

purpose, the retinal light pattern is imaged onto the sensor of a low-light CCD

camera using the ophthalmoscopic approach with a central near paraxial channel

about 1 mm in diameter within the eye. This optical channel is assumed to be

approximately free of higher-order aberrations.

According to the opinion of the authors, the described aberrometer does not

provide exact measurements because of some specific reasons. The assumption of

Fig. 9.47 Dot pattern mask

(hole diameters 0.33 mm,

aberroscope lens +4 D, hole

spacing 0.805 mm) and an

example of images of retinal

spots [92]

Fig. 9.46 Optical layout of the aberrometer using the Tscherning principle
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an approximately aberration-free paraxial ocular channel with a diameter of about

1 mm is not given in every individual case. Furthermore, some opacities of the

ocular lens or the vitreous body can considerably diminish the intensity of the rays,

and some spots cannot be detected by the image processing program.

The technique allows only the measurement of eyes with astigmatism of less

than 3–4 D. In eyes with greater astigmatic differences, the retinal light spot

separations in one of the main axes is so reduced that clear identification of the

spots is not possible. Nevertheless, practical experience shows that this aberrometer

is applicable under clinical conditions.

9.9 Discussion and Conclusions

Development of vision correction techniques based on the phenomenon of eye tissue

ablation, evoked intensive engineering efforts to create the instruments providing

high quality of vision correction from wavefront measurements. The majority of

solutions used the earlier developed fundamentals. Hartmann test reincarnated into an

instrument using a matrix of lenslets with a CCD camera which by inertia is called the

Hartmann-Shack wavefront sensor, although the first who designed and tested it for

ophthalmology purposes was the team of Bille, being advised and provided with the

sensors designed and manufactured by Platt. Tscherning’s idea of grid projection into

the eye through an additional lens to disperse the projected grid on some area on the

retina was successfully implemented by the team of Seiler. Smirnov’s alignment of

two projections found its new design in Webb’s spatially resolved refractometer.

Molebny concentrated his experience in optical radar to build the fast ray tracing

instrument for clinical use. Fujieda as a professional working in the field of refrac-

tometry used the skiascopy principle to design an aberrometer without the laser, using

only the light-emitting diode.

Leaving behind some problems and post-op complications, new revolutioniz-

ing technological solutions started in designing and manufacturing customized

contact lenses and customized intraocular lenses (IOL), opening a whole new

field of competition for the wavefront sensing techniques. To meet the require-

ments for customized IOL design, a series of additional data are necessary, like

anterior chamber depth, axial eye length, and so on. The simplest way is to

combine several instruments to make all these measurements, for example,

making a combination of an aberrometer, a corneal topographer, and an optical

coherence tomograph. But such a combination produces another problem (leav-

ing behind the cost and time), which is the difference in alignment of these

instruments with the patient’s eye.

The best approach would be the incorporation of several solutions with the same

technique in a single device. To our opinion, the ray tracing technique has a good

chance to be advantageous due to its flexibility, having the potential to be easily

combined with topography [93, 94] and to use the triangulation potential [95] for

measurement of the geometrical parameters of the eye.
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Abstract

Laser-based velocity measurement is an area of the field of remote sensing where

the coherent properties of laser radiation are the most exposed. Much of the

published literature deals with the theory and techniques of remote sensing. We

restrict our discussion to current trends in this area, gathered from recent confer-

ences and professional journals. Remote wind sensing and vibrometry are prom-

ising in their new scientific, industrial, military, and biomedical applications,

including improving flight safety, precise weapon correction, non-contact mine

detection, optimization of wind farm operation, object identification based on its

vibration signature, fluid flow studies, and vibrometry-associated diagnosis.
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10.1 Introduction

In remote sensing, information about objects or phenomena is acquired without

physical contact with the objects of sensing. There are two main types of remote

sensing: passive and active. Passive sensors detect radiation that is emitted or

reflected by the object of sensing, usually the sunlight. In active remote sensing

systems, energy is emitted by the system itself to scan objects or areas. Scattered or

reflected radiation thereupon is detected and measured to obtain information about

these objects of sensing.

Unmanned balloons and rockets following messenger pigeons and kites were the

early passive remote explorers. An important step in the development of passive

systems began with the use of aerial photography for military purposes. Recent

developments include small sensor pods in both manned and unmanned platforms.

Artificial satellites in the last half of the twentieth century allowed remote sensing

to progress to a global scale. Space probes to other planets have provided the

opportunity to conduct remote sensing studies in extraterrestrial environments.

Another modality is represented by active remote sensing. Radar is an example

of active remote sensing where the time delay between emission and return is

measured, establishing the location and some other parameters of an object. Lidar,

with its optical specificity, is used to detect and measure the concentration of

various chemicals in the atmosphere, while airborne lidar can be used to measure

heights of objects and features on the ground more accurately than with microwave

radar technology. Vegetation remote sensing is a principal application of lidar.

Simultaneous multi-spectral platforms such as Landsat take images in multiple

wavelengths of electromagnetic radiation and are usually found on Earth observa-

tion satellites. Hyperspectral imaging produces an image where each pixel has

full spectral information with imaging narrow spectral bands over a contiguous

spectral range.

Remote sensing in all its combinations, active and passive, microwave radar and

optical lidar, multi-spectral and hyperspectral, makes it possible to collect data on

dangerous or inaccessible areas and monitor different natural or man-activated

processes [1]. From land-based instrumentation, as well as from instrumentation

installed on satellites, aircraft, spacecraft, buoys, ships, or helicopter carriers, data

is stored, processed, and analyzed to be observed, mapped, imaged, and tracked.

Maps of land cover can be used to prospect for minerals and to monitor land usage

and deforestation. Hyperspectral imaging is used in various applications, including

mineralogy, biology, medicine, defense, and environmental measurements.

Development of searchlights during World War II pushed forward the theory of

propagation of narrow beams of light in scattering media [2]. With the advent of laser,

laser radar became a principal instrument of laser remote sensing. In addition to the

terms laser radar or optical radar, two more terms are in use: ladar (laser detection and

ranging) and lidar (light detection and ranging). Practically, in all optical radars, it is

the laser who does its job, making all these terms the synonyms. There is no strictly

defined limits for usage of the terms, still laser radar is in more general use while lidar

often deals with studies of the media of light propagation. During the late 1960s and
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early 1970s, military research laboratories and industry began developing laser sys-

tems for range finding, proximity fuzes, and weapon guidance. The early lasers used

ruby as the lasing medium at the cost of poor efficiency, eye safety issues, and non-

covertness. Publications included fundamental books on the theory of laser radar

[3–5], as well as on the engineering problems [6, 7]. The technology level in the

field of laser radar of those times is described in Ref. [8].

The initial laser-to-target-and-return time-of-flight experiments were made in

the mid-1960s. The first long-distance laser ranging was implemented in 1969 using

a retroreflector positioned on the moon by Apollo 11 astronauts. Additional retro-

reflector packages were landed on the lunar surface during the Apollo 14 and

Apollo 15 missions. Two French-built retroreflector packages were soft-landed on

the lunar surface by Soviet landers.

In parallel to the military laser sensing, the research community studied lidar for

atmospheric and ocean sensing. For example, lidar observations of the mesosphere

were made using a ruby laser as early as 1963 [9]. Vertical water vapor distribution

was studied [10] using a temperature-tuned ruby laser; it was the first experiment on

DIAL (differential absorption lidar). In the early stages, many new measurements

were made with lidars: atmosphere temperature [11], humidity profile of the atmo-

sphere [12], and ocean water parameters [13]. We refer to the textbooks and reviews

for further reading [14, 15]. Examples of lidars are shown in Fig. 10.1 [16–18].

Development of Raman lidar [18] enabled measurements of the optical and

meteorological properties of the atmosphere based upon vibrational and rotational

energy states of molecular species: water vapor and ozone, temperature, optical

extinction, optical backscatter, multi-wavelength extinction, extinction/backscatter

ratio, aerosol layers, and cloud formation/dissipation (see examples in Fig. 10.2).

The angular scattering technique replenishes the information due to measurement

of the scattering phase function for aerosols, including the polarization ratio of the

scattering phase function, density versus size, size distribution, identification of

multi-component aerosols, index of refraction, and so on. Multistatic aerosol lidar

and multi-wavelength multistatic lidars are under intensive study.

Fig. 10.1 Civilian, military, and scientific purpose lidars for atmosphere investigation (from left
to right): Lidar automatic system for remote air pollution monitoring in large industrial areas

(Institute of Precision Instrumentation, Moscow); Laser system for remote chemical agents

detection (Astrofizika Corp., Moscow); Raman lidar at the Pennsylvania State University
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Numerous books, periodicals, conference proceedings, and other types of pub-

lications are dedicated to the problems of remote sensing. It is not within the scope

of this chapter to review all of this material. We shall restrict our interest to some

current trends in laser remote sensing and note some innovative approaches in

velocity and vibration measurement.

10.2 Laser Doppler Wind Sensing

Remote measurement of wind has a number of important applications, ranging from

weather forecasting and air traffic safety to wind power utilization. Doppler laser

radar has spatial and velocity resolution and accuracy higher then acoustic sodar

and microwave radar. At short range, it can measure wind profiles, wind shear, clear

air turbulence, and wake vortices generated by aircrafts. It is also considered for

long-range profiling (at ranges 50 km or longer) from the ground and from space. It

is believed that increased interest in wind power technologies will push the civilian

development of Doppler wind lidar resulting in compact affordable systems.

A Doppler lidar sends out a continuous wave (CW) or pulsed laser beam into the

atmosphere and analyzes the backscatter radiation from aerosols and molecules to

provide estimates of the wind velocity along the line of sight. By scanning the laser

beam, the full wind vector may be retrieved.

The first remote wind measurements using the lidar technique were demon-

strated in the last half of the 1960s [19, 20]. Since then, commercial Doppler lidar

for wind sensing became a valuable tool for atmospheric research. We shall

overview the principles of Doppler lidar with application examples and discuss

its future prospects. A detailed review of Doppler lidar is given by Hendersson et al.

[21] and Vaughan et al. [22].

Fig. 10.2 Examples of data registration by the Pennsylvania State University lidar (dynamics of

temperature and extinction)
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10.2.1 Principles of Laser Doppler Velocity Measurements

10.2.1.1 Coherent Detection Methods
Doppler lidars can use coherent or non-coherent (direct) detection. Figure 10.3

illustrates the principle of coherent detection applicable for wind and fluid flow

measurements, as well as for vibration sensing. A laser transmitter is focused at

an appropriate range from which the wind velocity V is measured. The backscattered

radiation interferes at the detector with the radiation from the master oscillator produc-

ing the signal containing a component of frequency difference nD corresponding to the

Doppler frequency shift. The laser frequency nL is shifted by an amount given by the

laser wavelength l and the radial wind component Vr as:

nD ¼ 2Vr

l
: (10.1)

The sensitive region DL is defined [23] by:

DL ¼ 8R2l
pD2

; (10.2)

where R is the range to the focal region and D is the telescope diameter.

The laser radar equation for the received optical power Prec can be represented

by the following expression:

Prec ¼ �opt � PL � DL � b � Arec

R2
� T2

atm; (10.3)

where �opt is the optical system efficiency, PL is the laser power, DL is the focal

depth, b(m�1 sr�1) is the atmospheric backscatter coefficient, Arec ¼ pD2 is the

receiver area, and T2atm is the transmission loss of the atmospheric double path.

As follows from (10.3), the strength of the backscattered signal is proportional to

the backscatter coefficient b, which depends on the type of scattering involved. The
Rayleigh scattering from molecules is rather weak and has a l�4 dependence.

Molecular scattering is a function of air density and temperature and has

a predictable dependence on the altitude. For altitudes below 100 km, an approx-

imate model for the molecular backscatter coefficient is [24]

bMðlÞ ¼ ðl0=lÞ4:09 expð�z=z0Þ � 10�7 m�1sr�1; (10.4)

where l0 ¼ 1.064 mm and z0 ¼ 8 km are the reference values. The wavelength

dependence l4.09 differs from the pure molecular scattering l�4 (considering the

dispersion of the air index of refraction).

In general, aerosol scattering is much larger than molecular scattering, at least

for low altitudes. The wavelength dependence falls between l�1 and l�2 in the

optical region. A typical ground value for the aerosol backscatter is 10�6 m�1 sr�1
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at 355 nm and 10�7 m�1 sr�1 at 2.06 mm. These values are 10–100 times higher

than the corresponding molecular backscatter values.

Figure 10.4 shows model-based estimates of aerosol and molecular backscatter

at the wavelengths 355 nm and 2.06 mm. The aerosol backscatter in this figure

corresponds to the background model representing a geometric mean of a lognor-

mal distribution of the “background” aerosol. In an enhanced model, the backscat-

ter coefficient corresponds to the geometric mean of a lognormal distribution of the

variable backscatter in excess of the “background” mode, sometimes referred to as

the convective mode.

To get wind vector information, a so-called velocity-azimuth display (VAD)

scan pattern can be used. In the VAD scan, three or more independent lines of sight

have to be available due to beam scanning in azimuth at a fixed elevation angle.

Fig. 10.4 Backscatter

coefficients for molecular and

aerosol scattering at 355 nm

and 2.06 mm [21]

Fig. 10.3 Principle of Doppler laser wind sensing
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Range-dependent radial velocity Vr is measured for each azimuth position and

applied to a least-squares algorithm to estimate the wind vector:

Vr ¼ u sinðyÞ cosðfÞ þ v cosðyÞ cosðfÞ þ w sinðfÞj j (10.5)

where u and v are horizontal components of the wind and w is its vertical component.

It is clear from (10.5) that at least two azimuth angles are needed for calculation

of v. The vertical component w can be deduced from deviation of the velocity line

from zero (Fig. 10.5, right). A least squares fit may be done on the whole or only on

a part of the generated sinusoidal curve [25].

A typical CW system uses rather high Tm:LuAG laser power (10 W at 2.02 mm)

being focused at 30 m and integrating 200 measurements. With the bandwidth

2 MHz, velocity uncertainty is �1 m/s. There are numerous signal processing

techniques for CW systems using spectrum analyzers, surface acoustic devices,

filter banks, digital receivers, and so on. A comparison between these techniques for

a CWDoppler lidar is given by Rothermel et al. [26]. The accuracy of measurement

depends on measurement geometry, spatial and temporal wind variations, accuracy

of frequency measurement, width of laser spectrum, signal-to-noise ratio, measure-

ment time, and averaging, among others.

CW systems enable spectral averaging to a large extent. The laser frequency is

also rather stable, supporting accurate wind measurements. However, they have

shorter ranges and do not easily allow the range-resolved measurements.

In pulsed Doppler systems, a short pulse length is favored, keeping in mind the

range resolution, whereas a longer pulse favors velocity resolution. For example,

Frehlich [27] uses the following expression for the width of a Gaussian-type pulse:

FWHM ¼ 2
ffiffiffiffiffiffiffi
ln2

p
st; (10.6)

where st ¼ 1ffiffi
8

p
pwf

, and wf is the spectral width. WFHM stands for full width half

maximum time width.

Fig. 10.5 Left: VAD scan geometry for a wind vector sensing Doppler lidar. Right: sinusoidal
wind signal resulted from the VAD scan
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An example of data of a pulsed Doppler lidar is as follows: wavelength 2.02 mm
of a Tm:LuAG laser, pulse energy 3.5 mJ, pulse duration 300 ns, 10 cm diameter of

transmitter optics, receiver bandwidth 3 MHz, number of integrated pulses 5.

A corresponding range diagram is shown in Fig. 10.6 (note the influence of the

refractive turbulence close to ground on the range).

Pulsed systems are generally more complicated compared with their CW coun-

terparts, but in general they offer better performance, especially concerning range

resolution and long range. They can be successfully used for some short-range

applications as well.

10.2.1.2 Direct Detection Methods
In direct detection Doppler lidars, the frequency of the Doppler-shifted lidars

radiation is measured using a direct optical analyzer (like an optical interferometer,

sharp edge molecular absorption filter, etc.) and the detected power or power spatial

distribution transmitted through the analyzer gives a measure of the Doppler shift.

There are several techniques using direct detection for wind sensing. Some exam-

ples include fringe imaging, spectral edge techniques, “sheet-pair” systems, and

aerosol correlation techniques; some of them are described below.

The so-called edge technique [28–30] has recently been considered as an

alterative for long-range wind sensing from satellite. According to this method,

the received signal has to pass through a narrow-band optical filter designed in such

a way that the laser line is centered on its slope (edge). Small changes of the laser

frequency due to a Doppler shift result in a relatively large signal power change

provided that the edge is sharp. The Doppler shift and thereby the wind is thus

measured by the amplitude ratio between the outgoing and the received pulses.

A modified layout can use a double-edge technique. With this modification, Flesia

et al. [31] demonstrated around 2,000 wind measurements with 1–2 m/s accuracy at

10 km altitude (5 mJ laser energy, 25 cm telescope, integration over 750 pulses).
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Fig. 10.6 Range-height

dependence for a pulsed

Doppler lidar (with signal-to-

noise level 0 dB)
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Gentry et al. [32] measured atmospheric wind profiles for 1.8–35 km with the

vertical resolution 178 m. The range-dependent deviation of the horizontal wind

speed was 0.4–6 m/s. Wang et al. [33] measured the along-line-of-sight wind

velocity at ranges up to 8–10 km at night and 6–8 km during daytime with range

resolution 10 m.

The ESA Aeolus mission will take an innovative wind lidar called ALADIN

(Atmospheric LAser Doppler INstrument) [34] into space to measure wind profiles

in the lowermost 30 km of the Earth’s atmosphere. ALADIN is a direct detection

wind lidar capable of using the backscatter signal from both molecular (Rayleigh)

and aerosol (Mie) scattering to retrieve independent wind information. Reitebuch

et al. report [35] on the first airborne demonstration of ALADIN.

Two intersecting laser beams create a fringe pattern in the zone of intersection,

perpendicular to the flow direction where the passing particles will modulate the

scattered laser light. The fringe spacing sets the velocity constant, and an object

moving through the fringes creates a passing frequency proportional to the object

velocity. A method of fringe generation was discussed [36] using printed optical

masks, eliminating the need for interference techniques, and thereby making the

velocity constant independent of laser beam parameters.

Wind velocity can be determined from the correlation between successive lidar

returns. Pioneering work in this field was made by Eloranta [37] and Matvienko

et al. [38]. By redirecting (scanning) the line of sight, two- and three-dimensional

images of atmospheric structure including wind estimates can be reconstructed.

Kunkel et al. [39] used aerosol lidar data to determine turbulence spectra and

energy dissipation rates in the boundary layer. Ferrare et al. [40] used volumetric

aerosol lidar data to monitor the evolution of convective structures in a convective

boundary layer. Recently, Eloranta [41] reviewed Volume Imaging Lidar (VIL) to

illustrate the potential of such measurements and described the necessary lidar

performance requirements.

10.2.2 System Examples and Applications

10.2.2.1 Coherent Doppler Lidars
Wind sensing was realized to be a valuable application for coherent lidars.

Measurements included various ground based programs, including local wind field

measurement and wake vortex investigation at airfields. Airborne systems were used

to investigate avionics problems of true airspeed, pressure error, wind shear warning,

and collection of atmospheric backscattering over the North and South Atlantic.

One of the vitally important functions aboard a plane is warning about a windshear,

especially during takeoff and landing. Entering a microburst and encountering a fast

variation of the airspeed, the pilot’s reaction can make the situation worse, leading to

plane crash. An example of wind velocity distribution in the windshear cross-section

measured with laser radar [42] and its effect is given in Fig. 10.7.

Spaceborne Doppler lidar provides accurate information on vertical and horizontal

wind fields [43, 44], being unique especially over unpopulated areas like oceans, and
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a very valuable tool not only for direct use but also for long-term weather prediction.

Direct use applications include improved track of hurricanes and severe storms,

pollution motion, battlefield fog, and smoke and dust prediction. Long-term applica-

tions include improved understanding of climate and atmospheric processes, better

weather prediction, and its hazards, which can provide loss mitigation.

The first airborne measurements of winds used a pulsed CO2 laser [45, 46]. The

lidar was oriented in the fore and aft directions in order to obtain the horizontal

vector wind field. Another coherent lidar system CLASS (Coherent Lidar Airborne

Shear Sensor) was developed in two versions: with a 10.6 mm CO2 laser (CLASS-

10) and with a solid state 2.02 mm Tm:YAG laser (CLASS-2). Both lidars showed

a wind measurement accuracy better than 1 m/s [47]. Coherent airborne wind lidar

system WIND (Wind INfrared Doppler lidar) was developed later in French-

German cooperation [48, 49].

One of the early research activities in wind sensing was aimed at wake vortex

detection and tracking for aircraft safety. An example from Vaughan et al. [22] is

given in Fig. 10.8. At the left is a reconstruction from the lidar spectra of a vortex

trajectory for a B747 aircraft arriving at Heathrow Airport. The lidar was scanned

�10� at a rate of nearly 3�/s. Note the initial descent of the near-wing vortex

followed by ascent close to the glide slope about 70 s later. The right graph shows

a sequence of Doppler spectra in which a transit is seen of a B757 vortex carried by

the wind through a fixed lidar beam. The measurement rate was 2.5 spectra/s and

the horizontal frequency scale is 0–6 MHz. Note the weak peak from the tangent

region to the vortex rising close to the top of the scale near the core.

Lockheed Martin Coherent Technologies developed a system called WindTracer

[50], whose specialty is remote sensing of winds in the critical 40–200 m height

regime. With no sidelobes, WindTracer can scan the space near the ground, even

adjacent to obstacles. It provides a 30–60 min warning of changes in the winds

approaching a wind farm. This information is important for grid electric power

operators and for turbine operators to optimize the operations. The wavelength is
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Fig. 10.7 Velocity distribution within the windshear and its effect [42]
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the eye-safe 1.6 mm, the maximum operating range is up to 12 km, range resolution

is about 50 m, the coverage area is 100–200 km2, and a typical vector velocity

accuracy is about 1 m/s. The combination of lidar and radar, called WTDS

(WindTracer Terminal Doppler Solution) enables wind hazard detection under all

weather conditions.

A general view of WindTracer is demonstrated in Fig. 10.9. The screenshot

shows the radial velocity estimates over a 12-km-diameter circular area.

European companies Leosphere [51] and Halo Photonics [52] specialize in

building compact Doppler lidars with emphasis on wind farming applications.

A Windcube 200S model of the Doppler lidar from Leosphere and its radial speed

display overlaid on the map are shown in Fig. 10.10. A streamline version of Halo

Photonics Doppler velocimeter and an example of velocity-height dependency on

time acquired with this instrument are demonstrated in Fig. 10.11. As the wind

energy industry continues to grow, the need for more accurate and sophisticated

wind data grows as well. Such lidars are used to explore the locations like

ridgelines, oceans, lakes, and forested areas. Typically, the lidars provide

100–200 m vertical wind profiles with an accuracy down to 0.1 m/s. Maximum

range of the Halo Photonics streamline instrument using 1500 nm laser wave-

length is 9.0 km, range resolution 15 m, maximum measured velocity 19 m/s,

velocity resolution 0.0384 m/s.

10.2.2.2 Direct Detection Lidars
An incoherent Doppler lidar capable of measuring winds and aerosols from the

planetary boundary layer through the stratospheric aerosol layer during both day

and night was built at the University of Michigan [53]. A schematic is shown in

Fig. 10.12. The laser is a pulsed, frequency-doubled Nd:YAG with a 50 Hz repe-

tition rate and 3.0 W average power. The beam is expanded to 1 cm diameter and

the divergence angle is set to 0.2 mrad. Backscattered light is collected by a 44.5 cm

in diameter, f/4.5 Newtonian astronomical telescope. The field of view of the

Fig. 10.8 Examples of data from coherent lidar [22]
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telescope is 0.5 mrad, which is somewhat larger than the laser divergence of

0.2 mrad to collect all of the laser light that may fall outside this angle because of

pointing jitter in the laser or slight instability in the mirror scanning system. The

collected light is focused by the telescope onto a 3.5 mm in diameter optical fiber

bundle.

Fig. 10.9 WindTracer®

coherent Doppler lidar from

Lockheed Martin Coherent

Technologies and its display

with wind velocity map [50]
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The backscattered signal received by the lidar instrument is the superposition of

aerosol and molecular components. The heavier aerosol particles broaden the laser

line spectrally to only a small degree, whereas the faster-moving molecules broaden

the laser line significantly. Fabry-Pérot étalons are used for filtration of the molec-

ular and aerosol components. By varying the plate spacing of the highest resolution

Fabry-Pérot étalon in the interferometer, it is possible to project either the narrow

aerosol scattered spectrum or the broader molecular spectrum onto the detector.

Both étalons are positioned in pressure-controlled canisters filled with dry nitrogen.

The two étalons can be scanned in wavelength independently by controlling the

pressure of each of them. The high-resolution étalon has a plate spacing of 10 cm,

which allows the instrument to resolve the Doppler shift from aerosol backscattered

light. The low-resolution étalon has a plate spacing of 0.49 cm, chosen to strongly

attenuate the unwanted extra orders of the high-resolution étalon.

Fig. 10.10 A Windcube 200S model of the Doppler lidar from Leosphere (left) and its radial

speed display overlaid on the map (right) [51]

Fig. 10.11 Halo Photonics streamline V4 instrument (left) and an example of velocity-height

dependency on time acquired with this instrument (right) [52]
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The detection system consists of a 32-channel image plane detector capable of

single photon counting. The detector is a microchannel plate photomultiplier tube

and provides a gain of 106.

Examples of horizontal wind field maps acquired with the described lidar are

given in Fig. 10.13 for night and day. The length of each arrow is proportional to the

horizontal wind speed and its direction indicates the compass direction in which the

Laser

Low resolution etalon:
0.49 cm spacing Day-star filter

0.05 nm FWHH

Optical fiber bundle

High resolution etalon:
10 cm spacing

Image
plane

detector

Telescope

Fig. 10.12 Optical schematic of the transmitting and receiving parts of the incoherent (direct

detection) Doppler lidar [53]
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wind is blowing. A classic Ekman spiral can be noted from the surface to 1,500 m in

the night-time diagrams.

Another example of a wind measurement system based on direct detection with

high spectral resolution is a GroundWinds lidar from Michigan Aerospace Corpo-

ration [54]. It uses a 355 nm or 255 nm laser source. The signal return of the

GroundWinds lidar is injected into Fabry-Pérot étalons (one for Mie scattering,

another for Rayleigh scattering). The étalons provide information about the spectral

content of the light by generating an interference pattern that appears as a series of

Haidinger fringes. The fringes correspond to a series of angles being a function of

the wavelength of the light. For a given set of fringes illuminated with monochro-

matic light, the wavelength can be calculated by measuring the fringes. Another

novelty is a so-called CLIO optics, transforming the circular Fabry-Pérot interfer-

ogram into a linear one, easily readable by a CCD detector. Still another solution,

resulting in a higher signal-to-noise ratio, is light recycling due to use of monomode

fibers enabling the off-axis light from the exit of the Fabry-Pérot resonator to

recycle once more. Figure 10.14 shows a schematic, general view and a screenshot

of the information from the described fringe-imaging Doppler lidar.

Unlike competing coherent detection systems, direct detection lidars utilize both

molecular and aerosol scattering, allowing operation in clear air above the bound-

ary layer and over oceans where there is a small amount or no aerosols. AMolecular

Optical Air Data System (MOADS) collects the data from aircraft flying at high

altitudes. MOADS operates in the ultraviolet at 266 nm, and can operate solely on
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Fig. 10.14 Schematic, general view and a screenshot of a GroundWinds direct detection lidar [54]
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molecular scattering of the atmosphere. A future modification of the MOADS will

measure clear air turbulence ahead of an aircraft to give the pilot a one minute

warning to avoid turbulent air regions [55–57].

Another direct detection lidar, the Aeolus-based spaceborne ALADIN lidar

(Fig. 10.15), demonstrated high spectral resolution and accuracy of wind profile

measurement in the troposphere and in the lower stratosphere (0–30 km). The lidar

emits a laser pulse (wavelength 355 nm, pulse energy 150 mJ, pulse repetition

frequency 100 Hz, optics diameter 1.5 m) towards the atmosphere, then collects,

samples, and retrieves the frequency of the backscattered signal. The received

signal frequency is Doppler-shifted from the emitted laser due to the spacecraft,

Earth, and wind velocity. The lidar measures the wind projection along the laser

line-of-sight, using a slant angle versus nadir [58]. The lidar has a potential to obtain

about 3,000 globally distributed horizontal line-of-sight wind profiles daily. Addi-

tional geophysical products that will be retrieved from the satellite are cloud and

aerosol optical properties.

10.3 Flow Measurement

Successful application of laser velocimetry for flow measurements was described

with application to blood vessels. The feasibility of using laser Doppler velocimetry

(LDV) to measure blood flow in individual retinal vessels was first demonstrated in

1972 by Riva et al. [59], who measured the Doppler-shift frequency spectrum of laser

light scattered from red blood cells (RBCs) flowing in a retinal artery of an anesthe-

tized rabbit. The maximum Doppler frequency shift arising from the light scattered

by the RBCs flowing at the maximum speed was estimated from the spectrum and

from the intraocular scattering geometry. Several years later, a new approach for

determining blood velocity was proposed [60]. The procedure involves collecting the

Fig. 10.15 Aeolus satellite and configuration of the power laser head of the ALADIN Doppler

lidar [58]
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light scattered by the RBCs in two distinct directions separated by a known angle.

Subsequent analysis yields an absolute measure of the velocity that is independent of

the exact orientation of the vessel and of the relative angular orientation of the

incident and scattered light beams with respect to the flow direction.

Conventional LDV found its application to measure mean blood perfusion in the

peripheral microcirculation. However, strong optical scattering in biological tissue

limits spatially resolved flow measurements by LDV. Further to that, coherence

technique provided the instrument with simultaneous information regarding not

only in vivo blood flow at discrete locations but also the tissue structure surrounding

the vessel [61]. Fluid flow velocity at each pixel is determined by measurement of

the Doppler frequency shift, which is defined as the difference between the carrier

frequency established by the optical phase modulation and the centroid of the

measured power spectrum at each pixel. Two-dimensional images are formed by

sequential lateral scans at a constant horizontal velocity, followed by incremental

probe movements in the axial direction.

Blood flow in a vein is imaged in Fig. 10.16, where A is a color-coded structural

image, B is a color-coded velocity image, andC is a velocity profile along the vein cross
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section. Structural and velocity images of blood flow are obtained simultaneously. In

the velocity image, static regions (velocity is about zero) appear dark, and bloodmoving

at different velocities is evident. Themagnitude of blood flowvelocity ismaximal at the

vessel center and decreases monotonically toward the peripheral wall. In a horizontal

cross section of the velocity image near the vessel center, an excellent fit of the velocity

profile to a parabolic function indicates that blood flow in the vein is laminar.

Ma et al. introduced [62] a novel method to measure absolute blood flow

velocity in vivo. It is based on high-speed spectral domain optical coherence

tomography, which measures the velocities of blood plasma across the heart

outflow tract. In experiments involving a chicken, the authors acquired four-

dimensional (4D) [(x, y, z) + t] images of absolute velocity distributions of the

blood plasma with high spatial and temporal resolution in vivo. They reconstructed

4D microstructural images and obtained the orientation of the heart outflow tract at

its maximum expansion, from which the centerline of the tract was calculated

(Fig. 10.17). Assuming flow is parallel to the vessel orientation, the obtained

centerline indicated the flow direction. The absolute flow velocity was evaluated

based on the direction given by the centerline and the axial velocity obtained from

Doppler OCT. Using this method, the flow velocity profiles were compared at

various positions along the heart outflow tract of the chicken embryo.

10.4 Vibration Measurement and Mapping

Laser vibration sensing (LVS) has a number of civilian and military applications. It

can be used for quality control in industrial applications in which vibration modes

can help to identify machine malfunction, to detect excessive vibration, to identify

harmful resonant frequencies, to monitor tool wear, and to predict impending tool

failure. Laser-based optical measurement systems are used to measure civil

Fig. 10.17 Left – schematic of spectral-domain OCT. Right – strategy of 4D scan. Spatial

volume: 4.6 (z) � 1.1(x) � 1.1(y) mm3. Each position: 200 frames (~1.5 s) [62]
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structures like bridges and houses. They opened many areas in medical applica-

tions, as well as in the security and military fields with the remote identification of

targets like ground vehicles and ships. Laser vibrometry may be a candidate for

detection of buried mines, hidden caves, and tunnels.

10.4.1 Basics of Laser Vibrometry

Laser vibrometry can be based on coherent or direct detection operating in CW or

pulsed mode. A comparison of CW and pulsed lidars for vibration sensing is given

by Hill et al. [63]. It has also been shown [64] that a pulse-doublet mode provides

more accurate measurements. The processing techniques are of importance.

Kachelmyer et al. [65] investigated a spectrogram-based frequency demodulation

that outperformed the traditional FM discriminator in the presence of both target

speckle and limited laser temporal coherence. Other spectral estimation methods

are discussed by Rye and Hardesty [66, 67].

A compact solution is given by self-mixing laser diode velocimetry, a low-cost

and compact technique for the measurement of the surface velocity of vibrating

structures. Since the sensor is simply a photodiode, the whole system can be

miniaturized. The principle is based on the interference produced when the light

reflected or back-scattered by the target returns into the laser diode cavity and

generates an amplitude modulated output from the diode itself. The first exploita-

tion of the self-mixing effect for velocity measurements was described by Rudd

[68]. Donati et al. [69] demonstrated a differential self-mixing vibrometer. Since

there is no reference arm in the self-mixing configuration, the differential mode is

obtained by electronic subtraction of signals from two (nominally equal)

vibrometer channels, taking advantage that channels are servo stabilized and thus

insensitive to speckle and other sources of amplitude fluctuation. The electronic

subtraction is nearly as effective as field superposition. Common-mode suppression

is 25–30 dB, the dynamic range is more than 100 mm, and a minimum measurable

amplitude is 20 nm for 10 kHz bandwidth.

Instead of direct phase measurements, an incoherent system can measure the

displacement of a beam or a speckle pattern caused by vibration. This can be done

with a position-sensitive detector (PSD). The technique provides high-speed

response, high dynamic range, very high resolution, and independence on spot

size and shape [70].

Another option is to use the detector based on the photo-electromotive force

(photo-emf) in the non-steady state [71]. It produces an output signal proportional

to the transient lateral motion of an incident optical pattern on its surface. When the

pattern is stationary, no output signal is produced, regardless of the location or

amount of incident power. This principle can be used for a number of industrial,

military, and security applications due to its high sensitivity. It allows the in-process

ultrasonic inspection in industrial environment where background vibrations, high

temperatures, and other hazards would foil both contact PZT transducers and

traditional laser interferometers.
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Figure 10.18 illustrates the principle of a photo-emf laser vibrometer [72]. Brimrose

Technology Corporation demonstrates experimentally significant improvement in its

sensitivity using pulsed-light sources. The vibrating surface is discretely sampled by

individual laser pulses and recorded by the photo-emf sensor via the generation of

photocurrent pulses whose magnitudes are proportional to the instantaneous surface

displacements.

An important advantage of the pulse mode implies higher peak optical power

levels of the probe laser pulses, leading to proportional enhancement in the photo-

emf response and remarkable improvement in detection sensitivity, when the

photodetection is noise current limited. At Brimrose, a 60 pm sensitivity was

achieved with this approach.

Wang et al. [73] experimentally demonstrated a high-sensitivity pulsed laser

vibrometer that was capable of detecting optically rough surfaces vibrating with the

displacement value of 75 pm as well as its application as a laser microphone. By

directing the probe light beam repeatedly onto the vibrating diaphragm and/or

pressure sensing interface, the sensitivity of the pulsed laser vibrometer in detecting

the displacement of the vibrating diaphragm is significantly improved down to an

estimated value of less than 4 pm. By repeatedly bouncing the probe light beam

N times onto the vibrating surface, the effective displacement of the vibrating

diaphragm is amplified by a factor of N.

10.4.2 System Examples and Applications

Target classification and identification in the battlefield is an important issue, and

large efforts have been put into development of methods based on target geometry

and orientation. However, the performance of automatic target recognition methods

can be sensitive to variability in target signature. Partly obscured targets, e.g.,

hidden by camouflage or foliage, can be difficult to recognize with imaging

methods [74]. Also, target orientation may pose a problem to imaging methods,

since target features may not be independent of target orientation. In such a case,

Fig. 10.18 Configuration of

the system for vibration

measurement using the photo-

emf detector
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a point measurement to sense the target vibrations may be the solution. Vibration

imaging offers a large potential for long-range target classification and identifica-

tion. LDV, as a method for measuring the vibration signature of targets, offers the

advantages of comparatively covert operation due to small beam divergence, of

high geometrical resolution and high resolution of the vibration amplitude (due to

the short wavelength). It is difficult to jam, and it is compatible with other electro-

optical target-detection sensors.

Laser vibrometry can be used to discriminate between decoys and real targets

(Fig. 10.19 [75]). A thermal image (a) shows a heated metal box (left white

square) and an idling truck (right white square) at a distance of 3.2 km.

Pictures (b) and (c) are the close-up images of these targets. The corresponding

vibration spectra, measured with a CO2 laser radar, are shown in (d) and (e),

respectively. Another example is given in Fig. 10.20 [76], demonstrating a

frequency spectrum from a command vehicle with an idling engine, taken with

a laser vibrometer.

At long distances, the laser beam is spread across most, if not all, parts

of the target. This results in spatially unresolved target vibration signatures.

Lutzmann et al. [74] investigated a spatially resolved vibrometer to get the vibration

signature of the investigated object. Resolution may be achieved by using a scan

device or a multi-element receiver. With such a two-dimensional laser vibration

sensing approach (2D-LVS), the target will be spatially resolved, giving a 2D map

of vibration amplitudes across the target, one for each vibration frequency. An

example of 2D-LVS signatures is given in Fig. 10.21. It should be noted that

different frequencies give different signatures (Fig. 10.22).

Fig. 10.19 Vibration spectra of a metal cube (object A) and of an idling truck (object B)

measured by a laser vibrometer [75]
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Investigating a spectrogram-based vibration data, Kachelmyer et al. [65] com-

pared the spectrogram and FM-discriminator techniques and presented both theo-

retical and experimental results for a vibrating diffuse or glint target with simple or

complex motion. Processed laser radar measurement data yielded vibration signa-

tures of the Low-Power Atmospheric Compensation Experiment (LACE) satellite.

Its simplified representation is given in Fig. 10.23. Three deployable/retractable

booms each have a maximum extent of 50 m. A CO2 laser vibrometer was used

to measure the relative vibration between the germanium retroreflector located

on the satellite body and the retroreflector located on the retroreflector boom tip.

An example of the change in time vibration spectra, presented in the same

Fig. 10.23, shows the dynamics of vibrations. The data have been aligned to the

peak return. Vibration effects are clearly evident. The step in the oscillatory

trajectory coincides with the termination of boom retraction.

Fig. 10.20 A command vehicle with an idle engine and its vibration spectrum [76]

Fig. 10.21 Doppler velocity sensing and imaging. Above: the conventional broad illumination

vibration sensing; below: spatially resolved vibration sensing using a scanning coherent lidar [74]
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The laser Doppler velocimeter has attracted attention as a potential means for

acoustic landmine detection [77–80]. The method consists of excitation of the

ground with elastic waves in the frequency range from about 50–1,000 Hz and

using a vibration sensor to obtain a vibrational velocity map of the ground surface.

The interaction of a buried landmine with the elastic waves causes the landmine to

vibrate. The mine has a compliance higher than the compliance of soil and natural

objects like rocks and roots, because it is a complex mechanical structure. As

a result, the vibration amplitude of the ground surface above the mine is higher

than the vibration amplitude of the surrounding area. A vibrometer measures the

vibration of the ground in many points to create a vibrational map of the ground

Fig. 10.22 Vibration maps of the same object at 8.5 Hz, 30 Hz, and 60.6 Hz [74]

Fig. 10.23 Simplified representation of the LACE satellite and Doppler-time-intensity

representation of the vibration spectra [65]
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surface. Airborne sound created by loudspeakers, or seismic waves created by

mechanical shakers, can be used to excite the ground vibration. The method does

not depend on the metal content of landmines, hence, plastic mines (e.g., anti-

personnel) can be also detected [79, 81].

The critical issue in landmine detection is the speed of measurements. If a single-

beam scanning laser Doppler vibrometer is used, scanning a one-square-meter area

with the required spatial resolution can take from 3 to 50 min. To reduce the

measurement time, a multi-beam configuration was implemented. A schematic of

such an instrument is shown in Fig. 10.24 [79, 81]. It uses a single-mode, solid-

state, continuous-wave, frequency-doubled green Nd:YAG laser with a wavelength

of 532 nm and an output power of 200 mW. The optical configuration is based on

a Mach-Zehnder interferometer with polarization separation of the beams into

reference beam and object beam.

The object beam is directed to a diffractive optical element, which divides it into 16

beams over an angle of 22�. The 16 beams illuminate a length of 1 m, with 63 mm

separation between the beams. The scanningmirror allows the 16 beams to be scanned

in the transverse direction. The light scattered from the target passes back through the

optical system that collimates the light from each of the 16 object beams. The reference

beam is frequency shifted by means of two acousto-optic modulators (AOMs) which

operate at 80.1 and 80.0 MHz, respectively, to produce a net frequency shift of

100 kHz. Sixteen object beams and 16 reference beams are spatially overlapped and

focused on 16 individual fiber-coupled pin photodiodes, producing 16 signals with

a carrier frequency of 100 kHz.

Signal processing is illustrated in Fig. 10.25, where (a) shows the time domain

vibration velocity signal for one of the channels, (b) its frequency spectrum, and

(c, d) the velocity image of the buried landmine in the frequency band 140–145 Hz.

Theoretical spatial profiles of the velocity image of an anti-tank mine buried 2.5 cm

deep at different excitation levels are illustrated in Fig. 10.26 (top). Experimental

profile for metal mine TM62M buried 10 cm deep is at the bottom.

Castellini et al. [82] reviewed industrial applications of the LDV that can be used

in numerous application areas, including mechanical engineering, automotive,

aeronautics, turbomachinery industries, biomedicine and clinical medicine,

microsystems and MEMS, smart materials, artworks and archaeology, restoration,

and civil engineering.

There are several commercial manufacturers of laser vibrometers, including

Polytec [83], Ometron [84], and Metrovib [85]. The devices can either be single

point, scanning, or multibeam for the creation of deflection shape of entire surfaces.

The instruments can effectively detect vibration with a sensitivity of the order of

1 mm/s. These instruments are either designed for use in laboratories (0–5 m

working distance) or field work (5–200 m).

An example of the Polytec 3D vibrometer is shown in Fig. 10.27, where the

visualization of velocity and strain distributions are also illustrated (stress and strain

are calculated from the measured velocities). Polytec developed the StrainProcessor

as an extension of the PSV-400-3D Scanning Vibrometer to measure and analyze

the dynamic strain and stress distribution on surfaces with high resolution and low
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noise. The Scanning Vibrometer makes a series of non-contact deflection measure-

ments on a predefined grid using the laser probe to characterize strain at each point

instead of attaching individual strain gauges. The test setup is fast and repeatable,

with no mass loading from an attached transducer.

Fig. 10.24 Scanning multi-beam Laser Doppler vibrometer (MB-LDV) for buried mine detection

[79, 81]
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Diagnostics of building structures can be done according to the same principle as

laser vibrometry for detection of buried objects. In particular, LDV has been used

for the diagnostics of civil and historical buildings, with a special consideration for

the so-called ventilated claddings [86]. This could also be applied to diagnostics of

damaged buildings or other constructions, in order to determine the risk for

a collapse or crash, before entering a structure.

Laser vibrometry for detection and classification of vehicles, both with clear line

of sight and hidden behind vegetation and walls, has been demonstrated. The LDV

technology can be used to detect voices from behind a window or inside a vehicle.

The human voice causes the window or the body of a vehicle to vibrate, which

could be readily detected by the LDV. Even if the engine is on and the volume of

the speech is low (e.g., in cases of whispering), the human voice can still be

extracted by signal decomposition, since the human voice and engine noise have

different frequency-extracted ranges. Results with remote listening to conversation

inside a car were reported by Zhu et al. [87].

Facilities like walls, pillars, lamp posts, large bulletin boards, and traffic signs

vibrate very well with human voices. After enhancement by signal processing,

involving Gaussian band pass filtering and adaptive volume scaling, the LDV voice

signals can be picked up from targets without retro-reflective finishes at short or

medium distances (<100 m).

Simple listening devices that are described in the literature have been used as far

as 25 m away from a window and construction drawings are available on the

Internet [88]. There is equipment on the commercial market today [89, 90], but

the ability and quality of these systems is difficult to assess. However, due to limited

Fig. 10.27 3D scanning

measurement of structural

dynamics of a car body (a);
vibration distribution over

a car component (b);
strain distribution in

turbine blades (c)
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SNR and/or limited ability to adopt the beam size and find the most vibrating parts

of the target, non-cooperative vibration sensing is difficult, at least until coherent

detector arrays have been fully developed. For some special applications, the

Swedish Defense Research Agency (FOI) has developed a patented “laser micro-

phone” [91] that allows speech and vibrations to be remotely transferred.

Laser Doppler vibrometry can provide advanced measurements in multiple

physiological systems relevant to laboratory and field assessment of human stress

and emotion [92, 93]. It can provide advanced recordings of myocardial and vascular

performance, of respiratory efforts and sounds, and of tremor activity. It is responsive

to laboratory stressors; muscle vibratory activity can be sensed frommultiple muscles,

including facial muscles, and the comparison is favorable with EMG. Laser

velocimetry can reliably assess facial muscle activity, associated with emotion and

stress at low levels – below the threshold for visible facial deformations.

Wang et al. [94] demonstrated the use of a high-sensitivity pulsed laser

vibrometer based on photo-emf to remotely determine the detailed, time-phased

mechanical workings of various parts of the human heart. Results reported were

validated by electrocardiography and accelerometer readings.

An original technique was developed and used for clinical studies by George

et al. [95]. To measure vibration dynamics of the vocal folds, they used a high-

speed TV camera registration of a laser line projected onto the object in the

triangulation mode and calculated the amplitude distribution for each frame

(Fig. 10.28). The endoscopic laser projection system stretches a laser line beam

in one direction and projects it as a thin laser sheet at an angle onto the vocal folds’

surface. The laser projection channel consists of a semiconductor diode laser,

a cylindrical optical system to focus the laser beam onto the vocal folds surface

having stretched it in one direction.

The laser projection channel is firmly attached to a 90� rigid endoscope, which

acts as the receiving channel. The optical axes of the two channels are separated by

a distance of 9 mm at the tip of the system. Within a normal working distance of
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folds surface at its lowest position. The closed phase of the glottis is visible as a continuous line

between the left and right vocal folds [95]
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60–70 mm from the tip of the endoscope, the laser line is 18–20 mm long and

0.4 mm wide. A semiconductor laser emits at 653 nm, delivering an effective laser

power density of 1.8 mW/mm2, keeping below the exposure limit of 2 mW/mm2.

The red laser is used because it gives minimum absorption and satisfactory reflec-

tance by the tissue in the visible spectral region.

A compact high-speed digital color camera is used for recording the images. It

can record images continuously for a maximum of 2 s at the rate of 4,000 fps with

an image resolution of 256 � 256 pixels. Temporarily stored data in the camera

memory is downloaded to the computer for further analysis. Vibration profiles

in both horizontal and vertical directions were calibrated and measured with

a resolution of �50 mm.

10.5 Summary and Outlook

Laser remote sensing based on velocity measurements embodies the most of the

coherent properties of laser light, both with coherent and direct detection techniques.

Wind, flow, and vibrationmeasurements were discussed in this chapter. Laser Doppler

wind measurements have been developed from scientific instruments to unattended

operational systems during the last decade. There are numerous applications inweather

forecasting, including profiling and windshear and gust front detection. Aircraft wake

vortex detection and tracking in the vicinity of airports is improving flight safety, as is

clear air turbulence detection ahead of aircraft. Lidar-based optical air data systems for

aircraft will replace Pitot tubes due to their better performance. Military applications

include weapon corrections and precision cargo drop. The recent increase of wind

farming has increased the operational small-scale windmeasurement, and commercial

systems are being deployed all over the globe.

Fluid flow velocimetry began with simple one-point sensing and has passed

through several modifications to 4D measurements with time slicing, incorporating

principles of the optical coherence tomography for in vivo biomedical studies in

highly scattering media. It is vitally important for vessel blood flow measurements,

hydrodynamic and aerodynamic studies, and modeling.

Laser vibration sensing has not yet become an established technique for indus-

trial purposes, where it extends or even outperforms conventional methods like

accelerometers and strain gauges and others. It allows non-contact rapid monitoring

at substantial ranges. For defense and security the use of laser vibrometry is so far

limited. The remote listening devices should be covert by using non-visible light.

Sensor improvement is needed for long-range applications: increased laser power is

needed to increase range performance. Classification of objects based on vibration

signatures requires advances in signal processing and/or the development of focal

plane arrays capable of simultaneous vibration sensing in several different pixels.

LDV for remote measurement of pulse and muscle vibrations as indication of

emotion requires further investigation but seems promising.

From a technology standpoint, both coherent Doppler lidars using homodyne or

heterodyne schemes and direct detection Doppler lidars using high-resolution
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spectral techniques will play a future role. Multifunctional lidars extending the

wind measurement capability to aerosol and gas monitoring as well as temperature

and humidity sensing have prospects for further development.
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Abstract

This chapter describes several factors influencing the performance of ophthalmic

diagnostic systems with adaptive optics compensation of human eye aberration.

Particular attention is paid to speckle modulation, temporal behavior of aberra-

tions, and anisoplanatic effects. The implementation of a fundus camera with

adaptive optics is considered.

11.1 Introduction

Investigation of the features of the human eye optical system attracted researchers’

attention for a long time [1]. The pioneering works of Smirnov [2] initiated studies of

the aberrations arising due to imperfections of the optical structures of the eye. The

relevance of such studies has grown recently with the development of various methods
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for customized correction of refraction pathologies, such as intraocular lens implantation,

laser refractive surgery, and so on. The efficiency of corrections of that kind is substan-

tially determined by the reliability of the measurements of the optical parameters of the

eye [3, 4].

Optical methods have also found widespread use in diagnosis of pathologies of

the human retina. A human eye, which has no apparent pathology of refraction, can

be considered as approximately diffraction-limited only for a small (2–3 mm)

diameter of the pupil. In cases of a larger diameter, the spatial resolution is limited

by random aberrations. Due to these aberrations, introduced by the cornea, crystal-

line lens, and vitreous body [5, 6], the diameter of the entrance pupil of devices for

studying the eye fundus (fundus cameras) should be limited to 2 mm. Currently, the

adaptive-optics-based techniques, which permit the compensation of random eye

aberrations and, consequently, the extension of the entrance-pupil diameter of the

device to 5–7 mm, are being intensely developed.

Several methods have been proposed for measuring the overall aberrations of

the human eye, such as the double pass method [7], laser ray tracing [8], and the

automated Tscherning technique [9]. Recently, aberrometers based on Shack-

Hartmann wavefront sensors have gained popularity [10–13]. In such a device,

a low-power laser produces a point reference light source on the eye retina.

The optical radiation leaving the eye after being reflected off the retina is passed

through a lenslet array in order to form a matrix of focal spots on the surface of

a photodetector array. The lenslet array position is optically conjugated with the eye

pupil plane. The shifts of the focal spots with respect to their reference positions are

proportional to the local tilts of the measured wavefront within the corresponding

subapertures of the sensor. The wavefront is reconstructed right from these tilts. It is

assumed that the phase distribution thus retrieved represents the deviation of the

optical system of the eye from the ideal one.

In 1994, Liang proposed for the first time the use of the Shack-Hartmann wavefront

sensor for determining eye aberrations [10]. The first models of a Shack-Hartmann

sensor did not allow eye aberrations to bemeasured at a high speed. This limitation arose

from the fact that the speckle field, formed in the process of laser beam scattering by the

retina, significantly lowered the quality of the detected signal [14]. The corresponding

speckle field is both amplitude- and phase-modulated. Therefore, the wavefront profile

measured by the sensor generally corresponds to the overall effect of the aberrations of

the optical elements of the eye and the speckle field characteristics.

To suppress speckles in first models of a Shack-Hartmann sensor, the time

integration over the range from 200 to 400 ms was applied. In 2001, the dynamic

sensors, measuring phase distortions of the eye in real time, were fabricated. To

suppress speckle structure in dynamic sensors, the authors of [12] scanned the

position of the reference source on the retina, while the authors of [15] used a source

with a low spatial coherence. Also in 2001, the possibility to compensate for the

dynamic phase distortions by means of a membrane mirror [16] and a bimorph

corrector [17] was demonstrated.

Hofer et al. [13] experimentally compared the quality of eye aberration correc-

tion in cases of static and dynamic control of a 37-electrode monolithic mirror.
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The Shack-Hartmann wavefront sensor used in experiments measured aberrations

with the 30-Hz rate. The analysis showed that the dynamic compensation increases

the Strehl ratio by a factor of three and contrast of observable photoreceptors by

33% compared with the static compensation. The field of view of the system was 1�

under these conditions. However, for clinical applications, devices with the field of

view of 10�–30� are of the greatest interest. Therefore, the significant increase in the
visual angle of adaptive systems is required for the retina imaging.

Generally, the field of view of the adaptive system, when examining the human

eye, is limited by two factors: the imperfection of the image-forming optics and

anisoplanar effects in the optical system of the eye. Analytical estimates, analogous

to those in Ref. [18], showed that in most cases for the pupil diameter of 5 mm,

sufficient to observe even the smallest eye-fundus details with respect to diffraction

limitations, the isoplanar field of view reaches 7.5�–15� (depending on the ampli-

tude of the eye aberrations and their distribution between the crystalline lens and the

cornea). Thus, with an optical imaging system free of intrinsic aberrations in the

angular field of about 15�, one can expect that the adaptive system will be able to

compensate for distortions within the entire isoplanar area [19].

It is known that the amplitude of the eye aberrations decays sharply with the

increase of their order number [20]. Low-order aberrations such as the defocus,

astigmatism, coma, and spherical aberration have the maximum amplitude. Mono-

lithic and membrane mirrors allow one to correct only for aberrations with rela-

tively low amplitudes. In this connection, in experiments [16, 21, 22] the defocus

and astigmatism were compensated before the feedback closure by means of the

additional lens optics. In Ref. [23], the possibility to use a 69-segment liquid-crystal

corrector for this purpose was examined. However, the authors failed to achieve

a desirable effect and came to a conclusion that the dynamic range and the number

of segments of a corrector should be significantly increased to compensate for real

eye aberrations. Another type of wavefront correctors is a modal deformable mirror

[24]. Using a small number of control channels, such correctors allow a high-

precision modeling of low-order aberrations with relatively high amplitudes. This

property of such correctors corresponds to the statistical properties of phase distor-

tions of the eye.

11.2 Retina as a Scatterer

The human eye retina exhibits a complicated multilayer structure. In general, light

is scattered by various layers of the retina, so that the penetration depth of the long-

wavelength radiation (near-IR range) is significantly greater than the penetration

depth of visible light. Normally, the radiation of the wavelength range 750–950 nm

is used for the measurement of the eye aberrations. This is due to the relatively low

sensitivity of photoreceptors in this spectral range, which provides low visual

brightness of the source. In spite of the relatively deep penetration of IR radiation,

the main contribution to the signal of the wavefront sensor is related to the

scattering by the photoreceptor layer. In the case of laser scattering by the retina,
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its complicated microstructure [25, 26] (Fig. 11.1) resulted in a random phase shift

of the scattered light waves. At the output of the ocular optical system, the

interference of light waves gives rise to a spot structure known as the speckle

field. Ocular photoreceptors work as waveguides and deliver incident light to the

sensitive photopigments. Then, a part of the light is reflected back towards the pupil

in the direction that is determined by the orientation of each photoreceptor [27]. The

waveguide properties of the receptors and their location at the retina determine the

light scattering pattern at the output of the ocular optical system [28, 29] as well as

variations in the sensitivity of photoreceptors for the rays that pass through various

zones of the pupil (Stiles–Crawford effect [30]).

To study the features of speckle modulation and to collect statistical data, many

experiments are necessary. This work is not always expedient with a living human

eye as the subject. Therefore, it is useful to develop simplified theoretical and nature

models taking into account the specificity of laser radiation scattering by the human

eye retina. For this purpose, the optical system shown in Fig. 11.2 was used as

a basis for both implementing a nature model and building a numerical computation

scheme [32].

Taking into account that the properties of photoreceptors are similar to those of

waveguides [27, 28], a fiber-optic faceplate was used to experimentally model the

scattering properties of the retina. The thickness of the faceplate was 8 mm, while

the diameter of its fibers was 6 mm, which is close to the physical diameter of the

human eye photoreceptors [31]. To investigate the speckle structure, the simplest

reduced eye model [33] with a single refracting element (lens (2) in Fig. 11.2) was

used. The input pupil of the eye model is formed by the lens aperture. The focal

length f of the focusing lens (achromatic doublet) was 20 mm, being close to the

Fig. 11.1 (a) Front view of the photoreceptor mosaic; (b) electron microscope image of photo-

receptors. The characteristic length and diameter of the cones are 40–60 mm and 1–5 mm,

respectively [31]
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average length of the human eye along its optical axis [34]. The light propagating

through the fibers was reflected by the rear surface of the faceplate to propagate

back and to form a reference source on the front surface of the faceplate. The phases

of the sub-beams leaving different fibers of the faceplate differed from one another,

making the scattered radiation have a speckle structure.

The numerical simulations were performed in the framework of the parabolic

approximation for wave propagation [35], with the use of the fast Fourier trans-

form. The input beam of probe radiation was considered as having a finite width.

The input radiation was modeled by a super-Gaussian intensity distribution and

a uniform phase. To get to the focal point formed on the eye retina, the Fourier

transform of the initial beam was performed. The microstructure of the scatterer

was defined by a hexagonal matrix that modeled the photoreceptor pattern

(Fig. 11.3a). Each of these hexagonal elements introduced a random phase shift

having a Gaussian distribution with a dispersion of 2p to the light wave it

reflected. Thus, scattering of the light wave by the eye retina was modeled. The

light field distribution at the plane of the model eye input pupil was obtained by

the inverse Fourier transform. The intensity distribution contained a speckle

structure (Fig. 11.3b) that was used to calculate the contrast and average size of

the speckles.

It was possible to directly model the Hartmann pattern formed by the lenslet

array within the parabolic approximation. For this purpose, the field distribution

at the model eye pupil was split into the areas corresponding to the subapertures of

the sensor. For each of these subapertures, the Fourier transform was performed

with subsequent intensity calculation. Thus, the image at the focal plane of the

lenslet array was generated (Fig. 11.3e). The modeling was performed with the

following parameters: the photoreceptor diameter was set to 6 mm, being close

to the physical diameter of human eye photoreceptors [31], the probe beam

diameter was b ¼ 2 mm, the focal distance was f ¼ 20 mm, and the wave-

length was l ¼ 630 nm.

Fig. 11.2 Simplified equivalent scheme of the eye for the study of laser radiation scattering;

(1) scatterer and (2) lens
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Fig. 11.3 Photoreceptor pattern model used in numerical simulations (a), numerically simulated

speckle structure (b), phase speckle modulation (c), absolute value of the phase gradient (d) and
fragment of Hartmannogram (e)
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11.3 Influence of the Speckle Field on the Accuracy of
Wavefront Reconstruction

In order to study the effect of speckles on the wavefront sensors, an experimental

setup similar to one shown in Fig. 11.9 was constructed [12]. A diode laser beam

(l ¼ 0.67 mm) passes through a diaphragm of diameter 0.8 mm. The diaphragm

decreases the phase distortions acquired by the beam before its incidence on the

retina, which makes it possible to satisfy the single-pass measurement conditions.

After passing through the polarization beam splitter cube and spinning scanner,

the beam falls on the eye model and is focused on the scatterer, forming

a reference light source. Measurement of the eye aberrations consists of the

measurement of large-scale phase distortions in the plane of the pupil of the eye

model. The radiation emerging from the eye propagates in the reverse direction

through the spinning scanner and is incident on the polarization cube. The cube is

set in such a way that it eliminates polarized flare spots and directs only the

depolarized part of the scattered radiation to the sensor. Then, the light passes

through confocal lenses and falls on the lens array of the Shack-Hartmann

wavefront sensor (placed instead of objective (8) and camera (10) in Fig. 11.9),

which is placed in a plane optically conjugate to the plane of the pupil of the

eye model.

Each lens of the array (subaperture) has a size Asub ¼ 0.5 mm and a focal length

Fsub ¼ 25 mm. For a pupil diameter equal to 6 mm, the radiation emerging from the

eye illuminates about 80 subapertures of the array. The lenses of the sensor divide

the wavefront being studied, forming an array of spots in the focal plane. Each spot

of the Hartmannogram is an image of the reference source at the retina. The

obtained Hartmannogram is recorded with a CCD camera located in the focal

plane of the lens raster and is stored in the computer memory with a frequency of

30 fps and a resolution of 640 � 480 pixels. The processing time for

a Hartmannogram is 8 ms. The wavefront is reconstructed by the method of least

squares in the form of an expansion in 36 Zernike polynomials.

The beamsplitter was placed in front of the Shack-Hartmann wavefront sensor

(not shown in the Fig. 11.9). The light deviated by the beamsplitter passes through

the lens and is recorded by a second CCD camera located in a plane optically

conjugate to the plane of the pupil of the eye. This camera is used for observing the

speckle field.

The speckle structure of the field scattered by the retina lowers the accuracy of

measurement of aberrations [37]. It was shown in Ref. [10] that owing to the eye

movements, the speckles can be suppressed considerably due to time integration.

However, such a regime of the system operation does not allow the measurement of

aberrations of the eye at a high speed. In this system the scanning of the position of

the reference source, is used. As the spinning scanner rotates, the laser beam

describes a cone (0.5�), resulting in a displacement of the reference source on the

retina and, consequently, in a change in the speckle structure.

In the general case, the wavefront tilt caused by the scanner may result in

an undesirable displacement of the Hartmannogram spots. To eliminate this effect,
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the optical diagram is organized in such a way that the beam leaving the eye is

passed again through the scanner so that the tilts are compensated. In this case, the

reference source describes on the retina a circle of diameter 150 mm, and the

Hartmannogram spots remain stationary. For a rotation speed of 50 cycles/s of

the electric motor, the characteristic time of speckle variation was much shorter

than the integration time of the CCD camera (30 ms), and the speckles were

effectively averaged. Figure 11.4 shows the intensity distributions in the plane of

the pupil in the eye model, as well as the Hartmannogram obtained with and without

the scanner. One can see that scanner allows an effective suppression of the speckle

structure and improves the quality of the Hartmannogram.

The speckle field statistics depend on the diameter of the illuminated spot at the

scatterer. For example, the speckle size is the largest when the front face of the

fiber-optic faceplate coincides with the focal plane of the lens. A displacement of

the lens along the optical axis leads to a change in the size of the illuminated spot

and hence to a change in the speckle size.

The correlation radius rcor of the speckle field is determined from the 1/e level of
the structural intensity function: GðDrÞ ¼ Iðr þ DrÞ � IðrÞ½ �2

D E
, where I(r) is the

intensity distribution in the speckle field, Dr is the transverse shift, and the angle

brackets indicate space averaging. In the case of a statistically uniform field, the

space averaging is equivalent to averaging over an ensemble of various realizations

of speckles. This property was used for calculating the structure function and the

error in the wavefront reconstruction.

The fiber-optic faceplate in the experiments was displaced in a plane perpendic-

ular to the optical axis. The statistics of various realizations of the speckle field was

Fig. 11.4 Intensity

distributions in the plane of

the pupil of the eye model

(a, b) and Hartmannograms

(c, d) without (a, c) and with

(b, d) scanner
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compiled in this manner. The characteristic scale of speckles, determined by the

separation between the lens and the scatterer, remained unchanged in this case.

Wavefront measurements for various realizations of the speckle field were carried

out without the scanner. The set of Zernike coefficients determined in this way was

used to determine their mean square deviation si ¼ ðai � aih iÞ2
D E

(ai is the

Zernike coefficient number i) characterizing the phase reconstruction error associ-

ated with the presence of speckles. After this, the fiber-optic faceplate was

displaced longitudinally. The speckle size varied in this case, and the procedure

for determining the error was repeated.

Figure 11.5 shows the intensity distributions in a speckle field and the

Hartmannograms for two different ratios of the correlation radius to the size of

the subaperture: rcor/Asub ¼ 0.3 (large speckles, Fig. 11.5a and c) and rcor/
Asub ¼ 0.07 (fine speckles, Fig. 11.5b and d), as well as the structural intensity

modulation functions (Fig. 11.5e). It should be noted that the visual size of the

speckles is several times larger than the correlation radius rcor.
One can see from Fig. 11.5d that the Hartmannogram spots are split when the

characteristic size of the speckles becomes smaller than the subaperture size, and

this leads to the emergence of additional extrema. In this case, the center-of-

mass technique, which in the absence of noise gives a wavefront tilt averaged

over the subaperture, irrespective of the size of phase inhomogeneity was used.

If the characteristic size of the speckles exceeds the subaperture size, the

intensity distribution inside each spot tends to the diffraction-limited distribu-

tion. However, one can see from Fig. 11.5c that some of the spots corresponding

to the subapertures, on which dark speckles are incident, have a low intensity

compared with the noise. The accuracy with which the centers of such spots are

located is not high enough and, therefore, they should be discarded while

processing the Hartmannogram. This leads to a decrease in the accuracy of

phase evaluation.

Figure 11.6 shows the dependencies of the mean error s in determining the

Zernike coefficients of various orders (in the present case, the order of the

polynomial is determined by the highest power of its radial argument r)
(Fig. 11.6a) and the relative error srel ¼ s3/a3 in determining the defocusing, on

the ratio rcor/Asub of the correlation radius of the speckle field to the subaperture

size of the Shack-Hartmann sensor (Fig. 11.6b). The experimental dependences

were averaged over 20 different realizations of the speckle field. One can see from

Fig. 11.6 that, as the speckle size decreases, the errors increase for polynomials of

each order. This is due to a lower accuracy with which the positions of the spots are

determined. For large speckles, the error in the wavefront reconstruction mainly

comes from the random smooth phase distortions of the speckle field itself. In

addition, the increased error is associated with a decrease in the number of spots

whose intensity is sufficient to allow their processing. One can see from Fig. 11.6

that, in the range of variation of the ratio rcor/Asub ¼ 0.2–0.7, the error

in determining the Zernike coefficients varies insignificantly, and does not

exceed 0.05 mm, while the relative error in determining the defocusing is no

more than 10 %.
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Fig. 11.5 Intensity distributions in the speckle field (a, b) and Hartmannograms (c, d) for large
(a, c) and small (b, d) speckles, as well as the intensity modulation structural functions

G corresponding to large (solid line) and small (dashed line) speckles
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11.4 Characteristics of the Speckle Field

Consider the main characteristics of the speckle field that is generated in the

optical systems under study. Normally, the contrast of the speckle pattern is

represented as [36]

g ¼ sI
Ih i ;

where sI is the mean-square deviation of the intensity fluctuations in the beam cross

section and Ih i is the mean intensity.

A comprehensive theoretical analysis of the contrast of the speckle pattern and

its dependence on the size of the irradiation region on the scatterer can be found in

0.12

a
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s /μm

srel (rel. units)

0.6
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0.3
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0.06

0.03

0
0.1 0.2 0.3 0.4 0.5 rcor / Asub

rcor / Asub

Fig. 11.6 (a) Dependences
of the mean statistical

deviation of the Zernike

coefficient s of the first (♦),
second (●), third (D), fourth
(□), and fifth (○) order and

(b) the relative error in
determining the defocusing

srel on the ratio rcor /Asub of

the correlation radius of the

speckle field to the size of the

subaperture
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Ref. [36]. It is demonstrated that, at a relatively low phase modulation of the

scattered radiation s, the contrast decreases with an increasing size of the irradiated
region: g ffi s2=

ffiffiffiffiffi
M

p
, where M is the number of uncorrelated fragments of the

surface that contribute to the total intensity.

However, when the mean-square fluctuations of the phase are greater than p, this
dependence reaches a saturation level of unity at virtually any size of the irradiated region.

The mean size of speckles depends on the diameter of the irradiated region on the

scatterer (retina) and approximately equals the diameter of the diffraction pattern from

the irradiated region [14]. The size of the irradiated region is determined by the

divergence of the probe radiation and its defocusing. Figure 11.7 shows the dependence

of the mean speckle size e on defocusing D of the incident radiation. To simulate the

defocusing, the phasemodulationwith a parabolic profile into thewavefront of the probe

radiation was introduced. The results obtained for the speckle structures with the

contrasts g¼ 20% and g¼ 60% (closed and open triangles, respectively) are compared

with the theoretical curve (solid line) obtained with the formula

e � 2:44l
f

a
¼ 2:44l

1

Db
; D >

2:44l
b2

e � b; D � 2:44l
b2

8>><
>>: ; (11.1)

where a is the diameter of the irradiated region on the retina, b is the probe beam

diameter, and f is the focal length of the eye model lens. The mean speckle size is

calculated based on the width of the light-field intensity autocorrelation function.

Figure 11.7 also demonstrates the experimental dependence (circles) obtained by

means of setup shown in Fig. 11.9. The deviation of the theoretical curve plotted with

formula (11.1) (solid line) from the experimental data (circles) at low defocusing is

related to the inexact equality in the formula and the aberrations inherent in the optical

systempredominantlydue to spherical lens ((6) inFig. 11.9)with a relativelyhighpower.

Thus, the speckles do not reach themaximum size at zero defocusing, since the diameter

of the irradiated region on the scatterer does not decrease to the diffraction-limited size.

Fig. 11.7 Plots of the mean

speckle size e versus
defocusing D of the incident

radiation
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In the range of high defocusing, the difference between the curves is caused by the finite

resolution of the photodetector array. The presence of small speckles leads to an increase

in the error of their mean size. In particular, in the experiments, a defocusing of 10D
corresponds to a mean speckle size of three pixels on the array.

Among the statistical properties of the speckle field, the cross correlation of

speckle patterns obtained with a shift of the probe radiation spot on the scatterer

surface is especially interesting. Statistically new realization of the speckle pattern

is realized when its displacement equals one-half of the mean speckle size e. Based
on this assumption and using formula (11.1), an expression for the corresponding

shift of the beam s0 on the retina was derived:

s0 � 1:22lf
ð1� Df Þb :

This estimate is based on the following assumptions [32]. The shift s of the

scatterer in the transverse direction with respect to the optical axis results in a shift

of the speckle pattern by the distance sf/z [14], where z ¼ Df2/(1–Df) is the distance
between the scatterer and the focal plane at defocusingD. Note that the formulas are

derived in the geometrical optics approximation and are valid at D > 2.44l/b2.
A similar estimate of the values of s0 can be obtained based on the analysis of the

data presented in Fig. 11.8, where we plot the cross correlation of two speckle

patterns with the mean speckle sizes e ¼ 0.1 mm and e ¼ 0.3 mm (closed and open

circles, respectively). On the abscissa axis, we plot the shift s between two positions
of the scatterer corresponding to the data obtained. On the ordinate axis, we plot

correlation B normalized to unity. The value of s0 can be estimated using the value

of s such that an increase in the scatterer shift relative to this value does not lead to

a decrease in the cross correlation of two speckle patterns. For e ¼ 0.1 mm and

e¼ 0.3 mm (b¼ 2.00 mm and b¼ 0.66 mm, respectively) the estimated values of s0
(6 and 16 mm, respectively) are close to the calculated values. The calculations are

performed for the defocusing D ¼ 2 dioptries.

Fig. 11.8 Plots of the cross

correlation B of two speckle

patterns versus shift s between
two positions of the scatterer

corresponding to these

patterns
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11.5 Efficiency of Methods for Suppressing Speckle Modulation

All methods of speckle modulation suppression are based on incoherent summation of

a variety of speckle field realizations. One approach is the use of sources with short

coherence length (such as superluminescent diodes) [15]. This approach will be

further referred to as the spectral averaging. Another approach is based on averaging

the speckle field realizations obtained when scanning the reference source over the

retina surface [13] or when widening the beam slightly on the cornea and retina using

acousto-optic cell [37]. This approach will be further referred to as the spatial

averaging. Efficiency of these methods considerably depends on the parameters of

the scatterer (human eye retina). For comparison efficiency of these methods, an

experimental setup was constructed [32].

Figure 11.9 demonstrates the scheme of the experimental setup. A semiconductor

laser (1) (l ¼ 630 nm) coupled with a single-mode fiber serves as the radiation

source. The collimated (2) radiation passes through a pinhole (3) and beamsplitter

(4) and is focused by a lens (6) on the front plane surface of the fiber-optic faceplate

(7). The radiation backscattered by the faceplate is delivered with the beamsplitter

(4) and objective (8) to CCD array (10) interfaced with a computer (9).

The size of the 720 � 576 pixel photodetector array is 6.4 � 4.8 mm. The focal

length f of lens (6) is 20 mm, the diameter of diaphragm (3) is 4 mm, and the

thickness of fiber-optic faceplate (7) is 8 mm. The faceplate is fixed in such a way

that distance h between the faceplate and lens (6) can be varied and the defocusing

of scattered radiation is given by

D ¼ 1

f

h� f

h
:

In the optical system, scanning is realized with the use of a scanner (5), which

represents a transparent wedge plate. The light beam passing through this plate is

deflected by the angle b ¼ 0.22� relative to the original direction. The plate is fixed at
the axis of aDCmotor.When the plate rotates, the transmitted beammoves along a cone

so that the reference source on the scatterer is shifted and the speckle structure is varied.

Fig. 11.9 Scheme of the

experimental setup. (1) Laser,
(2) collimator, (3) diaphragm,

(4) beamsplitter, (5) spinning
scanner, (6) lens, (7) fiber-
optic faceplate, (8) objective,
(9) PC, (10) CCD camera
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The tilts introduced by the scanner plate can give rise to undesired shifts of the

image on the photodetector (10). To eliminate this effect, the optical system was

constructed in such a way that the scattered radiation is refracted by the plate for

the second time, which makes it possible to compensate for the tilts introduced by

the scanner. In the proposed system, the reference source moves along a circle

with diameter d ¼ 2bf ¼ 0.15 mm on the scatterer. At a motor rotation rate of

50 rps, the characteristic time of variations in speckles is significantly shorter than

the photodetector integration time (30 ms). Hence, the variations are effectively

averaged.

Figure 11.10 shows examples of images measured on the above setup. The

images are obtained at a defocusing of 4D in the absence (Fig. 11.10a) and in the

presence (Fig. 11.10b) of scanning.

Consider the scattering pattern of the fiber-optic faceplate. The angular width of

the scattering pattern of the speckle field is determined by the diffraction diver-

gence of radiation for a single fiber:

O ¼ 1:22
l
m
� 2:44

l
p
;

where p is the fiber diameter,O is the angular width of the envelope at a level of 1/e,
and m is the diameter of the first mode of the fiber radiation, which approximately

equals to p/2 [38].

Figure 11.11 demonstrates the transverse cross section of the speckle structure

intensity for light scattered by the faceplate (circles) (the data presented are

averaged over 10 realizations of the speckle field). The width of the envelope

(solid line) is about 0.2 rad, which corresponds to a single fiber size of about

6 mm and, hence, agrees with the real size. The dashed line shows the curve that

describes the Stiles–Crawford effect. This curve is calculated for a mean length of

the eye axis of 24 mm [34] and the parameter r ¼ 0.05 [30]. A minor peak at the

center of the experimentally measured distribution is related to the incomplete

suppression of the radiation that is mirror reflected by the front surface of the

faceplate.

Fig. 11.10 Examples of

images measured (a) in the

absence and (b) in the

presence of scanning
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The efficiency of speckle suppressing with the circle scan method is illustrated in

Fig. 11.12a. The dependence of the speckle pattern contrast g upon the scan circle

diameter d is compared for the probe beam diameter of b¼ 2 mm (●) and b¼ 0.66

mm (○) with the theoretical dependence (─) corresponding to the following

formula:

g � g0ffiffiffiffiffiffiffiffiffiffiffiffi
pd
s0
þ 1

q ;

where g0 is the speckle pattern contrast without scanning. The denominator

subduplicate is the number of statistically independent speckle pattern realizations

averaged due to the incoherent summation on the photodetector [39]. Here, pd is the
perimeter of the scan circle; s0 is the spot shift on the retina surface, at which

a statistically new speckle pattern realization is formed. The unity is added due to

the fact that the zero scan diameter corresponds to measuring the only speckle field

realization with the contrast g0. The theoretical curve is calculated for s0 ¼ 6.5 mm
and s0 ¼ 19.8 mm. The simulation was performed for D ¼ 2 dioptres.

The results of the experiment with the use of the reference spot scanning over the

scatterer surface are shown in Fig. 11.13a. The contrast g of the speckle pattern

detected by the photodetector was measured for different values of the defocusing

D with both enabled and disabled scanner ((5) in Fig. 11.9). The dependence of g
upon the probe beam defocusing (and, correspondingly, upon the mean speckle

size) thus obtained was compared with the dependence numerically calculated for

the same parameters of the optical system. The lower speckle pattern contrast

experimentally obtained both with and without scanning is most likely due to

individual characteristics of the photodetector.

Speckle suppression efficiency with the use of a broadband radiation source is

illustrated by the plots presented in Fig. 11.12b. The dependence of the speckle

pattern contrast g upon the product of the scattered radiation spectral width Dl/l by
the factor DG that characterizes the full OPD range for those rays forming the

speckle pattern. The curves obtained for the cases DG¼ 1.67l (~), 5l (○), 15l (♦),
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are 45l (□) are compared with the corresponding theoretical dependencies

(─) [40]:

g ¼ rðk0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2WsÞ2 þ 1

4

q � g0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð4pDlDGffiffi

3
p

l2
Þ2 þ 1

4

q :

Here, r(k0) is the contrast of the image obtained for Dl ¼ 0; W is the spectral

width of the radiation recalculated to inverse nanometers (for a small Dl, the
recalculation yields 2p Dl/l2); s is the standard deviation of the path difference

of the rays forming the speckle pattern, the estimate of this deviation being DG

ffiffiffi
3

p�
.

The results of the experiment with the use of a broadband light source are shown

in Fig. 11.13b. As such a source, the superluminescent diode SLM-825-02М was

employed. The diode emitted a light beam with the central wavelength l0 ¼ 825

nm, and the spectral width Dl ¼ 17 nm. An aspheric lens with a focal distance of

about 5 mm was used for collimating the diode beam. The diameter of the

diaphragm ((3) in Fig. 11.9) was 1 mm. Other elements of the setup were not

changed. The speckle pattern contrast g was measured for different values of the
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defocusing D and compared with the results of numerical simulations and the data

obtained with the laser source.

The numerical simulations were performed for DG ¼ 16.7l, this estimate being

based on the following considerations (Fig. 11.2). The light focused onto the front

surface of fiber-optic faceplate is incident on it at different angles: from 0 (for the

axial ray) to c ¼ arctan b/2f (for the peripheral rays). Then, the light propagates

through the faceplate fibers, is reflected by the rear surface of the faceplate,

propagates back, and is finally scattered at the front surface. Therefore, the optical

paths covered by different rays before the scattering range from f + 2s to (f + 2s)/
cos c. The corresponding full range of the optical path differences is DG ¼ (f + 2sn)/
cosc� (f + 2sn), where n is the refractive index of the fiber core. Assuming f	 b and
using the Taylor expansion of the cosine, we obtain:

DG � ðf þ 2snÞb2
8f 2

:

By substituting the parameters of the experimental setup into the above expression

and choosing n ¼ 1.5, one can obtain DG ¼ 13.7 mm ¼ 16.7l.
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An important question is how the speckle modulation affects the accuracy

of wavefront measurement by a Shack-Hartmann sensor. In order to clarify this

point, numerical modeling with a light field containing a speckle modulation in

the absence of regular phase distortions was performed. The corresponding

Hartmannogram has been obtained by technique described above and the spot

displacements were found by the conventional centroid technique, while the

wavefront was restored in the form of Zernike polynomial decomposition

(36 terms). The RMS deviation of the restored wavefront from the reference

plane defines the error of measuring the eye aberrations with a Shack-Hartmann

sensor in the presence of a speckle field. Figure 11.14 illustrates the dependence of

the error E of wavefront measurement by the Shack-Hartmann sensor upon the

speckle structure contrast. The calculations have been performed for the average

speckle size e ¼ 0.1 mm, the diameter of the subaperture of the Shack-Hartmann

sensor of 0.5 mm, and the pupil diameter of 6 mm. As one can see from the plot, the

RMS measurement error is almost directly proportional to the speckle pattern

contrast, reaching 0.3 mm (l/2).
Figure 11.15 demonstrates result of the experiments with a human eye (in vivo).

The image of the radiation scattered by the retina was obtained by means of

aberrometer using laser of low power with beam diameter 1 mm and l ¼ 785 nm.

The speckle pattern contrast without scanning is 26.6 % and root-mean-square error

E of wavefront measurement is 0.18 mm. The same image with scanning is shown in
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Fig. 11.14 RMS error of
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experiment. The image of the

radiation scattered by retina in

the absence (a) and in the
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Fig. 11.15b. The scanning angle is 0.3�; hence diameter of circle of a focal spot

scanning on a retina surface is about 0.2 mm. The speckle pattern contrast with

scanning is 7.9 % and root-mean-square error E of wavefront measurement is 0.05

mm. Both values are put on the Fig. 11.14 (+) for comparison with results of numerical

simulation.

It is noticeable that the speckle pattern contrast is almost independent on the

defocusing and, therefore, on the size of the illuminated area of the scatterer. This

fact argues that scattering at the model scatterer induces rather large phase fluctu-

ations, implementing the regime for which the theory predicts the 100 % contrast of

the speckle pattern. In reality, both in the experiments and numerical simulations,

the 100 % contrast has never been detected. This is because, in the latter case, only

a bounded region close to the scattering indicatrix was analyzed, while the theo-

retical results [36] were obtained for the scattering angles ranging from �p to p.

11.6 Implementation of an Adaptive Optics Fundus Camera

The scheme of the multispectral fundus imager with adaptive compensation of

human eye aberration [41] is shown in Fig. 11.16. The optical system is based on

a KFG-2 fundus camera, series-produced by the Zagorsk Optics and Mechanics

Plant joint-stock company (AO ZOMZ). Optical elements belonging to this device

are circumscribed on the scheme by the dotted line. The standard fundus camera is

supplemented with an adaptive unit, allowing the compensation of eye aberrations

and retina imaging by means of a high-resolution digital camera. The adaptive unit

has 23 � 23 � 30cm dimensions.

The series model of KFG-2 underwent a number of modifications. To improve

the diffraction-limited resolution of the system to 200 lines per mm (the resolution

value is determined at the half-maximum of the modulation transfer function), the

diameter of the entrance pupil of this device was extended from 2 to 4.8 mm. The

illuminating halogen lamp and pulsed xenon lamp with the corresponding

collecting optics, as well as power supplies of these lamps, were removed. The

observation binocular, employed for pointing of the fundus camera at the human

eye, was replaced by an IR guidance system including the lens (19) and the IR CCD

camera (20).

To illuminate the fundus of the examined eye in both the guidance and the digital

photo-registration regimes, the illuminator (26) was fabricated. A 300W CW xenon

lamp with a small arc gap was used as a light source. Emission of the lamp was

collimated by the built-in parabolic reflector and was incident on a movable mirror

mounted on the axis of an electromagnetic drive (these elements are not shown in

the scheme). In a stand-by mode, the mirror was removed from the light beam.

When a control impulse was applied, the mirror turned, thus directing the beam to

a focusing lens and further to the end of the fiberglass bundle (25), which coupled

radiation into the optical unit of the fundus camera. Therefore, the duration of the

light flash directed into the eye depended on the length of the control pulse applied

to the mirror. Different narrowband filters could be mounted between the deflecting
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mirror and the focusing lens, thus making it possible to photograph the eye fundus

in different spectral ranges. To filter the IR emission, a spectral beamsplitter

transmitting only visible light and reflecting near infrared was mounted in the

illuminator. This beamsplitter also directed the IR emission of the halogen lamp,

used for the guidance of the fundus camera to the patient’s eye, to the optical path.

The illuminating radiation, propagating in the fiberglass bundle, passed through

the annular diaphragm (24). The objective (30) imaged this diaphragm on the

deflecting annular mirror (21), which was used to separate the illuminating

beams, propagating in forward and backward directions, from each other. The

main objective (28) of the camera imaged the annular light source on the eye

cornea (22), with the central part of the cornea remaining unlit. The entrance

pupil of the device was located entirely inside the unlit area. This provided an

additional selection of corneal flares. Thus, spurious reflections did not appear in
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Fig. 11.16 Scheme of the multispectral fundus imager with adaptive compensation of human eye

aberration: (1, 20) CCD cameras; (2) lens raster; (3, 4, 7, 9, 12, 14, 19) lenses; (5) laser; (6)
beamsplitter cube; (13, 17, 18) beamsplitters; (8, 10, 11, 21, 23) mirrors; (15) digital camera; (16)
adaptive mirror; (22) eye; (24) annular diaphragm; (25) fiberglass bundle; (26) illuminator unit;

(27) adaptive mirror control unit; (28, 30) objectives; (29) fundus camera objectives; (31) electric
motor
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the area of the entrance pupil, and did not cause the artifacts in the retinal image.

This illumination system also provided the uniform lighting of the eye fundus.

A more detailed description of operation principles of such ophthalmologic devices

can be found in Refs. [42, 43].

The radiation reflected by the retina emerges from the eye as a quasi-parallel

beam. The eye-pupil image was constructed in the plane of the annular mirror

(21) by the main objective (28) of the camera. The beam diameter corresponded to

the central aperture of the annular mirror. Next, radiation propagated through the

objective (29), fixed to the device, providing the transverse displacement and

allowing the compensation of the eye ametropia within the range from �20D to

+20D.
After passing through the optical elements of the fundus camera, the light was

incident on the spectral beamsplitter (18). A part of the emission, corresponding to

the IR emission (800 � 1,000 nm) of the halogen lamp, was deflected by the

beamsplitter to the guidance system. The lens (19) formed the retinal image in

the plane of the IR video camera (20). The image registered by the video camera

was displayed by the computer monitor and was used for the focusing of the fundus

camera to the selected area of the retina.

Light, having passed through beamsplitters (18) and (17), was incident on the

adaptive mirror (16). A modal bimorph corrector, which was similar to that

described in Ref. [17] was used. Eighteen electrodes of the mirror made it possible

to compensate for aberrations of up to the fifth order inclusive. The surface of the

mirror was conjugate to the plane of the eye pupil and to the entrance pupil of the

fundus camera.

The beam reflected by the deformable mirror was incident on the beamsplitter

(13), transmitting the visible 440–670 nm light and reflecting the 680–800 nm

radiation. The transmitted radiation passed through the lens (14), which formed the

eye-fundus image on the matrix of the TsFK3020 digital video camera. One pixel of

this camera corresponded to the retina region of size 2.7 mm. The photosensitive

matrix had the resolution of 2,000 � 3,000 pixels. The signal of the matrix was

digitized by means of the 14 bit ADC. For typical levels of the retina illumination,

the camera provided the signal-to-noise ratio of 68 dB. The data transmission rate to

the computer, provided by the digital interface, was one frame per second.

The configuration of the wavefront sensor is similar to the one described in first

paragraph. The 780 nm radiation of the IR diode laser was used to form a reference

light source on the retina. IR radiation of this range has the high coefficient of

reflection from the eye fundus (10–12 %) [44], and is more comfort for a human eye

than visible light. Moreover, having chosen such a wavelength of the reference

source, we separated the channel of the forming of the visible-light image of the

retina from the aberration-measuring channel using the coherent IR radiation, by

selecting the spectral characteristics of optical elements of the system.

Preliminarily, the laser beam (5) passed through the diaphragm (not shown in

Fig. 11.16) of diameter 0.8 mm. The reduction of the beam diameter provided the

conditions of single-pass measurements [45]. The power of radiation incident on

the eye was 50 mW, which was significantly lower than the maximum permissible
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power [46, 47]. Then, the beam reflected from the inner face of the polarization

cube (6), propagated through lenses (7, 9), and (12), reflected from the adaptive

mirror (16), and was directed into the optical channel of the fundus camera. After

passing through the objectives (29) and (28), the laser radiation was focused by the

eye elements onto the retina, forming the reference source. The radiation scattered

by the retina was brought back to the system, and was directed to the Shack-

Hartmann wavefront sensor after the reflection from the adaptive mirror (16). The

lens raster of the sensor (2) was placed in the plane, which was optically conjugated

to the plane of the eye pupil. Each lens (subaperture) of the raster had a 0.25 mm

diameter and a 7.8 mm focal length. For the pupil diameter equal to 4.8 mm,

radiation emerging from the eye illuminated about 120 subapertures of the raster.

The wavefront under study was divided by the lenses of the sensor, thus forming

an array of spots (Hartmannogram) in the focal plane. Each spot of the

Hartmannogram was an image of the reference source on the retina. The

Hartmannogram was recorded by a CCD camera (1), located in the focal plane of

the lens raster, and then was stored in the computer memory with the rate of 30 fps

and the resolution of 640 � 480 pixels.

The wavefront was reconstructed from measured local wavefront slopes by the

method of least squares [48] as an expansion in 36 Zernike polynomials [49] and in

response functions of the adaptive mirror. The time of processing of

a Hartmannogram was 8 ms. Thus, the maximum speed of aberration measurement

was limited by the video camera parameters (30-Hz frame rate).

To suppress speckles in the system, the method of scanning of the reference-

source position on the retina was used. For this purpose, the mirror (6) was attached

to the electric-motor axis at a small angle equal to 0.5�. The rotation of the mirror

caused the displacement of the reference source on the retina, resulting in a change

in the speckle structure. For the electric-motor rotation speed of 50 rps, the

characteristic time of a change in the speckle structure (0.2 ms) was much shorter

than the integration time of the CCD camera (1) (30 ms), and, therefore, speckles

were efficiently suppressed.

Because the laser radiation was twice (in a forward and backward passage)

reflected from the scanner mirror, the displacement of the reference source on the

retina did not cause any displacement of the Hartmannogram spots. This is

explained by the fact that the eye mainly works as a retro reflector, i.e., radiation

scattered by the retina emerges from the eye at an angle equal to the angle of

radiation incidence. Because the surface of the scanner mirror was optically con-

jugated to the entrance pupil of the system and the lens raster of the sensor,

wavefront slopes caused by this mirror were compensated during the backward

passage.

Note that the scanning technique, applied in phase distortion measurements, has an

important feature, which does not concern speckle suppression. The human eye, as the

most of optical systems, is not isoplanar [50]. This means that the measured phase

distortions depend on the angular position of the reference source. In this case, it is

impossible to determine aberrations in the entire field of view of the system by using

a single reference source [51]. Therefore, the adaptive compensation improves the
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image quality only within the isoplanatism region. In some cases, it is preferable to

correct for average aberrations in a large field of view and to improve the image

quality within the large area, than to achieve a high resolution within the small area.

The scanning technique, as distinct from other methods, gives an opportunity to

determine average aberrations by using only one reference source. Thus, while

a laser spot moves sufficiently fast, the phase distortions are being averaged over

the scanning area. The size of this area can be varied by changing the mirror tilt

angle. In this system, compensation of average aberrations is not required. The

reference source described on the retina circle of 150 mm diameter is significantly

smaller than the radius of isoplanatism [18].

The human-eye retina reflects a small part of the incident light [44]. In the

experiment, the power of infrared radiation emerging from the eye did not exceed

5 mW. Although all lenses were covered with antireflection coatings, the intensity of

light reflected from lenses was comparable with that of useful signal. To suppress

spurious reflections, the polarization cube (6) was set in such a way as to transmit

the depolarized radiation scattered by the retina and to reflect polarized radiation

scattered from optical surfaces. A diaphragm (not shown in Fig. 11.16), which also

partially suppressed defocused reflections, was placed in the focal plane between

lenses (3) and (4).

A general view of the multispectral fundus imager with adaptive compensation

of human eye aberration is shown in Fig. 11.17. In order to evaluate the quality of

the adaptive system performance, the eye model similar to one shown in Fig. 11.2

was used. A standard USAF target, also known as a “3-barred mire,” was fastened

by optical adhesive to the flat rear facet of the fiber-optic faceplate. The laser beam

passing through the objective was focused on the front face of the faceplate. Then,

light propagated through the fibers, reflected from the mire, propagated in

a backward direction and formed a reference source on the front facet of the

faceplate. Phases of radiation emerging from different fibers were uncorrelated.

The fiber-optic faceplate was fixed to a micrometer positioning stage, which

provided the longitudinal displacement with the positioning accuracy of 10 mm.

Fig. 11.17 General view of

the multispectral fundus

imager with adaptive

compensation of human eye

aberration
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Fig. 11.18 Images of the central part of the standard USAF mire for opened (a), and closed (b)
feedback loop, and wavefront interferograms before compensation (c), before compensation, with

eliminated defocusing (d), and after compensation (e)
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The performance of the adaptive system is demonstrated in Fig. 11.18. Here, the

images of the central part of the mire are shown in cases of open and closed

feedback loop. To introduce phase distortions, an eyeglass lens of poor quality

was placed in the plane of the eye model pupil at an angle to optical axis of the

system. No preliminary compensation of defocusing by means of an adjustable

objective of the fundus camera was performed. The mire was illuminated in this

experiment from the back (with respect to the pupil of the eye model) side. Despite

strong initial aberrations (the wavefront root-mean-square deviation was 1.2 mm),

the adaptive compensation made it possible to resolve the horizontal 6-6-group

lines of the mire with the spatial frequency of 114 lines per millimeter.

Note that employing the fiber-optic faceplate in the eye model does not allow the

resolution of seven-group elements, which have the spatial frequency greater than

128 lines per millimeter. We cannot discern the details of the mire with sizes less

than the fiber diameter. Indeed, the direct observation of the faceplate surface under

a microscope does not allow the resolution of seven-group elements as well. The

interferograms of model eye-aberrations before the compensation, before the com-

pensation with eliminated defocusing, and after the adaptive compensation, are also

shown in Fig. 11.18. In the latter case, the wavefront root-mean-square deviation

was reduced to 0.07 mm [41].

11.7 Compensation of Dynamic Aberrations

The eye pupil was preliminary dilated by mydriatic eye drops (phenylephrine

hydrochloride, 2.5 %) that do not paralyze accommodation. The dilation of the

pupil allowed the use of its external side for the eye-fundus illumination, and the

internal side for the retina imaging. The patient’s head was fixed by the face-holder

of the fundus camera. All patients were instructed to look on a fixating needle (an

infinitely far object) located inside the camera. The optical channel of the needle

imaging and the channel of adaptive compensation were separated from each other;

therefore, deformations of the adaptive mirror did not influence the eye

accommodation.

The fundus camera was focused on the selected area of the retina by means of the

CCD camera ((20) in Fig. 11.16). The eye aberrations were measured in real time,

and the data were displayed on the monitor of the computer. As a preliminary to the

feedback closure, the eye defocusing was compensated by means of the adjustable

objective of the fundus camera. The Zernike coefficient corresponding to the

defocusing was reduced to the minimum value under these conditions. This allows

using the entire dynamic range of the adaptive mirror. After feedback closure, the

compensation of eye aberrations was performed. The eye fundus was photographed

when the residual root-mean-square error of the compensation swas reduced below

0.15 mm. However, in some cases, when aberration amplitudes (usually the astig-

matism amplitude) exceeded the dynamic range of adaptive mirror deformations, to

achieve the satisfactory quality of suppression of phase distortions it was not

possible. Another less common reason for poor-quality compensation was related
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to the low-intensity level of the detected Hartmannogram, for example, due to the

crystalline lens opacity.

During the xenon lamp flash, the laser and the illuminator lamp were switched

off, and the control voltage applied to the mirror was “frozen.” The light pulse

duration was varied in the range from 30 to 100 ms. The eye fundus was

photographed in different spectral ranges by filtering radiation of the xenon lamp

emission at the output of the illuminator. The maximum intensity of the retinal

illumination (in the absence of filters) was 0.08 J
cm�2. According to the American

standard (ANSI), the maximum admissible illumination for the white light is 0.924

J
cm�2 for the exposure time of 0.5 s [46].

Different spectral components of light are reflected from retinal layers lying at

different depths. Because the laser wavelength was the same during the aberration

measurement, the eye-fundus image was defocused when changing the spectral

range of the light flash. To eliminate this effect (after the completion of the adaptive

compensation), an additional voltage was applied to the main electrode of the

deformable mirror just before photographing. In this way, the defocusing, compen-

sating for the displacement of the reflecting retinal layer, was introduced into the

image-forming channel. By using different spectral bands, images of the retina

layers of different depths were obtained.

An illustration of the adaptive compensation of eye aberrations is given in

Fig. 11.19 [41]. Aberrations were detected for 10 s. The feedback loop was closed

at the third second. No preliminary compensation of the defocusing (by means of

the tunable objective of the fundus camera) was performed; therefore, the

defocusing (curve 7) was the predominant aberration (0.5 mm) before the feedback

closure. The following-in-magnitude aberrations were the astigmatism (curve 2)

and coma (curve 3). Aberrations of the order, higher than spherical, were low and

are not shown in Fig. 11.19. One can see from the presented dependences that the

process of the adaptive compensation lasted about 0.5 s. The root-mean-square

phase deviation s decreased under these conditions from 0.6 to 0.1 mm. The

wavefront interferograms, written before and after the adaptive compensation, are

shown in Fig. 11.19 as well. The interferogram of Fig. 11.19b corresponds to phase

distortions before the feedback closure in the case of eliminated defocusing.

Figure 11.20 illustrates the improvement of the eye-fundus-image quality in the

process of the adaptive compensation of eye aberrations. Here, two central parts of

the retinal image, obtained in green light in cases of closed and opened feedback

loop, are shown. For visual clarity, only a part of complete image of the eye fundus,

involving the optical disk (6� visual angle) is shown.
The refraction of the patient’s eye was 2D and the astigmatism was 1D. As

a preliminary to the feedback closure, the eye defocusing was compensated by

means of the adjustable objective of the fundus camera. Figure 11.20c and d also

shows the interferograms of the wavefront before and after the correction of

aberrations. After the feedback closure, the root-mean-square deviation of the

wavefront decreased from 0.46 to 0.09 mm.

One can see from the given images that the compensation of eye aberrations

substantially improved the image contrast and allowed the discerning of small details,
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being invisible on the first image with the compensation of eye defocusing. Thus, after

the feedback closure, the nerve fibers lying on the retinal surface and directed to the

centre of the optical disk can be discerned. Some separate nerve fibers, invisible in the

blurred noncorrected image, are quite distinct against bright background of the optical

disk. The characteristic width of these fibers is about 3 mm and is comparable with the

size of the camera pixel (2.7 mm). Due to the spatial discretization of the image, the

system cannot reliably resolve all nerve fibers (the details with the characteristic size

of less than 6 mm suffer aliasing). Nevertheless, some fibers are distinctly visible,

which seemingly corresponds to the case when a fiber falls exactly on camera pixels.

For comparison, Fig. 11.21 shows the intensity distributions in the digital-image cross

sections, cut through white lines drawn in Fig. 11.20a and b. One can see that, after the

adaptive compensation, a pair of strong localminima, corresponding to a pair vessels lying

on the optical disk, appeared in the intensity distribution I(x). The intensity distribution of
the corrected image has more small (8 mm resolution) extrema as compared with the first

image, which was obtained by compensating the eye defocusing only.

11.8 Anizoplanatic Effects in Wide-Field Retinal Imaging

One more limiting factor for the resolution is the anisoplanatism in the human eye,

in which, according to the isoplanatic region [18] of the eye, an adaptive optical
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interferograms before compensation (a), before compensation, with eliminated defocusing (b), and
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system is capable of measuring and compensating aberrations in a small angular

region, determined by the system design and which is not larger than 1�.
Instrumental limitation in astronomical adaptive optics due to its anisoplanatism

is well studied [50, 52]. In most cases it restricts the angular size of the corrected

zone up to a few arc seconds. The idea of enlarging the isoplanatic patch using

a number of phase correctors [51] leads to complicated systems. If the distorting

medium is stratified, the corrector location optimization and some modification of

its control algorithm may give a good result [53]. These estimations are supposed to

be useful, especially for non-astronomical applications, when phase distortions are

usually concentrated in one or few layers. The main problem in such a case is that

we usually have no reliable mathematical model of irregular aberrations, and the

best thing one can do is to make up some heuristic model that does not contradict

with experimental data.

Fig. 11.20 Images of optical disk of the eye retina for opened (a), and closed (b) feedback loop,

and wavefront interferograms (c, d). White straight lines (a, b) denote cross sections, whose

intensity distributions are shown in Fig. 11.21
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The basic diagram of a system under discussion is shown in Fig. 11.22. The

optical unit (1) contains a phase corrector (2), the image of which is located within

the unhomogeneous layer (3). It is supposed that the rays passing through that

virtual corrector are not restricted by the other optical elements. Thus, the virtual

corrector is the input pupil of the adaptive system. Phase distortions for all the rays

outgoing from each object point are summarized along the ray and with the phase

shift, introduced by corrector. Then the result is averaged over the pupil area.

A similar approach can be used in the case of two or more layers. To perform

those calculations the structure function of phase distortion should be known. For

atmospheric turbulence it is taken in a conventional form: D(r) ¼ 6.88(r/r0), where
r0 is the Fried’s radius. For other applications we use “atmospheric-like” approx-

imation D(r) ¼ (r/rc)
g, where rc is the correlation radius, and l < g < 2.

The method of field-of-view widening discussed here is an alternative to another

one where only a small number of lower aberrations are compensated by adaptive

corrector and the rest are reduced by a deconvolution algorithm. The main difficulty

is, in the absence of enough information to develop a reliable mathematical model

for small-scale irregular aberrations, one can only speculate about it. Nevertheless,

Fig. 11.22 The basic block

diagram of a system. (1)
adaptive optic unit, (2) phase
corrector, (3) unhomogeneous

layer
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some plausible estimation can be done. Using available data [11] about the mean

square aberration coefficients dependence on its number, we tried to approximate it

by e2 ¼ N�b, where N is the aberration number and b is an empirical value. The

authors of Ref. [18] have obtained b ¼ 1.4–1.5, which is significantly less than for

the atmospheric turbulence. It means that in case of the usage of an “atmospheric-

like” structure function g should be less than the common value of 5/3. The

estimation gave g ¼ 1.33–1.56, but that result is not very reliable because of

insufficient statistics. The basic block diagram of an eye inspection system and its

equivalent scheme are presented in Fig. 11.23a and b. As the phase corrector and

the distorting layer are placed now in parallel rays, the analysis of the isoplanatic

angle leads to a universal dependence on a parameter � as it is shown in Fig. 11.24.

Here, the mean square aberration suppression factor is depicted versus the normal-

ized angle. Knowing the suppression factor required, one can estimate the size of

the isoplanatic patch.

Let us try to apply the results above to estimate the size of field-of-view of an

adaptive device for retinoscopy. According to [11, 21] mean square aberration

caused by irregular distortions (N > 4) is about e2 ¼ 2.5. The desired level of

aberrations over the field-of-view for a diffraction limited image is e2¼ 0.15. So the

suppression factor should be Q ¼ 0.06. This is an “optimistic” estimation. In the

other case it may be supposed that a11 aberrations, including the large scale ones,

are to be corrected. In that case we obtain a “pessimistic” estimation of the

suppression factor of Q ¼ 0.005. To make use of these estimations we approxi-

mated the upper curve in Fig. 11.24 by an empiric formula Q¼ 0.78Z1.2. That leads

to an estimation of the isoplanatic patch angular size: a¼ (R/Dz)(Q/0.78)0.85, where
R is the eye pupil radius (in our case it was 4.5/2 ¼ 2.25 mm) and Dz is the distance

Fig. 11.23 The basic block

diagram of an eye inspection

system. (1) adaptive optic
unit, (2) phase corrector, (3)
inhomogeneous layer
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between the pupil and the distorting layer. Let us take here the worst possible

situation when the most intensive distortions lay near the outer surface of the eye. In

this case, Dz is also about 3.5 mm. These values lead to a field-of-view about of 4�.
These estimations are in a good accordance with experimental results [21].

Meanwhile, the typical fundus imager field of view is 15� and larger. Hence, it is
necessary to get information on the aberrations outside the isoplanatic region in

order to improve the resolution over the entire image.

For this purpose, first, it is necessary to make some theoretical estimations of

aberration distribution of the human eye. Using the Gullstrand model of the eye, the

dependence of the magnitudes of several aberrations on the angle was calculated

(Fig. 11.25) [20].

To obtain experimental data on the aberrations, the following approach was

used: first, the optical transfer function (OTF) according to the self-deconvolving

data reconstruction algorithm (SeDDaRA), described in [54], was reconstructed.

Then, Zernike polynomial amplitudes, which fit the OTF using a pyramidal recur-

sive algorithm [55], were found. If the nondisturbed image is f(x, y), OTF is h(x, y),
and the image taken by the system is g(x,y), then in the Fourier space (u, v):

Gðu; vÞ ¼ Fðu; vÞ 
 Hðu; vÞ þ Nðu; vÞ;

where G, F, H are the Fourier spectra of g, f, and h, correspondingly, N is the noise

spectrum. According to the original SeDDaRA algorithm, H can be estimated as:

Hðu; vÞ ¼ KG 
 S Gðu; vÞ � Nðu; vÞj jf g½ �aðu;vÞ; (11.2)

where KG is the real positive scalar chosen to ensure that |H|� 1, S is the smoothing

operator and a(u,v) is a tuning parameter. In Ref. [54] it is shown that, although the

best results require detailed knowledge of an averaged spectrum of undisturbed

image, a rather good result can be achieved if a is chosen as a some function of

angular coordinates. In our case, we used
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aðu; vÞ ¼ 1� e
�u2þv2

2
r2a

� �

 amax;

where ra and amax can be found as an approximation of a spectrum of a rather good

image. Such a function is chosen to leave low spatial frequency harmonics intact,

and to augment the higher frequency harmonics, that must restore the initial image.

Advantages of such an approach over iterative methods of blind deconvolution are

the fastness of calculations and effectiveness of image restoration. Figure 11.26

shows an example of the use of SeDDaRA algorithm on the retina images.

The OTF, found from formula (11.2), was then approximated by an OTF

calculated from the following equation:

~Hðu; v;~aÞ ¼ F̂ mðx; yÞ 
 e
2pi
oðx;y;~aÞ
l
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Fig. 11.25 Angular dependence of human eye aberrations, Gullstrand model (a), and simulated

interferograms: 0� (b), 5� (c) and 10� (d)
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Fig. 11.26 Initial (a), deconvolved by the use of SeDDaRA algorithm (b) images and the PSF (c)
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where ~a ¼ a0; a1; a2; . . . ; aNf g is a set of Zernike coefficient amplitudes, F̂ is

a Fourier transformation, and

oðx; y;~aÞ ¼
X
k

ak 
 Zkðx; yÞ

is the wavefront aberrations, expanded onto Zernike polynomials Zk, m(x,y) is the
pupil function, and l is the wavelength. We used a pyramidal approach [55] and the

Nelder-Mead [56] algorithm for minimization of the error function

Eð~aÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
u;v

~Hðu; v;~aÞ � Hðu; vÞ� �2s
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This algorithm showed good convergence in most cases (Fig. 11.27a).

Figure 11.28 shows dependencies of defocus and astigmatism magnitudes on the

angular position over the central part of the eye. Up to nine regions on the retina

were selected, each containing sharp details, like blood vessels seen in Fig. 11.26, in

order to let the algorithm work convergently. Results for two images, taken with

different focal adjustment, are shown. From Fig. 11.28b it is obvious that the

dependence of astigmatism is in a good agreement with calculated theoretically

from the Gullstrand model.

Thus, the angular behavior of aberrations is close to the model prediction. The

matching of experimental results and model eye predictions suggests that the

developed technique is suitable for investigations of spatially varied aberrations

typical of the human eye. This, in turn, shows that non-iterative deconvolution can

be a useful tool for increasing the field of view of the human eye AO systems, at

least for moderate angles.

11.9 Summary

We have considered several factors that limit the performance of adaptive optics

systems for ophthalmic diagnostics. While speckle effects can be successfully

mitigated by the described approaches, the anisoplanatic effects are still the subject

of investigations. The compensated field of view extension is crucial for successful

implementation of these adaptive optics techniques in clinical ophthalmic

diagnostics.
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Abstract

This chapter reviews light scattering spectroscopic techniques in which coherent

effects are critical because they define the structure of the spectrum. In the case of

elastic light scattering spectroscopy, the targets themselves, such as aerosol particles

in environmental science or cells and subcellular organelles in biomedical applica-

tions, play the role of microscopic optical resonators. In the case of inelastic light

scattering spectroscopy or Raman spectroscopy, the spectrum is created due to light

scattering from vibrations in molecules or optical phonons in solids. We will show

that light scattering spectroscopic techniques, both elastic and inelastic, are emerg-

ing as very useful tools in material and environmental science and in biomedicine.

12.1 Introduction

Optical spectroscopy is an important tool for understanding matter by means of its

interaction with electromagnetic radiation. There are important spectroscopic

methods where coherence of light does not play the essential role. At the same

time, in light scattering spectroscopy (LSS), coherent effects are critical since they

define the structure of the spectrum. In the case of elastic LSS, the targets them-

selves, such as aerosol particles in environmental science or cells and subcellular

organelles in biomedical applications, play the role of microscopic optical resona-

tors. Thus, the LSS spectrum depends on their size, shape, and optical properties,

such as refractive indices and absorption coefficients. In case of inelastic light

scattering spectroscopy or Raman spectroscopy, the spectrum is created due to light

scattering from vibrations in molecules or optical phonons in solids. We will show

that light scattering spectroscopic techniques, both elastic and inelastic, are emerg-

ing as very useful tools in material and environmental science and in biomedicine.

12.2 Principles of Light Scattering Spectroscopy

12.2.1 Light Scattering Spectroscopy

Not only does light scattered by cell nuclei have a characteristic angular distribution

peaked in the near-backward directions, but it also exhibits spectral variations typical
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for large particles. This information has been used to study the size and shape of small

particles such as colloids, water droplets, and cells [1]. The technique which utilizes

the fact that the scattering matrix, a fundamental property describing the scattering

event, depends not only on the scatterer’s size, shape, and relative refractive index but

also on the wavelength of the incident light is called light scattering spectroscopy or

LSS. LSS can be useful in biology and medicine as well.

Bigio et al. [2] and Mourant et al. [3] demonstrated that spectroscopic features of

elastically scattered light could be used to detect the transitional carcinoma of the

urinary bladder and adenoma and adenocarcinoma of the colon and rectum with

good accuracy. In 1997, Perelman et al. observed characteristic LSS spectral

behavior in the light backscattered from the nuclei of human intestinal cells [4].

The cells, approximately 15 mm long, affixed to glass slides in buffer solution,

formed a monolayer of contiguous cells similar to the epithelial lining of the colon

mucosa. In the experiments, an optical fiber probe (NA ¼ 0.22) was used to deliver

white light from a xenon arc lamp onto the sample and to collect the reflected

signal. After the measurement was performed, the cells were fixed and stained with

H&E, a dye that renders otherwise transparent cell nuclei visible under microscope

examination and is widely used in biology and medicine to examine tissue mor-

phology. Microphotographs of the monolayer were obtained, and the size distribu-

tion of the nuclei was measured. It centered at about 6 mm and had a standard

deviation of approximately 0.5 mm. Comparison of the experimentally measured

wavelength varying component of light backscattered by the cells with the values

calculated using the Mie theory and the size distribution of the cell nuclei deter-

mined by microscopy demonstrated that both spectra exhibit similar oscillatory

behavior. The fact that light scattered by a cell nucleus exhibits oscillatory behavior

with frequency depending on its size was used to develop a method of obtaining the

size distribution of the nuclei from the spectral variation of light backscattered by

biological tissues. This method was then successfully applied to diagnose precan-

cerous epithelia in several human organs in vivo [5, 6].

One very important aspect of LSS is its ability to detect and characterize

particles, which are well beyond the diffraction limit. Detection and characteriza-

tion of particles beyond the diffraction limit by LSS, specifically 260 nm particles,

has been recently demonstrated experimentally by Fang et al. [7] and Backman

et al. [8, 9]. As explained in Perelman and Backman [10], particles much larger than

the wavelength of light give rise to a prominent backscattering peak, and the larger

the particle, the sharper the peak. On the other hand, particles with sizes smaller than

the wavelength give rise to very different scattering behavior. The small particle

contribution dominates for large angles. It is important to note that this conclusion

does not require an assumption that the particles are spherical or homogenous.

12.2.2 Interaction of Light with Cells

Studies of light scattering by cells have a long history. The first publications in this

area investigated the angular dependence of the scattered light. Most of the
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experiments were performed at a single wavelength, and the angular distribution of

the scattered light was measured either with an array of photodetectors, fiber optics,

or CCD. Brunsting et al. initiated a series of experiments aiming to relate the internal

structure of living cells with the scattering pattern by measuring forward and near

forward scattering by cell suspensions [11]. This turned out to be one of the first

attempts to explain light scattering by cells using rigorous quantitative approaches.

The cell has complex structure with a very broad range of scatterer sizes: from

a few nanometers, the size of a macromolecule, to 7–10 mm, the size of a nucleus,

and to 20 mm, the size of the cell itself. Most cell organelles and inclusions are

themselves complex objects with spatially varying refractive index. On the other

hand, several studies have confirmed that many organelles such as mitochondria,

lysosomes, and nuclei do posses an average refractive index substantially different

from that of their surrounding and, therefore, viewing a cell as an object with

continuously or randomly varying refractive index is not accurate either. A more

accurate model acknowledges subcellular compartments of various sizes with

refractive index, though not constant over the compartment’s volume, but different

from that of the surrounding.

Despite this diversity (more than 200 different cell types have been identified),

cells have many common features [10]. A cell is bounded by a membrane,

a phospholipid bilayer approximately 10 nm in thickness with integral and periph-

eral proteins embedded in it. Two major cell compartments are the nucleus and the

surrounding cytoplasm. The cytoplasm contains organelles, which are metaboli-

cally active subcellular organs, and inclusions, which are metabolically inactive.

Mitochondria typically have the shape of a prolate spheroid. Their size varies

greatly even within a single cell. The large dimension of a mitochondrion may

range from 1 to 5 mm. The larger diameter typically varies between 0.2 and 0.8 mm.

The mitochondria are quite flexible and may easily change their shape. The

numbers of mitochondria differ depending on the cell size and its energy needs.

Endoplasmic reticulum is composed of tubules and flat sheets of membranes

distributed over the intracellular space. The outer diameter of these tubules ranges

from 30 to 100 nm. Their wall thickness is about 10 nm. There are two types of

endoplasmic reticulum: rough endoplasmic reticulum and smooth endoplasmic

reticulum. The rough endoplasmic reticulum differs from the smooth endoplasmic

reticulum in that it bears 20–25 nm spherical or sometimes spheroidal particles

called ribosomes.

Golgi apparatus is composed of a group of 4–10 flattened parallel membrane-

bounded cisternae and functions in the modification and packaging of the macro-

molecules. The overall thickness of this organelle can range from 100 to 400 nm.

Lysosomes are 250–800 nm organelles of various shapes. The numbers of

lysosomes are highly variant for different cells as well: the cells of membranous

epithelial lining of cervix, for example, contain just a few lysosomes, while

hepatocytes may possess a few hundred ones.

Peroxisomes are 200 nm to 1.0 mm spheroidal bodies of lower densities than

lysosomes that are more abandoned in the metabolically active cells such as

hepatocytes where they are counted in hundreds.
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Cytoskeleton is composed of filamentous arrays of proteins. Its three major

components are microtubules, which are about 25 nm in diameter with a wall

9 nm thick and a 15 nm lumen, 10 nm in diameter intermediate filaments, and

7 nm in diameter microfilaments.

Various cytoplasmic inclusions, such as lipids, glycogen, secretory granules, and

pigments, come in all different sizes ranging from 20 to 500 nm. They might be of

various shapes but usually appear to be near spherical. The surface roughness of an

inclusion can range from 2 to 40 nm.

Extensive studies of angular dependence of light scattering by cells using

a goniometer were carried out by Mourant et al. [12]. Measurements of light

scattering from cells and cell organelles were performed from 2� to 171� and

from 9� to 168�, respectively. In both cases, the unpolarized light was delivered

by a He-Ne laser at 632.8 nm. The angular resolution was about 0.5�, and most of

the data was taken for every 2�. The concentration of the cells was 105 cells/ml.

This concentration was chosen so that multiple scattering events would be rare. The

researchers used two types of cells in their experiments: immortalized rat embryo

fibroblast cells and a ras-transfected clone, which is highly tumorigenic. The cells

were suspended in phosphate-buffered saline and kept on ice. Nuclei and mito-

chondria were isolated from MR1 cells by standard methods and resuspended

mannitol sucrose buffer.

Not only organelles themselves but their components also can scatter light.

Finite-difference time-domain (FDTD) simulations provide means to study spectral

and angular features of light scattering by arbitrary particles of complex shape and

density. Using FDTD and choosing proper models, one can learn a great deal about

origins of light scattering.

Drezek et al. investigated the influence of cell morphology on the scattering

pattern [13] and found that the internal structure of an organelle does affect the

scattering at large angles but not in the forward or backward directions. In fact, this

finding is not paradoxical and should be expected: light scattered in the forward or

backward directions depends more on the larger structures within an organelle, for

example, the organelle itself. It samples average properties of the organelle, which

were kept constant in the simulations. On the other hand, smaller structures within

the organelle scatter strongly in the intermediate angles. Thus, light scattering at

these angles is influenced by its internal structure.

12.3 Applications of Light Scattering Spectroscopy

12.3.1 Measuring Size Distribution of Epithelial Cell Nuclei with
Light Scattering Spectroscopy

Enlarged nuclei are primary indicators of cancer, dysplasia, and cell regeneration in

most human tissues, and recent studies demonstrate that LSS can accurately detect

dysplasia clinically in the esophagus, colon, and bladder [4–6, 9].
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The hollow organs of the body are lined with a thin, highly cellular surface layer

of epithelial tissue, which is supported by underlying, relatively acellular connec-

tive tissue. In healthy tissues, the epithelium often consists of a single, well-

organized layer of cells with en face diameter of 10–20 mm and height of 25 mm.

In dysplastic epithelium, cells proliferate and their nuclei enlarge and appear darker

(hyperchromatic) when stained.

LSS can be used to measure these changes. Consider a beam of light incident on

an epithelial layer of tissue. A portion of this light is backscattered from the

epithelial nuclei, while the remainder is transmitted to deeper tissue layers, where

it undergoes multiple scattering and becomes randomized before returning to the

surface.

Epithelial nuclei can be treated as spheroidal Mie scatters with refractive

index, nn, which is higher than that of the surrounding cytoplasm, nc. Normal

nuclei have a characteristic diameter l ¼ 4–7 mm. In contrast, dysplastic

nuclei can be as large as 20 mm, occupying almost the entire cell volume.

In the visible range, where the wavelength l << l, the van de Hulst

approximation can be used to describe the elastic scattering cross section of

the nuclei:

ss l; lð Þ ¼ 1

2
pd2 1� sin 2d=lð Þ

d=l
þ sin d=lð Þ

d=l

� �2
 !

; (12.1)

with d ¼ p�l�(nn � nc). Equation (12.1) reveals a component of the scattering cross

section, which varies periodically with inverse wavelength. This, in turn, gives rise

to a periodic component in the tissue reflectance. Since the frequency of this

variation (in inverse wavelength space) is proportional to particle size, the nuclear

size distribution can be obtained from the Fourier transform of the periodic

component.

To test this, Perelman et al. [4] studied elastic light scattering from densely

packed layers of normal and T84 tumor human intestinal cells, affixed to glass

slides in buffer solution (Fig. 12.1). The diameters of the normal cell nuclei ranged

from 5 to 7 mm, and those of the tumor cells from 7 to 16 mm. The reflectance from

the samples exhibits distinct spectral features. The predictions of the Mie theory

were fit to the observed spectra. The fitting procedure used three parameters,

average size of the nucleus, standard deviation in size (a Gaussian size distribution

was assumed), and relative refractive index.

The solid line of Fig. 12.2 is the distribution extracted from the data, and

the dashed line shows the corresponding size distributions measured morphomet-

rically via light microscopy. The extracted and measured distributions for

both normal and T84 cell samples were in good agreement, indicating the validity

of the above physical picture and the accuracy of the method of extracting

information.
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Fig. 12.1 Microphotograph

of the isolated normal

intestinal epithelial cells

(panel a) and intestinal

malignant cell line T84

(panel b). Note the uniform
nuclear size distribution of the

normal epithelial cell (a) in
contrast to the T84 malignant

cell line, which at the same

magnification shows larger

nuclei and more variation in

nuclear size (b). Solid bars

equal 20 mm in each panel.

The cells were stained after

the LSS experiments were

performed (From Ref. [14])
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Fig. 12.2 Nuclear size

distributions. (a) Normal

intestinal cells; (b) T84 cells.

In each case, the solid line is
the distribution extracted

from the data, and the dashed
line is the distribution
measured using light

microscopy (From Ref. [4])
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12.3.2 Noninvasive Diagnostic Technology for Early Cancer
Detection

It is a well-known fact that often, when cancer is found, it is too late to treat it. Thus,

the most effective method of fighting cancer might be its prevention at an early

stage when precancerous changes are often confined to the superficial cellular layer

called the epithelium. The question is what noninvasive diagnostic technology can

be used to detect those early lesions, as they are microscopic, flat, and not readily

observable. Over the last decades, substantial progress has been made in medical

diagnostic technologies that target anatomic changes at the organ level. Such

techniques as magnetic resonance imaging (MRI) and spectroscopy (MRS), X-ray

computed tomography (X-ray CT), and ultrasound made it possible to “see through

the human body.” At the same time, there is clearly a need for the development of

diagnostic techniques that use our current knowledge of the cellular and subcellular

basis of disease. The diagnostic techniques applicable in situ (inside human body)

that can provide structural and functional information about the tissue at the cellular

and subcellular level – the kind of information that is currently obtainable only by

using methods requiring tissue removal – will have great implications on the

detection and prevention of disease as well as enabling targeted therapy.

12.3.3 Application of Light Scattering Spectroscopy to Barrett’s
Esophagus

Recently, Perelman et al. [6] observed periodic fine structure in diffuse reflectance

from Barrett’s esophagus (BE) of human subjects undergoing gastroenterological

endoscopy procedures. A schematic diagram of the proof-of-principle system used

to perform LSS is shown in Fig. 12.3. Immediately before biopsy, the reflectance

spectrum from that site was collected using an optical fiber probe. The probe was

inserted into the accessory channel of the endoscope and brought into gentle contact

with the mucosal surface of the esophagus. It delivered a weak pulse of white light

Fig. 12.3 Schematic

diagram of the proof-of-

principle LSS system (From

Ref. [6])
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to the tissue and collected the diffusely reflected light. The probe tip sampled tissue

over a circular spot approximately 1 mm2 in area. The pulse duration was 50 ms,

and the wavelength range was 350–650 nm. The optical probe caused a slight

indentation at the tissue surface that remained for 30–60 s. Using this indentation as

a target, the site was then carefully biopsied, and the sample was submitted for

histological examination. This insured that the site studied spectroscopically

matched the site evaluated histologically.

The reflected light was spectrally analyzed, and the spectra were stored in

a computer. The spectra consist of a large background from submucosal tissue,

on which is superimposed a small (2–3 %) component that is oscillatory in

wavelength because of scattering by cell nuclei in the mucosal layer. The amplitude

of this component is related to the surface density of epithelial nuclei (number

of nuclei per unit area). Because the area of tissue probed is fixed at 1 mm2, this

parameter is a measure of nuclear crowding. The shape of the spectrum over

the wavelength range is related to nuclear size. The difference in nuclear size

distributions extracted from the small oscillatory components for nondysplastic

and dysplastic BE sites is pronounced. The distribution of nuclei from the dysplas-

tic site is much broader than that from the nondysplastic site, and the peak diameter

is shifted from �7 mm to about �10 mm. In addition, both the relative number of

large cell nuclei (>10 mm) and the total number of nuclei are significantly

increased.

However, single scattering events cannot be measured directly in biological

tissue. Because of multiple scattering, information about tissue scatterers is

randomized as light propagates into the tissue, typically over one effective scatter-

ing length (0.5–1 mm, depending on the wavelength). Nevertheless, the light in the

thin layer at the tissue surface is not completely randomized. In this thin region, the

details of the elastic scattering process can be preserved. Therefore, the total signal

reflected from a tissue can be divided into two parts: single backscattering from the

uppermost tissue structures such as cell nuclei, and the background of diffusely

scattered light. To analyze the single scattering component of the reflected light, the

diffusive background must be removed. This can be achieved either by modeling

using diffuse reflectance spectroscopy [4, 15, 16] or by polarization background

subtraction [14].

Polarization background subtraction has the advantage of being less sensitive to

tissue variability. However, the diffuse reflectance spectroscopy has its own advan-

tages since it can provide valuable information about biochemical and morpholog-

ical organization of submucosa and degree of angiogenesis.

12.3.4 Diffuse Reflectance Spectroscopy of Colon Polyps
and Barrett’s Esophagus

A technique for modeling clinical tissue reflectance in terms of the underlying

tissue scatterers and absorbers, which is called diffuse reflectance spectroscopy,

was developed by Zonios et al. [15] in studies of colon polyps and applied by
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Georgakoudi et al. [16] to Barrett’s esophagus. This method provides both direct

physical insight and quantitative information about the tissue constituents that give

rise to the reflectance spectra.

The method described in Zonios et al. [15] is based on the diffusion approxima-

tion. It describes the tissue reflectance spectrum collected by a finite-sized probe

with an effective probe radius rc. Biological tissue is treated as a homogeneous

medium with wavelength-dependent absorption coefficient ma and reduced scatter-

ing coefficient m0s. Incident photons are absorbed and scattered in the tissue, with the
survivors eventually escaping from the tissue surface. A fraction of the escaping

diffusely reflected light is collected by a probe of finite size.

Starting with an expression derived by Farrell, Patterson and Wilson [17],

Zonios et al. [15] obtains analytical expression for the diffuse reflectance collected

by the probe:

RpðlÞ ¼ m0s
m0s þ ma

e�mz0 þ e�ð1þ4
3
AÞmz0 � z0

e�mr01

r01
� ð1þ 4

3
AÞz0 e

�mr02

r02

� �
; (12.2)

with m ¼ 3maðma þ m0sÞð Þ1=2, z0 ¼ 1
m0sþma

, r01 ¼ z20 þ r0c
2

� �1=2
, and

r02 ¼ z20ð1þ 4
3
AÞ2 þ r0c

2
� �1=2

. The parameter A depends in the known way on the

refractive index n of the medium. For a given probe geometry, there is an optimal

value of the effective probe radius rc, which can be determined by calibrating (12.2)

using the reflectance measurement of a tissue phantom with known optical

properties.

For the visible tissue reflectance spectra collected in colon [15] and BE [16],

researchers found hemoglobin (Hb) to be the only significant light absorber. To

account for both oxygenated and deoxygenated forms of Hb, the total absorption

coefficient, maðlÞ, is given by

ma lð Þ ¼ ln cHb a eHbO2
lð Þ þ 1� að Þ eHb lð Þ½ �ð Þ; (12.3)

where a is the Hb oxygen saturation parameter and cHb the total hemoglobin

concentration. The wavelength-dependent extinction coefficients (i.e., the e’s) of
both forms of hemoglobin are well documented [18].

To test the model, Zonios et al. [15] measured the reflectance spectra of a series

of tissue phantoms with known absorption and scattering properties. The phantom

reflectance spectra were accurately modeled by (12.2), using the known absorption

and scattering coefficients. By fitting (12.2) to the experimental phantom

data obtained using various values of Hb concentration, oxygen saturation, scatterer

size, and scatterer density, the authors found that the values of these parameters

could be recovered with accuracy of better than 10 % over the full range of

the four parameters. This established that the experimental spectra are

adequately described by the diffusion model and that the model could be used in

an inverse manner to extract the parameters from the spectra with reasonable

accuracy.
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Diffuse reflectance spectra were then collected from adenomatous polyps in 13

patients undergoing routine colonoscopy. The clinical data were analyzed using the

model and the known spectra of oxy- and deoxyhemoglobin to extract values of Hb

concentration and saturation and m0sðlÞ. For biological tissue, the reduced scattering
coefficient is the sum of contributions from the various tissue scatterers. Detailed

information about these individual scatterers is not presently known. Therefore, the

reduced scattering coefficient can be presented in the form m0sðlÞ ¼ rss
0
sðlÞ, with

the effective scattering density and s0sðlÞ the effective reduced scattering cross

section. With this, tissue scattering properties were modeled in an average way,

as if tissue contained a single, well-defined type of scatterer. In general, s0sðlÞ
depends on the refractive index, shape, and size of the scatterer, as well as on the

refractive index of the surrounding medium. Mie scattering theory was applied to

evaluate s0sðlÞ [18], assuming the scatterers to be homogeneous spheres of diameter

and relative refractive index n, s0sðlÞ.
Figure 12.4a shows typical diffuse reflectance spectra from one adenomatous

polyp site and one normal mucosa site. The model fits, also shown, are excellent.

Both the absorption dips and scattering slopes are sensitive functions of the fit

parameters, providing an inverse algorithm, which is sensitive to such features. The

inverse algorithm was applied to the clinical spectra, and values of the four

parameters for each site probed were obtained. These parameters provide valuable

information about the tissue properties.

Figure 12.4b shows a binary plot of effective scatter size versus Hb concentra-

tion. Adenomatous colon polyps were characterized by increased Hb concentration,

in agreement with the published results that precancerous tissues such as adeno-

matous polyps exhibit increased microvascular volume [19, 20]. The Hb oxygen

saturation was found to be approximately 60 %, on average, for both normal

mucosa and adenomatous polyps. This result is reasonable, inasmuch as the mea-

surements were essentially performed in the capillary network of the mucosa,

where oxygen is transferred from Hb to tissue. The authors also observed an

intrinsic differentiation in the scattering properties between the two tissue types

studied. For adenomatous polyps, the average effective scattering size was larger,

and the average effective scatterer density was smaller, as compared to normal

mucosa. The range of effective scattering sizes was in good agreement with that

reported for average scatterer sizes of biological cell suspensions [12].

Figure 12.5 shows typical diffuse reflectance spectra from one nondysplastic BE

site [16]. The analysis showed that the reduced scattering coefficient, ms0, of

Barrett’s esophagus tissue changes gradually during the progression from

nondysplastic, to low-grade, to high-grade dysplasia. Additionally, the wavelength

dependence of ms0 changes during the development of dysplasia. To describe these

changes, the authors [16] fit a straight line to m0sðlÞ and used the intercept at 0 nm

and slope of this line as additional to LSS diagnostic parameters (Fig. 12.6b).

Georgakoudi et al. [16] found that the scattering coefficient of tissue decreases

significantly during the development of dysplasia, suggesting that changes that are

not observed histopathologically are taking place within the lamina propria and

submucosa before the onset of invasion. The change in the slope of ms0 as a function
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Fig. 12.5 Reflectance

spectrum of a nondysplastic

BE site. Solid line,
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dashed line, model fit

(From Ref. [16])
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of wavelength suggests that the mean size of the tissue scattering particles is

changing. Crowding of the cells and nuclei of the epithelial layer may be respon-

sible for this change.

12.3.5 Polarization Background Subtraction

To study the spectrum of polarized backscattered light, Backman et al. [14]

employed an instrument that delivers collimated polarized light on tissue and

separates two orthogonal polarizations of backscattered light. In the system

described in [14] (Fig. 12.7), light from a broadband source (250 W CW tungsten

lamp) is collimated and then refocused with a small solid angle onto the sample,

using lenses and an aperture. A broadband polarizer linearly polarizes the incident

beam. In order to avoid specular reflectance, the incident beam is oriented at an

angle of �15� to the normal to the surface of the sample. The sample is illuminated

by a circular spot of light of 2 mm in diameter. The reflected light is collected in

a narrow cone (�0.015 rad), and two polarizations are separated by means of

a broadband polarizing beam splitter cube, which also serves as the analyzer. The

output from this analyzer is delivered through 200-mm-core-diameter optical fibers

into two channels of a multichannel spectroscope. This enables the spectra of both

components to be measured simultaneously in the range from 400 to 900 nm. The

studies have shown that the unpolarized component of the reflected light can be

canceled by subtracting I⊥ from I|| allowing the single scattering signal to be

extracted.

Backman et al. [14] performed experiments with cell monolayers. A thick layer

of gel containing BaSO4 and blood was placed underneath the cell monolayer to
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simulate underlying tissue. The predictions of Mie theory were fit to the observed

residual spectra. The fitting procedure used three parameters, average size of the

nucleus, standard deviation in size (a Gaussian size distribution was assumed), and

relative refractive index. For normal intestinal epithelial cells, the best fit was

obtained using d ¼ 5.0 mm, Dd ¼ 0.5 mm, and n ¼ 1.035 (Fig. 12.8a).

For T84 intestinal malignant cells, the corresponding values were d ¼ 9.8 mm,

Dd ¼ 1.5 mm, and n ¼ 1.04 (Fig. 12.8b). In order to check these results, the

distribution of the average size of the cell nuclei was measured by morphometry

on identical cell preparations that were processed in parallel for light microscopy.

The nuclear sizes and their standard deviations were found to be in very good

agreement with the parameters extracted fromMie theory. A histogram showing the

size distributions obtained for the normal intestinal epithelial cells and T84 cells is

shown in Fig. 12.8c. The accuracy of the average size is estimated to be 0.1 mm, and

the accuracy in n as 0.001. Note the larger value of n obtained for T84 intestinal

malignant cells, which is in agreement with the hyperchromaticity of cancer cell

nuclei observed in conventional histopathology of stained tissue sections.

The experiments [14] show that polarized light scattering spectroscopy is able to

distinguish between single backscattering from uppermost cells and the diffusive
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Fig. 12.7 Schematic diagram of the experiment with polarized light (From Ref. [14])
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background. It provides valuable information about the macroscopic properties of

the tissue. On the other hand, the single scattering component provides morpho-

logical information about living cells, which potentially has valuable biomedical

applications.

12.3.6 Clinical Detection of Dysplasia in Four Organs Using Light
Scattering Spectroscopy

The ability of LSS to diagnose dysplasia and CIS was tested in in vivo human

studies in four different organs and in three different types of epithelium: columnar

epithelia of the colon and Barrett’s esophagus, transitional epithelium of the urinary

bladder, and stratified squamous epithelium of the oral cavity [5, 21]. All clinical

studies were performed during routine endoscopic screening or surveillance pro-

cedures. In all of the studies, an optical fiber probe delivered white light from

a xenon arc lamp to the tissue surface and collected the returned light. The probe tip

was brought into gentle contact with the tissue to be studied. Immediately after the

measurement, a biopsy was taken from the same tissue site. The biopsied tissue was

prepared and examined histologically by an experienced pathologist in the
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conventional manner. The spectrum of the reflected light was analyzed, and the

nuclear size distribution determined. The majority of distributions of dysplastic cell

nuclei extended to larger size.

These size distributions were then used to obtain the percentage of nuclei larger

than 10 mm, and the total number of nuclei per unit area (population density). As

noted above, these parameters quantitatively characterize the degree of nuclear

enlargement and crowding, respectively.

Figure 12.9 displays these LSS parameters in binary plots to show the degree of

correlation with histological diagnoses. In all four organs, there is a clear distinction

between dysplastic and nondysplastic epithelium. Both dysplasia and CIS have

a higher percentage of enlarged nuclei and, on average, a higher population density,

which can be used as the basis for spectroscopic tissue diagnosis.
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These results show the promise of LSS as a real-time, minimally invasive

clinical tool for accurately and reliably classifying invisible dysplasia. Although

the presented data sets are limited in size, the effectiveness of LSS in diagnosing

early cancerous lesions is again clearly demonstrated, and this suggests the general

applicability of the technique.

12.3.7 Clinical Detection of Dysplasia in Barrett’s Esophagus Using
Light Scattering Spectroscopy

The studies in BE described in Perelman et al. [4], Backman et al. [5], and Wallace

et al. [6] were conducted at the Brigham and Women’s Hospital and the West

Roxbury Veterans Administration Medical Center. Patients undergoing surveil-

lance endoscopy for a diagnosis of Barrett’s esophagus or suspected carcinoma of

the esophagus were evaluated by systematic biopsy. In surveillance patients, biopsy

specimens were taken in four quadrants, every 2 cm of endoscopically visible

Barrett’s mucosa. In patients with suspected adenocarcinoma, biopsy specimens

for this study were taken from the Barrett’s mucosa adjacent to the tumor.

Spectra were collected by means of an optical fiber probe, inserted in the biopsy

channel of the gastroscope, and brought into gentle contact with the tissue. Each site

was biopsied immediately after the spectrum was taken. Because of the known

large interobserver variation [22], the histology slides were examined indepen-

dently by four expert GI pathologists. Sites were classified as NDB, IND, LGD, or

HGD. Based on the average diagnosis [23, 24] of the four pathologists, 4 sites were

diagnosed as HGD, 8 as LGD, 12 as IND, and 52 as NDB.

To establish diagnostic criteria, eight samples were selected as a “modeling set,”

and the extracted nuclear size distributions were compared to the corresponding

histology findings. From this, the authors decided to classify a site as dysplasia if

more than 30 % of the nuclei were enlarged, with “enlarged” defined as exceeding

a 10-mm threshold diameter, and classified as nondysplasia otherwise. The

remaining 68 samples were analyzed using this criterion. Averaging the diagnoses

of the four pathologists [22], the sensitivity and specificity of detecting dysplasia

were both 90 %, with dysplasia defined as LGD or HGD, and nondysplasia defined

as NDB or IND, an excellent result, given the limitations of interobserver agree-

ment among pathologists.

To further study the diagnostic potential of LSS, the entire data set was then

evaluated adding a second criterion, the population density of surface nuclei

(number per unit area), as a measure of crowding. The resulting binary plot

(Fig. 12.10) reveals a progressively increasing population of enlarged and crowded

nuclei with increasing histological grade of dysplasia, with the NDB samples

grouped near the lower left corner and the HGD samples at the upper right. Using

logistic regression [25], the samples were then classified by histological grade as

a function of the two diagnostic criteria. The percentage agreements between

LSS and the average and consensus diagnoses (at least three pathologists in

agreement) were 80 % and 90 %, respectively. This is much higher than that
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between the individual pathologists and the average diagnoses of their three

colleagues, which ranged from 62 % to 66 %, and this was also reflected in the

kappa statistic values [6].

12.3.8 Imaging Dysplasia in Barrett’s Esophagus Using Endoscopic
Polarized Scanning Spectroscopic Instrument

The instrument described in the above sections was capable of collecting data at

randomly selected sites by manually positioning the probe. The sites were then

biopsied, the data were processed off-line, and a comparison with biopsy results

was made when the pathology information became available. The high correlation

between spectroscopic results and pathology was sufficiently promising to justify

the development of the clinical device, which is reviewed herein.

The clinical endoscopic polarized scanning spectroscopic (EPSS) instrument

[26, 27] is compatible with existing endoscopes (Fig. 12.11). It scans large areas of

the esophagus chosen by the physician and has the software and algorithms

necessary to obtain quantitative, objective data about tissue structure and compo-

sition, which can be translated into diagnostic information in real time. This enables

the physician to take confirming biopsies at suspicious sites and minimize the

number of biopsies taken at nondysplastic sites.

The instrument detects polarized light coming primarily from the epithelial

layer. Although principally using the polarization technique to extract diagnostic

information about dysplasia, the EPSS instrument can also sum the two polariza-

tions to permit the use of diffuse reflectance spectroscopy, which also can provide

information about early stages of adenocarcinoma [16].

The EPSS instrument is a significant advance over the single-point fiber-optic

instrument in that (1) it scans the esophagus and has the software and algorithms

necessary to obtain quantitative, objective data about tissue structure and compo-

sition, which can be translated into diagnostic information and guide biopsy in real

time; (2) it employs collimated illumination and collection optics, which enables

the instrument to generate maps of epithelial tissue not affected by the distance
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between the probe tip and the mucosal surface, making it dramatically less sensitive

to peristaltic motion; (3) it incorporates both the polarization technique for remov-

ing the unwanted background in the LSS signal, and single backscattering in the

diffuse reflectance spectroscopy signal; (4) it integrates the data analysis software

with the instrument in order to provide the physician with real-time diagnostic

information; and (5) it combines LSS information with diffuse reflectance spec-

troscopy information measured by the same instrument, thereby improving the

diagnostic assessment capability.

The instrument makes use of commercially available gastroscopes and video

processors. A standard PC is adapted to control the system. Commercially available

spectrometers are also employed.

For use during endoscopy, the polarized scanning fiber-optic probe is inserted

into the working channel of a standard gastroendoscope (e.g., Olympus GIF-H180

used in the procedures reported below) and the gastroenterologist introduces the

endoscope through the mouth. Spectroscopy of the entire Barrett’s segment is

performed by scanning adjacent sections, 2 cm in length, with the polarized

scanning probe as follows. The endoscope tip is positioned, and the probe is

Probe
control box

Multichannel
spectrometer

Light source

Probe exiting
working channel

Parabolic mirror

Polarizers

Probe

Endoscope

Linear
drive motor

Rotary
drive motor

Fig. 12.11 Clinical EPSS instrument. The EPSS instrument is shown in the endoscopy suite

before the clinical procedure, with the scanning probe inserted into the working channel of an

endoscope. The insets show details of the scanning probe tip and the control box (From Ref. [26])
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extended 2 cm beyond the endoscope tip, placing it at the distal boundary of a BE

region chosen for examination. One complete rotary scan of the esophageal wall is

completed. The probe is withdrawn linearly 2 mm back into the endoscope tip, and

another rotary scan is completed. This is repeated for 10 rotary scans so that an

entire 2 cm length of BE is scanned; then, the endoscope tip is withdrawn 2 cm, and

the next length of BE is examined. Currently, the instrument collects 30 data points

for each rotary scan and performs ten steps during a linear scan (2 mm per step),

collecting 300 data points in 2 min for each 2 cm segment of BE. We estimate that

the scanning time can be reduced to as little as 20 s by utilizing a more efficient

scanning mechanism.

We checked the performance of the EPSS instrument in experiments using

freshly resected bovine esophagi. An intact bovine esophagus was mounted verti-

cally, and an Olympus GIF-H180 clinical endoscope was inserted. The esophagus

was scanned point-by-point, and the data were recorded. We then performed

histological examination of the sites where the PLSS data were collected (see

supplementary section of [26] for more detailed methods). Comparing nuclear

sizes in the H&E image with the PLSS result, we observed reasonable agreement

(Fig. 12.12).

We performed in vivo measurements using EPSS during ten routine clinical

endoscopic procedures for patients with suspected dysplasia at the Interventional

Endoscopy Center (IEC) at Beth Israel Deaconess Medical Center (BIDMC).

Patients reporting to the IEC at BIDMC had undergone initial screening at other

institutions and were referred with confirmed BE and suspicion of dysplasia.

Our protocols were reviewed and approved by the BIDMC Institutional Review

Board.

Patients reporting for routine screening of Barrett’s esophagus who had

consented to participate in our study were examined. The EPSS polarized fiber-

optic probe was inserted into the working channel of the gastroendoscope, and the

gastroenterologist introduced the endoscope through the mouth. The EPSS instru-

ment performed optical scanning of each complete, continuous region of the

luminal esophageal wall chosen for examination by the gastroenterologist. Data

from the optical scans were recorded for each linear and angular position of the

probe tip as parallel and perpendicular polarization reflectance spectra, corrected

for light source intensity and lineshape. The backscattering spectrum at each

individual spatial location was extracted by subtracting perpendicular from parallel

polarized reflectance spectra. The backscattering spectra were then normalized to

remove amplitude variations due to peristalsis. The mean of the normalized spectra

was calculated. The difference from the mean for each site was calculated, squared,

and summed over all spectral points. A site was considered likely to be dysplastic if

this parameter was greater than 10 % of the summed mean squared. No data points

are needed for calibration of this simple diagnostic rule. This analysis is straight-

forward and can be done in real time. By extracting the nuclear size distributions

from the backscattering spectra for each individual spatial location, we found that

this simple rule is approximately equivalent to a contribution of greater than 25 %

from enlarged nuclei over 10 mm in diameter (Fig. 12.13).
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Two observations support the clinical feasibility of this method. First, spectro-

scopic data collected during clinical procedures confirm that the polarization

technique is very effective in removing unwanted background signals. Second,

the issue of peristaltic motion is addressed in the EPSS instrument. During

a procedure, it is difficult to maintain a fixed distance between the optical probe

head and the esophageal surface, due to peristaltic motion and other factors.

Therefore, an important feature of the EPSS instrument is its ability to collect

spectra of epithelial tissue that are not affected by the orientation or distance of the

distal probe tip to the mucosal surface. This is achieved with collimated illumina-

tion and collection optics. Analysis of parallel polarization spectra collected at ten

BE locations during a standard clinical procedure showed that although amplitudes

of the spectra differ from point to point, the spectral shape is practically unchanged,

and, more importantly, the oscillatory structure containing diagnostically signifi-

cant information is intact.
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During the initial stage of the project, we collected a total of 22,800 EPSS

spectra in ten clinical procedures, covering the entire scanned regions of the

esophagus. We validated the capabilities of the clinical method by comparing

EPSS data with subsequent pathology at each location where biopsies were taken.

For the first two patients, pathology was reported per quadrant not per biopsy. For

the other patients, 95 biopsies were collected at EPSS locations given by their

distances from the mouthpiece of the endoscope and their angles relative to the start

of the EPSS scan. Pathological examination revealed a total of 13 dysplastic sites

out of which 9 were high-grade dysplasia (HGD). The rest of the sites were

diagnosed as nondysplastic BE.

The diagnostic parameters for each EPSS location were extracted from the

backscattering spectra, that is, the residuals of the parallel and perpendicular

spectral components collected by the EPSS instrument. The results are presented

in the form of pseudocolor maps. Double-blind comparison of the EPSS maps with

the biopsy reports revealed 11 true positive (TP) sites, 3 false positive (FP) sites, 80

true negative (TN) sites, and 1 false negative (FN) site. Thus, EPSS measurements

are characterized by sensitivity of 92 % and specificity of 96 %.

Several BE patients enrolled in our study who underwent routine endoscopy and

biopsy with EPSS, pathology revealed no dysplasia, and the patients were

dismissed. However, in some of these patients, the EPSS scan indicated probable

sites of focal dysplasia, which were located in regions where biopsies had not been

taken. One of the patients was recalled, and biopsies were taken at the three sites

indicated by EPSS in addition to the standard-of-care protocol. Pathology con-

firmed HGD in all three EPSS-directed biopsies and one more HGD at a point

located between two EPSS-indicated sites (Fig. 12.14). The latter site, considered to
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Fig. 12.13 Nuclear size distributions for one high-grade dysplasia site and one nondysplastic site

in BE of one of the patients. Dark (red and pink online) regions of the map indicate areas

suspicious for dysplasia based on nuclear size distributions extracted from the backscattering

spectra for each individual spatial location. Nondysplastic BE sites had nuclear size distributions

centered about 5–6 mm diameter, while sites marked as suspicious for dysplasia have nuclear size

distributions with a main peak centered from 9 to 15 mm. The arrows indicate the specific locations
on the esophageal surface from which the size distributions extracted from the polarized LSS data

(From Ref. [26])
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be a false negative, is very close to the sites indicated by EPSS and may arise from

imperfect correspondence of actual biopsy site with EPSS-mapped site (a problem

which will be addressed in future instrument and algorithm development). The

patient now has been given radio frequency ablation (RFA) treatment.

These focal dysplasias missed by standard-of-care procedures, which blindly

biopsy a tiny fraction of esophageal tissue according to a prescribed protocol, but

were caught and confirmed by the capability of EPSS to examine the entire

esophageal epithelium millimeter-by-millimeter and detect dysplastic cells –

enabling early treatment and in all likelihood saving patients’ esophagi, and

perhaps their lives.

The frequency of dysplasia in our patient sample is consistent with that of the

prescreened patient population referred to the BIDMC IEC for confirmation and

treatment but is higher than would be expected in the general BE patient population.

In fact, the rarity of HGD detection in the general population of BE patients

underscores the importance of having a more comprehensive and effective method

for gastroesophageal cancer screening.

12.4 Confocal Light Absorption and Scattering Spectroscopic
Microscopy

Recently, a new type of microscopy that employs intrinsic optical properties of

tissue as a source of contrast has been developed [28]. This technique, called

confocal light absorption and scattering spectroscopic (CLASS) microscopy, com-

bines LSS with confocal microscopy. In CLASS microscopy, light scattering

EPSS-guided biopsies

Follow up Location with invisible HGD
(34 cm, 360°)

Fig. 12.14 Biopsies taken during the initial and follow-up endoscopy procedures for patient A,

overlaid on the EPSS map acquired during the initial procedure (left panel). Three follow-up

biopsies were guided by the EPSS map and pathology confirmed HGD for each (indicated at 360�).
High-resolution endoscopic (HRE) image of a location with invisible HGD (right panel) with
narrow band imaging (NBI) enabled. Video capture was acquired in subject A at one of the

locations where invisible dysplasia was missed by visual examination by HRE with NBI, but

located by EPSS, and later confirmed by pathology. The site is marked by an arrow. Note that the
site is visually indistinguishable from the surrounding nondysplastic BE tissue (From Ref. [26])
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spectra are the source of the contrast. Another important aspect of LSS is its ability

to detect and characterize particles well beyond the diffraction limit.

A schematic of the CLASS microscope is shown in Fig. 12.15. System design of

the CLASS microscope provided for broadband illumination with either a Xe arc

lamp for the measurements performed on extracted organelles in suspension or

a supercontinuum laser (Fianium SC-450-2) for the measurements performed on

organelles in living cells. Both sources used an optical fiber to deliver light to the

sample. To insure that CLASS microscopy detects organelles inside living cells and

correctly identifies them, Itzkan et al. [28] complimented the CLASS instrument

with a wide field fluorescence microscopy arm, which shares a major part of the

CLASS optical train.

Depth-sectioning characteristics of a CLASS microscope can be determined by

translating a mirror located near the focal point and aligned normal to the optical

axis of the objective using five wavelengths spanning the principal spectral range of

the instrument (Fig. 12.16). The half-width of the detected signal is approximately

2 mm, which is close to the theoretical value for the 30 mm pinhole and 36�
objective used [29]. In addition, the shapes of all five spectra shown in Fig. 12.16

are almost identical (500, 550, 600, 650 and 700 nm), which demonstrates the

excellent chromatic characteristics of the instrument. Small maxima and minima on
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Fig. 12.15 Schematic of the prototype CLASS/fluorescence microscope (From Ref. [28])
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either side of the main peak are due to diffraction from the pinhole. The asymmetry

is due to spherical aberration in the reflective objective [30].

Itzkan et al. [28] tested the combined CLASS/fluorescence instrument on sus-

pensions of carboxylate-modified Invitrogen microspheres, which exhibit red fluo-

rescence emission at a wavelength of 605 nm with excitation at 580 nm. The

microspheres were effectively constrained to a single-layer geometry by two thin

microscope slides coated with a refractive index matching optical gel. Figure 12.17a

shows (from left to right) the fluorescence image of the layer of 1.9-mm-diameter

microspheres, the image reconstructed from the CLASS data, and the overlay of the

images. Figure 12.17b shows a mixture of three sizes of fluorescent beads with sizes

0.5, 1.1, and 1.9 mm mixed in a ratio of 4:2:1. Note the misleading size information

evident in the conventional fluorescence images. A 0.5-mm microsphere which is

either close to the focal plane of the fluorescence microscope or carries a high load

of fluorescent label produces a spot which is significantly larger than the micro-

sphere’s actual size. The CLASS image (middle of Fig. 12.17b), on the other hand,

does not make this error and correctly reconstructs the real size of the microsphere.

One also can see that prior fluorescence labeling does not affect the determination

of the objects with CLASS measurements.

To confirm the ability of CLASS to detect and identify specific organelles in

a live cell, Itzkan et al. [28] performed simultaneous CLASS and fluorescence

imaging of live 16HBE14o- human bronchial epithelial cells, with the lysosomes

stained with a lysosome-specific fluorescent dye. The fluorescence image of the

bronchial epithelial cell, the CLASS reconstructed image of the lysosomes, and the

overlay of two images are provided in Fig. 12.17c. The overall agreement is very

good; however, as expected, there is not always a precise, one-to-one correspon-

dence between organelles appearing in the CLASS image and the fluorescence

image. This is because the CLASS image comes from a single, well-defined

confocal image plane within the cell, while the fluorescence image comes from

several focal “planes” within the cell, throughout the thicker depth of field produced
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by the conventional fluorescence microscope. Thus, in the fluorescence image,

Itzkan et al. [28] observe the superposition of several focal “planes” and therefore

additional organelles above and below those in the single, well-defined confocal

image plane of the CLASS microscope.

Figure 12.18 shows the ability of CLASS microscopy to do time sequencing on

a single cell. The cell was incubated with DHA for 21 h. The time indicated in each

image is the time elapsed after the cell was removed from the incubator. In this

figure, the nucleus, which appears as the large blue organelle, has its actual shape

Fig. 12.17 Fluorescence image of the suspensions of carboxylate-modified 1.9-mm-diameter

microspheres exhibiting red fluorescence (left side), the image reconstructed from the CLASS

data (middle), and the overlay of the images (right side) (a). Image of the mixture of three sizes of

fluorescent beads with sizes 0.5, 1.1, and 1.9 mm mixed in a ratio of 4:2:1 (left side), the image

reconstructed from the CLASS data (middle), and the overlay of the images (right side) (b). Image

of live 16HBE14o- human bronchial epithelial cells with lysosomes stained with lysosome-

specific fluorescence dye (left side), the image reconstructed from the CLASS data (middle), and
the overlay of the images (right side) (c) (From Ref. [28])
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and density reconstructed from the CLASS spectra. The remaining individual

organelles reconstructed from the CLASS spectra are represented simply as spher-

oids whose size, elongation, and color indicate different organelles. The shape of

the nucleus has changed dramatically by the third hour, and the nuclear density,

indicated by color depth, has decreased with time. The organelles are almost

completely vanished by 4 h.

Since CLASS microscopy requires no exogenous labels, thus avoiding their

potential interference with cell processes, it is applicable to viable cell and tissue

preparations, enabling the observation of cell and organelle functioning at scales on

the order of 100 nm. Applications for CLASS microscopy in such diverse areas as

prenatal diagnosis, in vitro fertilization (IVF), or drug discovery are all linked by

the potential of this technique to observe functional intracellular processes

nondestructively.

Human embryo development and quality, as well as response to environmental

factors, might be monitored progressively at all critical stages, using CLASS. Since

the CLASS measurement is nondestructive and requires no exogenous chemicals,

a given embryo in vitro could be monitored over time before implantation. These

kinds of progression studies are not possible with the techniques currently

available.

An important part of the drug discovery process is to monitor changes in

organelle morphology in cells treated with compounds being screened for

Fig. 12.18 The time sequence of CLASS microscope reconstructed images of a single cell. The

cell was treated with DHA and incubated for 21 h. The time indicated in each image is the time

elapsed after the cell was removed from the incubator (From Ref. [28])
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therapeutic or toxic effects. Currently, imaging using numerous fluorescence

markers [31] and electron microscopy using nonviable cell preparations [32–34]

are being used to detect these changes. However, CLASS could be used to monitor

organelle responses in multiple cell lines in parallel, in real time, using viable cells

with no exogenous markers. Not only would CLASS enable more rapid screening

but also would provide results more likely to be predictive of animal and ultimately

human outcomes.

12.5 Principles of Raman Scattering Spectroscopy

The Raman effect, known since the early 1920s, is an inelastic light scattering

process. Energy is exchanged between the incident field and the scattering medium,

leaving each in a different state as a result of the scattering event. Typically, the

quanta exchanged are on the order of molecular vibrational energies. The frequency

of the scattered light may be lower than (Stokes scattering) or higher than (anti-

Stokes scattering) that of the incident light, and the scattering molecules will be left

in higher or lower vibrational states, respectively.

The change in frequency in the scattered light corresponds to the energy differ-

ence between the initial and final vibrational states of the scattering molecule and is

independent of the incident light wavelength. Hence, the typical Raman scattering

spectrum represents the ground state vibrational spectrum of molecules in the

scattering medium and is therefore unique to each molecular species. The Raman

spectrum displays the intensity of scattered light as a function of the difference in

frequency between the scattered and the incident light. Since each molecular

species has its own unique set of molecular vibrations, the Raman spectrum of

a particular species will consist of a series of peaks or bands of scattered light, each

shifted from the incident light frequency by one of the characteristic vibrational

frequencies of that molecule.

Though the effect has been known for almost a century, it is only within the last

few decades that Raman spectroscopy has flourished as a powerful molecular

spectroscopy technique. Widespread use had to await the advent of lasers and

more recently high quantum efficiency detectors to compensate for the extremely

low efficiency of Raman scattering. The intensity of Stokes Raman-scattered light

is typically 10�7 to 10�15 the intensity of the excitation light, and for anti-Stokes

Raman, it is even less. Thus, real-time monitoring or detection of Raman scattering

spectra was not practical until the commercial development of lasers and subse-

quent advances in detector technology, which in turn facilitated an enormous

number of applications and growth in the related Raman literature (see, e.g., Ref.

[35] and its citations, Refs. [36, 37, 38]).

In this chapter, we will limit the discussion of Raman spectroscopy to two of the

most exciting developments of the past decade: biomedical near-infrared Raman

spectroscopy (NIRRS), for in vivo medical diagnosis, and surface-enhanced Raman

spectroscopy (SERS) for biological, biomedical, and nanotechnology-related

material science.
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12.6 Applications of Raman Spectroscopy

12.6.1 Near-Infrared Raman Spectroscopy for In Vivo Biomedical
Applications

Technological advances in excitation sources, spectrographs, detectors, and optical

fibers, as well as realization that Raman spectroscopy can provide chemical com-

position, molecular structure, and molecular interactions in cells and tissues,

brought substantial interest to the medical applications of near-infrared Raman

spectroscopy. These applications and corresponding instrumentation have been

most recently reviewed by several authors [38–43]. We will summarize major

issues and successes of near-infrared Raman spectroscopy (NIRRS) using material

from these reviews and adding results reported later.

Figure 12.19 is a depiction of a generic Raman system. The excitation source

sends light to the sample. The collector directs the scattered light through the

excitation rejection filter into the spectrograph. The excitation rejection filter blocks

light at the excitation wavelength from reaching the spectrograph. The spectrograph

disperses the scattered light so that light intensity at each wavelength can be

measured. The detector transforms the light exiting the spectrograph into electrical

signals so that the radiation at each wavelength is still distinguishable. The signals

are then digitized and sent to a computer, where all signal processing and spectrum

extraction is produced. Each component of the system has been dramatically

improved in the last 5–10 years to enable successful in vivo biomedical applica-

tions. First, we will discuss the spectral range for the system.

12.6.2 Why Near-Infrared Excitation?

Most biological tissues fluoresce when excited by visible or near UV wavelengths

(within 300–700 nm), and the fluorescence is usually a broadband signal within the

same spectral range as the Stokes Raman spectrum. In most tissues, the fluores-

cence cross section is about 6 orders of magnitude stronger than the Stokes Raman

cross section; thus, the fluorescence signal can overwhelm the tissue Raman

spectrum. Two strategies for reducing fluorescence interference are to use near-

infrared (NIR) excitation or UV resonance excitation (Fig. 12.20, modified from

Ref. [40]).

As one can see from Fig. 12.20, Raman scattering at different excitation wave-

lengths, UV, visible, and NIR, produces the same change in vibrational energy;

therefore, the excitation wavelength can be chosen to avoid spectral interference by

fluorescence. For visible excitation, the fluorescence light frequency and Raman-

scattered light frequency are similar. This leads to intense fluorescence background

in visible excitation Raman spectra. NIR light has too low frequency to excite

fluorescence, while for UV excitation, the fluorescence light frequency is much

lower than the Raman-scattered light frequency. Hence, using UV or NIR excita-

tion can reduce fluorescence background in the Raman spectrum.
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Most materials, including tissue, exhibit reduced fluorescence emission as the

excitation wavelength increases into the NIR region. Thus, fluorescence interfer-

ence in tissue Raman spectra can be greatly reduced by using NIR excitation.

Another approach would be to use excitation wavelengths in the ultraviolet (UV)

range. Background fluorescence is suppressed in tissue Raman spectra for

Sample

Spectrograph Detector

Computer

Excitation Source

Spectrograph

Excitation
rejection
filter

Detector

Computer
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Fig. 12.19 Block diagram for generic Raman system
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300-700 nm
(Fluorescence)

Near IR
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vex vR
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Fig. 12.20 Raman effect: UV, visible, and NIR excitation strategies. S0, ground electronic state;

S1 and S2, excited electronic states. The horizontal lines indicate vibrational energy levels. The

diagram shows how a molecule in the ground state, S0, can make a transition from the lowest

vibrational level to the first excited vibrational level by means of Raman scattering. Thin upper
arrows indicate the frequency of the laser excitation light; thin down-arrows indicate frequency of
the Raman-scattered light. The difference in length between thin up- and down-arrows indicates
molecular vibration frequency. Thick arrows indicate frequency of the fluorescence light
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excitation wavelengths below about 270 nm. However, the tissue penetration of the

UV excitation is limited (tens of microns), and, in addition, it has a risk of causing

tissue damage through mutagenesis.

12.6.3 Near-Infrared Raman Spectroscopy System

Currently, the two most commonly used instrument design approaches for acquir-

ing Raman spectra in the NIR spectral range are the Fourier transform (FT)

spectrometer and the dispersive imaging spectrograph. The FT-Raman spectrome-

ter was introduced earlier (in the 1980s). Usually a Nd:YAG laser (a flash lamp or

diode-pumped solid-state laser emitting at 1,064 nm) is used to excite the sample,

and the resulting Raman signal is detected using an interferometer with a single-

element detector. Nd:YAG lasers have excellent beam quality and a range of

available power. When diode lasers replace the lamp as a source of optical pumping

for these lasers, it reduces thermal effects and improves pumping stability, thus

increasing the overall S/N by reducing flicker noise.

High-throughput and averaging rate makes FT-Raman systems attractive for

biomedical applications. In addition, the introduction of high-quality solid-state

lasers and laser diodes at different wavelengths and detectors with high sensitivity,

S/N, and broad dynamic range for these wavelengths provides the FT-based Raman

spectrometer with flexibility unsurpassed by dispersive systems, especially, for

in vitro applications. However, for in vivo applications, FT-based systems are

much too bulky and vibration sensitive. There are some attempts to make the

scanning interferometer for the Fourier transform without mechanically moving

parts. So far, they have not reached an acceptable level of performance or cost-

effectiveness.

The present state-of-the-art NIRRS instrument for in vivo applications capable

of rapid collection of spectra in a mobile and physician-friendly setup is based on

the dispersive system. This system consists of a NIR semiconductor laser, a suitable

fiber-optic probe that illuminates the tissue with laser light and collects scattered

light, and a high numerical aperture imaging spectrograph equipped with a cooled

CCD camera that are both optimized for the NIR region. This system has

a limitation of how far into the NIR spectral range the excitation can be moved to

suppress fluorescence of tissue. Most CCD detectors in use today are silicon based.

Their sensitivity rolls off sharply at 1,000 nm. There are specially developed silicon

CCD arrays sensitive to 1,100 nm, with low quantum efficiency after 1,000 nm.

Thus, excitation wavelengths longer than �800 nm would not be useful with this

detector for observing vibrational transitions above about 2,500 cm�1, although

tissue fluorescence still can be substantial with this 800 nm excitation. Hanlon et al.

[40] discussed several experimental and mathematical methods, which can be used

for reducing the fluorescence component of biological Raman spectra. However,

the fluorescence signal decreases the useful dynamic range of the CCD detector and

that can be a critical issue for measurements of trace chemical species in the tissue

or when high resolution of measurements is required.
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Despite these limitations, cooled CCD-based systems with compact high-quality

imaging spectrographs and semiconductor lasers are the preferred configuration for

clinical NIRRS systems.

Recently, the advances in the integrated circuits development led to develop-

ment of InGaAs photodiode array detectors hybridized with a CMOS readout

multiplexer (e.g., Sensors Unlimited, Inc., Princeton, NJ) that should provide

improved noise characteristics. The InGaAs photodiode has a spectral response

from 900 to 1,700 nm with quantum efficiency greater than 70 % from 1,000 to

1,600 nm. Use of this type of detector should allow using semiconductor lasers with

wavelengths well above 1,000 nm, further diminishing the tissue fluorescence

background and broadening the range of biomedical applications for NIRRS.

In NIRRS, the two most widely used dispersive spectrograph configurations are

the off-axis reflective and the axial transmissive [44, 45]. The off-axis reflective

configuration is the Czerny-Turner design with off-axis mirrors as collimators and

reflective gratings in the collimated space. The off-axis configuration suffers from

strong astigmatism, which can be greatly reduced by using toroidal mirrors for

collimation (see, e.g., SpectraPro series from Acton Research Corporation, Acton,

MA). The spectrographs with this configuration are generally available with

f-number not less than 4. As a result, the numerical aperture of the entering beam

has to be limited to reduce the stray light in the spectrograph. This is especially

important for fiber probe collection since the numerical aperture of the entering

beam is limited by the probe fiber numerical aperture [46].

Relatively few design options are available on the market for the dispersive

spectrograph with axial transmissive configuration (see, e.g., HoloSpec series from

Kaiser Optical Systems, Inc., Ann Arbor, MI). This transmissive configuration uses

lenses to collimate the beam and places them very close to a volume holographic

transmissive diffraction grating. This permits f-numbers <4 without compromising

on resolution and provides a very compact commercial package. As a result, this

configuration allows for efficient coupling with fiber-optic probes. It was shown

that this configuration has an advantage of about 2 or more over the off-axis

reflective design [47]. Usually multielement lenses are required to provide

adequate chromatic correction for Raman spectra and have good quality over the

image plane [48].

The main disadvantage of the axial transmissive configuration is wavelength

inflexibility. Fixed gratings may need to be changed for different excitation wave-

lengths or detection ranges. The low f-number lenses can be chromatically

corrected only for a limited wavelength range, thus requiring refocusing or chang-

ing lenses for different excitation wavelengths as well.

12.6.4 Rejection Filter

Another critical component is the excitation rejection filter. The intensity of the

Raman-scattered signal in NIR is about 10�10 times that of the excitation intensity;

thus, the backscattered excitation light should be rejected from getting into the
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spectrograph and, if possible, into the collection fiber. The current choice for

achieving this rejection is a notch rejection filter. This filter usually transmits

about 10�4 to 10�8 in a narrow band at the wavelength of the excitation laser and

about 80 % for the wavelength regions of the Stokes and anti-Stokes Raman

spectra. The most popular choice for excitation rejection filters in Raman spectros-

copy is the holographic filters. Holographic notch filters are excellent filters for

removing the laser line and are available in a variety of wavelengths (see, e.g.,

holographic notch filters from Kaiser Optical Systems, Inc., Ann Arbor, MI; www.

kosi.com). They have practically replaced the second and third stages of traditional

Raman spectrometers [49]. The holographic notch filters are widely used in

a variety of NIRRS applications and provide excellent performance. It should be

mentioned that another choice for the rejection notch filter could be a multiplayer

dielectric interference filter (see, e.g., Omega Optical Inc., Brattleboro, VT; www.

omegafilters.com). These filters can provide rejection on the laser wavelength

greater than five orders with the Raman spectra �70 %. The advantage of these

filters is that they are relatively inexpensive. The major drawback is that there is

filter ringing at the Raman-scattered wavelengths caused by the multilayer structure

of these filters. Also, the spectral width of the rejection notch is greater than that of

the holographic notch filter. However, these filters offer reasonable alternatives that

would be worth considering when the cost of the system is important.

12.6.5 Fiber Optics

The fiber probe can easily measure exposed areas of the body, such as skin, hair,

nails, and areas of the mouth. Fiber probes can also be miniaturized and incorpo-

rated into endoscopic probes or biopsy needles or internal analysis. This is the most

critical component of the NIRRS system. First of all, this component couples the

system with the sample to be examined. Thus, it has to be implemented so as to

maximize the system performance, requiring customization for the specifics of the

measurement objective. Secondly, it is the component that brings the excitation

light into the tissue and collects the emitted light from the tissue. Thus, this is the

place in the system where both signals are present. The relative intensity of the

Raman-scattered signal in NIR is about 10 orders of magnitude lower than

the excitation intensity; thus, any interference of the excitation light with the optical

and photoelectrical path of the Raman signal may create a background effectively

completely obstructing the Raman signal. For example, the back reflection of the

fiber end, even if antireflection coated, 1 % of the excitation light reflected through

the fiber is still eight orders of magnitude greater than Raman signal. Though the

reflected excitation light can be rejected with a notch filter, the fluorescence and

Raman scattering induced by the excitation light traveling back through the fiber

may be at about the same wavelength as the tissue Raman. There are processing

methods to separate fast changing Raman spectra from slow changing fluorescence

spectra, but these methods do not help against fiber Raman scattering. Again, these

background signals due to the fiber itself use the available dynamic range of the
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detector and induce shot noise which may decrease the signal-to-noise ratio for the

tissue Raman signal to an unusable level. New fiber materials have reduced these

effects, although very weak tissue Raman signals may still be obscured. Also,

a beveled fiber exit surface has been explored and showed to decrease this reflec-

tion. The most common arrangement currently used in the NIRRS system is a probe

using two separate paths for the excitation and scattered light. Also, some designs

incorporate the rejection filter up front before the collection fiber to eliminate any

backscattered excitation light from getting into the collection fiber. Utzinger et al.

[46] presented a comprehensive analysis of fiber probe designs in the recent review.

NIRRS applications have been reported by a number of researchers for the

in vivo cancer and precancerous conditions for various tissues (brain, breast, cervix,

bladder), for other disease diagnosis (skin studies, Alzheimer’s disease, atheroscle-

rotic plagues), and blood analysis. We have cited earlier several recent reviews

[38–43], where there are comprehensive discussions and citations of these reports.

Here we will review the three latest reports of NIRRS applications for in vivo

precancerous conditions of polyps [50], in vivo cervical precancers [51], and

analysis of whole blood ex vivo [52].

12.7 Near-Infrared Raman Spectroscopy for In Vivo Disease
Diagnosis

During the last decade, NIRRS has been applied for in vivo diagnosis of various

diseases. To illustrate diagnostic potential of NIRRS, we will review three appli-

cations of this technique for detection of colon and cervical cancer and also blood

analysis.

Recently, Molckovsky et al. [50] demonstrated that NIRSS can be used for

in vivo classification of adenomatous and hyperplastic polyps in the GI tract. To

achieve that, researchers used an in-house built NIRRS endoscopic system [53]

comprised of a tunable laser diode emitting at 785 nm, a high-throughput holo-

graphic spectrograph, and a liquid nitrogen-cooled CCD detector. The schematic

diagram of this system is presented in Fig. 12.21.

Researchers used custom-made fiber-optic Raman probes (Enviva Raman

probes, Visionex, Inc., Atlanta, GA). The probes consisted of a central 400-mm-

core-diameter excitation fiber surrounded by seven collection fibers 300 mm core

diameter each. The probes employed internal filters, which significantly reduced

interfering fluorescence and Raman background signals generated in the fiber

optics.

An ex vivo study used for analysis a total of 33 polyps from 8 patients. When the

large polyps were retrieved in multiple fragments, ex vivo Raman spectra were

collected from individual polypectomy specimens. Thus, a total of 54 spectra were

available for analysis (20 hyperplastic, 34 adenomatous). A preliminary in vivo

study was carried out whereby a total of 19 spectra, each corresponding to

a different measurement site, were collected from 9 polyps (5–30 mm in size)

in 3 patients. The polyps were histologically classified as hyperplastic
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(9 spectra/specimens, 5 polyps, 2 patients) or adenomatous (10 spectra/specimens,

4 polyps, 3 patients).

The average ex vivo Raman spectrum of adenomatous polyps versus that of

hyperplastic polyps is shown in Fig. 12.22a (from Ref. [50]). Similarly, Fig. 12.22b

contrasts the average in vivo Raman spectra of these 2 polyp types. In both ex vivo

and in vivo settings, typical tissue Raman peaks were identified at 1,645–1,660,

1,450–1,453, 1,310, 1,260, and 1,003 cm�1, which correspond, respectively, to the

protein amide I band, CH2 bending mode, CH2 twisting mode, protein amide III

band, and the phenyl ring breathing mode [53, 54].

The diagnostically important spectral differences found in the Molckovsky et al.

[50] study were used to develop PCA/LDA-based diagnostic algorithm. With the

limited number of samples, the predictive accuracy of the classification algorithm

developed was estimated by using a leave-one-out cross-validation technique.

Using this technique, the classification of colon polyps ex vivo identified adeno-

matous polyps with a sensitivity of 91 %, a specificity of 95 %, and an overall

accuracy of 93 %. For the in vivo data set, the algorithm identified adenomas with

a sensitivity of 100 %, a specificity of 89 %, and an accuracy of 95 %.

We believe the larger NIRRS studies in the GI tract should be very important.

The reward of these studies (both in vivo and ex vivo) would be a step toward

understanding what NIRRS is really measuring and how it relates to disease

progression since it may establish the connection between the NIRRS extracted

biochemical changes and the bimolecular chemistry and cell biology of the disease.

Further development along these lines may advance our understanding of the

connection between cancerous processes at the single cell level and various levels

of neoplastic conditions and invasive tumors.

Detection of cervical precancer using NIRRS was recently reported by Utzinger

et al. [51] in the in vivo pilot study where histopathologic biopsy was used as the

gold standard. The block diagram of the system for collection of the spectra from

the cervical epithelium in vivo is shown in Fig. 12.23 (from Ref. [51]).

It includes a diode laser at 789 nm coupled to a fiber-optic delivery and

collection probe. The probe guides the illumination light onto the cervix and

Fig. 12.21 Schematic diagram of Raman spectroscopic system and filtered fiber-optic probe

(From Ref. [50])
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collects the resulting Raman-scattered light onto a holographic spectrograph

coupled to a liquid nitrogen-cooled, back-illuminated, deep depletion, charge-

coupled device (CCD) camera. The probe was optimized to measure epithelial

tissue layers.

The probe was advanced through the speculum and placed in contact with

a colposcopically normal and abnormal site on the cervix. Following the spectral

measurement, each site was biopsied. During the cervical colposcopy, normal and

abnormal areas were identified by the colposcopist, and Raman spectra were

measured from one normal and one abnormal area of the cervix. Each of these

sites was then colposcopically biopsied. Biopsies were submitted for routine histo-

logical analysis by a gynecologic pathologist. The pathological categories were

normal cervix, inflammation, squamous metaplasia, low-grade squamous dysplasia

(HPV and CIN 1), high-grade squamous dysplasia (CIN 2, CIN 3), and cancer. The

pathologist was blinded to the Raman spectroscopic study.
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Fig. 12.22 (a) Average
Raman spectra of hyperplastic

(n ¼ 20; solid line) and
adenomatous (n ¼ 34; broken
line) colon polyps collected

ex vivo (power ¼ 200 mW;

30-s collection time).

(b) Average Raman spectra of

hyperplastic (n ¼ 9; solid
line) and adenomatous

(n ¼ 10; broken line) colon
polyps collected in vivo

(power ¼ 100 mW; 5-s

collection time). The spectra

have been intensity corrected,

wavelength calibrated, and

fluorescence background

subtracted (From Ref. [50])
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Raman spectra were grouped according to histopathologic findings, and average

spectra were calculated. These average spectra were examined visually to identify

a set of Raman peaks common to most spectra.

In the study, 24 measurements were made in 13 patients. Figure 12.24 (from Ref.

[51]) shows average Raman spectra of each diagnostic category, normal, inflam-

mation, metaplasia, and squamous dysplasia. The scatter plot presented in

Fig. 12.25 (from Ref. [51]) shows performance of the diagnostic algorithms derived

from the data.

The report [51] demonstrates the potential to measure near-infrared Raman

spectra in vivo and extract potentially useful information. Spectra measured

in vivo resemble those measured in vitro [55].

There are obvious visual differences in the spectra of normal cervix and high-

grade squamous dysplasia in the same patient. Average spectra reveal a consistent

increase in the Raman intensity at 1,330, 1,454, and 1,650 cm�1 as tissue progresses

from normal to high-grade squamous dysplasia. These peaks are consistent with

contributions from collagen, phospholipids, and DNA. However, because tissue is

a complex, heterogeneous structure, definitive assignment is difficult.

The limitations of this study are that it is a pilot study with a small number of

patients. The authors’ experience shows that pilot studies are very useful in the

development of emerging technologies; however, larger clinical trials are required

to confirm these results. Improvements in hardware, measurement conditions, and

training clinical staff to optimally participate in data collection are necessary and

possible to allow these larger trials. Thus, NIRRS offers an attractive tool for

surveying the biochemical changes that accompany the development of dysplasia.

We would add to the author’s comments that perhaps a greater database of

Raman spectra may allow to apply one of the statistical methods discussed in the

previous report to identify differentiation criteria so that all six diagnostic catego-

ries (normal cervix, inflammation, squamous metaplasia, low-grade squamous
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Fig. 12.23 Block diagram of system used to measure Raman spectra in vivo (From Ref. [51])
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dysplasia (HPV and CIN 1), high-grade squamous dysplasia (CIN 2, CIN 3), and

cancer) discussed in the report would be possible to differentiate. Also, it seems that

even a simple model of the NIR Raman spectra including the Raman effective

components in the tissue and the excitation and Raman radiation propagation in the

tissue may provide useful improvement. Other comments made regarding the colon

polyp differentiation apply here as well.

Near-infrared Raman spectroscopy has also been recently used for blood analysis.

The major challenge in such analysis, even in a whole blood, lies in the presence

of numerous low-concentration components, all with weak signals that are further

distorted by the strong light absorption and scattering caused by the red blood cells.

Enejder et al. [52] reported the application of NIRRS to analysis of whole blood with

quantitative determination of multiple analytes in whole blood at clinically relevant

precision. The analytes quantified are glucose, urea, cholesterol, albumin, total protein,

triglycerides, hematocrit (hct), hemoglobin, and bilirubin, all of which are frequently

ordered diagnostic tests used in connection with common medical conditions.

A block diagram of the NIRRS system for the whole blood measurements

reported in [52] is shown in Fig. 12.26. A beam of 830-nm light from a diode

laser is passed through a band-pass filter, directed toward a parabolic mirror by

means of a small prism, and focused onto a quartz cuvette containing a whole blood

sample. Raman-scattered light emitted from the whole blood surface (1-mm2 area)

is collected by the mirror, passed through a notch filter to reject backreflected 830-

nm light, and coupled into an optical fiber bundle, which converts the circular shape

of the collected light to rectangular to match the entrance slit of the spectrograph.

The spectra were collected by a cooled CCD array detector.

The background subtracted Raman spectra from whole blood samples collected

from 31 patients shown in Fig. 12.27 (from Ref. [52]). For each sample, 30

consecutive 10-s spectra were collected over a 5-min period. Conventional clinical

laboratory methods, including absorbance spectrophotometry and automated cell

counting, were used to assess the nine analytes concentration. These reference

Fig. 12.26 Schematic

diagram of the Raman

instrument (From Ref. [52])
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concentrations were correlated with the recorded NIR Raman spectra and used for

multivariate calibration and validation.

The accuracy of the technique was established using the cross-validation

method. It was demonstrated that NIRRS could be used to extract quantitative

information about bimolecular contents in whole blood at clinically relevant pre-

cision. The authors state that further improvement in prediction accuracy may be

obtained by correction for variations in scattering and absorption. It is worth noting

that for in vivo measurements, the tissue fluorescence may provide a very strong

background. Although by subtracting the background fluorescence the effect of the

background associated noise can be significantly reduced, the tissue fluorescence

intensity may be high relative to the NIRRS signal from the blood. As a result, the

dynamic range of the detector and the fluorescence-induced noise can complicate

meaningful measurements. Further in vivo studies are required to demonstrate the

applicability of the NIRRS for blood analyte measurements.

12.8 Surface-Enhanced Raman Spectroscopy

Surface-enhanced Raman scattering (SERS) is an intriguing technique based on

a strong increase in Raman signals from molecules if those molecules are attached
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to submicron metallic structures. Two effects are believed to contribute to the SERS

enhancement mechanisms: electromagnetic effects and chemical effects [56].

When electromagnetic wave interacts with a smooth metal surface, there is

a small enhancement of Raman intensities compared with that in the absence of

the surface (on the order of 10 or less for metals like Ag) arising primarily from

coherent superposition of the incident and reflected fields at the position of the

molecule doing the scattering [57].

If the surface is rough, then enhanced local electromagnetic fields at the place

of the molecule nearby the metal surface occur due to excitation of electromagnetic

resonances by the incident radiation [58]. These resonances appear due to collective

excitation of conduction electrons in the small metallic structures and also called

surface plasmon resonances. Both the excitation and Raman-scattered fields contrib-

ute to this enhancement; thus, the SERS signal is proportional to the fourth power of

the field enhancement factor [59].

The surface roughening effect can be achieved by isolated metal particle, by

gratings, by assemblies of particles on surfaces, and randomly roughened

surfaces. All these structures provide enhancement if the metal involved has narrow

plasmon resonances at convenient frequencies for Raman measurements [57].

The chemical effects or “chemical mechanism” of enhancement is commonly defined

to include any part of the surface enhancement that is not accounted for using the

electromagnetic mechanism [57]. The “chemical mechanisms” include enhance-

ments that arise from interactions between molecule and metal. The most

commonly considered interaction that requires overlap between molecular and

metal wavenumbers occurs when charge transfer between the surface and molecule

leads to the formation of excited states that serve as resonant intermediates in Raman

scattering [57]. Interactions that do not require overlap between molecular and metal

wavenumbers arise from electromagnetic coupling between the vibrating molecule

and the metal. These interactions can occur either at the vibrational frequency or at

optical frequencies. The combined enhancement factors can be as high as 1014, which

is enough to observe SERS spectra from single molecules.

12.8.1 Single Molecule Detection Using Surface-Enhanced Raman
Scattering

By exploiting this very high enhancement factor from surface-enhanced Raman

scattering (SERS), Kneipp et al. [60] observed Raman scattering of a single crystal

violet molecule in aqueous colloidal silver solution.

The excitation source was an argon-ion laser-pumped CW Ti:sapphire laser

operating at 830 nm with a power of about 200 mW at the sample. Dispersion

was achieved using a Chromex spectrograph with a deep depletion CCD detector.

A water immersion microscope objective (363, NA 0.9) was brought into direct

contact with a 30-ml droplet of the sample solution for both excitation and collec-

tion of the scattered light. Scattering volume was estimated to be approximately

30 pl.
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Using one second excitation time and 2 � 105 W/cm2 nonresonant near-infrared

excitation, researchers observed clear fingerprint of its Raman features between 700

and 1,700 cm�1. Spectra observed in a time sequence for an average of 0.6 dye

molecule in the probed volume exhibited the expected Poisson distribution for

actually measuring 0, 1, 2, or 3 molecules (see Fig. 12.28).

The relatively well-“quantized” signals for 1, 2, or 3 molecules suggest rela-

tively uniform enhancement mechanism(s) despite the nonuniform shape and size

of the silver particles forming the clusters. The large SERS enhancement can be

understood by favorable superposition of a very strong electromagnetic enhance-

ment due to silver clusters, which is particularly effective at NIR excitation coupled

with a strong chemical enhancement.

12.8.2 Surface-Enhanced Raman Spectroscopy of Carbon
Nanotubes

Carbon nanotubes are macromolecules whose structure is honeycomb lattices rolled

into the cylinders [61]. They also possess unique mechanical, electronic, and

chemical properties. Raman scattering spectroscopy can be a very valuable tool

in probing carbon nanotubes phonon spectra and also their electronic density of

states. And since SERS is very sensitive and also it can provide information about

high-energy anti-Stokes side of the excitation laser, it should be a perfect tool to

study carbon nanotubes.

Recently, Kneipp et al. [62, 63] used SERS to measure narrow Raman bands

corresponding to the homogeneous linewidth of the tangential C–C stretching

mode in semiconducting nanotubes. Normal and surface-enhanced Stokes and

anti-Stokes Raman spectra were discussed in the framework of selective resonant

Raman contributions of semiconducting or metallic nanotubes to the Stokes or

Fig. 12.29 Microscope view

of (a) a section of a nanotube

bundle touching a colloidal

Ag cluster, and (b) SERS
spectra collected along

various points (1, 2, 3) on the

bundle, using 830-nm CW Ti:

sapphire laser excitation with

a 1-mm spot size. The black
spots in (a) are colloidal silver
particles of different sizes that

are aggregated by addition of

NaCl (From Ref. [62])
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anti-Stokes spectra, respectively, of the population of vibrational levels due to

the extremely strong surface-enhanced Raman process and of phonon-phonon

interactions.

Kneipp et al. [62] found that a very small number of tubes or perhaps even

a single nanotube might be detected using SERS technique (Fig. 12.29). The strong

enhancement and confinement of the electromagnetic field on a silver cluster,

within domains that can be as small as 20 nm, may provide an additional high

lateral resolution tool for selectively probing a small number of nanotubes that are

adjacent to the interface just in such a domain. Kneipp et al. [63] expect that even

stronger SERS enhancement could be observed at low Raman frequency shifts.

Thus, it may be possible for SERS to reveal the radial breathing mode band for

individual carbon nanotubes free from the inhomogeneous broadening effects

observed for this mode in normal resonant Raman spectra.

12.8.3 Example of Biomedical Application of Surface-Enhanced
Raman Spectroscopy: Glucose Biosensor

It was shown [52] (see Sect. 12.7) that NIR Raman spectroscopy could be used for

whole blood analysis. In this section, we show that surface-enhanced Raman

spectroscopy can potentially be utilized for measuring glucose in vivo. Shafer-

Peltier et al. [64] reported detection of glucose using SERS.

The researchers prepared a novel SERS medium by using a self-assembled

alkanethiol monolayer adsorbed on a silver film over nanosphere (AgFON) surface

as a partition layer to concentrate glucose from solution within the �4-nm SERS

activation distance of the silver. The SERS surface was fabricated by drop coating

undiluted white carboxyl-substituted latex nanospheres (diameter 390 � 19.5 nm)

on glass substrates that had been cleaned and made hydrophilic. These were

allowed to dry in ambient conditions then vapor deposited with Ag to a mass

thickness of 200 nm. Since glucose SERS on this surface could not be observed,

the authors used the alkanethiol monolayer assembled over the AgFON to concen-

trate glucose and increase its SERS interaction with AgFON. This is analogous to

creating a stationary phase in high-performance liquid chromatography. The SERS

substrate thus prepared should be stable electrochemically and thermally.

A confocal microscope, a modified Nikon Optiphot (Frier Company, Huntley, IL)

with a 20� objective in backscattering geometry, was used to measure spatially

resolved SERS spectra. The laser light at 532 nm or 632.8 nm was coupled into

a 200-mm-diameter fiber. The collected backscattered light was coupled by another

fiber into a VM-505 monochromator (Acton Research Corporation, Acton, MA)

with entrance slit set at 250 mm and Spec-10-400B liquid nitrogen-cooled CCD

camera (Roper Scientific, Trenton, NJ).

Figure 12.30 (from Ref. [64]) shows example spectra from the different stages of

glucose/1-decanethiol/AgFON surface. Figure 12.22a shows the SERS spectrum of

1-decanethiol on AgFON surface. In Fig. 12.22b, the SERS spectrum of the

superposition of the SERS spectra of 1-decanethiol layer and glucose with features
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from glucose (1,123 and 1,064 cm�1) and 1-decanethiol (1,099, 864, and 681 cm�1)

is shown.

The SERS spectra with the excitation laser at 632 nm were measured for 36

samples with glucose concentration from 0 to 250 mM. This data set was processed

using partial-least squares analysis with leave-one-out cross validation. The

resulting error of prediction was 3.3 mM. The results were repeated with multiple,

similar data sets.

Similar measurements were carried out with the concentration within the clin-

ically relevant range. Thirteen samples were measured. Performing partial-least

squares analysis with leave-one-out cross validation rendered a corresponding

prediction error of 1.8 mM (see Fig. 12.31, from Ref. [64]).

The authors concluded that the reported results demonstrate the feasibility

of a SERS-based glucose sensor. They also observed that the expensive bulky

equipment they used is already possible to down size to much smaller and less

expansive instruments utilizing a linear array-based spectrometer. In the future,

they suggest that micro- and nanophotonics approaches would produce a hand

size apparatus for SERS measurement. They also projected that the SERS

substrate can be miniaturized to become an implantable device not only for

glucose but also for other analytes in the human body fluids. We would add to

the author’s comments that it is reasonable to assume that the nanophotonics will be
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quantitative analysis. (a)
1-DT monolayer on AgFON
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P ¼ 1.25 mW, acquisition

time ¼ 30 s. (b) Mixture of

1-DT monolayer and glucose

partitioned from a 100 mM
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able to implement the entire device including a substrate as well as a SERS mea-

surement apparatus in the scale amenable for implanting in the body. This could

allow new levels for treating physiological conditions using implantable devices

dispersing therapeutic agents with the real-time feedback and/or auto-adaptation,

for example, an insulin-dispersing device, which could regulate the dose based on

the glucose level continuously measured in the body by a nano-SERS device.
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Abstract

This chapter describes optical imaging, particle image velocimetry, laser

Doppler anemometry, and the phenomenon of dynamic laser speckles within

the scope of the classical electromagnetic theory of light radiation. Several case-

specific practical solutions for optical bioflow diagnostics are overviewed and

discussed.

13.1 Introduction

Since the prehistoric human experience of observation of wooden chips that follow

the river stream, optical methods have played a central role in characterization of

gas and liquid flows. These methods are based on detection of a secondary light

field produced with a moving fluid due to light scattering or luminescence excited

with an incident light radiation. Normally, pure gases and fluids are transparent and

their motion does not result in any detectable variation of secondary light field.

Therefore, to measure the velocity of these fluids, they should be seeded with flow-

tracing particles that can be detected by means of optical methods.

An optical field produced with a flow-tracing particle at certain fixed observation

point depends on particle position and varies with time when a particle is in motion.

Displacement of a particle results in variation of light intensity and phase at the

observation point. Intensity of light means the energy that light transfers per unit of

time through a unit of area [1]. It determines all known actions of light and thus it is

the only physical quantity related to light that can be actually measured. Light

intensity decreases proportionally to the squared distance between particle and

observation point, thus small displacements of a particle result in no detectable

variations of light intensity at the observation point.

Phase is the intrinsic property of light that cannot be measured directly. However,

under certain conditions superposition of several light fields results in light intensity

that is strongly dependent on the difference in phases of superposed fields. The effect
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of such phase-related light intensity redistribution is referred to as interference of light

[1]. Phase of light is highly sensitive to particle displacement. And it covers its full

range from 0 to 2pwhen distance between particle and observation point is changed to

the wavelength of light, which is about half a micrometer.

Thus, position of a light source can be detected by means of an arrangement that

employs interference to convert light field phase variations into that of light

intensity, e.g., with a lens made of transparent material. The principle is

implemented in the structure of human eye as well as in that of a great many living

organisms, including vertebrates, mollusks, and insects. The natural eye is mim-

icked in lens-based imaging systems that have given rise to many optical imaging

instrumentations developed extensively since the Renaissance. In all these devices,

the effect of a transparent glass lens or a concave mirror on light field results in light

intensity distribution over a flat surface that encodes angular data of light sources.

The intensity distribution is referred to as an optical image. An optical image can be

recorded as a distribution of lights and darks over a flat surface by means of

a photographic process or electro-optical imaging arrangement.

Because lens-based imaging systemsmimic human eye structure, the optical images

they produce can be easily perceived with the human vision system. Over the centuries

and today, despite current progress in natural sciences and digital computing, human

vision is still a unique and unsurpassed instrument for image analysis and interpreta-

tion. But because of its subjective nature and relatively long response time, human

vision is not well suited for quantitative measurements of moving object velocity.

Another way to encode light phase with light intensity was discovered at the

beginning of nineteenth century, after the interpretation of light interference phenom-

enon as a wave process was proposed by Thomas Young. Young introduced the term

interference, and he estimated for the first time the wavelength of light. After this

seminal discovery, light interference was employed for light phase measurements by

means of optical instruments referred to as interferometers, which have made possible

measurements of linear distances to a fraction of light wavelength [1, 2].

In its early stages, light interferometry was used predominantly for precision

measurements of static or slowly varying phase differences between light fields in

various circumstances. The progress in optoelectronics and signal processing as well

as the invention of highly coherent and intensive laser light sources in the 1960s gave

raise to interferometric techniques for high-resolution spectroscopy. The so-called

optical mixing spectroscopy technique made it possible to detect light field phase

variation, which results from scattering of laser radiation by moving flow tracing

particles [3]. It allows for measuring of both laser line broadening caused by random

motion of light scattering particles and laser line shift as a result of ordered motion of

scatterers. Soon after the invention of the technique, it was applied for experimental

fluid mechanics and diagnostics of biological fluids. Because of its origin from

spectroscopic techniques, the method is often referred to as laser Doppler anemometry

due to its first interpretation in terms of light frequency shift [4].

The principle of operation of laser Doppler anemometers (LDAs) is based on

interference or light beams propagating along different paths that include flow-

tracing particles. Ordered movement of particles results in phase difference
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between of these paths, which varies depending on time. Superposition of beams

results in oscillation of light intensity due to interference. The oscillations are

converted into an electrical signal with an optoelectronic detector and then

processed by means of an analog or digital spectrum analyzer. Because of

a limited number of detector channels, LDAs are typically used for point wise

measurements of flow velocity averaged over a small measuring volume [4].

Flow velocity field measurements became possible after progress in digital

imaging was made in the 1990s, with compact and powerful computers capable

of processing large arrays of data, encoding two-dimensional light intensity distri-

butions over optical images. The achievement was accompanied by the develop-

ment of compact solid state digital image sensors, giving rise to the so-called

particle image velocimetry (PIV) techniques for fluid flow diagnostics, which

have replaced LDA instruments in the field of quantitative fluid flow velocity

characterization. Typical PIV instruments employ software-based tracking of par-

ticle images through several consequently recorded pictures of a flow. As the single

requirement to the pictures is the visibility of particles, the same PIV software can

be used for evaluation of both a supersonic gas flow illuminated with short laser

pulses and a microscopic water flow driven by a living cell filament [5].

As we mentioned earlier, the first application of laser-based Doppler anemom-

etry was reported a few years after the invention of the method. But after decades of

extensive studies in the field, these attempts have still not resulted in a clinically

applicable diagnostic method. The main issue is related to high scattering of light

from the biological tissues that living objects are made of and the biological fluids

such as blood, the flow of which should be characterized. Although, practically,

most living tissues do not absorb light energy and apparently transmit it into

sufficient depth, they introduce huge variations of light field phase [6, 7]. The

variations make impossible any reliable optical measurements of flow velocity

through most significant biological tissues either by means of LDA or PIV. There-

fore, applications of optical anemometry instrumentation for diagnostics of biolog-

ical fluid flow are still challenging and case specific.

In recent decades, the method of optical coherence tomography (OCT) has been

proposed to enhance imaging through biological tissues. It is based on selection of

light that propagates along more or less straight paths from a certain depth of

biological tissue and thus preserves its phase, critical for imaging. As OCT is

based on the Michelson interferometer, it is potentially capable of detection of

Doppler frequency shift caused by blood circulation through superficial blood

vessels. But, as has been shown in multiple experiments, typical biological tissue

attenuates such radiation for about 90 dB per millimeter of penetration depth.

Therefore, the method could not provide image resolution better than 10 mm and

thus it does not resolve superficial capillaries situated close to a tissue surface.

However, larger vessels that potentially could be detected with the instrument

normally lie deeper than 1 mm and thus are out of OCT penetration depth [6, 7].

Another approach in blood microcirculation assessment, referred to as laser

Doppler flowmetry, is based on the measurements of laser light broadening,

which results in multiple light scattering with a living tissue perfused with blood
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[8–10]. The method is not capable of any quantitative characterization of blood

microcirculation because multiple light scattering makes it impossible to define the

differential wave vector that determines Doppler frequency shift. Thus, although

some fluctuations of intensity of laser light scattered by a living tissue can be

detected, they do not actually characterize blood flow dynamics only but also

strongly depend on local tissue structure and optical properties. Because coherent

light scattering with living tissue results in random phase variations and thus in

formation of laser speckle field, nonquantitative laser-based methods for charac-

terization of blood circulation are often referred to as laser speckle–based bioflow

measurements [11–14].

The above led us to conclude that both coherent (laser Doppler and laser speckle)

and non-coherent (imaging) optical velocimetry techniques should be used with

care to obtain reliable results in bioflow characterization. These applications for

study of clearly visible flows, and especially for flows carefully seeded with optimal

tracers, which are discuss in this chapter, have been proved their high reliability and

capability. But the application of these techniques for biological research and

clinical diagnostics is still challenging and case specific. Therefore, the discussion

here on the fundamental background of quantitative optical anemometry rather than

providing a complete overview of the particular applications, as the former can give

readers case-specific ideas related to their own particular tasks of bioflow

characterization.

The first part of the chapter systematically discusses optical imaging, particle

image velocimetry, laser Doppler anemometry, and the phenomenon of dynamic

laser speckles within the scope of classical electromagnetic theory of light radia-

tion. The second part illustrates considerations, with an overview of several case-

specific practical solutions for optical bioflow diagnostics.

13.2 Fundamentals of Optical Techniques for Flow Velocity
Measuring

13.2.1 Optical Measurements of Flow Velocity

Flow is a movement of a fluid-like gas or liquid from one point in space to another

[15]. It can be characterized in terms of local velocity field, namely with three

components of velocity determined at any point of a flow at each instant of time. As

fluid flow is typically accompanied by variations of fluid temperature, density, and

pressure, these parameters are also of interest in computational and experimental fluid

mechanics. Among a number of approaches in experimental fluid mechanics, optical

methods for flow characterization take an outstanding place because of their high

reliability and non-contact nature. To date, optical methods have been employed for

measurement of different flow parameters. For example, Schlieren imaging reveals

gradients of fluid refractive index related to fluid density; and the laser-induced

fluorescence (LIF) technique allows for measuring of liquid temperature. The main

advantage of optical methods is their capability for non-contact measurements of flow
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velocity field components, i.e., components of velocity vector that characterize

displacement of element fluid volume at a fixed point of the flow.

Obviously, there are no practical ways to distinguish an individual volume of

a homogenous fluid consisting of identical molecules and to track its motion. But one

can modify some properties of a small fluid volume to make it traceable among the

others, for example, by introducing into the fluid some particles with specific optical

properties. These include smoke, consisting of small particles of soot in air, or plastic

beads suspended in water, fluorescent nanoparticles, or even individual molecules

diluted in a liquid. The particles can be expressly introduced in a flow formeasurement

purposes or they can be a natural part of multiphase fluid, like red blood cells (RBC) in

a blood. In the former case, concentration, size, and optical properties of flow-tracing

particles can be optimized in order to increase measurement performance. In the latter

case, which is typical for experiments with biological fluids, properties of heteroge-

neous flow complicate and often makes impossible use of any optical instrumentation.

With respect to optical detection, a flow-tracing particle appears as a source of

the light field. The particle either elastically scatters some incident radiation with

the same wavelength or it emits light as a result of conversion of some other kind of

energy, e.g., particle fluoresce being excited with a short-wave light radiation. The

emitted light field reflects actual position of the particle and changes in space and

time while the latter is in a motion. Thus, the detection of light originating from

flow-tracing particles is the primary task of any optical technique for fluid flow

velocity measurements. In practice, this can be performed through the use of the

following optical phenomena: (1) the light source can be localized with an optical

imaging system; (2) Doppler frequency shift of light emitted by moving particles

can be detected; (3) spatial distribution and (or) dynamics of light field formed as

a result of coherent light scattering by an ensemble of particles (so-called speckle
field) can be analyzed. Below we will discuss the fundamental aspects of the

methods for detection of light emitted by moving flow-tracing particles with respect

to application of those for biological flow diagnostics.

13.2.2 Intensity of Light

Light radiation transfers energy between individual atoms or molecules. The latters

should be considered as primary light sources which convert into light some other

kinds of energy, like thermal, electrical of chamical one as well as they appears as

unique primary light detectors which are capable for reverse conversion. Light energy

is not converted continuously but in certain minimal portions, so-called quanta of light

or photons [16]. There is no practical way to meddle with the interaction of light

quantumwith an atomand therefore only the energy flux associatedwith light radiation

can be measured in an experiment [1]. Thus, the formal interpretation of optical

phenomena is aimed at calculation of light energy flux in various circumstances.

A reliable method for interpretation of optical phenomena related to propagation

of light can be provided within the scope of electromagnetic theory, which repre-

sents the light as a propagating in space and time disturbance of electric and
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magnetic vector fields propagating in space and time. Electromagnetic theory

expresses the energy flux of the electromagnetic field with Poynting vector [1]:

S ¼ e0c2E� B; (13.1)

where e0 is the electric constant, c is the speed of light in vacuo, and E and B are the

electric and magnetic fields, respectively. Both of these fields satisfy the general

system of Maxwell’s equations so they can be calculated in many circumstances.

Neither an electric nor a magnetic field associated with light radiation can be

measured directly, and thus they are used in optical theory as auxiliary variables

introduced for mathematical interpretation only.

Classical electromagnetic theory fails in interpretation of light emission and

absorption by individual atoms. Therefore, (1) is applicable to a propagating

light only as light related energy flux through a certain closed surface of finite

size that surrounds an elemental light source or receiver. In the particular case of

an electromagnetic wave propagating in free space, E and B are at right angles

to each other and to the direction of the wave propagation, and the magnitude of

B is equal to 1/c times the magnitude of E. The relation between fields gives

unambiguous representation of a propagating light field at a certain point

through three components of electric field E(r, t) determined at any point of

space given with position vector r at any instant of time t. In a mathematical

sense, both E and B are equivalent but as it was shown in experiments with

standing light waves that the maximal effect of light on atoms always coincides

with maxima of |E|.
Vector E is perpendicular to direction of light propagation and it represents the

transverse nature of light waves that can be observed in experiments as polarization
of light. Although polarization of light is critical for some applications, description

of a light wave through vector E(r, t) is still cumbersome and it makes us to look for

further simplification.

Because any physical action of light requires finite quantity of energy, we should

define light intensity as time averaged energy that passes per unit of time through

area element perpendicular to light propagation direction. The averaging assumes

here the fundamental quantum properties of light we mention above rather than

response time of a particular detector. Taking into account that for a propagating

light wave E� Bj j ¼ E2=c and denoting the averaging over a time interval with

. . .h i we finally get the intensity of propagating light wave [1]:

I ¼ Sh i ¼ e0c E2
� �

: (13.2)

As it follows from (13.2), light intensity is determined through modulus of

electric field rather than through its components. Thus, if the effects of light

polarization are not critical for a problem we can use scalar function of position

vector and time E(r, t) ¼ |E(r, t)| to find light intensity at (r, t).
Within the scope of electromagnetic theory, visible light is considered as

oscillations of electromagnetic field with frequency ranging from 0.4 � 1015 to
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0.8� 1015 Hz. But for most practical applications like optical metrology, light with

much narrower frequency interval is typically used to minimize possible uncer-

tainties. Thus, as the first approximation we can represent electric field of light at

any point with the cosine function:

Eðr; tÞ ¼ E0ðrÞ cos otþ ’ðrÞð Þ; (13.3)

where E0(r) is the oscillation amplitude at the observation point, o is the radian

frequency of oscillations and ’(r). Since cosine function (13.3) represents an

infinite process, the field average can be calculated through limit:

E2ðrÞ� �¼ limt!1
1

t

Zt=2
�t=2

E2ðr; tÞdt¼ limt!1
1

t

Zt=2
�t=2

E2
0ðrÞcos2ðotþ’ðrÞÞdt¼ 1

2
E2
0ðrÞ;

(13.4)

and finally assuming (13.2) the intensity is

IðrÞ ¼ e0c
2

E2
0ðrÞ: (13.5)

The model that represents light field with infinite harmonic oscillations is

referred to as monochromatic light. It corresponds to the situation when both

amplitude and phase of oscillations remain constant during the entire time of

observation and provides a simple way to find light intensity at any point as squared

amplitude of oscillations there.

13.2.3 Interference of Monochromatic Light

According to electromagnetic theory, an electric field represents the sum of

fields from all charges in the universe. Thus, to find the intensity of light at any

point using (13.2), one should first summarize electric fields produced there with all

light sources around. Let us consider the intensity resulting from the superposition

of monochromatic light fields oscillating at the same frequency but each

characterized with its specific amplitude and phase. To avoid summarization of

trigonometric functions, it is useful to represent an electric field of light in terms

of complex numbers. Actually, (13.3) is equal to the real part of a complex

vector [1, 16]

Vðr; tÞ ¼ E0ðrÞei otþ’ðrÞð Þ ¼ AðrÞeiot (13.6)

where AðrÞ ¼ E0ðrÞei’ðrÞ is referred to as complex amplitude of monochromatic

light. E0(r) appears here as a magnitude of complex vector so its square can be
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found as a product of A(r) and its complex conjugate A�ðrÞ ¼ E0ðrÞe�i’ðrÞ, thus the
intensity can be expressed through the complex amplitude of light as:

IðrÞ ¼ e0c
2

AðrÞA�ðrÞ: (13.7)

In complex representation, the field produced with n light sources can be

found as

VRðr; tÞ ¼ ARðrÞeiot; (13.8)

where

ARðrÞ ¼
X
n

AnðrÞ (13.9)

and An(r) represents the complex amplitude produced at the observation point with

nth source. Superposition of monochromatic light fields results in a monochromatic

light field with the same frequency but characterized with some new amplitude and

phase given with AR. The intensity of resulting light can be expressed substituting

(13.9) to (13.7).

Let us consider light intensity at the observation point O (Fig. 13.1), which

results from the simultaneous effect of two point light sources P and Q. According
to the principle of superposition, the electric field at an observation point is

represented with the vector sum of those produced there by each light source,

namely E1 and E2. In general, magnitude of the resulting vector is not equal to

the sum of magnitudes of the components. However, for simplicity we suppose that

E1 and E2 are always collinear at the observation point, so we can represent the

electric field with scalar values of corresponding vector magnitudes E1 and E2. Let

both fields oscillate with the same frequency o, but each is characterized with its

own amplitude and phase:

V1ðr; tÞ ¼ E01ðrÞei otþ’1ðrÞð Þ; V2ðr; tÞ ¼ E02ðrÞei otþ’2ðrÞð Þ; (13.10)

Fig. 13.1 The effect of two

point sources

13 Bioflow Measuring: Laser Doppler and Speckle Techniques 495



where E01(r), E02(r) are the oscillation amplitudes at the observation point; o
is the radian frequency of oscillations; and ’1(r), ’2(r) represent phases of

oscillations at the observation point. Then, the summary complex amplitude of

these fields is

ARðrÞ ¼ E01ðrÞei’1ðrÞ þ E02ðrÞei’2ðrÞ
� �

: (13.11)

Substituting it into (13.7) and opening brackets we get resulting intensity as

IðrÞ ¼ e0c
2

E2
01ðrÞ þ E2

02ðrÞ þ E01ðrÞE02ðrÞ ei ’1ðrÞ�’2ðrÞð Þ þ e�i ’1ðrÞ�’2ðrÞð Þ
� �h i

:

(13.12)

Assuming eiy + e�iy ¼ 2cosy, we finally get the equation that represents the

interference of the monochrome light at the point O [1]:

IRðrÞ ¼ I1ðrÞ þ I2ðrÞ þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðrÞI2ðrÞ

p
cosðdðrÞÞ; (13.13)

where

I1ðrÞ ¼ e0c
2

e0cE2
01ðrÞ; I2ðrÞ ¼ e0c

2
E2
02ðrÞ; (13.14)

are the intensities each source produces at the observation point separately and

dðrÞ ¼ ’1ðrÞ � ’2ðrÞ (13.15)

is difference between field oscillation phases at observation point.

The result shows that the intensity of light resulting from the summary effect of

two light sources is not equal to sum of the intensities each source produces there

separately. The resulting intensity oscillates around its mean value of I1 + I2
depending on d(r). It reaches its maxima Imax ¼ I1 þ I2 þ 2

ffiffiffiffiffiffiffiffi
I1I2

p
when |d| ¼ 0,

2p, 4p, . . .; and minima Imin ¼ I1 þ I2 � 2
ffiffiffiffiffiffiffiffi
I1I2

p
when |d| ¼ p, 3p, . . .. Maximal

variation of the resulting intensity depending on phase difference can be observed

when I1 ¼ I2. In this case, Imin ¼ 0 and Imax ¼ 4I1 ¼ 4I2.
To find the distribution of light intensity in space using (13.13), we must define

functions E01(r), E02(r), ’1(r), and ’2(r) characterizing the light sources. A real

light source consists of large number of light-emitting atoms. Therefore, the

interference of light waves originating from diverse points of the source results in

irregular distribution of phase and amplitude of the electric field over the so-called

near-field region, which spreads from source to a radius of R ¼ D2/l. D represents

here characteristic size of a source and l is light wavelength – namely a distance

that light covers for a period of its oscillation. At distances R > D2/l, referred to as
the far-field region, the electric field appears as a spherical wave. In particular,
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the electric field produced in the far field region with an isotropic monochromatic

light source can be expressed as

EðR; tÞ ¼ E0

R
eiðot�kRÞ; (13.16)

where R¼ |r� r0| is the distance that separates the light source determined with its

position vector r0 and an observation point given with r; E0 is an amplitude

characterizing the electric field in far-field; and

k ¼ o
c
¼ 2p

l
(13.17)

is the wave number that describes phase variation with the distance separating light

source and an observation point; l is the light wavelength. As it follows from

(13.16), the field phase at each instant of time is constant over any spherical surface

corresponding to R ¼ const, which is referred to as the wave front. Depending on

time, the wave front spreads along radii of the sphere; negative sign corresponds to

wave expanding from the source towards infinity.

Particularly at large R, a light wave front can be considered as flat over a certain
neighborhood of an observation point. In this case, a plane wave approximation can

be used to describe the light field there:

Eðr; tÞ ¼ E0e
iðot�krÞ; (13.18)

where k¼ kn is referred to as the wave vector; and n denotes wave front normal.

Using (13.16), we can determine phases of electric field oscillation at point O
(Fig. 13.1). Assuming for simplicity that oscillations at both sources are in phase

and comparing (13.16) and (13.10)

d ¼ ’1 � ’2 ¼ k l2 � l1ð Þ: (13.19)

Equation (13.19) defines the locus of the interference maxima as a family of

parted rotation hyperboloids corresponding to |d| ¼ 0, 2p, 4p, . . . with their foci

collocated with light sources. Interference minima locus is defined with another

family of hyperboloids |d| ¼ p, 3p, . . .. Thus, the interference of light results in

complicated redistribution of light intensity in space, referred to as the interference

pattern.

13.2.4 Coherence of Light

The model of monochromatic light represents the extreme case of infinitely long

cosine oscillations of an electric field with stationary phase and amplitude. Intensity

of such oscillation defined with a limit (13.4) is also stationary in time. Obviously,
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such infinitely long and thus monochromatic oscillations could not be realized in

any experiment, as the latter always takes a finite time. Moreover, in most cases,

a light field results from the effect of a great many atoms emitting light indepen-

dently of one another and therefore its amplitude and phase at any point randomly

fluctuate depending on time. Because of its modulation, real light in any circum-

stances should not be considered as monochromatic and even as periodic in

a fundamental sense [1, 16].

The spectral line of a modulated monochromatic signal is broadened with

modulation bandwidth. Thus, a narrow spectral line corresponds to narrow-band

modulation of amplitude and phase of light, depending on time which can be

resolved with a particular detector. Light with narrow spectrum is referred to as

quasi monochromatic as its intensity can be represented with the squared modulus

of its complex amplitude, as for monochromatic light, to take into consideration

fundamental averaging related to the quantum nature of light. In the case of

stationary complex amplitude, (13.7) represents stationary intensity average over

the infinite time interval. With respect to quasi monochromatic light characterized

with fluctuating complex amplitude, the same equation gives an “instant intensity”

[16], which is averaged only over time interval of tm � 4p/Do, where Do is width

of the spectral line contour. We should note here that time interval tm corresponding

to the period of highest modulation frequency is quite small. For example, the 0.1

nm wide contour of a spectral line peaked around the centerline wavelength of 500

nm corresponds to a modulation band about 60 GHz and tm is about 10�11. Most

real detectors are characterized by response time much longer than t. Therefore, the
observed intensity appears as squared modulus of complex amplitude averaged

over detector response time tD >> tm:

IDðr; tÞ ¼ e0c
2

Aðr; tÞA�ðr; tÞh iD; (13.20)

where A(r, t) ¼ E0(r, t)exp(i’(r, t)) is a complex amplitude of light at point r; and
. . .h iD denotes averaging over detector response time tD. By analogy with (13.12),

we can express observed intensity resulting from superposition of two fields

represented with complex amplitudes

A1ðr; tÞ ¼ E01ðr; tÞei’1ðr;tÞ; A2ðr; tÞ ¼ E02ðr; tÞei’2ðr;tÞ (13.21)

as

IDðr; tÞ ¼ I1ðr; tÞh iD þ I2ðr; tÞh iD þ e0c
2

� 2Re A1ðr; tÞA2
�ðr; tÞh iD; (13.22)

where

I1ðr; tÞ ¼ e0c
2

A1ðr; tÞA1
�ðr; tÞ; I2ðr; tÞ ¼ e0c

2
A2ðr; tÞA2

�ðr; tÞ; (13.23)
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are “instant intensities” of each field observed separately. As in (13.13), the first two

terms of (13.22) represents a sum of intensities but the third term contains

a correlation of field amplitudes A1ðr; tÞA2
�ðr; tÞh iD that could not be reduced in

the general case into a product of a part depending on amplitude of complex field

and that depending on phase difference.

In most practical cases, light originates from light sources constituted of a great

many elemental emitters independent one from another. The simultaneous effect of

these emitters results in random fluctuations of field amplitude that are not corre-

lated with fluctuations of field produced with any other light source. Thus, the third

term of (13.22) is always equal to zero and superposition of light fields originating

from distinct sources always results in the sum of intensities:

IDðr; tÞ ¼ I1ðr; tÞh iD þ I2ðr; tÞh iD (13.24)

Equation (13.24) is valid only while the detector response time is much less than

the characteristic time of field fluctuations tD >> tm. Otherwise, the detector

should resolve interference of light fields as random fluctuations of resulting

intensity. It is possible to observe more or less regular interference of light fields

emitted with distinct, highly stabilized single-frequency lasers. Construction of

such lasers incorporates special measures to ensure extremely narrow emission

bandwidth about 105 Hz or less.

The interference of light can be observed only when both superposed light fields

originate from the same atom or molecule and thus their oscillations are completely

correlated. It can be arranged by means of secondary light sources both excited by

a single primary one. For example, one can replace light sources P andQ (Fig. 13.1)

with a pair of particles illuminated with a primary light source. Such arrangements

used to produce and superpose correlated light fields using the single primary

source are referred to as interferometers.

Because an interferometer is potentially capable of arranging completely corre-

lated secondary fields, we can discuss another extreme case of (13.22). If phase

difference dðr; tÞ ¼ ’1ðr; tÞ � ’2ðr; tÞ varies depending on time, slow with respect

to detector response time tD, cross correlation of fields can be factorized with

regard to (13.21):

A1ðr; tÞA2
�ðr; tÞh iD ¼ E01ðr; tÞE02ðr; tÞh iDeidðr;tÞ: (13.25)

Then, if field amplitudes E01(r, t), E02(r, t) are completely correlated, we can use

Cauchy–Bunyakovsky inequality E1ðtÞE2ðtÞh ij j2b E1ðtÞj j2
D E

E2ðtÞj j2
D E

to repre-

sent the cross correlation of field magnitudes with its maximal value:

E01ðr; tÞE02ðr; tÞh iD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E01

2ðr; tÞ� �
D

E02
2ðr; tÞ� �

D

q
¼ 2

e0c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðr; tÞh iD I2ðr; tÞh iD

q
: (13.26)
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Substituting (13.25) and (13.26) into (13.22), we finally get detected intensity of

light:

IDðr; tÞ ¼ I1ðr; tÞh iD þ I2ðr; tÞh iD þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðr; tÞh iD I2ðr; tÞh iD

q
cosðdðr; tÞÞ: (13.27)

Completely correlated optical fields are referred to as completely mutually

coherent (from the Latin word cohaerentia – sticking together) [1, 16]. Otherwise,

no correlated fields are referred to as mutually incoherent. Equation (13.27) has the

same form as (13.13), which we obtained earlier for monochromatic light. Now we

can state that monochromatic light corresponds to the trivial case of mutually

coherent light as for any given point r field magnitudes E01(r), E02(r) and phases

’1(r), ’2(r) are constant.
Depending on mutual correlation of interference fields, the third (interference)

term in (13.27) may vary continuously between zero for statistically independent

light fields and 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðr; tÞh iD I2ðr; tÞh iD

p
cosðdðr; tÞÞ for completely mutually coher-

ent ones. Such light fields are referred to as partially coherent. Partially coherent

light fields appear as a result of probing with an interferometer the radiation

originating from an individual elemental light source. Thus, secondary light fields

superposed at observation point r at time instant t can be expressed through primary

field A(r, t) sampled at two points, r1 and r2, at time instants t1 and t2, respectively
[1, 16]:

A1ðr; tÞ ¼ K1Aðr1; t1Þ; A2ðr; tÞ ¼ K2Aðr2; t2Þ; (13.28)

where K1 and K2 are some complex coefficients that represent the relation between

complex amplitudes at sampling and observation points for a particular experimen-

tal arrangement. Strictly speaking, the field at an observation point is determined by

the field at a certain neighborhood of these points, but the result obtained for a pair

of points can then be extended for any set of points using, for example, the

Kirchhoff method for light diffraction treatment. Equation (13.28) makes it possible

to reduce cross correlation of light fields to autocorrelation of the primary light field

complex amplitude [16]:

Gðr1; r2; t1; t2Þ ¼ Aðr1; t1ÞA�ðr2; t2Þh iD ¼ A1ðr; tÞA2
�ðr; tÞh iD

K1K2
� : (13.29)

Autocorrelations of this kind represent the fundamental property of light fields,

referred to as the coherence of light. Analysis of light field correlations is a subject

of statistical theory of light coherence that is based on representation of light fields

as complex random processes.

Within the scope of the electromagnetic model of light, the concept of partially

coherent fields provides the best approximation for phenomena observed in optical

experiments. But for a number of practically significant applications, extreme cases

of light coherence, namely completely non-coherent and completely coherent light,
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can be taken as a good approximation. Thus, we limit our further consideration to

models concerning these two cases and simply supplement it with

a phenomenological outline of conditions when each of them is applicable.

Evidently, autocorrelation (13.29) reaches its maximum value when r1 ¼ r2 and
t1 ¼ t2 and gradually decreases to zero with the increase either of sampling point

separation Dr ¼ r1 � r2 or delay between sampling time instants Dt ¼ t1 � t2. The
field of a propagating plane wave satisfies the wave equation when it is represented

with a function of a single argument:

Eðr; tÞ ¼ f t� nr

c

� �
; (13.30)

where n is the unity vector indicating direction of wave propagation; c is the speed
of light. Therefore, it is useful to represent both Dr and Dt as a combination of

sampling point separation Dl along n, which corresponds to Dt ¼ Dl/c and separa-

tion Dr perpendicular to n. We assumed here that Dr is much less than the wave

front curvature radius at sampling region.

Sampling of both secondary fields at the same point of the wave front at Dr ¼ 0

can be performed with a semi-transparent mirror, for example, with a polished

glass plate covered with a thin metal film. The metal film splits the energy flux

of incident light between two secondary beams, one of which reflects from the

mirror surface and another one passes through it. This method of light sampling

is referred to as division of light field by its amplitude. Light sampled with

a semi-transparent mirror can be then recombined with the second semi-transparent

mirror (or with the same) to produce light interference. A typical arrangement

used for such purposes is the so-called Mach-Zehnder interferometer [1] and

is shown in Fig. 13.2. The light field produced with a source LS is sampled with

semi-transparent mirror BS1. Then, secondary beams are deflected with

regular mirrors M1 and M2 towards a second semi-transparent mirror BS2,
which recombines both beams again and drops the resulting field towards light

detector D.
When lengths of both paths are equal, Dt ¼ 0, thus both light fields are mutually

coherent and light intensity at the detector reaches its maximum given with (13.27)

Fig. 13.2 Coherence length
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at d(r, t) ¼ 0. The delay of light propagating along one path with respect to another

for interval Dt results in phase difference

d ¼ ’1 � ’2 ¼ o0Dt; (13.31)

between light fields mixed on the detector. If the light is completely coherent, light

intensity oscillates around its mean value with the increase of Dt. Thus, the Mach-

Zehnder interferometer allows for detection of slight variations of optical paths

caused by, for example, variation of gas refractive index along one of the paths. But

the increase of Dt results in decrease of autocorrelation of light field [see (13.29)].

As has been well established with numerous experiments, interference could not

observed if Dt exceeds the value referred to as coherence time:

Dtc � 1

Dn
; (13.32)

where Dn ¼ Do/2p is the width of the quasi monochrome light spectrum. Denoting

speed of light propagation as c, we can find the distance light covers for the time

interval of Dtc

Dlc ¼ Dtcc � c

Dn
; (13.33)

Referred to as coherence length, namely the maximal optical path difference that

makes it possible to observe the interference. Coherence time has the physical

interpretation as the time interval for which phase of light oscillations changes its

value in a random way. Therefore, light field oscillations at two points within the

light field are partially coherent while the distance separating them along the light

propagation does not exceed Dlc. Coherence length can be also expressed in terms

of light wavelength l ¼ c/n; coherence length is expressed as [16]

Dlc � l2

Dl
; (13.34)

The second way to arrange interference is to divide the light wave front as is

shown in Fig. 13.3. Light originated from light source LS passes through the small

Fig. 13.3 Spatial coherence
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apertures A1 and A2 in an opaque mask M. The apertures appear as secondary light

sources like P and Q shown in Fig. 13.1. Because both apertures are exposed with

a light field produced with the same light sources, the oscillations at each of them

should be mutually coherent. Both apertures produce coherent oscillations at the

surface of observation screen S, producing there an interference pattern I(r)
(Fig. 13.3). But, as was observed in experiments, the interference pattern is visible

only until light source size Ds and the interference aperture Dy – namely, the angle

formed with rays emerging from light source toward center of each aperture satisfy

the condition [16]

DsDybl; (13.35)

where l¼ 2pc/o is light wavelength. The condition allows for calculating maximal

possible distance Dr separating apertures A1 and A2; these can be considered as

coherent light sources, namely the coherence radius [16]

Drc � Rl
Ds

; (13.36)

where R is the distance that separates the light source and opaque mask M
(Fig. 13.3). The coherence between two points separated with a distance across

light propagation is named transverse or spatial coherence by analogy with longi-

tudinal or temporal coherence introduced above.

We can interpret the (13.36) in the following way [16]. Consider a pair of

elementary light sources constituting an extensive light source and separated with

certain distance. Both elementary sources produce at the aperture A1 an effect that

results from the superposition of the field each source produces there. It is clear that

superposition depends on the difference of the paths connecting each source with

A1. However, with respect to aperture A2, which is situated far enough from A1, the

path difference is not the same because there is some distance separating the

sources. Therefore, the light disturbance that both atoms produce at A2 is not

correlated with those in A1. Assuming that the maximal distance separating ele-

mentary light sources should not exceed a width of the macroscopic light source

and supposing the superposition changes dramatically if the path difference is

larger than the light wavelength, one can deduce the condition.

Coherence radius determines the size of a region one can draw around a certain

point on a light wave front and within which light oscillations should be considered

as coherent, the so-called coherence area. Then, we can lay the coherence length

along the light propagation in order to define a cylindrical volume based on

coherence area and called the volume of coherence. Light field oscillations within

the volume should be considered as coherent (Fig. 13.4). Actually, coherence of

light oscillations gradually degrades with the increase in the separation of obser-

vation points, so coherence volume has no uniquely defined surface and its actual

shape strongly depends both on light source geometry and on the spectral distribu-

tion of light that it emits.
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Coherence volume of natural light is typically small. For example, coherence

radius of sunlight at the Earth’s surface is about 60 mm, while coherence length of

white visible light in the spectral range 400–700 nm is about 1 mm (in the case when

a detector is not able to distinguish separate colors within the range). Coherence

volume of laser light is quite large otherwise. As far as elementary light, sources

within the laser active medium are synchronized by means of stimulated emission

light oscillations across a single-mode laser beam and are quite coherent, i.e., radius

of coherence is actually equal to that of the beam. Laser light is characterized by an

extremely narrow spectrum of emission. Coherence length of laser radiation

depends on the number of longitudinal modes excited within the laser cavity and

may vary from several millimeters for solid-state lasers to several kilometers for

stabilized single-mode ones.

13.2.5 Optical Image

An optical image is a representation of a light field originating from a scene with

two-dimensional distribution of light intensity over a certain, typically flat, surface.

Naturally, an optical image mediates visual perception of humans and higher

animals as an optical system of eye forms it at the surface of the retina. Then,

photosensitive cells of the retina detect light intensity distribution over its surface

and transform it into perceptional neural activity. As follows from (13.20), the

phase of the resulting light field does not affect the detected intensity and cannot be

recognized with the eye. This means that artificial two-dimensional images

projected with the optical system of the eye onto the retina can cause more or

less a similar visual experience as direct observation of corresponding three-

dimensional scenes. The effect makes it possible to use images to store, reproduce,

and synthesize visual experience, as has been well known since the prehistoric era.

To ensure adequate perception, these images have to be performed on a flat

surface in a manner that mimics the operation ofeye optics, namely through

geometrical projection centered at the eye pupil. To acquire an image of an actual

scene, certain optical arrangements should be used to convert light radiation into an

Fig. 13.4 Coherence volume
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appropriate optical image that can be then recorded by means of a so-called image

sensor or at least manually outlined with a pencil. The most common type of image

sensor is an electro-optical device with its surface subdivided into identical ele-

ments referred to as pixels, i.e., picture elements. Electric circuitry of such a sensor

encodes light energy captured with each pixel with a proportional digital electric

signal. The totality of the signals that characterizes light intensity distribution over

all pixels of a sensor is referred to as the digital image. As the digital image appears

as common set of digital data, it can be processed with a digital computer, stored

into its memory, and reproduced with an appropriate visualization device, e.g.,

a computer display or printer.

Independent of the actual manner of image sensor operation, it is the optical

arrangement that is critical for adequately capturing the light field as an optical

image. Consider a simple scene shown in Fig. 13.5a. Light source 1 illuminates

a pair of small particles 2 and 3 that scatters light in particular towards an

observation screen 4. The scene represents the most common case of optical

imaging of an object represented as a set of light-scattering particles that must be

illuminated with a light source to become visible. We assume here that the light

source is shaded in a proper way and this is only light scattered by the particles that

falls on the screen.

Because light intensity at any point of the screen results from superposition of

effects produced there with each particle, two extreme cases should be considered

within the scope of our model of light fields: (1) particles act as mutually coherent

light sources with respect to the observation screen, and superposition of light fields

results in an interference pattern; (2) particles appear as independent light sources

and superposition results in sum of intensities. The first case corresponds to

illumination of particles with laser radiation characterized with a very large coher-

ence volume. As will be discussed later, coherent superposition of secondary light

fields scattered with real objects results in a complex interference pattern referred to

as laser speckles.

We begin here with the second case as it represents the ordinary situation when

an object is illuminated with natural light originating from an extended light source.

Such radiation is characterized with a coherence volume size comparable with the

a b

Fig. 13.5 Optical imaging. Light scattered by a particle produces a uniform illumination of

a screen (a); image generation with a camera obscura (b); 1 – light source; 2, 3 – particle; 20, 200, 30,
300 – particle image; 4, 40 – screen/image sensor; 5 – opaque screen with aperture
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light wavelength and thus any macroscopic object can be considered as that built of

a set independent elemental light sources. Assuming each particle is an isotropic

point light source, we can find the intensity it produces at any given point by

substituting (13.16) into (13.20):

IDðRÞ �
E2
0ðtÞ

� �
D

R2
; (13.37)

where R¼ |r� r0| is the distance that separates the light source determined with its

position vector r0 and an observation point given with r; E0 is an amplitude that

characterizes the electric field in far-field. Assuming the screen is tangent to wave

front and its radius Dr is much smaller than R, we can find the relative variation or

light intensity over its surface:

DI
I
� Dr2

R2
; (13.38)

Thus, an isotropic light source produces uniform irradiation of an observation

screen. As it follows from (13.38), intensity variation does not exceed 1 % over

a screen with radius 1/10 of R. A second particle produces a similar smooth

intensity distribution over the screen surface so the sum of the intensities also

should be considered as uniform irradiation of the screen rather than an optical

image that represents the positional relationship of the particles (Fig. 13.5a).

As is well known, light often appears as propagating along straight lines. Set an

obstacle with an aperture 5 (Fig. 13.5b) between the particles and the observation

screen. If aperture is much larger than light wavelength we can see that light

originating from particle 2 passes straight through it and falls into a compact spot

20 at the screen surface. By analogy, light scattered by particle 3 forms the other

spot 30. Each spot appears as a projection of the aperture onto the screen with

straight rays emerging from the corresponding point light source. Spots

corresponding to neighboring points of an object overlap one another, thus the

optical image appears blurred. As it appears that light propagates along straight

lines it might seem that the blur can be reduced with decrease of aperture

diameter. But actually decrease of aperture size below certain value causes

apparent deviation of light from straight-line propagation. This results in distor-

tion of the light spot shape and in an increase of its size with further shrinking of

the aperture in the obstacle.

The effect of obstacles on light propagation is referred to as diffraction of light

[1]. Within the scope of electromagnetic theory, any material obstacle can be

represented with a set of electric charges. The electric field of light incident upon

the obstacle makes these charges produce some secondary field that superposes the

incident one. Thus, the light field at any point of screen 4 (Fig. 13.5b) should be

considered as a superposition of the electric field of light that can be observed there

without obstacle 5 and the electric field produced with all charges constituting

obstacle 5 that are excited with the incident field [1].
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This model gives a qualitative interpretation for light matter interaction phe-

nomena such as reflection, refraction, dispersion, and diffraction. But classical

electromagnetic theory fails to describe interaction of light with atomic charges

that constitutes material bodies because of the quantum nature of light and because

none of theories can provide any method for calculating an exact electric field

resulting from the effect of light radiation on the ensemble of a great many atoms

interacting with each other. Therefore, electromagnetic theory uses a simplified

phenomenological model of light diffraction based on the Huygens-Fresnel princi-

ple, with material bodies rather than an exact one [1].

The Huygens principle postulates that every point of a wave front may be

considered as a center of a secondary disturbance that gives rise to spherical

wavelets, and the wave front at any later instant may be regarded as the envelope

of these wavelets. Fresnel improved the principle, stating that the intensity of light

at any point can be found as a result of mutual interference that such wavelets

produced, with virtual sources distributed over any arbitrary surface. This idea was

put on a sounder mathematical basis by Kirchhoff within scalar representation of

a light field. The Kirchhoff method was proved as quite adequate for the solution of

the majority of the instrumental optics problems [1].

In order to assume the effect of obstacles on a light field, this theory of

diffraction uses the following phenomenological interpretation of light-matter

interaction. With respect to the light, any obstacle can be considered as opaque or

transparent. An opaque obstacle shadows a certain spatial region behind it and no

light can be detected there. Transparent objects let the light pass through but affect

both amplitude and phase of the latter. Phase of the transmitted light appears to be

delayed with respect to the incident one just as light propagates inside the body with

speed n times less than that in vacuo. Index n is referred to as a refractive index of

a transparent medium. Amplitude of transmitted radiation is attenuated because of

partial light reflection on each surface of a transparent object it passes through and

because of light energy absorption with transparent medium.

Within the scope of the theory, aperture 5 (Fig. 13.5b) in a flat opaque obstacle

can be represented as a set of virtual sources distributed over the opening of the

aperture. Light emitted with a point source of quasi monochromatic light 2 excites

virtual light sources and makes them reradiate light energy towards the observation

screen 4. Virtual sources should be considered as mutually coherent because point

light source 2 of infinitely small size ensures an infinitely large radius of coherence

at the obstacle plane as it follows from (13.36). To find a light field at a certain

observation point, we must summarize complex amplitudes of light fields produced

there by each virtual source.

In general, the amplitude of each virtual source depends on the diffraction angle

between the incident wave front normal at a virtual source location and the direction

from that location towards the observation point. But, for the optical image pro-

duced with a small aperture shown in Fig. 13.5b, we can assume amplitudes of

virtual source equal, as these are small diffraction angles that are of interest when

examining the optical image. Denoting as an and bn length of segments that

connects the nth virtual source with the point light source 2 and the observation
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point, respectively, we can denote the phase lag of oscillations at the observation

point with that virtual source as ’n ¼ k(an + bn), where k is the wave number of

light oscillations produced with point source. Namely, the phase is determined by

length of optical path drawn through the nth virtual point source.

In general, all optical paths drawn through the aperture are not equal to one

another. But we should expect that the interference of secondary light fields would

result in local light intensity maximum at point that corresponds to minimal

possible variation of path lengths. As can be shown, through appropriate integra-

tion, the intensity maximum is located at straight line connecting the point light

source with the aperture centre. Thus, it corresponds to the apparent propagation of

light along a straight line. The concept of virtual light sources also explains image

blur resulting from shrinking of the aperture below a certain limit. Actually, if

aperture size is comparable with light wavelength, it appears as a single point

source that tends to emit light in all directions and thus produce uniform illumina-

tion of the observation screen, just like source 2 shown in Fig. 13.5a.

An optical system images a point light source with a spot of finite size.

Overlapping of the spots corresponding to neighboring point light sources consti-

tuting a scene results in image blur and loss of small details. The minimal distance

separating two equal point light sources that can be distinguished separately with

a certain imaging system is referred to as resolution of the system. Obviously, the

best resolution of an optical system can be achieved with most the compact image

of a point light source. Because light enters into an optical system only through its

aperture, the integral of light intensity over the image plane should be equal to that

over the aperture. At a fixed aperture size, the most compact image of a point light

source corresponds to the maximal possible peak of corresponding intensity distri-

bution at the observation plane.

The peak of intensity distribution corresponds to maximum of interference of

wavelets produced by virtual light sources. As it follows from (13.26) absolute

interference maximum can be achieved when oscillations produced with all virtual

light sources at observation point are in phase. In other words light should pass for

the same time from light source S (Fig. 13.6a) to observation point S0 along any path
drawn through the aperture for example SAA0S0 or SOO0S0.

Although geometrical lengths of these paths are not equal, the difference can be

compensated with a lens 3 made of transparent material and introduced into the

aperture 2. As we mentioned above, transparent materials affect the phase of light,

“slowing” the apparent propagation speed of light through them. Propagation of

light through transparent material results in phase delay of ’¼ ond/c¼ knd, where
d is geometrical path length, k is wave number, and n is refractive index of medium.

Namely, the phase of light propagating through a transparent medium depends

rather on the so-called optical path length nd than on its geometrical length d. Thus,
the lens delays the phase of light propagating along shorter paths to ensure

a interference maximum at point S0.
Equalizing the optical paths leading from S to S0, the lens introduces a phase

mismatch with respect to other points of the observation screen (e.g., Q0

(Fig. 13.6a)). It results in certain distribution of light intensity over the surface of
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observation screen 4, referred to as point spread function (PSF) of the optical

system. The normalized theoretical PSF P(’, c), referred to as the Airy disk,

which corresponds to the exact equalization of optical paths with the lens mounted

into the circular aperture is shown in Fig. 13.6b. The angular radius of the central

light spot of the distribution defines the minimal possible angular size of the point

source image produced with the ideal optical system [1]:

’min �
l
D

(13.39)

where D is the aperture diameter and l is the light wavelength at the observation

space. Angle ’min determines the resolution of the optical system as the minimal

angle separating the two point light sources that can be resolved as distinct light

spots.

The diffraction of light on a lens results in an optical field that appears as a “cone

of light” based on the lens aperture, like in the case of a camera obscura, which we

discussed above. But vertex of the cone produced with the lens is located at point S0,
which is referred to as the optical conjugate of the point source S. When the cone

vertex lies on the observation screen, it produces there the most compact spot with

the radius of:

rmin � ’minz
0 � l

D
z0; (13.40)

where z0 is the separation between aperture 2 (Fig. 13.6a) and point S0. This light
spot corresponds to the so-called “in-focus” image of the point light source. If point

S0 lays out of the observation screen light, the point light source is imaged with

a broader light spot corresponding to the “out of focus” image. The center of the

spot always represents the position of the point source as a projection with a straight
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Fig. 13.6 Optical imaging with a lens (a) and normalized light flux distribution P(’, c) over
the image plane (b). 1 – point light source; 2 – light stop with aperture; 3 – lens; 4 – image plane.

D – is the aperture diameter
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line referred to as the principal ray drawn from point S through the center of the

aperture towards the observation screen.

Displacement of the light source immediately results in a correspondingmovement

of its image, therefore, optical imaging instruments can be used to determine

the velocity of a flow-tracing particle. Displacement of an object perpendicular to

the principal ray (Fig. 13.7a) results in an image shift within the image sensor plane as

the light cone emitted with the source follows it. Image displacement is directly

proportional to that of the light source, namely Dy0 ¼ bDy, where b is the linear

magnification of the imaging system. Thus, the lateral shift of the object can be easily

detected by comparison of two consequently recorded images if the correspondingDy0

exceeds the image sensor size. We should note here that b strongly depends on the

distance between the light source and the entrance pupil of the system. In a real optical

system, it also varies with the angle between the principal ray and the optical axis

(axis of symmetry) of the optical system. It results in a distortion of the image shape.

Object shift along the principal ray is more difficult to detect as it results in

changes of the diffraction pattern shape (Fig. 13.7b). In this case, the image (namely,

the point corresponding to the local maximum of light intensity) moves along the

principal ray in the image space and shifts out from the sensor plane. As far as the

principal ray appears as the axis of symmetry of the light cone, it results in changes of

diffraction pattern shape while its center remains at the same place. The expansion of

diffraction pattern results in blurring of the image, which appears to be “out of focus.”

The axial displacement of image is directly proportional to that of object Dz0 ¼ gDz,
where g is referred to as longitudinal magnification. If the displacement is small and

both object and image spaces are filled with the same medium, g� b2. In most cases,

the actual position of an object along the principal ray could not be determined with

reasonable precision from the optical image. One possible solution of the issue

concerns the use of two imaging systems viewing an object from different points to

obtain a so-called “stereo” image.

13.2.6 Particle Image Velocimetry

Over the millennia it was human vision that enabled detection and tracking of

moving objects, which was critical to our survival. Thus, although it was
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Fig. 13.7 Imaging of object that shifts perpendicular (a) and parallel (b) to principal ray
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possible to acquire sequential images of flow-tracing particles by means of

motion picture photography or videotape recording, there was only one way to

evaluate flow velocity field through visual examination of the sequence. Progress

in the field was achieved only in the early 1990s, with the development of

powerful digital computers and reliable digital image sensors that gave rise to

the computer-assisted particle image velocimetry (PIV) technique, which

enables fast automated tracking of flow-tracing particles through sequential

images of a flow. At present, PIV has became a versatile technique that is

suitable for quantitative characterization of gas and fluid flows with velocities

ranging from nanometers to kilometers per second and in different circumstances

from airflow around an airplane to fluid circulation produced with a bacterial

filament [5].

PIV is based on tracking of flow-tracing particles image through a series of

consequently recorded pictures of a flow obtained with an appropriate imaging

system. As an optical image represents a projection of an actual particle position

onto the flat surface of an image sensor, the method is typically used for measure-

ments of two-dimensional velocity fields within a plane that is optically conjugated

with an image sensor surface. In order to simplify further analysis, we suppose here

that the particle image is produced at the image sensor surface with an ideal optical

system with unity magnification so we can assume that particle image coordinates

x and y are equal to the actual particle coordinates within the conjugated flow cross

section [5].

If two pictures were consequently recorded at instants separated with a certain

time interval Dt, each particle image appears in the second picture displaced with

respect to its position in the first one. Then, the first approximation velocity of

a particle image can be calculated as

viðriÞ ¼ ðri 0� riÞ
Dt

; (13.41)

where ri ¼ (xi, yi) and ri
0 ¼ (xi

0, yi0) are position vectors of an individual particle i at
the first and at the second image, respectively. If the picture contains N distinct

images of the particle, the procedure results in an estimate [v1(x1, y1) . . . vN(xN, yN)]
velocity vector field V(x, y). The main problem here is avoiding spurious displace-

ment corresponding to the situation when ri
0 and ri points are images of distinct

particles instead of the same one.

One way to ensure proper attribution of particles is to maintain particle seeding

density low enough to ensure that the averaged distance separating particles

sufficiently exceeds expected displacement of any flow tracing particle during the

time interval of Dt (Fig. 13.7a). In this case, the particle position at the first picture

is taken as a center of an interrogation region (IR) where only the same particle can

be found at the next picture. Large particle separation guaranties proper attribution

of the image because any unwanted particle could not enter into the interrogation

region for Dt. The method referred to as particle tracking velocimetry (PTV) can

be easily automated by means of computer-assisted digital image processing [5].

13 Bioflow Measuring: Laser Doppler and Speckle Techniques 511



As is shown in Fig. 13.8a, the low seeding density required to avoid spurious

displacements results in poor velocity field estimates.

On the other hand, if particle separation is less than length scale of any flow

velocity gradient, neighboring particles retain their local positional relationship for

a certain time. Thus, at high seeding density an image of particle group can be

attributed properly through both images, so it should be considered as an elemen-

tary flow tracer rather than an image of a distinct particle (Fig. 13.8b). The principle

gives a basis for the correlation-based technique referred to as particle image

velocimetry (PIV).

PIV is based on subdividing of a picture with regular grid of identical interro-

gation areas that may partly overlap one another (Fig. 13.8b). Then, the mean

displacement vector over each interrogation area is calculated with two-

dimensional image correlations. The optical image recorded with a digital camera

is represented with a two-dimensional array of numbers, each encoding mean light

intensity over the corresponding image sensor element, referred to as pixel (namely

picture element). Then, correlation of light intensity over the kth interrogation

region is given with [5]

Fkðm; nÞ ¼
Xq
j¼1

Xp
i¼1

f kði; jÞ � gkðiþ m; jþ nÞ; (13.42)

where fk(i, j) and gk(i, j) denote sub-arrays of p � q pixels, representing a light

intensity distribution over the kth interrogation region at the first and the second

pictures, respectively. The resulting estimate Fk(m, n) is represented with

Fig. 13.8 Principle of particle tracking velocimetry (a) and particle image velocimetry (b); IR
interrogation region
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a two-dimensional array with its maximal value position corresponding to the most

likely displacement of a pattern representing a group of particles (e.g., one denoted

with black circles in Fig. 13.8b). Thus, discrimination of the Fk(m, n) peak position
gives the averaged fluid displacement over the IR for time interval of Dt, namely the

mean displacement vector Dr¼ ri
0 � ri. Repeating the procedure for each IR results

in an estimate of velocity vector field as set of mean displacement vectors associ-

ated with the centers of corresponding IRs (Fig. 13.8b).

In order to optimize the image evaluation procedure, a fast Fourier transforma-

tion–based algorithm is used to get a cross correlation estimate Fk(m, n) rather than
a sum calculation [see (13.42)], and more sophisticated methods of image evalua-

tion may be implemented for specific applications like stereo PIV. Further details

on PIV evaluation algorithms as well as comprehensive analysis of their perfor-

mance can be found in Ref. [5].

PIV was initially developed for macroscopic fluid flow characterization with

spatial resolution about 1 mm, but several years later it was extended to measure

velocity fields of fluid motion within a length scale of 100 mm with a spatial

resolution of 1–10 mm. The high-resolution technique, referred to as micro particle

image velocimetry (mPIV), has found a number of applications in microfluidics, in

particular related to chip development and life sciences [17, 18].

The extensionof PIV tomicroscopic flows concerns not only the use ofmicroscopic

imaging systems for picture acquisition but also the fundamental difference between

material particle motion in the macro and micro scale. It is well known that thermal

fluctuations set small particles suspended in a fluid in endless stochasticmotion, named

Brownian motion after its discoverer. According to molecular-kinetic theory,

Brownian motion results from collisions between fluid molecules and suspended

particles. For time intervalsDt larger than particle inertial response time, the dynamics

of Brownian motion is independent of inertial parameters such as particle and fluid

density and should be considered as random walk of particles resulting in a great

number statistically independent collisions. Thus, the random displacement of parti-

cles with respect to isotropic moving fluid can be considered as a Gaussian stochastic

variable with the following probability distribution function [17]:

pðDx;Dy;DzÞ ¼ 1

ð2pÞ3=2ð2DDtÞ3=2
exp �ðDx2 þ Dy2 þ Dz2Þ

4DDt

� �
; (13.43)

where Dx, Dy, Dz are statistically independent displacement along corresponding

Cartesian axes during the time interval of Dt; D is the particle diffusion coefficient.

For a spherical particle subject to Stokes drag force, the particle diffusion coeffi-

cient was first given by Einstein as [19]

D ¼ kT

3pmdp
; (13.44)

where dp is the particle diameter; k is the Boltzmann constant; and m and T represent

dynamic viscosity and absolute temperature of a fluid.
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Brownian motion of a particle with respect to moving fluid introduces an error in

fluid velocity measurements. Assuming the above relative errors in measured x and
y components of a fluid, velocity can be expressed as

ex ¼ 1

u

ffiffiffiffiffiffi
2D

Dt

r
; ey ¼ 1

v

ffiffiffiffiffiffi
2D

Dt

r
: (13.45)

While negligible in large length scales with respect to microscopic flows, the

Brownian motion-related error establishes a lower limit on the measurement time

interval Dt since, for shorter times, the measurements are dominated by

uncorrelated Brownian motion. The uncertainty is more critical for PTV as the

PIV approach means each displacement vector is an average over those of several

particles within each IR. On the other hand, Brownian motion degrades positional

relationship of particles within the IR, thus reducing cross correlation and even

completely eliminating it for larger Dt. Thus, the “lifetime” of a particle positional

relationship establishes a higher limit on the measurement time interval for PIV. In

order to improve performance of PIV evaluation of microscopic flows, averaging of

correlation estimates was proposed as the principal feature of the mPIV approach

[17]. This means that the correlation estimate characterizing mean displacement

over the kth is calculated as an average over the ensemble of picture pairs:

�Fkðm; nÞ ¼ 1

N

XN
l¼1

Fk;lðm; nÞ; (13.46)

where Fk,l(m, n) is the cross correlation of the kth IR through lth pair of pictures.

Although such correlation averaging improves the performance of the mPIV
correlation-based particle, image velocimetry approaches (as with any of the other

flow diagnostics technique we discuss later) fails when extended toward the sub-

micrometer scale. This is because of the fundamental difference in the interpreta-

tion of term “motion” above and below the 1 mm length scale. In the macroscopic

scale, we can assume the ordered motion of a particle from one point to another and

consider Brownian motion as a source of errors. But at the sub-micrometer scale,

the situation is reversed. Random motion of a particle should be considered as

a principal while regular motion is just a drift of the probability distribution center.

Therefore, the PIV approach originally suited to characterize ordered motion only

no longer works at the length scale below 1 mm, while the PTV-like approach still

can be used to track the random walk of single molecules with a spatial resolution of

several nanometers [20].

13.2.7 Laser Doppler Anemometry

In 1842, Christian Doppler in his paper “On the Colored Light of Double Stars and

Some Other Heavenly Bodies” formulated his principle, stating that the observed

frequency of a radiation depends on the velocity of relative motion of the source
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and detector. Thus, frequency of the observed radiation increases when the source

moves towards the detector and decreases when it moves away from it. A fixed

detector registers radiation with its original frequency. As Doppler’s argument is

applicable to wave process of any nature, he supposed that motion of the stars

results in changes of their color. After the effect was confirmed in an experiment by

W. Huggins in 1868, it was found that it could not affect the visible color of stars

since it results only in a slight shift of spectral lines. In laboratory conditions,

a similar shift of spectral lines was arranged for the first time in 1900 by

A. Belopolsky, who utilized multiple light reflections from rotating mirrors to

produce a virtual light source moving with respect to a spectroscope at a speed of

0.5 km/s. Since sufficient shift of spectral lines corresponds to very high velocities

for a long time, the optical Doppler effect was only used in astronomy to measure

the radial velocity of heavenly bodies [15, 21].

New applications of the Doppler effect became possible after the development of

the laser-based technique of high-resolution optical mixing spectroscopy, enabling

detection of very small, about a fraction of a cycle per second, variations of light

oscillation frequency, which is about 1015 cycles per second. After the technique

was used for the first time to detect the Doppler frequency shift resulting from light

scattering from flow-tracing particles in 1964 [3], it gave rise to a variety of laser-

based techniques for fluid diagnostics referred to as laser Doppler anemometry

(LDA) [15]. For nearly four decades, LDA was the sole high-resolution non-

intrusive method for localized fluid flow velocity measurements; the PIV technique

replaced it for most of applications, as the latter is simpler to implement and allows

for instant recording of the vector velocity field in contrast to point-wise measure-

ments enabled by the former.

Although the Doppler effect manifests itself in wave processes of any nature, its

interpretation within the scope of electromagnetic theory is different in

a fundamental sense than that concerning, for example, acoustical waves. Mechan-

ical waves are considered as propagating fluctuations of a property characterizing

certain a material medium that transfers the wave from source to detector. In this

case, Doppler frequency shift takes place two times: when the wave is excited in the

medium with a source moving through it and when wave is registered with detector

moving through the medium. Therefore, the same motion of a detector relative to

a light source results in two different values of Doppler frequency shift: when

medium is stationary relative to the source and when it is stationary relative to the

detector. One value differs from another by the multiplier (1 � (v/c)2), where v is
velocity of the detector motion relative to the source and c is the speed of wave

propagation in the medium.

In acoustics, this difference can be easily observed in an experiment, because the

speed of sound is relatively slow and even supersonic velocity of a source or

a detector can be achieved. In optics, it is expected to be extremely small because

of the extremely high speed of light. However, such small difference has not yet

been detected in a reliable experiment concerning electromagnetic waves. Because

no suitable interpretation of the phenomena was proposed, it was also postulated

as a fundamental property of light and electromagnetic radiation in general.
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The postulation gives rise to the special theory of relativity, which states appropri-

ate transformations of coordinates to avoid, with respect to electromagnetic waves,

the difference in Doppler frequency shift mentioned above.

Thus, assuming the relativistic transformation of coordinates we obtain the same

Doppler frequency shift for the observer either moving with the source or with the

detector. In the one-dimensional case, the observer moves towards the light source

and the observed radian frequency of light is expressed by any of the following

equations [22]:

o ¼ o0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
ð1� v=cÞ ¼ o0

1þ v=cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p ; (13.47)

where o0 is the natural radian frequency of light source oscillations, v is the

velocity of detector motion relative to the light source, and c is the speed of the

light in vacuo. For most practically significant cases, one can take that
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
is equal to unity. In this case, (13.47) are no longer identical but they are still

equal to (v/c)2, namely at the relative speed of about 1 m/s the error should not

exceed 10�16.

Now, using the (13.47), we can calculate the Doppler frequency shift of light

radiation scattered by a moving flow-tracing particle. For simplicity, we consider

a particle moving with a constant velocity u and illuminated with a beam of quasi

monochromatic light with a central frequency of o0 emitted with light source 1
(Fig. 13.9). Light radiation scattered by a particle is collected with detector 3. We

suppose here that both the light source and detector are far enough from the particle,

so we can assume that the wave vectors of incident and scattered light ki and ks
produce constant angles yi and ys with velocity vector u. Due to the Doppler effect,
the moving particle receives light radiation with shifted frequency that can be found

from (13.47) assuming that the light source is moving relative to particle with

velocity u0 ¼ �u and u << c [21]:

o0 ¼ o0 1� u=cð ÞcosYi½ �: (13.48)

Fig. 13.9 Laser light

scattering on a moving

particle: 1 – laser light source;
2 – moving particle, 3 –

detector, 4 – reference field
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Now moving particle 2 appears as a moving secondary light source that emits

light radiation with a central radian frequency of o0 towards stationary detector 3.
By using (13.47) once again, we express the frequency of light that reaches the

detector as

os ¼ o0 1þ u=cð ÞcosYs½ �: (13.49)

Substituting (13.48) to (13.49) and leaving only terms linear in u/c we finally get

os ¼ o0 1� u

c
cosYi � cosYsð Þ

h i
(13.50)

or denoting Doppler frequency shift as Do ¼ os � o0:

Do ¼ o0

c
uðcosYs � cosYiÞ: (13.51)

Taking for the non-relativistic case o0 � os and thus k0j j ¼ o0

c � ksj j, we can

rewrite (13.51) as

Do ¼ ks � k0ð Þu ¼ Ksu (13.52)

where Ks is vector difference between wave vectors of scattered and incident light

radiation.

Maximal Doppler frequency shift corresponds to the case when wave vectors ks
and k0 are antiparallel and those both are collinear to the velocity vector u. For
particle velocity of 1 m/s and light wavelength of 500 nm, (13.45) gives the

frequency shift Df ¼ Do/2p ¼ 2u/l ¼ 4 � 106 Hz while the central frequency of

light oscillations f0 ¼ o0/2p ¼ c/l¼ 6 � 1014 Hz. Relative frequency shift about

10�8 could not be detected with conventional high-resolution spectroscopic tech-

niques, but it can be detected through mixing of the scattered light field with

a reference one oscillating at well-known frequency. If both fields are mutually

coherent, their superposition results in light intensity oscillations with differential

frequency, as follows from (13.20). The method referred to as heterodyning is

widely used in radio electronics to detect differential frequency through mixing of

electromagnetic fields originating from distinct oscillatory circuits [21].

In optics it is still very difficult to ensure mutual coherence of fields originating

from different light sources, e.g., different lasers. Therefore, in the typical LDA

arrangement, reference field 4 (Fig. 13.9) originates from the same source as the

probing one. In this case, LDA arrangement should be considered as an interfer-

ometer that splits the light energy between two distinct optical paths connecting the

light source and detector, namely 1-2-3 and 1-4-3 (Fig. 13.9). Interference of fields

at the detector surface produces some light intensity distribution, the so-called

interference pattern. Continuous motion of particle 2 changes the length of the

first light path and thus it changes the phase difference D’ between optical fields
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dropping at the detector surface. As can be shown, light intensity at each point of

interference pattern in this case oscillates with frequency Do ¼ @D’
@t , which is equal

to that given by (13.52).

The model of LDA as an interferometer is more useful than that based on the

Doppler effect, because the former takes into consideration the full phase difference

between optical fields mixed at the detector while the latter concerns only the time

derivative of the phase difference, thus ignoring any phase relationships that do not

depend on time. The full phase difference is critical for appropriate description of

an LDA arrangement for at least of two reasons.

First of all, any arrangement must ensure mutual coherence of light fields mixing

at the detector surface. For quasi monochromatic light (namely any light that can be

observed in practice), this is possible only while the optical path difference intro-

duced with arrangement does not exceed the coherence length of light radiation [see

(13.34)].

Secondly, it is important to ensure that light intensity oscillations are in phase

over the light detector surface. Output of any real light detector is proportional to

light energy flux averaged over its sensitive surface of finite size. If light oscilla-

tions over a detector surface are not in phase, the overall modulation depth of the

detected intensity decreases because a local intensity maximum at one part of

detector could be balanced with a minimum at another one. Therefore, to provide

an optimal signal-to-noise ratio of optical mixing, the detector size has to be much

less than the period of phase variations over the observation plane.

The third factor affecting the modulation depth of the detector output is the ratio

of reference and the scattered light field intensity. As follows from (13.13), the

maximal difference between the intensity at the interference minimum and that at

the corresponding minimum can be achieved if intensities of both fields are equal.

Evidently, the LDA arrangement shown in Fig. 13.9 is not ideal with respect to

these issues inasmuch as special measures should be undertaken to ensure path

equivalence; wave fronts of the reference wave are not parallel to that of light

scattered with flow-tracing particles; and the reference field amplitude is constant

while that of Doppler shifted light is determined only by optical properties of the

particle and thus may vary from one particle to another.

To overcome the issues, differential LDA arrangement had been proposed

(Fig. 13.10) [15]. Light radiation originating from laser 1 passes through an

optical system 4, which divides it between two mutually coherent beams and

Fig. 13.10 Differential LDA

arrangement
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then directs both of them onto a flow-tracing particle 2. The moving particle

scatters radiation of each beam subjected to Doppler frequency shift towards the

light detector 3. Superposition of the fields at the detector surface results in

intensity oscillation with differential frequency Do12 ¼ Do1 � Do2, where

Do1 and Do2 represent Doppler frequency shifts resulting from scattering of

the first and the second beam by a moving particle towards the detector 3. Using
(13.52):

Do1 ¼ ðks1 � k1Þu; Do2 ¼ ðks2 � k2Þu; (13.53)

where k1 and k2 are wave vectors of incident beams; ks1 and ks2 denote wave

vectors of scattered radiation corresponding to the first and the second beam,

respectively; u is particle velocity. Because of Doppler frequency shift, frequencies

of scattered waves are not equal, but because of very small shift magnitude we can

assume that ks1 ¼ ks2 and then express differential frequency as

Do21 ¼ Do2 � Do1 ¼ Ku; (13.54)

where K ¼ k2 � k1 is the differential wave vector of incident beams. Thus, the

resulting light intensity at the detector surface oscillates with a frequency that is

independent of the direction of light scattering by a particle. Light intensity

frequency is determined here with a scalar product of the differential wave vector

of incident beams and particle velocity. As follows from (Fig. 13.10), the differen-

tial wave vector magnitude can be expressed as

Kj j ¼ 4pn
l

sin
a
2

� �
; (13.55)

where n is the refractive index of the surrounding medium; l is the light wavelength
in vacuo; and a is an angle between incident light beams.

The flow-tracing particle acts as a secondary source for both fields scattered

towards the detector. Therefore, the differential LDA arrangement ensures

matching of amplitudes and phases of mixed fields virtually at any observation

point around the particle. It is obvious that modulation of light intensity at the

detector surface takes place only when the particle is illuminated with both beams

simultaneously. If the particle passes through only one beam, no intensity modula-

tion is observed. Thus, differential LDA is suitable for local flow velocity charac-

terization within a probe volume defined by the laser beams’ intersection. Thus,

narrower incident beams provide higher spatial resolution for local velocity

measurements.

However, the Doppler-based model we used above does not assume any effect of

finite beam size. Eventually it can be extended in the appropriate way to take into

account the issues. But instead of following this elaborate method, we will examine

the effect within the scope of the interference model of differential LDA.
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13.2.8 Interferential Model of Differential LDA

Say the probe volume of a differential LDA is formed by the intersection of two

mutually coherent Gaussian beams of laser radiation characterized by identical

amplitudes and frequencies. We also suppose that the intersection coincides with

the waist of each beam so the wave front of each beam is planar and wave vectors k1
and k2 are constant over the entire probe volume. As far as the beams are mutually

coherent, the interference should be observed over their intersection. According to

(13.27), the intensity at each point is determined by phase difference quasi mono-

chromatic light field oscillations

dðrÞ ¼ ’1ðr; tÞ � ’2ðr; tÞ ¼ ð�k2rÞ � ð�k1rÞ ¼ Kr: (13.56)

The maxima of interference are expected at the point where d(r) ¼ 2pm, m is

integer. According to (13.56), their loci are represented with a set planes perpen-

dicular to K and spaced with period of L¼2p/|K|. In (Fig. 13.11), the cross section

of the set of planes with the drawing plane is shown as a set of parallel horizontal

interference fringes.

As a result of interference, the light intensity over the probe volume appears to

be modulated in space. As follows from (13.27), the intensity at the maxima and

minima of the interference pattern depends on the ratio of intensities of superposed

light beams. Thus, because of nonuniform distribution of light intensity over the

beams, the modulation depth is nonuniform over the probe volume. It is close to

100 % at the points where the local intensities of both beams are equal. In the case

when a pair of identical Gaussian beams are used, the intensities should be equal at

the planes of symmetry of the probing volume, in particular in plane Q (Fig. 13.11)

where cross sections of the beams are matched.

When a particle moves across a probe volume it scatters light towards the

detector, which converts light energy flux through its sensitive surface into an

output voltage. Let us consider a detector output voltage corresponding to

a particle that crosses the probe volume with constant velocity of u. Its position
varies depending on time as r(t) ¼ r0 + ut (Fig. 13.11), where r0 represents particle
position at t ¼ 0. If particle size is much smaller than L and detector output is

Fig. 13.11 Interference

model of differential LDA
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directly proportional to light energy flux through its surface, we can assume

detector output at each instant of time is directly proportional to light intensity at

the point corresponding to the current particle position. Then, if light intensity

distribution over the first and the second laser beams is stationary and given

with functions I1(r) and I2(r), we can express detector output using (13.39) and

(13.56) as

AðtÞ � I1ðr0 þ utÞ þ I2ðr0 þ utÞ þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðr0 þ utÞI2ðr0 þ utÞ

p
cos KutþKr0ð Þ:

(13.57)

A plot of A(t) corresponding to particle movement parallel to K along the

symmetry axis of probe volume formed with two identical Gaussian laser beams

is shown in Fig. 13.12a. In that ideal case, the resulting signal modulation depth is

100 % because of I1(r) ¼ I2(r) along whole particle trajectory.

The detector output appears as a sum of the low-frequency term

ALFðtÞ � I1ðr0 þ utÞ þ I2ðr0 þ utÞ corresponding to the averaged intensity
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variation over cross sections of the superposed beam; and a high-frequency one

AHFðtÞ � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðr0 þ utÞI2ðr0 þ utÞp

cos KutþKr0ð Þ that represents intensity

oscillations with exactly the same frequency as (13.49) gives the Doppler fre-

quency shift: Do21 ¼ Ku. The high-frequency component is also modulated with

an envelope that characterizes the light intensity distribution along the particle

trajectory. Plots of both low- and high-frequency components ALF(t) and AHF(t)
are shown in Fig. 13.12b and c, respectively. The power spectrum of a signal

consists of a low-frequency component centered at zero frequency and a high-

frequency one peaking around Df21 ¼Do21/2p. As follows from the fundamental

properties of Fourier transformation, the contours of both spectral components are

Gaussian because of the Gaussian shape of the intensity oscillation envelope.

Figure 13.12d represents an ideal case with 100 % intensity modulation.

However, in practice, for most of particles passing through the probe volume

the modulation rate is sufficiently less than 100%. Moreover, if a particle crosses

the light beams outside of the probe volume it produces light intensity variation

that consists of the low-frequency component only. Thus, the low-frequency

component of the LDA output spectrum is typically much higher than that at

high frequency. The superposition of spectral components introduces an error in

discrimination of a peak corresponding to Doppler frequency shift. As cos

(�Kut) ¼ cos(Kut), the intensity variations do not reflect the actual direction of

particle velocity but only the modulus of its projection onto K.

To overcome the issue, the frequency of one of the incident beams can be

shifted with respect to that of the other one in O¼ o2 � o1 using, for example, an

acousto-optic modulator built in the optical setup of LDA. The constant prelim-

inary frequency shift results in translation of the interference maxima loci

into the probe volume along K with constant velocity. The translation does

not affect phase-independent low-frequency terms but shifts AHF oscillation

frequency in O:

AHFðtÞ � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I1ðr0 þ utÞI2ðr0 þ utÞ

p
cos Kuþ O½ �tþKr0ð Þ: (13.58)

The shift of high-frequency spectral component ensures appropriate separation

between them and undesirable low-frequency pedestal centered on zero. It also

makes it possible to discriminate the sign of Doppler frequency shift Do21 because

the high-frequency component is centered now on Df 021 ¼ (Do21+O)/2p.
After decades of intensive development of the LDA arrangement, many

improvements to the setup were proposed in order to enable simultaneous acquisi-

tion of three components of velocity vector: to reconstruct two- or even three-

dimensional velocity fields, to analyze particle size distribution in multi-phase

flows, and to provide velocimetry of microscopic flows, and so on. But, since

these improvements were achieved at the cost of complication of the optical

arrangements, each of them was application specific and thus reduced the versatility

of the approach [15, 21].
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13.2.9 Comparison of LDA and PIV Implementation

Originally, LDA and PIV techniques were developed for characterization of mea-

surements of velocity of transparent media at low concentration of flow-tracing

particles. Typical implementations of both techniques for such conditions are

represented with structural diagrams shown in Fig. 13.13. As mentioned above,

differential LDA (Fig. 13.13a) utilizes a cw laser light source to produce structured

illumination of the probe volume with the interference pattern arranged with an

interferometer constituted, e.g., of certain beam-splitting prism block and a lens that

focuses laser beams and makes them intersect at their waist plane. To optimize

collection of light scattered with the particle that crosses the probe volume, an

objective lens is typically used to image the probe volume onto a plane of aperture

that rejects unwanted radiation. A single light detector placed after the aperture

converts light intensity into an electrical signal that is then analyzed with appro-

priate circuitry in order to discriminate its modulation frequency proportional to

particle velocity. Actually, the differential LDA appears here just as a simple

imaging system with specific structured illumination of the object space, which

enables detection of particle displacement with a single detector.

Prism
block

Probe
volume

Pulsed laser

a

b

Particles

Light
sheet

Light sheet
generator

Objective
lens

Objective
lens

Image sensor

Lens
Particles

CW laser

Aperture

Detector

Fig. 13.13 Comparison of differential LDA (a) and light sheet based PIV (b)
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By analogy with the above, PIV implementation can be considered as an

imaging system that images particles onto an image sensor consisting of a two-

dimensional array of light detectors (Fig. 13.13b). The replacement of a single

detector with an image sensor PIV ensures measurement of the two-dimensional

velocity field of flow-tracing particles in spite of point-wise measurements of the

single-velocity component enabled with LDA shown in Fig. 13.13b. The PIV

technique allows for tracking of any visible particles, so it is actually not critical

to illumination setup. However, for large-scale flows, illumination with a laser

“light sheet” is typically used to ensure exact localization of the velocity field along

the imaging system axis. The “light sheet” produced with an optical system of

a light sheet generator incorporating cylinder lenses is arranged to illuminate flow-

tracing particles only within the plane optically conjugated with the image sensor.

Because particles are in motion, it is necessary to ensure an exposure time that is as

short as possible to avoid image smearing. Therefore, it is useful to illuminate flow-

tracing particles with a pulsed laser, which “freezes” particle motion in a manner of

a photographic flash lamp.

Actually, the use of a laser light source is not critical here as the only require-

ment for PIV processing concerns visibility of individual particles. For example,

imaging of microscopic flows for PIV purposes does not require the use of light

sheet illumination since the short depth of focus of high numerical aperture lenses

efficiently suppresses images of out of plane particles. A laser light source ensures

the best performance for LDA instrumentation because of the high intensity and

monochromaticity of the radiation it emits. But the closer examination of the setup

shown in Fig. 13.13a leads us to conclude that the replacement of the laser with any

other light source of the equivalent intensity is not critical for proper operation of

the Doppler anemometer. For example, the appropriate light intensity distribution

over the probe volume can be obtained through projection with a lens of an

appropriate pattern like diffraction grating. The use of an achromatic lens for

projection makes it possible to use even white light for these purposes. Moreover,

a reticle-shaped mask can be placed at the detector surface. Translation of the

particle image across the mask will result in modulation of light reaching the

detector surface.

Since both LDA and PIV can be considered as imaging-based techniques, we

can state that they both enable quantitative measurements of flow-tracing particles’

velocities under any conditions that make it possible to obtain optical images of

these particles. Namely, they are suitable for characterizing flows in a transparent

fluid seeded with flow-tracing particles of appropriate size and concentration to

ensure visibility through the medium. Such criterion can be satisfied in most cases

of experimental fluid dynamics studies as they leave the researcher a wide choice of

working fluids and particles. However, the implementation of these techniques for

characterization of biological fluids is not so easy because of the heterogeneous

structure of both biological fluids and tissues introduces random phase modulation

of the light propagating through. Since the phase of light is critical for localization

of flow-tracing particles, the random modulation makes localization of flow tracing

particles impossible and thus it cancels out any quantitative measurements of fluid
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flow velocity. Thus, with respect to their applications for biomedical research, these

techniques should be considered as task-specific methods for a limited number of

applications like capillaroscopy or lab-on-a-chip testing, rather than as a versatile

techniques for clinical diagnostics.

13.2.10 Scattering of Light

Interaction of light with material objects is the most complex problem of optics

because it requires a model for interaction of light radiation with a huge ensemble

of elemental light sources at atomic length scales. To date, quantum electrodynam-

ics provides a formal interpretation of the interaction of an electromagnetic field

with an individual atom or molecule, as well as with the set of limited number of

such objects. But the direct extension of the microscopic approach for macroscopic

objects is difficult because it is practically impossible to describe the exact positions

of about 1023 atoms or molecules and to consider all interactions of each atom with

the others. Therefore, some approximate models should be introduced to describe

light propagation in the presence of macroscopic material bodies constituted with

various media.

With respect to most practically significant problems, these media can be

considered as deterministic or random. For deterministic media, distribution of

elemental light sources can be described in terms of their macroscopic or micro-

scopic structure. For example, gases and fluids can be considered as isotropic media

with microscopically uniform spatial distribution of molecules; in a crystal, atoms

and molecules or ions are arranged in an orderly and repeating pattern extended to

all three spatial dimensions. Deterministic models are suitable for interpretation of

the optical properties of homogeneous media such as refraction, dispersion, bire-

fringence, and optical activity.

In contrast, a great deal of the media in nature could not be characterized

in a deterministic manner as their local optical properties vary in a random way

in space and time. These media introduce random variations of amplitude and phase

in the field of light propagating through [23]. As a result, light energy is scattered in

all directions. The models of randommedia are suitable for representation of optical

properties of turbid objects with random or very complex internal structure like

suspension of polydisperse particles or biological tissues. We consider here only

some qualitative models of light propagation in random media in order to examine

potential capabilities of imaging-based optical velocimetry with respect to optically

heterogeneous media like these constituting biological objects.

Within the scope of electromagnetic theory, elemental light sources like atoms

or molecules can be considered as certain oscillators that can be excited with

incident light that makes them produce a secondary light field [23]. We suppose

here that the intrinsic frequency of oscillators differs from that of incident light so

they do not absorb light but scatter all incident energy due to forced oscillations. Let

us consider a pair of such oscillators S1 and S2 illuminated with a point light source

A (Fig. 13.14a). We suppose here that both oscillators fall into the same coherence
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volume of incident light and thus they appear as mutually coherent secondary light

sources. For example, we can suppose that both sources lie on the spherical wave

front w. In this case, following the Huygens-Fresnel principle, we can represent the
wave front as a set of virtual light sources as we did it for the empty space, except

for points S1 and S2, where we should replace virtual light sources with real ones

characterized by a different “oscillator force.”

Superposition of coherent light fields produced with these real sources results in

interference re-distribution of light energy over the screen surface, as discussed in

Sect. 13.2.3. Following (13.19), we can expect interference maxima at points not

only at A0 for which optical lengths of paths AS1A
0 and AS2A

0 are equal, but also at

points B0, С0, and so on, for which the optical path difference is equal to ml, where
m is an integer number and l is light wavelength. Namely, diffraction of light on the

elemental oscillators results in deflection of light from its initial direction, referred

to as scattering of light.

The model also explains the propagation of light through homogeneous trans-

parent media like air, water, glass, and clear plastics. Actually, as follows from

geometry, the difference of optical paths leading from each oscillator to any given

point in space could not exceed the length of segment S1 S2 separating these

sources. Thus, if the separation between light sources is less than the light wave-

length, the interference maximum is possible only when optical paths leading to the

observation point are equal (Fig. 13.14b). In this case, densely packed oscillators

act in the same manner as virtual light sources and they produce a light field that

appears like a wave propagating along straight lines. As mentioned above, the

secondary optical field produced with such densely packed oscillators superposes

the incident one and the resulting field appears as propagating through the medium

slower than through empty space.

This secondary field also appears as light reflected back from the transparent

body surface, referred to as Fresnel reflection. We should note here that any

variations of oscillator density result from light scattering. Such variations in length

scale exceeding light wavelength makes a medium appear as turbid and non-

transparent, while fluctuations of oscillator density at the molecular level, e.g.,

due to non-uniform distribution of molecules of gas as a result of thermal motion,

produce weak scattering referred to as molecular scattering of light inside trans-

parent media.

Fig. 13.14 Propagation of light through turbid (a) and transparent (b) medium
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Scattering of light inside turbid medium introduces random variation of the

scattered light phase, which results in apparent deviation of light from its rectilinear

propagation. Thus, in most cases it makes it impossible to obtain an optical image

of an object with light propagating through a turbid medium. For example, an

extreme case of light propagation through a strongly turbid medium results in

diffusion, like transfer of light energy, because such a medium totally disorders

any initial distribution of incident light field phase and amplitude. But, as discussed

above, the opposite extreme case concerns the transparent medium that does not

disturb rectilinear propagation of light, so a turbid medium in particular may allow

for imaging through it even while it degrades image quality.

Consider the effect of a turbid medium on the optical image of a point light

source of non-coherent light 1 (Fig. 13.15) covered with a turbid medium 2. In order
to obtain an optical image of the light source, a lens 3 is placed between the turbid

medium and the observation screen 4. Diffraction of light on heterogeneities causes
it to deviate from its rectilinear propagation and pass along the curvilinear paths

shown in Fig. 13.15 with dashed lines. But a certain fraction of light energy flow

does not change its initial direction after it passes through the turbid medium, so it

passes through the lens and reaches point S0. This light energy flow propagates

along paths that are shown in Fig. 13.15 with solid lines.

As was shown in Fig. 13.6, the lens equalizes the optical length of these paths

and produces an optical image of the light source as a result of constructive

interference of the light oscillations passed along them. Thus, light oscillations

passed through turbid medium along straight paths are mutually coherent and they

result in interference pattern 6 (Fig. 13.15), which appears as an Airy disk, the same

as that which represents the point light source image obtained without turbid

medium introduced before the lens. Each oscillator constituting the turbid medium

deflects a certain fraction of light energy away from the rectilinear trajectory

Fig. 13.15 Imaging trough turbid medium: 1 – light source; 2 – turbid medium; 3 – lens; 4 –

observation screen; 5 – non-coherent light intensity distribution; 6 – coherent light intensity

distribution (Airy disk)
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intensity of light, propagating along a straight path that exponentially degrades with

the increase of turbid medium thickness following Beer’s law:

IðlÞ ¼ I0 expð�mlÞ; (13.59)

where I0 is the intensity of the parallel light beam incident to a slab of turbid

medium; l is the slab thickness and I is the intensity of parallel light beam emerging

from the slab at the same direction; m is referred to as extinction coefficient, which

represents the inverse optical path corresponding to the attenuation of incident light

intensity by a factor of e.
Light passed through a turbid medium along curvilinear paths also reaches the

observation screen. But since the optical length difference of these paths exceeds

the coherence length of light emitted with the point source, these oscillations are

incoherent at the screen surface. Thus, they produce a certain wide intensity

distribution 5 (Fig. 13.15) over the screen surface. Because the incoherent distri-

bution biases the coherent one, the latter remains visible despite the effect of the

turbid medium [23].

The model shows us certain ways to enhance signal-to-noise ratio of the image

obtained through a turbid medium. In particular, it can be increased with the

increase of the imaging lens aperture ratio as it allows for collecting more coherent

light that forms the image. Non-coherent light can be suppressed with an aperture

placed at the image plane. But in this case, only one point of the object can be

imaged at once and certain scanning is needed to resolve the whole object point-by-

point. The effect of image quality enhancement with the increase of lens aperture

and filtering of undesirable light with an aperture constitutes the fundamental

background of laser scanning microscopy (LSM), which enables high-quality,

three-dimensional imaging of living cellular structures through a 100-mm-thick

layer of superposed tissue [6, 7].

The coherent component of scattered light can be also discriminated by means of

certain interferometry techniques. This approach was implemented in so-called

optical coherence tomography (OCT), which allows for imaging of supracellular

structures through a 1-mm-thick layer of living tissue with resolution typically less

than 10 mm limited with sufficient variations of optical paths inside living tissues.

The penetration depth of both LSM and OCT is limited with exponential degrada-

tion of the coherent field rather than variation of optical paths. To date, LSM is used

for optical tracking of polystyrene beads introduced into intracellular space and

inside cells, while methods of LDA implemented in the OCT system allow for

characterizing of blood circulation through individual arterioles and venula of

superficial tissues [6, 7].

13.2.11 Laser Speckles

Light scattering results in deflection of light propagating through a turbid medium

from its initial direction, namely in redistribution of light intensity in space.
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The scattered field can be represented as the superposition of secondary fields

produced with optical heterogeneities of the medium. Depending on the shape

and size of the coherence volume characterizing the incident light field, the

superposition can result in interference of secondary fields as well as in non-

coherent addition of them. Thus, the most general case of light scattering should

concern a certain combination of these two kinds of light field superposition, which

can be treated using a model of so-called partially coherent light [1, 16].

Although the model of partially coherent light plays a central role in the theory

of microscopic imaging, and thus can be useful for certain biomedical applications

of optical techniques, we limit our consideration here to extreme cases of

completely non-coherent and coherent light. The first case may correspond to

diffuse non-filtered daylight originating from an extended diffuser. Using (13.34)

and (13.36), we can find that coherence radius and coherence length of such

radiation may be comparable with light wavelength, so optical heterogeneities

constituting an object appear as mutually non-coherent secondary light sources

(see Fig. 13.5a). Obviously, non-coherent superposition of light fields produced

with a great many scattering centers results in so-called “diffuse” distribution of

scattered light intensity, which smoothly varies from one point of space to another.

Another extreme case entails the complete coherence of the incident light field.

It corresponds to irradiation of a turbid medium with laser light. As mentioned in

Sect. 13.2.3, light oscillations produced with a laser are completely coherent over

the whole wave front of the beam it emits and the coherence length of radiation is

typically about several centimeters. Thus, one can treat the incident field as

completely coherent when the object size is less than the coherence length of the

laser radiation used.

In this case, scattered light intensity at any point results from interference of

secondary waves produced with all scattered centers. Because light intensity that

results from interference of light fields is sensitive to phase relationships between

superposed oscillations, scattered light intensity varies quickly from one point to

another and forms a random pattern of bright spots referred to as laser speckles [24],

as is shown in Fig. 13.16. Figure 13.16a represents light scattering of a laser beam 1
with a set of randomly distributed scattering centers 2. The scattered field appears as
a speckled pattern on observation screen surface 3.

Assuming both the incident and scattered light being linearly polarized, we can

use scalar approximation of the light field to express the complex amplitude of

light field A(r) at observation screen 3 with (13.9) as a sum of complex phasors

a1(r), a2(r), . . ., aN(r) (as we assumed that all these phasors are completely

mutually coherent), where an(r) represents light field produced at observation

point with scattering center Sn (Fig. 13.16a) and r denotes position vector of an

observation point. Because scattering centers Sn are randomly distributed over

space the sum can be found in a statistical sense rather than in deterministic one.

The phasors can be considered as complex random variables characterized with

its own specific probability distribution. Thus, a sum of them that represents the

resulting field at the observation point should also be a random complex variable

[24, 25].
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Strictly speaking, the statistical properties of the resulting field depend on the

specific structure of a scattering object as well as on the geometry of an experiment.

But if the speckle field results in scattering of laser radiation by a great many

scattering centers, the central limit theorem can be used to represent the resulting

field with a Gaussian random variable that is independent of the actual structure of

the object. The approximation postulates that that speckle pattern does not depend

on the actual structure of the light scattering object. However, this asymptotical

model is applicable to the vast majority of cases of practical interest with an

extremely high degree of accuracy.

The model of laser speckles mentioned above is based on the following assump-

tions [24]: (1) the light field is completely mutually coherent and thus the light field

at any point of the observation screen can be represented with the sum of complex

amplitudes of phasors; (2) the light is linearly polarized and thus scalar approxi-

mation of the light field can be used; (3) the amplitude and the phase of each phasor

are statistically independent of each other and of amplitudes and phases of all other

elementary phasors; (4) the phases are uniformly distributed over the primary
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Fig. 13.16 Laser speckles in free space (a) and in imaging system (b). 1 – laser beam; 2 – turbid
object; 3 – observation screen; 4 – optical system
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interval of (�p, +p); (5) the number of elementary phasor contributions is

extremely large (N ! 1). The assumptions make it possible to represent the

complex amplitude of the resulting light field at an observation screen with

a circular Gaussian random variable. The joint probability density function of real

A(r) and imaginary A(i) is asymptotically approaching to [24]

pr;i AðrÞ;AðiÞ
� �

¼ 1

2ps2
exp � AðrÞ	 
2 þ AðiÞ	 
2

2ps2

" #
; (13.60)

where

s2 ¼ lim
N!1

1

N

XN
k¼1

akj j2
D E

2
(13.61)

and akj j2
D E

modulus of the kth phasor amplitude averaged over macroscopically

identical but microscopically different sets of scatterers. The probability density

function, described by (13.60), plays a central role in the theory of so-called fully

developed laser speckles. The intensity of light given with (13.7) as the squared

modulus of complex amplitude and the probability density function of light inten-

sity can be found from (13.60) as the negative exponential one. As can be shown,

contrast of linearly polarized speckle field [24]

C ¼ sI
Ih i ; (13.62)

where sI is standard deviation and hIi is average value of light intensity over an

observation screen, and is always unity.

Since intensity of the laser speckle pattern randomly varies along the observation

screen, it can be characterized in terms of intensity autocorrelation:

RIðr1; r2Þ ¼ Iðr1ÞIðr2Þh i; (13.63)

where . . .h i denotes averaging performed over an ensemble of scattering objects

[see (13.61)] and r1 ¼ (x1, y1) and r2 ¼ (x2, y2) represent coordinates of two distinct
points on the observation screen plane (x, y). The “width” of this function, i.e., the
minimal value of Dr corresponding to RIðr1; r1 þ DrÞ ¼ 0, namely the intensity

correlation distance characterizes the averaged size of a speckle at a point of screen

given with r1. Although any measurements result in light intensity values, this is the

amplitude of light field that can be calculated for each point of the observation

screen. Thus, we should express intensity autocorrelation in terms of the

corresponding field amplitude moments [24]:

RIðr1; r2Þ ¼ Aðr1ÞA�ðr1ÞAðr2ÞA�ðr2Þh i; (13.64)
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where AR(x, y) represents complex amplitude of the light field at a point

of observation screen. Assuming AR(x, y) is a complex circular Gaussian

random variable, we can simplify (13.64) utilizing the complex Gaussian moment

theorem:

RIðr1; r2Þ ¼ Iðr1Þh i Iðr2Þh i þ JAðr1; r2Þj j2; (13.65)

where

JAðr1; r2Þ ¼ Aðr1ÞA�ðr2Þh i (13.66)

is a so-called mutual intensity of light field and IðrÞ ¼ AðrÞA�ðrÞ is the intensity of
light at a point of the observation screen (throughout this section we omit the

constant term e0c/2 because this is a relative intensity that is measured in the

experiment rather than an absolute one). Thus, the Gaussian model of laser speckles

allows for reducing the problem of the calculation of RI to the calculation of JA,
which is much simpler. Because the complex amplitude of the light field at the

observation screen can be expressed from that at the scattering object surface with

appropriate diffraction integrals, the following important results can be obtained for

the practically significant cases shown in Fig. 13.16.

In the particular case shown in Fig. 13.16a, the average size of laser speckle in

free space light propagation can be estimated as [24]

Dx ¼ lz
Dl

; (13.67)

where l represents light wavelength; z is the distance between the light scattering

object and the observation screen; and Dl is a separation of the outermost scattering

centers denoted as A1 and AN. In other words, speckle size characterizes the distance

corresponding to complete alteration of phase relationships between secondary

fields originating from scattering centers.

When a scatterer is imaged with an optical system (Fig. 13.16b), the averaged

speckle size is equal to the Airy disk diameter [24]

Dx0 ¼ lz0

D
; (13.68)

where D is the lens aperture diameter, z0 is the distance between lens 4 (Fig. 13.16b)
and the observation screen 3, and l is the light wavelength. Namely, each scattering

center can be considered as a point light source imaged with a lens with aperture

diameter D. Thus, the intensity distribution at the image plane results from inter-

ference of the Airy disks. If observation screen 3 is optically conjugated with an

object 2, a speckled image of the object can be observed there. Image size is

Dl0¼bDl, where b is the linear magnification of the optical system.
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Speckle size depends only on D and z0. It does not vary when the object moves

along the optical axis. As mentioned in Sect. 13.2.4, the point spread function of the

imaging system broadens when an object is displaced from the plane conjugated

with the observation screen. But the speckles do not reflect this change because this

is the aperture D that determines speckle size while it acts with respect to the

observation screen as the illuminated object 2 shown in Fig. 13.16a.

Thus, scattering of coherent light with a large number of randomly distributed

scattering centers always results in a random speckle pattern with averaged speckle

size determined by scattering geometry rather than by a structure of the scatterer. In

a free space geometry (Fig. 13.6a), speckle size is determined by the size of the

object illuminated with laser light, and in imaging geometry (Fig. 13.6b) it is

determined by the diameter of the imaging system aperture.

A high-contrast speckle pattern that superposes the optical image sufficiently

degrades the images of objects illuminated with coherent light, and appears in this

case as intensity noise. On the one hand, this noise makes it difficult to detect edges

and other features of an object. But on the other, the speckles observed over the

object image plane follow the object just as they would be drawn on its surface. This

makes it possible to track displacements of surfaces which could not be tracked

under non-coherent illumination as in the latter case they are looking smooth and

featureless as far as one can see. The effect of “sticking” of speckle patterns to the

optical image of an object underlies the versatile laser metrology technique referred

to as speckle interferometry.

13.2.12 Dynamics of Laser Speckles

Because laser speckles represent positional relationships between scattering centers

constituting an object, they vary depending on time as a result of any motion of the

whole object or any part of it. The light field produced at the observation screen

with an ensemble of moving scattering centers varies randomly depending on both

time and observation point position. Throughout this section, we assume that

movement of scattering centers result in slow fluctuations of resulting intensity at

any point of the observation screen, which always can be resolved with

a light detector. In the other words, the time constant of light intensity fluctuations

tF ¼ 1/DnF > tD >> tm ¼ 1/Dnm, where DnF is intensity fluctuation bandwidth;

tD is detector bandwidth; tm and is time constant of random fluctuations of complex

amplitude of the light field; and Dnm is laser spectral line bandwidth.

As above, we limit further consideration to completely coherent laser radiation

and thus can ignore any fluctuations of the light complex amplitude with the

exception of those resulting from the motion of scattering centers. Thus, we can

modify the results of the previous section, assuming that the light field amplitude

averaged over detector response time at the observation screen is represented with

a random function

Aðr; tÞ ¼ Amðr; tÞh iD; (13.69)
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where r denotes position vector (x, y) of an observation point on the observation

screen surface, and Am(r, t) is the light field of quasi monochromatic light. Then, the

light detector at any point registers instant intensity

Iðr; tÞ ¼ Aðr; tÞA�ðr; tÞ: (13.70)

To shorten representation, we omit here the coefficient e0c/2 because it is the

relative intensity variations that are our primary interest. Because the detector can

resolve all fluctuations of light intensity, we interpret I(r, t) as the time varying

voltaic output of a point light detector placed at r.
Random functions of time often represent fluctuations that do not change their

character in time, even if any realization of the random process varies continuously

depending on time. Such processes are referred to as statistically stationary. Strictly

speaking, a random process is stationary if all probability density functions that

describe fluctuations are independent of the choice of time origin. Using (13.65),

we can express second-order statistics of light intensity with second order statistics

of the field. For these purposes it is enough to assume the random process is

stationary in a wide sense, namely that average Aðr; tÞh i is independent of time

and correlations like Aðr; t1ÞA�ðr; t2h i depend only on t ¼ t1 � t2.
We also assume that the random process is ergodic, namely that time average of

each realization is equal to the average across the ensemble of realization. Thus, we

can interchange ensemble averages with these over time and express autocorrela-

tion of the speckle pattern intensity as:

RIðr1; r2; tÞ ¼ Iðr1; tÞIðr2; tþ tÞh i ¼ Iðr1; tÞh i Iðr2; tÞh i þ JAðr1; r2; tÞj j2;
(13.71)

where angular brackets denote averaging over time and Iðr; tÞh i is the time-

averaged intensity (angular brackets denote average over recorded realization of

Iðr; tÞ, which represents time-varying voltaic output of the light detector placed

at r). Because it does not depend on time, it is useful to normalize correlation,

described by (13.71), dividing it by Iðr1Þh i Iðr2Þh i:

GIðr1; r2; tÞ ¼ Iðr1; tÞIðr2; tþ tÞh i
Iðr1; tÞh i Iðr2; tÞh i ¼ 1þ gAðr1; r2; tÞj j2; (13.72)

where

gAðr1; r2; tÞ ¼
Aðr1; tÞA�ðr2; tþ tÞh iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Aðr1; tÞA�ðr1; th ip ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Aðr2; tÞA�ðr2; tÞh ip (13.73)

is the normalized autocorrelation of the light complex amplitude A(r, t) at the

observation screen surface and angular brackets denote averaging over observation

time. Thus, the particular case of the fully developed speckle pattern, described by

(13.72), establishes a very simple relation between the normalized autocorrelation
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of light intensity (detector output) GI(r1, r1, t) and the autocorrelation of complex

amplitudes gA(r1, r1, t) resulting from scattering of coherent light on moving

scatterers.

In most general cases, autocorrelations of the optical field in space and time

should not be considered as independent of one another. This is true, for example,

when the speckle pattern results from scattering of laser light by a moving rough

surface. But for certain cases, like scattering of light with Brownian particles, gA
can be reduced to a product of a term depending only on the spatial coordinates and

a term depending only on time delay [16, 26]:

gAðr1; r2; tÞ ¼ gsðr1; r2Þgtðr1; tÞ; (13.74)

where

gsðr1; r2Þ ¼
Aðr1; tÞA�ðr2; tÞh iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iðr1; tÞh i Iðr2; tÞh ip ; (13.75)

and

gtðr1; tÞ ¼
Aðr1; tÞA�ðr1; tþ tÞh i
Aðr1; tÞA�ðr1; tÞh i : (13.76)

The factorization makes it possible to analyze each autocorrelation sepa-

rately. As in the previous section, autocorrelation of the speckle field amplitude

gs sampled at points r1, r2 determines the autocorrelation of light intensity and

thus averaged speckle size, which can be estimated using (13.67) or (13.68) for

free space and imaging geometry, respectively. Temporal autocorrelation of

light amplitude gt determines temporal autocorrelation of light intensity at

single point of screen. And the product, described by (13.74), means that

temporal fluctuations of intensity are correlated over the averaged speckle

area. Thus, the best signal-to-noise ratio in intensity sampling can be achieved

if detector size is equal to averaged size of speckle. A smaller detector is not

efficient as it does not utilize all available light intensity. But a larger one would

integrate statistically independent fluctuations of intensity over several

speckles. Integration of speckles does not increase the magnitude of intensity

fluctuations but biases it with a constant subset that rises with the broadening of

the detector area.

As is well known from multiple experiments, the autocorrelations of light

intensity produced with randomly moving particles show a nearly exponential

decay with delay time t. At very short time delays, particle positions are highly

correlated and thus intensity autocorrelation IðtÞIðtþ tÞh i is near to the mean

square of intensity I2ðtÞ� �
. At long time delays, particle positions are no longer

correlated and intensity correlation becomes the mean intensity squared IðtÞh i2. As
can be shown for coherent light scattering with an ensemble of spherical Brownian
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particles of the same size, both the field and the amplitude autocorrelations have an

exactly exponential decay delay time t [27, 28]:

gtðr1; tÞ ¼ expð�GtÞ; (13.77)

and

GIðr1; tÞ ¼ 1þ 2b expð�GtÞ; (13.78)

where b is a parameter that characterizes the decrease of signal-to-noise ratio as

a result of speckle field integration with the detector aperture. The decay constant G
depends on the diffusion coefficient of particles D and the squared modulus of

differential wave vector K:

G ¼ DK2: (13.79)

The technique based on estimation of G is used for size characterization of small

particles suspended in a fluid because the diffusion coefficient is directly proportional

to hydrodynamic particle diameter. For monodisperse spherical non-interacting par-

ticles, the diffusion coefficient is given by the Stokes–Einstein equation.

D ¼ kT

3pmdp
; (13.80)

where k is the Boltzmann constant, T is the absolute temperature, m is the fluid

viscosity, and dp is the apparent (hydrodynamic) diameter of a particle. A typical

arrangement for particle size measurements is shown in Fig. 13.17. A collimated

beam emitted with a laser light source 1 is passed through sample cell 2 filled with

a suspension of small particles in a fluid. Scattered light is collected by means of an

optical system that determines the angle of light scattering. In its simplest variant,

the system consists of pair of apertures 3 that limit viewing angle of a detector 4.
The detector converts light intensity into electric voltage transmitted to a stand-

alone or PC-based autocorrelator 5. The differential wave vector in such an

arrangement is determined by scattering angle y:

K ¼ 4pn
l

sin
y
2
; (13.81)

where n is a refractive index of a fluid; l is light wavelength in vacuo.

The laser-based method for particle size measurements, which is referred to as

dynamic light scattering (DLS) or photon correlation spectroscopy, is typically used

for characterization of monodisperse particles in a dilute suspension, which ensures

detection of light scattered once with a particle [3, 27, 28]. Low concentrations of

suspension result in fluctuations of particle number within the scattering volume,

which distorts autocorrelation and affects quality of measurements. At high
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concentrations, measurements of particle size are impossible because of multiple

scattering of light. This is because, when light is scattered two or more times with

particles before it reaches the detector, the scattering angle each time depends on

the instant positional relationship between particles, and thus it cannot be measured

or determined with an optical arrangement. The only way to avoid the effect of

multiple scattering is by filtering the single-scattered light by means of such

techniques as cross correlation DLS or minimizing the probe volume through

implementation of optical fiber-based miniature probes [27, 28].

DLS also fails at characterizing polydisperse suspensions. In this case, the

autocorrelation function of scattered light is no longer exponentially decaying

and only averaged particle size can be estimated with certain approximate methods.

Although several methods were proposed for inversion of the autocorrelation

function in order to obtain the size distribution of particles, all of them are highly

sensitive to even a small amount of noise because of the ill-conditioned inversion of

the sum of exponential functions with slightly different decay constants [27, 28].

Dynamic light scattering can also be used for blood perfusion assessment [8, 9].

The method is based on illumination of the surface layer of living tissue with laser

radiation. The movement of red blood cells (RBCs) along small sub-surface blood

vessels results in fluctuations of the scattered light intensity. As in the case of DLS,

discussed above, the autocorrelation function of scattered light reflects the charac-

teristic time of scatterer structure decorrelation related to blood microcirculation.

The method referred to as laser Doppler flowmetry (LDF) is capable of detecting

blood-related changes in microcirculation in response to occlusion of proximal

blood vessels or application of vasoconstrictors [9, 11]. But, in contrast to DLS,

laser Doppler blood flowmetry cannot provide any reproducible quantitative char-

acteristic of blood circulation because of the strong multiple scattering on both

moving tissue and moving red blood cells.

1

2
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3

4 5

ki
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k

Fig. 13.17 Dynamic light scattering on Brownian particles. 1 – laser; 2 – sample chamber; 3 –

aperture; 4 – light detector; 5 – autocorrelator
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The multiple scattering makes it impossible to define the scattering angle for each

scattering event. Since the LDF probe volume of tissue is typically as large as several

cubic millimeters, it includes a number of blood vessels of different size from the

smallest capillaries to relatively large arterioles and venules. Because RBC velocity

depends on vessel size and type, each particular site of tissue is characterized by its

own structure-specific distribution of RBC velocity. Thus, autocorrelation of

scattered light fluctuations may vary sufficiently with probe volume displacement

for a few millimeters along the tissue surface. Over the last decades, LDF has been

applied in several instances of case-specific biomedical research, but the fundamental

issues listed above still have not been overcome and all reported results concern only

relative variations of blood microcirculation rate [9].

While uncorrelated movement of scattering centers results in non-correlated

intensity fluctuations at the observation plane, movement of a turbid object as

a single whole makes an effect of speckle field translation along an observation

plane [26]. In the latter case, both intensity and amplitude correlation functions

cannot be factorized to terms depending on spatial coordinates, which in turn

depend on time delay. Thus, the intensity fluctuations of translating speckle field

should be described in terms of space-time autocorrelation functions, described by

(13.72) and (13.73), respectively.

Here we consider a particular case of a Gaussian beam of laser light scattering by

a moving set of scatterers modeled with a deep random phase screen (RPS)

(Fig. 13.18). The model of deep RPS includes an object constituting a large number

of scattering centers, which does not affect the amplitude of incident light but

introduces random phase fluctuations that obey the Gaussian statistics, with disper-

sion sufficiently exceeding 2p. As discussed in the previous section, speckle pattern
structure depends on the size of the illuminated part of the random phase screen. For

the particular case of illumination with a Gaussian beam of laser radiation, the light

field at the RPS plane is given by (Fig. 13.18):

E0ðx; tÞ ¼ w0

w
exp � xj j2

w2
� i o0t� k0zz� p

lr
xj j2 � ’0

� �" #
; (13.82)
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Fig. 13.18 Scattering of

a Gaussian beam of laser

radiation by a moving random

phase screen
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where x ¼ (x, y) is a position vector of a point at the RPS plane; w and r
are, respectively, the radius of the beam spot and the wave front curvature

radius in the RPS plane separated by a distance z from the position of the

beam waist; and w0 is the radius of the spot at the beam waist. Here, o0, k0z, l,
and ’0 are the angular frequency, the z component of wave vector, wavelength,

and initial phase of the Gaussian beam, respectively. The beam spot radius w and

radius of wavefront curvature r in object plane are determined by the following

formulae:

w ¼ w0 1þ z

a

� �2� �1=2
; (13.83)

r ¼ z 1� a

z

� �2� �
; (13.84)

where a ¼ pw0
2/l represents the so-called beam waist length.

As can be shown, the normalized space-time correlation function of speckle field

intensity at the observation plane (Fig. 13.18) is given by [26]:

GI r; tð Þ � 1 ¼ exp � vj j2
w2

t2
 !

exp � 1

r2s
r� 1þ l

r

� �
vt



2

 !
; (13.85)

where v is velocity of RPS translation within its own plane; t ¼ t1 � t2 is time

delay; and r ¼ X1 � X2 is the distance separating two points at the observation

plane. Here, X ¼ (X,Y) represents a position vector of an observation point and l is
the separation between RPS and the observation plane; rs ¼ 2l/(k0w) represents
averaged speckle size at the observation plane. Equation (13.85) was obtained with

the assumption that speckle field fluctuations are stationary in both time and space.

Although the latter statement should not be true for the whole observation plane, it

provides a good approximation for a certain region around point X ¼ 0, namely the

intersection of an observation plane and the incident beam axis (Fig. 13.18). As can

be seen from the second multiplier of (13.85), speckles translate within the obser-

vation plane with velocity [26]:

Vs ¼ r

t
¼ 1þ l

r

� �
v: (13.86)

The first multiplier of (13.85) represents decay of correlation related to the

continuous replacement of one set of illuminated scatterers with another one as

a result of RPS translation across the incident beam. Thus, translation of the speckle

field along the observation plane is accompanied by gradual changing of its structure,

so-called “speckle boiling.” Obviously, displacement of RPS for a distance equal to
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the light spot diameter w results in complete replacement of one set of scatterers with

another one. Thus, (13.85) decays to zero for time interval of

tT ¼ w

jvj ; (13.87)

which corresponds to displacement of the speckle pattern within the observation

plane for a distance of

rT ¼ 1þ l

r

� �
w: (13.88)

As follows from (13.85), no translation of speckle field is observed if l ¼ �r. In
this case, “pure boiling” of the speckle pattern takes place. The model discussed

here allows for analysis of dynamic speckles under various conditions of illumina-

tion and observation.

The relation between the translational dynamics of the speckle field and the

velocity of a light-scattering object is widely utilized in metrology. For example, it

allows for visualization of flows of turbid fluids by means of PIV. In this case, the

speckles that follow a fluid are tracked rather than images of individual flow-tracing

particles. Tracking of speckles can be performed using imaging arrangement in free

space geometry as well. In the latter case, it is enough to use a pair of detectors to

measure fluid flow velocity.

In order to provide an overview of laser speckle properties, we have considered

here a model of so-called fully developed speckles, which results from light scattering

by a large number of independent scatterers, introducing large random variation of

each phasor phase. We should note here, however, that some practically significant

applications of laser speckles in biomedical diagnostics are beyond the scope of this

useful model. For example, a model of single RPS represents light scattering of the

light surface of a rough object rather than scattering of light by a three-dimensional

set of scatterers constituting biological tissue. Thus, light scattering by blood flowing

inside a blood vessel can be represented as a scattering with a set of RPSs. Regular

translation of a speckle field can be observed only if detection of the single scattered

light preserving its phase is still possible. Otherwise, no quantitative measurements of

a flow velocity are attainable [12].

13.3 Particle Image Velocimetry for Capillary Blood Flow
Assessment

13.3.1 Microscopic PIV Technique for Biofolow Velocity
Measurements

The dynamic of blood microcirculation, namely blood flow through extremely

narrow blood vessels, plays a key role in human metabolism and thus it is highly
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sensitive to a number of pathological processes, including inflammation, intoxica-

tion, stress, shock, cancer, and edema. Being of great interest for both fundamental

physiology and clinical diagnostics, the blood microcirculation rate is difficult to

characterize quantitatively because of the lack of suitable methods for direct

measurement of red blood cell velocity in individual vessels inside a living tissue.

Since the smallest blood capillaries are less than 10 mm in diameter, quantitative

measurements of microcirculation mean tracking of individual red blood cells that

passes such a capillary one by one.

Optical imaging is the only method suitable for non-contact imaging of individual

cells in vivo with resolution less than 10 mm. But, on the other hand, optical imaging

performance is strongly affected by light scattering in tissues surrounding blood

capillaries. Although optical imaging fails to detect individual capillaries deep inside

tissue, it is useful for imaging of superficial blood capillaries ofmucosa and even intact

skin at certain sites. The human nailfold is one such site, typically used formicroscopic

visualization of blood capillaries, called capillaroscopy. The specific structure of the

site includes capillary loops clearly visible with an optical microscope after applica-

tion of glycerol or oil immersion at the skin surface in order to reduce light scattering.

Because of fluctuations of red blood cell concentration inside capillaries, micro-

scopic imaging of the nailfold capillary loops reveals the motion of red blood cells

along them, which can be recorded with a digital video camera. In this section, we

report the pilot study based on application of PIV image processing instrumentation

for quantitative assessment of capillary blood flow at the human nailfold.

The fundamental background of PIV was discussed in Sect. 13.2.4, while

Sect. 13.2.5 provides an overview of the correlation-based image evaluation pro-

cedure. We implemented the procedure in our own custom-developed software

suite for microanemetry developed with LabVIEW 8.5 Professional Development

System (National Instruments Inc., USA), which includes image processing library

NI Vision 8.5 (National Instruments Inc., USA).

Our software allows for processing of a series of flow-tracing particles’ images

captured at regular intervals of time. Figure 13.19 represents the typical results of PIV

evaluation of a flow of water seeded with 1.5-mm polystyrene spheres through

a micromixer prototype. Evaluation was performed over a series of 100 images

obtained in transmitted light bright field with an upright Axio Imager A1 (Carl Zeiss,

Germany) microscope using a 20� long working distance lens with a numerical

aperture of 0.4. Images were captured with an A602f (Basler, Germany) monochrome

CMOS camera attached to microscope side video port. Image processing included

preliminary subtraction of an averaged image from each image of the series and

averaging of correlation estimates over all pairs of images, according with (13.46).

13.3.2 PIV Evaluation of Blood Circulation Through a Capillary Loop
In Vivo

To evaluate the capability of the PIV technique for capillary blood

circulation assessment, we used the same arrangement for imaging of the
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left hand little finger nailfold of a healthy 33-year-old male volunteer. The

little finger was gently fixed to a microscope stage with a rubber foam-coated

clamp to prevent displacement. In order to reduce light scattering, the skin

surface was covered with a drop of glycerol. Illumination of the object

was performed in reflected light bright field mode with a green glass filter

introduced into the illuminator optical path in order to enhance contrast of

red blood cells.

The result obtained with the same PIV evaluation procedure as in previous

example is shown in Fig. 13.20. The figure illustrates the effect of capillary

thickness on PIV evaluation. The capillary loop is formed with connection of

arterial and venous capillaries. As can be seen in Fig. 13.20a, the arterial

capillary (right), which supplies blood into the loop, is thinner than the venous

one (left). Normally, blood flow through the arterial branch is faster than that

through the venous. But the arterial branch cross section is about 10 mm, which

is comparable with the interrogation area’s separation and thus current evalua-

tion evidently underestimates flow velocity through it. In contrast, the venous

branch is about two times thicker and thus the measured velocity of blood

flow appears as more reliable. We also should note that insufficient density of

PIV interrogation areas prevents blood flow evaluation at loop curve

(Fig. 13.20b).

The presented results show the potential capability of PIV-based image

evaluation for blood flow velocity characterization through optical

capillaroscopy. However, because of light scattering by the superficial tissue

layers, these are fluctuations of red blood cell density that can be tracked rather

than individual cells. We also should note that spontaneous motion of a finger

sufficiently affects PIV evaluation. For example, one can find in Fig. 13.20a

several vectors located far outside of capillary loop that resulted from eventual

displacements of the finger for several tens of micrometers during image

sequence acquisition.
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Fig. 13.19 PIV evaluation of fluid circulation inside a glass micromixer prototype. Original

microscopic image superposed with velocity vectors (a) and false color velocity map (b)
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13.4 Laser-Based Characterization of Blood Microcirculation

13.4.1 Blood Microcirculation Studies: Sites and Approaches

As already mentioned, two different approaches of blood microcirculation studies

using optical methods have been developed. The first, laser Doppler flowmetry

(LDF), is useful for assessment of blood microcirculation in a certain volume of

tissue containing large number of blood capillaries. It was first developed by M.D.

Stern in 1975 [8]. The LDF technique is based on the illumination of a tissue

volume with coherent light. Since tissue contains blood cells moving in capillaries

with different velocities and directions, the scattered light spectra becomes broader

because of the Doppler effect. The width and shape of scattered light intensity

fluctuation spectra are related to the blood perfusion in the sampling volume of

tissue. Theoretical principles of LDF have been developed by Bonner and Nossal

[9]. LDF allows extracting the information about the root mean square velocity of

blood cells in the tissue volume. The LDF system could be used for in vivo

microscopic, endoscopic, and intraoperational monitoring of local blood

microcirculation.
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Fig. 13.20 PIV evaluation of blood microcirculation in human nailfold capillary loop. Original

microscopic image superposed with velocity vectors (a) and false color velocity map (b)
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The principal disadvantage of LDF technique is the strong dependence of

the LDF output signal on the structure of the tissue site under investigation.

It makes difficult any measurements of blood perfusion or absolute blood flow

velocity [10, 29].

Another approach in blood microcirculation diagnostics is based on the inves-

tigation of blood flow in a single microvessel [7, 30–37]. Analysis of an isolated

vessel provides detailed information about blood flow, but there are not many

human organs where such measurements can be performed with the purposes of

medical diagnostics. Only the nailbed, ocular fundus, and conjunctiva are available

for noninvasive investigation of capillary blood flow. In this section, the application

of the laser Doppler technique for examination of blood microcirculation in human

eye conjunctiva is described.

13.4.2 Capillaries of Human Eye Conjunctiva

From the medical point of view, one of the most important sites for blood micro-

circulation assessment is the human eye.

Eye conjunctiva contains a single layer of blood vessels that are available for

observation. Early diagnostics of disorders of retinal blood flow, caused by diseases

such as diabetic retinopathy, hypertonic retinal angiopathy, or glaucoma, allows for

blindness prevention. Blood vessels of different diameter are available for blood

flow monitoring with LDF at two parts of the eye. The first is the retina, the light-

sensitive inner side of the ocular fundus, and the second is the connective tissue

layer covering the frontal surface of the eyeball (except thecornea) and the inner

surface of the eyelids, called the eye conjunctiva. Blood vessels of the retina can be

inspected through the optical system of the eye using the conventional technique of

ophthalmoscopy. Vessels are situated directly on the surface of the light-sensitive

layer of the retina. Diagnostics of blood flow in these vessels is important because

they deliver blood directly to the retina. A number of commercial laser Doppler

instruments are currently available for retinal blood flow assessment. However,

laser Doppler diagnostics of retinal blood flow is still not simple procedure: the

level of retinal irradiation is close to the maximal permissible limit [30], so

measurements require a unique manipulation with the patient. It is convenient to

investigate a single vessel on the part of conjunctiva that covers the frontal surface

of the eyeball called the bulbar conjunctiva (Fig. 13.21) [38].

The bulbar conjunctiva has an attractive feature from the viewpoint of laser

diagnostics: the single layer of blood vessels is situated on the surface of the

homogeneous scattering sclera, which does not contain other blood vessels. This

is a unique condition for investigation of blood vessels because blood vessels of the

nailbed or retina are placed in tissues that contain other blood vessels. The presence

of a large number of microvessels makes it difficult to separate a single vessel for

microcirculation monitoring. Blood vessels of the conjunctiva are connected in

general with the vasculatory of eyelid and a few vessels are related to that of inner

structures of eye through the sclera [38]. Vascular pathology that can be observed in
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eye conjunctiva correspond to similar pathology in other parts of the eye (such as

retinal and choroidal vessels) and other parts of the human organism as a whole. For

example, it is important for diagnosis of cardiovascular diseases because the

conjunctiva is the single site where vessels of different diameter can be investigated

in detail. Moreover, in vivo measurements of blood flow in conjunctiva vessels are

safer in comparison with the same measurements in retinal vessels.

13.4.3 Coherent Light Scattering by a Blood Vessel

Laser Doppler velocimetry was the first laser method applied for blood flow

velocity measurement in retinal vessels. The use of the optical heterodyne tech-

nique for Doppler frequency shift of laser radiation scattering by particles moving

in laminar flow was proposed in 1964, just several years later after the invention of

lasers. Ten years later, in 1974, the first successful in vivo measurement of blood

flow velocity in vessels of the human retina was described in Ref. [39].

There are some specific problems in laser Doppler measurements of blood flow

in the human ocular fundus [30, 40]. The first is the strong limitation of the maximal

permissible level of the retinal irradiation. This requires using low-power laser

radiation for eye safety. On the other hand, the limitation of incident laser power

makes it difficult to register the scattered light with sufficient signal-to-noise ratio.

The second problem is the movement of the patient’s head and eye. To eliminate

blood vessel shifting during measurements, the sampling volume must be larger

than the vessel cross-section. But this makes the investigation of the blood flow

velocity profile impossible. If the vessel cross section is uniformly illuminated, the

Doppler frequency shift power spectrum has a complicated structure due to the

superposition of light fraction, scattered by blood cells moving with different

velocities. The third problem concerns the influence of multiple light-scattering

effects on the frequency bandwidth of Doppler spectra. Under some conditions,

multiple scattering may cause failure of absolute flow velocity measurements [40].
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Fig. 13.21 Bulbar

conjunctiva of the human eye
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To solve these problems, a special kind of LDV arrangement was proposed by

C.E. Riva that differs from the classical LDV schemes. It should be noted that

classical schemes, overviewed in the first section of this chapter [33, 34], have been

developed for technical applications.

The scheme for laser Doppler velocimetry of blood flow in the vessels of ocular

fundus is shown in Fig. 13.22.

A blood vessel is illuminated by a laser beam. Laser light is scattered from the

vessel wall and by moving blood cells. The scattered light is registered by two

detectors: D1 and D2. The resulting Doppler frequency shift can be calculated for

each detector using (13.52), in the case of single scattering of light:

oD1 ¼ ks1 � kið Þv; oD2 ¼ ks2 � kið Þv; (13.89)

where, again, ki is the wave vector of the incident laser radiation; ks1, ks2 are the

wave vectors of light scattered toward the first and the second detectors, respec-

tively; and v is the cell velocity vector. The magnitude of cell velocity vector in real

flow changes with distance from the center of flow to the vessel’s wall. In other

words, the velocity profile of laminar flow of a Newtonian liquid in a cylindrical

tube has a parabolic shape:

VðrÞ ¼ Vmax 1� rv
r0

� �2
" #

; (13.90)

where rv is the distance from the center of flow, r0 is the vessel radius, and Vmax

is the maximal flow velocity at the center of the vessel. The maximal

value of frequency shift corresponds to the centerline flow velocity Vmax

Ki
Ks1

V

qs2

qs1
qi

D1

D2

Ks2

Fig. 13.22 Arrangement for

laser Doppler measurements

of ocular blood flow
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according to (13.90). Light, scattered by the vessel wall and the surrounding tissue,

is used for heterodyning to measure Doppler frequency shift. Light, scattered by

motionless structures, allows elimination of eye movements and the measurement

of the velocity of blood cells relative to the vessel wall. As a result, the spectral

density of scattered intensity fluctuations, which are caused by the interference of

dynamic speckles scattered by moving cells and light fraction, scattered from vessel

wall, has the constant value in the frequency range from zero to omax and then

rapidly drops to the noise level for frequencies higher than omax. Such shape allows

one to provide easy measurements of omax.

To calculate flow velocity, angles yi and ys have to be precisely measured.

However, in real in vivo experiment this is not easy to do. To exclude these angles

from formula for flow velocity, two detectors were separated by a constant angle

a ¼ ys1 � ys2. Maximal flow velocity may be calculated using the formula derived

from (13.89):

Vmax ¼ l omax 1 � omax 2½ �
2pn sin að Þ ; (13.91)

where omax1, omax2 are the maximal Doppler frequency shifts evaluated from

measured spectra of the first and the second detector signals, respectively; l is the

laser light wavelength in vacuum; and n is the refractive index of medium, which is

surrounding the blood cells. The described principle serves as the basis of a special

technique called bi-directional laser Doppler velocimetry.

Bi-directional LDV is a conventional technique for retinal blood flow monitor-

ing, but it has some limitations. For one thing, blood is not a Newtonian liquid

because it contains cells in high volume concentration (up to 45 %). It is not

dramatic because, in practice, it simply causes some flattening of the velocity

profile in vessel that does not sufficiently affect the spectrum of scattered light

intensity fluctuations and omax is clearly measurable as a cutoff frequency. A much

more serious limitation concerns the scattering properties of blood and the sur-

rounding tissues. LDV works well only in the single scattering mode, when each

photon reaches the detector after only one single scattering on a moving cell. But

most biological tissues are high scattering structures and multiple light scattering is

usually dominant. In the multiple scattering mode, light changes its direction in

tissue two or more times, interacting with moving or motionless scattering centers.

As a result, the angles of incidence and scattering of light by moving cell are

defined by the random trajectory of light in tissue rather than the light source and

detector position. In this case, absolute flow velocity measurement using bi-

directional LDV is impossible because the scattered light intensity fluctuations

spectra are distorted and cutoff frequencies are not clearly seen. As shown in the

literature, bi-directional LDV allows for successful measurements of blood flow

velocity only in vessels larger than 40 mm in diameter due to reasons described

above [30, 41, 42].

In opposition to retinal vessels, multiple scattering is dominant when vessels of

the conjunctiva are illuminated (Fig. 13.11). The sclera consists of thin collagen
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molecules that look like fibers with a refractive index nc ¼ 1.47, surrounded with

a base substance (nb ¼ 1.345). The sclera is a highly scattering medium with an

average thickness of about 1 mm [43].

Light scattering by a vessel of eye conjunctiva is schematically shown in

Fig. 13.23. There are several ways for light to be scattered. These are single back

scattering by moving cells, and multiple scattering by fixed scattering centers and

by moving cells. In Fig. 13.23, single scattering by a blood cell is depicted with

wave vectors Ki and Ks. We can see that, in the case of double scattering,

wavevector Ki
0 is not determined by the direction of the incident laser radiation

but by the background scattering. Since the direction of incident light wave vector

yi0 varies randomly in a wide range in cases of multiple scattering, the resulting

Doppler frequency shifts of light scattered by the cells are also random. So, the

shape of the Doppler spectrum is close to a negative exponent and the cutoff

frequency could not be measured.

It is not possible to carry out the measurement of absolute flow velocity in blood

vessels of eye conjunctiva using bi-directional LDV, in spite of the retinal vessels.

However, the width of the spectra depends on flow velocity. As was shown by

several authors, the zero- and first-order spectral moments can be used for charac-

terization of blood flow in the case of multiple light scattering in a tissue [9, 10, 32]:

M0 ¼
ð
PðoÞdo; (13.92)

M1 ¼
ð
oPðoÞdo; (13.93)

where o is spectral frequency and P(o) is the Doppler shift power spectrum. The

zero-order spectral moment is directly proportional to average number of blood
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cells in the illuminated area, and the first moment is proportional to the product of

the root mean square of blood cell velocity and the average number of cells. So, the

first normalized spectral moment:

M1
0 ¼ M1

M0

(13.94)

is directly proportional to the root mean square of blood cell velocity. All coeffi-

cients of proportionality are usually unknown inasmuch as they are determined by

a large number of different factors, including scattering geometry, structure and

optical properties of tissue,and number and diameter of blood vessel in the illumi-

nated area. But the human eye conjunctiva is a unique site for Doppler measure-

ments because it has a very simple structure. This is an ideal situation for

interpretation of LDF measurements: a single blood vessel located on the surface

of a homogeneous scattering layer of sclera. Moreover, scattering properties of

sclera are well known and vessel diameter can be precisely measured using

a microscopic imaging technique [32].

13.4.4 Experimental Setup

The laser Doppler measuring system for investigation of blood flow in blood

microvessels of the bulbar conjunctiva on the frontal surface of the human

eye has been developed on the basis of a standard slit-lamp microscope

(Fig. 13.14) [32].

A laser beam delivering module was mounted on the top of the microscope (not

shown in Fig. 13.24). Two photodetectors of a bi-directional detecting system were

placed at the left side of the microscope. The linearly polarized incident beam was

provided by a red laser diode (l ¼ 650 nm). The incident laser power was
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Fig. 13.24 Laser Doppler

measuring system for

blood flow measurements:

1 – computer and data

acquisition board; 2 –

photodetector module; 3 –

objective; 4 – object plane;

5 – mirror of laser beam

delivering module; 6 –

microscope; 7 – photodiode

detector; 8 – amplifier; 9 –

field diaphragm [32]
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attenuated with a rotating polarizer to 30–50 mW to provide laser eye safety [44].

The incident beam was focused by laser beam delivering optics and directed to the

object plane of the microscope with a mirror (5, Fig. 13.24). The laser spot size in

the object plane was 30 mm in diameter.

Two similar photodiode modules were used to detect the light scattered in two

different directions. The photodetector modules are separated by the angle of 17	.
The scattered light passed through the aperture is collected by the FD256 photodi-

ode detector. The linear field of each of photodetector module in the object plane

was 100 mm. The output photocurrent signals from both photodiodes were ampli-

fied by the high-sensitivity current-to-voltage amplifiers (5·1010 V/A within the

frequency range [0.5–20 kHz]). The resulting photocurrent signal was digitized by

a Creative Labs Sound Blaster with 16-bit resolution at a sampling frequency of

44.1 kHz. Non-overlapping modified periodograms with a cosine time window

were calculated using fast Fourier transform with a time period of 23 ms from 5 to

130 periodograms and were averaged to obtain a smooth power spectrum estima-

tion. A microscope was used for visual guidance of the laser beam and measure-

ment of the vessel diameter [32].

A series of experiments were performed with the model of the blood vessel to

test the sensitivity of the instrument and to investigate the influence of multiple light

scattering on the formation of Doppler frequency shift power spectra. A plastic tube

with an internal diameter of 30 mm wasused as the model of a blood vessel. A 10 %

suspension of erythrocytes in Ringer solution flowed through this capillary tube at

a constant rate. In our experiments, the scattering geometry was close to that in real

bulbar conjunctiva of the human eye. The plastic capillary tube was placed on the

background of a 0.5-mm Teflon plate to reproduce the scattering from the sclera,

and the space between the capillary tube and background was filled by an immer-

sion oil (n ¼ 1.51) to reduce the Fresnel reflection from the back side of the tube.

These experiments, described in Ref. [32], showed that the multiple scattering by

the background eliminates the angular dependence of scattered light fluctuations’

spectra shape and makes impossible the use of the bi-directional laser Doppler

technique for blood flow velocity in capillaries of the conjunctiva. It was also

shown that the first normalized spectral moment of Doppler frequency shift

power spectra is directly proportional to the flow velocity.

13.4.5 In Vivo Results

After testing of the measuring system using the models of blood vessels, in vivo

measurements in human volunteer eye conjunctiva were performed. A spectrogram

of Doppler frequency shift recorded when laser light is scattered by the human eye

conjunctiva blood microvessels is shown in Fig. 13.25. The spectrogram was

recorded during investigation of two vessels of 9 and 30 mm in diameter and part

of conjunctiva containing no vessels.

Doppler spectra corresponding to light scattering by the vessel 30 mm diameter,

by the vessel 9 mm diameter, and by the conjunctiva site containing no vessels are
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shown in Fig. 13.26 (curves 1, 2, and 3, respectively). Spectra have a negative

exponential shape. They are not dependent on the angle of detection (left and right

channels are separated by the angle of 17	 as described in the previous section).

As already mentioned, the first normalized spectral moment is an informative

parameter characterizing flow velocity in capillaries. The plot of dependence of the

first normalized spectral moment on time is presented in Fig. 13.27. This plot

corresponds to the spectrogram presented in Fig. 13.25. We can see that the first

normalized spectral moment depends on the vessel diameter and flow velocity.

Since vessel diameter can be easily measured, we can perform empirical calibration

of dependence of spectral moment on vessel diameter in normal patients and for

patients with different pathologies. This technique can be effectively used for

cardiovascular diagnostics.

13.5 Speckle-Correlation Measurements of Lymph
Microcirculation in Rat Mesentery Vessels

13.5.1 Peculiarities of Lymph Microcirculation

The microlymphatic system is a part of microcirculation. It constantly drains tissue

and preserves the content and volume of the extracellular liquid, and it participates in

the constant removal of proteins, cells, and fluid from tissue and their return to the

bloodstream. Small lymphatics consist of segments (lymphangion), which are
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isolated from each other by valves. As a result, lymphatics act as small pumps with

alternating pressure and suction mechanisms [45]. Lymph flow and, correspondingly,

effective lymph drainage are provided by a combination of passive (in response to

muscle contractions, respiratory movements, intestinal peristalsis, etc.) and active

driving forces (gradient of transmural pressure, phasic contractions, valve function)
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[45–48]. The important role of the lymphatics in the pathogenesis of many diseases

has been proved [49–52]. The importance of lymph drainage is increased signifi-

cantly to compensate for different disturbances of blood microcirculation, including

the increase in blood capillary pressure, the decrease of plasma colloid-osmotic

pressure, and lesions of blood capillaries [53]. Some authors indicate that the efficacy

of drug injection to the lymph versus the blood has been demonstrated [54–56].

The lymph flow in microvessels has some special features because of the

specificity of the structure and function of the microlymphatics. The basic scatter-

ing element in a lymphatic vessel is a lymphocyte (white blood cell). Its size is

about 3–5 mm [56]. As a rule, lymph flow differs from blood flow in its periodic

oscillations, relatively lower velocity, markedly low cell concentration, and trans-

parency of lymph [45, 57–59]. Thus, lymph flow dynamics essentially differs from

the well-known blood flow dynamics [60–62].

13.5.2 Methods for Lymph Flow Monitoring

The structure and optical properties of the lymphatics of rat mesentery determine

the choice of instrumentation for lymph flow monitoring. The most common

technique for lymph microcirculation studies is light microscopy. Rat mesentery

anatomy provides unique conditions for microscopic imaging in transillumination

geometry. In this case, high-contrast microscopic images of mesentery allow not

only for precise measurement of lymph vessel geometry but even tracking of single

lymphocytes by means of videorecording. Dynamic parameters of lymphatics, such

as valve activities, vessel diameter, cell velocity, concentration, and flow direction,

can be determined from frame-by-frame analysis of video records [31, 36, 57, 59].

However, there are some limitations of this technique’s application to microcir-

culation studies. The first is the possibility of cell velocity measurement only when

a single cell can be tracked in several frames of a video record. This means that each

cell has to cross over the eyesight of the microscope relatively slowly to be recorded

at least two times. Since the frame rate and field of view are limited by both the

video camera construction and the microscope magnification, some cells can be

“lost” because they are moving too fast. Moreover, if cell concentration is high, the

tracking of a single cell is impossible because the flow looks like smoothed moiré

fringes. Another drawback of video microscopy is the amount of time and elaborate

image processing required for flow dynamics monitoring [31].

Laser measuring techniques can be used in addition to light microscopy. The

laser instrumentation must be able to: (1) measure flow velocity in a wide range in

real time; (2) measure flow velocity in the vessels even in cases of high cell

concentration; and (3) determine flow direction. Optical measurements of lymph

flow velocity taking into account the direction of flow for a single scattering of light

can currently be performed by the laser Doppler microscopy technique [10, 21, 35].

Laser Doppler microscopy is a well-developed way to obtain the flow parameters,

including absolute flow velocity and flow direction. It is successfully applied to

estimate lymph flow and sometimes to diagnose lymph node changes.
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Specialized laser Doppler microscopes have been developed for research of

biological flows in microvessels. But there are problems in the application of

such techniques to monitoring bioflows in which velocity is low and the direction

changes, as in lymphatic vessels. The use of comprehensive frequency shifting

devices in laser Doppler microscopy is necessary to overcome this problem, but it

requires quite complex and expensive equipment [21, 35].

Another approach in the laser measurement of lymph flow is the laser speckle

technique. The speckle field of a laser beam scattered by a lymph vessel is the result

of interference of light waves scattered by lymph cells moving at different veloc-

ities in the flow, as well as those scattered by immobile tissues surrounding a vessel

[25, 26, 63, 64]. The fluctuations of the speckle field intensity have complicated

form in this case. The properties of such a speckle field differ considerably from the

properties of speckle fields that are formed, for example, upon a single scattering of

laser radiation by a moving screen with a rough surface, and have been studied

extensively. A special term, “biospeckles,” was introduced to emphasize the pecu-

liar nature of this speckle field. Because of the extreme complexity of biospeckles,

a theoretical explanation of this effect has not been obtained so far [13, 14, 65, 66].

Even an exact relation between speckle field intensity fluctuations and the velocity

of lymph flow has not been established. However, numerous experiments using

microvessel models indicate that the width of the autocorrelation function or of the

power spectrum of the speckle field intensity fluctuations is linearly connected with

the mean velocity of flow of the cells [10, 30]. In blood and lymph flow studies, the

speckle field intensity fluctuations are detected at one point, and the flow velocity is

estimated from the width of the power spectrum of these fluctuations or from the

width of their autocorrelation function. Measurements of this type, described in

a previous section, cannot be used to determine the direction of flow in lymph

vessels because the speckle field fluctuations recorded at one point do not depend

on the direction of motion of the scattering object.

Another method of measurement of the velocity of motion of an object is based

on the recording of intensity fluctuations of the speckle field at two points separated

in space and on an analysis of their mutual correlation. The principle of this

technique is overviewed in Sect. 13.3. This method makes it possible to determine

the velocity as well as direction of motion of an object and is used in various

technical applications. However, the possibility of using this method for measure-

ment of lymph flow velocity has not been investigated so far. It has been experi-

mentally shown that analysis of the spatial-temporal cross-correlation function of

intensity fluctuations of single scattered dynamic speckles allows us to determine

the velocity of the flow and its direction [31, 58, 67–69].

13.5.3 Experimental Setup for Lymph Flow Diagnostics

The optical scheme of the setup is shown in Fig. 13.28.

Radiation from a LG-207 633-nm He-Ne laser is delivered through the illumi-

nator channel and focused by the objective of the microscope 2 onto a spot of
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diameter about 2 mm in a plane situated at a distance z ¼ 100 mm above the axis of

the microvessel 13 [31]. The radius of curvature of the wavefront of the beam

illuminating the microvessel is quite small to ensure the acceptable translation

length of biospeckles 3. The measuring volume is formed by the intersection of

the diverging laser beam with the microvessel and has the shape of a truncated cone

(whose elements have a slope 10	 and a mean diameter of the order of 30 mm).

The laser radiation scattered by the lymph flow is directed with the help of the

beamsplitter 4 to the photodetector 5 placed at a distance of 300 mm from the

objective plane of the microscope. The diameter of each photodetector is 3 mm,

which corresponds to the mean speckle diameter in the observation plane. The

distance between the centers of the photodetectors is about 7 mm. Signals from the

photodetectors are amplified by the photocurrent transducers 7 and digitized with

the help of a two-channel 16-bit analogue-to-digital converter with a sampling

frequency 44.1 kHz. A PC is used to determine the cross-correlation function of the

photodetector signals as well as the position of its peak.

Depending on the time resolution, the processing of realization of photodetector

signals of duration 60 s takes between 90 and 300 s. The setup makes it possible to

detect the changes of direction of the motion of cells and to measure the lymph flow

velocity within the velocity range from 10 mm/s to 10 mm/s with a time resolution

up to 50 ms. A digital video camera 1 combined with transmission microscope is

used for analysis of lymph microvessel function in vivo in real time: estimating the

mean flow velocity and its direction, measuring the diameter of microvessel, and

registering the appearance of phasic contraction in the investigated

lymphatic. Digital video images are processed with specially developed software.

The cell velocity is determined as the ratio of the difference in cell coordinates in

two consecutive frames to the time interval between two frames. The mean flow
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Fig. 13.28 Scheme of the

experimental setup: 1 – digital
video camera; 2 – micro-

objective; 3 – He-Ne laser;

4 – beamsplitter; 5 –

photodiodes; 6 – red light

filter; 7 – photocurrent

converters; 8 – PC; 9 – green

light filters; 10 – mirror;

11 – illuminator;

12 – thermally stabilized

table; 13 – lymph microvessel

of mesentery. The inset shows
illumination of a lymphatic

vessel by a focused Gaussian

laser beam (a is the length of

the laser beam waist and z is
the separation between the

flow axis and the waist plane

of the laser beam) [31]
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velocity is calculated by averaging the velocities of four to six cells. This method

allows us to record the lymph flow velocity in the range from 25 mm/s to

2–2.5 mm/s with a time resolution of 40 ms. The processing of a video recording

of duration 15 s (375 frames) takes about 10 h and involves the tracking of the

motion of about 2000 cells.

13.5.4 Experiments Based on the Lymph Vessel Model

The efficiency of the system was verified in a series of experiments using the lymph

vessel model. A thin-walled plastic tube of diameter 200 mm serves as a model.

Water, containing the suspension of particles of red pigment with an average

diameter 3 mm, flows through the tube. The concentration of particles was about

1 %. Figure 13.29 shows the time dependence of the mean flow velocity (measured

by a LDV) on the variation of the pressure difference at the ends of the capillary.

The sensitivity of the speckle-correlation method to the flow direction is illus-

trated because the mean flow velocity in the experiments is directly proportional to

the difference in pressures at the ends of the capillary. The velocity measured by the

velocimeter is expressed in relative units because the velocimeter described above

does not allow measurement of velocity without a preliminary calibration. This is

due to the fact that the radius of curvature r of the wave front of the laser beam in

the plane of the microvessel, determined by the distance z between the axis of the

vessel and the plane of the beam waist, cannot be determined accurately during

in vivo measurements. In Fig. 13.30, a typical time series of speckle intensity

fluctuations is shown.

Cross-correlation functions of scattered intensity fluctuations, corresponding to

the7th and 24th seconds of recording, are presented in Fig. 13.31. Test measure-

ments confirmed the linear dependence between the measured flow velocity and the

0 5 10 15 20 25 30 35 40 45 50 55
−12
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t, c

Fig. 13.29 Time dependence of the mean flow velocity in the lymph microvessel model [31]
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difference in pressures at the ends of the capillary. The dependence (regression line)

of the relative flow velocity on the difference in pressures at the ends of capillary is

shown in Fig. 13.32a. The correlation coefficient equals 0.996, which confirms the

validity of the model.

Fig. 13.30 Typical time series of speckle field intensity measured by left and right channel

photodetectors are shown. Series are partially similar but one is delayed relative another due to

speckle field translation

0.6
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Fig. 13.31 Cross-correlation functions of signals corresponding to 7th (curve 1) and 24th (curve

2) seconds of the recording shown in Fig. 13.21, for delays 0.15 ms (curve 1) and �1.9 ms (curve

2) corresponding to the maxima of correlation functions [31]
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13.5.5 Measurement of the Lymph Flow Velocity in the Lymphatic
of the Rat Mesentery

The described setup has also been tested for in vivo measurement of lymph flow

velocity in the mesentery vessel of narcotized white rats. Animals were placed on

a thermostabilized stage (37.7 	C) 12 of the microscope (see Fig. 13.28) and the

mesentery and intestine were kept moist with Ringer’s solution at 37 	C (pH�7.4).

The images of microvessels were evaluated by transmission microscopy and laser

velocimeter simultaneously.

Figure 13.33 shows the time dependence of the flow velocity in the investigated

microlymphatic of mean diameter 170 
 5 mm and mean lymph flow velocity

169 
 4.6 mm/s [31]. This dependence was obtained by laser velocimeter and by

processing of the video images as well. As mentioned, the laser velocimeter allows

one to measure the lymphocyte velocity in relative units only. The proportionality

coefficient between the data of laser velocimetry and the mean flow velocity,

measured by the video microscope, was determined from the slope of the regression

line (Fig. 13.32b). The correlation coefficient of linear regression between the

velocities (measured by these two methods) is relatively high and equals 0.72.

13.5.6 Discussion of Advantages of Laser Diagnostics of Lymph
Flow

Experiments on scattering of focused beams of coherent radiation from lymph

microvessel models as well as native lymph microvessels in vivo revealed that
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Fig. 13.32 Dependencies of the flow velocity determined by a laser velocimeter on the difference

in pressures at the ends of a capillary (a), and on the lymph flow velocity in the lymphatic of rat

mesentery, measured by the method of functional videomicroscopy (b). The solid line corresponds
to linear regression, the correlation coefficient of linear regression being 0.996 (a) and 0.723 (b),
respectively [31]
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a correlation exists between the speckle field intensity fluctuations recorded at two

spatially separated points. This correlation indicates the manifestation of translation

dynamics of the speckles. Moreover, a linear dependence is established between the

flow velocity, radius of curvature of the laser beam wave front, and the speckle field

translational velocity. The linear dependence between the mean flow velocity and the

peak of the cross-correlation function of the intensities is confirmed, in particular, by

the experimental results based on the lymphatic model presented in this work (see

Fig. 13.23a). However, the cells in a lymphatic move with different velocities

depending on their position relative to the flow axis. Therefore, further investigations

must be carried out in order to find the relation between the flow velocity calculated

in the moving random phase screen approximation and the mean flow velocity.

The velocity of the cell crossing the measuring volume may differ significantly

from the mean velocity of the cells moving within a field of characteristic size of

150 mm. However, the results of measurements of velocities, made by two entirely

independent methods, are quite convincing since the correlation coefficient

between the results of velocity measurements is quit large.

The advantages of the proposed method are also supported by the fact that the

time dependencies of the lymph flow velocity shown in Fig. 13.33 required an

operator time of 10 h (videorecording of duration 15 s was processed), while the

processing of the signals registered by photodetectors over the same period of time

was completed in just 30 s.

Thus, we have studied experimentally the space-time correlation properties of the

dynamic speckle fields formed upon a single scattering of a focused beam of coherent

radiation by liquid flows containing scattering particles, and considered the possibil-

ity of their application for measurement of flow velocity. Optical measurements of

the blood or lymph flow velocity taking into account the direction of flow for a single
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Fig. 13.33 Time dependence of the lymph flow velocity in the lymphatic vessel of mean diameter

170 
5 mm of a white rat mesentery, recorded with a velocimeter (curve 1) and by processing of

video recording (curve 2) [31]
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scattering of light can be performed at present only by functional microscopy or the

laser Doppler microscopy technique. It was mentioned above that functional micros-

copy requires a prolonged and cumbersome processing of images, while laser

Doppler microscopy requires complex and expensive equipment. Of course, the

method described here for measurement the lymph and blood flow velocities in

biological and medical experiments requires a more detailed analysis of the proper-

ties of speckle fields formed as a result of scattering of coherent radiation beams from

blood and lymph vessels of various diameters, and also a modification of the existing

experimental equipment. However, even the experimental results presented in this

work indicate that the changes in the velocity as well as the direction of lymph

microflow can be recorded quite expediently by using relatively simple equipment.

13.6 Conclusion

In this chapter, principles of Doppler and speckle diagnostics of different types of

microvessels have been presented. It has been demonstrated that measurement of

absolute velocity of bioflow is a complicated problem. The measuring signal

depends not only on the velocity of bioflow, but also on its scattering characteris-

tics. It was demonstrated that it is possible to carry out the direct measurements of

bioflow velocity in the case of single scattering.

Speckle or Doppler methods can be effectively applied for the relative measure-

ment of bioflow velocity. But it also requires great caution because the bandwidth

of the spectrum of scattered intensity fluctuations may vary not only as a result of

relative changes of flow velocity. The same effect may be caused by the changes of

scattering properties of the flow, which may be due to the influence of drugs and

medical preparations.

Monitoring of relative spatio-temporal characteristics and images of cerebral

blood flow (CBF) with tens of microns spatial and millisecond temporal resolution

is possible using laser speckle imaging methods described in▶Chap. 5 of this book.

In thick tissues with multiple scattering, another speckle-related technique, such as

diffusing wave spectroscopy (DWS), is uniquely suited for the measurement of the

average size of flowing cells and their spatial displacement (see▶Chap. 4). For skin,

mucosa, and retinal blood flow, where depth of imaging does not exceed 1–3 mm,

Doppler OCT techniques, described in ▶Chaps. 22–24, are beneficial.

Comprehensive reviews and discussions of the advancements in blood flow

imaging techniques and their capabilities for clinical applications, including

in vivo cytometry, can be found in the literature (e.g., [70–75]).
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Abstract

The eye is not just a “window to the soul”; it can also be a “window to the human

body.” The eye is built like a camera. Light which travels from the cornea to the

retina traverses through tissues that are representative of nearly every tissue type and
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fluid type in the human body. Therefore, it is possible to diagnose ocular and

systemic diseases through the eye. Quasi-elastic light scattering (QELS) also

known as dynamic light scattering (DLS) is a laboratory technique routinely used

in the characterization of macromolecular dispersions. QELS instrumentation has

nowbecomemore compact, sensitive, flexible, and easy to use. These developments

have made QELS/DLS an important tool in ophthalmic research where disease can

be detected early and noninvasively before the clinical symptoms appear.

14.1 Introduction

The technique of quasi-elastic light scattering (QELS) was originally developed to

study fluid dispersions of colloidal (size� 1 mm) particles [1]. QELS is also known as

dynamic light scattering (DLS), photon correlation spectroscopy (PCS), and/or

homodyne/heterodyne light-beating spectroscopy. It was first used in the eye byTanaka

and Benedek to study cataract in the ocular lens over three decades ago [2, 3].

However, its use remained limited to a few research laboratories, and it did not find

wide-scale commercial acceptance in ophthalmology. Thanks to the innovations in the

fields of fiber optics and optoelectronics, QELS is now emerging as a potential

ophthalmic tool, making the study of virtually every tissue type and fluid type com-

prising the eye possible thus pushing the envelope for broader applications in ophthal-

mology. The ability of QELS in the early detection of the changes in the molecular

morphology of ocular tissues has the potential to help develop new drugs to combat not

just the diseases of the eye such as cataract but to diagnose and study those of the body

such as diabetes and the brain possibly Alzheimer’s and Parkinson’s disease [4].

14.1.1 Need for Noninvasive Diagnostics in Ophthalmology

Blindness is a global problem. According to the World Health Organization

(WHO), 90 % of all blind people live in developing countries. In the United States

alone, one person goes blind every 11 min. The current economic cost of blindness

in India and the USA is estimated at 4.6 and 4.1 billion US dollars per year,

respectively, and is rising. These are alarming figures since half of all blindness

can be prevented if detected and treated early [5].

Ophthalmology is a specialized branch of medicine which deals with the study,

detection, and treatment of eye diseases. Normal aging is the leading cause for

ocular problems and refractive disorders such as cataract, age-related macular

degeneration (AMD), vitreous liquefaction, glaucoma, and hyperopia. Certain

systemic diseases can also lead to eye diseases early. For example, diabetes

contributes to early formation of cataract and retinal disease (diabetic retinopathy),

and hypertension (elevated blood pressure) can lead to glaucoma.

The visual function and ocular health is evaluated everyday by ophthalmologists

with subjective (e.g., patient history) and objective methods that can include visual
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acuity charts, direct and indirect ophthalmoscopy, retinoscopy, keratometry, and

applanation tonometry. The classical principles of light scattering (Rayleigh, Mie,

etc.) are employed virtually in every ophthalmic instrument in one form or another.

The slit-lamp biomicroscope, based upon the optical principles of compound

microscopy, is the most widely used ophthalmic instrument for examination from

the cornea to the retina. This instrument, except for some mechanical designs and

illumination techniques, has not changed in principle in the past 150 years [6]. The

modern instruments employ direct illumination for the examination of lesions in

conjunctiva, retro-illumination for corneal opacities, cataract, and iris atrophy in

glaucoma, sclerotic scatter for corneal edema, and specular reflection for making

the epithelium and endothelium cells in the cornea visible. A principle known as

Scheimpflug is employed in slit-lamp biomicroscopes to generate stereoscopic

images of the lens to study cataract. A recent review of the Scheimpflug imaging

technique is given elsewhere [7]. Beyond these conventional methods, the modern

techniques of optical coherence tomography (OCT), scanning laser ophthalmos-

copy (SLO), confocal microscopy, and quasi-elastic light scattering (QELS) are

some of the emerging tools that are showing potential in the early diagnosis of

ocular disease.

14.1.2 Principles of QELS

In a QELS experiment, a constant fluctuating speckle pattern is seen in the far field

when light passes through an ensemble of small particles suspended in a fluid [1].

This speckle pattern is a result of the interference in the light paths, and it fluctuates

as the particles in the scattering medium perform random walks on a time scale of

�1 ms due to the collisions between themselves and the fluid molecules (Brownian

motion).

In the absence of particle-particle interactions (dilute dispersions), light

scattered from small particles fluctuates rapidly while light scattered from large

particles fluctuates more slowly. During a simple homodyne experiment, only

scattered light is collected (absence of local oscillator) at a photodetector, assuming

the particles are uniformly sized and spherically shaped, and an intensity-intensity

temporal autocorrelation function (TCF) is measured.

g2ðtÞ ¼ A 1þ b expð�2GtÞ½ �; (14.1)

where A ¼ < i >2 is the average DC photocurrent or the baseline of the autocor-

relation function and b (0 < b < 1) is an empirical experimental constant and is

a measure of the spatial coherence of the scattering geometry of the collection

optics which can be related to signal-to-noise (S/N). G is a decay constant due to

diffusing motion of the particles in the scattering volume and t is the delay time.

G ¼ DT � q2; (14.2)
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where DT is the translational diffusion coefficient and q is the magnitude of the

scattering wave vector

q ¼ 4pn
l

sin
y
2

� �
; (14.3)

where n is the refractive index of the solvent, l is the wavelength of the incident light
in vacuum, and y is the scattering angle. Using the Stokes-Einstein relationship for

spherical particles, DT can be related to the hydrodynamic radius (R) of the particle

DT ¼ KT

6p�R
; (14.4)

where K is Boltzmann’s constant (1.38� 10–23 J�K–1), T is the absolute temperature

of the scattering medium, and Z is the solvent viscosity. In clinical ophthalmic

applications, for n and Z, value of water can be used at a body temperature of 37 �C.
Equation 14.4 then can be used to extract average size of the particles in the

transparent aqueous, lens, and vitreous. The lens and vitreous are polydisperse in

nature and exhibit bimodal behavior. Today, commercial software packages are

available to analyze eq. (14.1) in terms of bimodal and multimodal size distribu-

tions based upon the schemes reviewed by Stock and Ray [8].

Thus, a QELS or DLS experiment provides dynamic information such as

diffusion, size, shape, and molecular interactions [1]. The most attractive features

of this technique are that it is noninvasive and quantitative, works effectively for

particle size ranging from few nanometers to few micrometers, requires small

sample volume, and works reasonably well for polydisperse or multiple size (up

to 2–3 component) dispersions. The new ocular QELS instrumentation is several

orders of magnitude more sensitive than current ophthalmic instruments based on

imaging and photographic techniques of slit-lamp biomicroscopy, retro-illumina-

tion, and Scheimpflug systems. These instruments are being used in clinical settings

with better alignment and reproducibility to characterize the cornea, aqueous, lens,

vitreous, and retina. Although still in experimental realm, many new applications

have been realized to detect a diverse range of diseases early, noninvasively, and

quantitatively. These include corneal evaluation of wound healing after refractive

surgery, e.g., laser in situ keratomileusis (LASIK), pigmentary glaucoma, cataract,

vitreopathy, diabetic retinopathy, and possibly Alzheimer’s.

14.2 QELS and Disease Detection

Until recently, QELS or DLS instruments were physically bulky; required vibration

isolation, index matching (for flare control), and tedious optical alignment; and

were difficult to use. The new generation systems are compact and efficient due to

new solid-state laser sources, sensitive photodetectors, and by using monomode

optical fibers for launching and detecting low levels of laser light into the eye.

568 R.R. Ansari



The fiber-optic-based QELS design developments for studies of cataractogenesis

are covered by Dhadwal et al. [9], Rovati et al. [10], Ansari et al. [11], and the

references contained in their papers. The fiber-optic QELS probe, shown in

Fig. 14.1, combines the unique attributes of small size, low laser power, and high

sensitivity [b values in (14.1)]. The probe was originally developed to conduct fluid

physics and biotechnology protein crystal growth experiments in the absence of

gravity onboard a space shuttle or space station orbiter. The system is easy to use

because it does not require sensitive optical alignment nor vibration isolation

devices. The probe has been successfully employed in many ocular experiments

to monitor the early symptoms of various eye diseases [4, 12–15].

A low-power (50–100 mW) light from a semiconductor laser, interfaced with

a monomode optical fiber, is tightly focused in a 20-mm-diameter focal point in the

tissue of interest via a GRIN (gradient index) lens. On the detection side, the

scattered light is collected through another GRIN lens and guided onto an avalanche

photodiode (APD) detector built into a photon-counting module. APD processed

signals are then passed on to a digital correlator for analysis. The probe provides

quantitative measurements of the pathologies of cornea, aqueous, lens, vitreous,

and the retina. The device is modular in design. If needed, by suitable choice of

optical filters, it can be converted into a device for spectral measurements

(autofluorescence and Raman spectroscopy) and laser-Doppler flowmetry/

velocimetry providing measurements of oxidative stress and blood flow in the

ocular tissues. The device can easily be mounted onto many conventional ophthal-

mic instruments to significantly increase their diagnostic power. These instruments
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Fig. 14.1 QELS/DLS fiber-optic probe schematic diagram
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include slit lamps (Fig. 14.2), Scheimpflug cameras (Fig. 14.3), videokeratoscopy

(Figs. 14.4, 14.5), and a fluorometer (Fig. 14.6).

14.3 Early Detection of Ocular and Systemic Diseases

Table 14.1 represents various diseases and the respective ocular component of

interest in a QELS experiment.

QELS
Probe

Hruby
lens
holder

Fig. 14.2 Modified slit-lamp

apparatus with QELS/DLS

probe mounted on a Hruby

lens holder (Courtesy of M.A.

DellaVecchia, MD)

Lens
Cornea

Power supply
Scheimpflug imaging
camera system

Image analysis
computer network

Fig. 14.3 Zeiss Scheimpflug

imaging set up with QELS at

NEI/NIH (Photo courtesy of

Manuel B. Datiles III, MD,

NEI/NIH)
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Fig. 14.4 Modified corneal

analyzer (Keratron

videokeratoscope) with QELS

probe (Photo courtesy of

James S. Logan, MD, NASA

Johnson Space Center,

Houston)
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Fig. 14.5 Schematic diagram of the instrument shown in Fig. 14.4. The 100-mW solid state laser

directs a beam of light to the lens in the patient’s eye, and the light scattered by randomly moving

protein crystallins in the lens is collected by an APD during a 5-s time interval. The time

autocorrelation function of the measurement is then processed to estimate a distribution of particle

sizes (Courtesy of M.B. Datiles III, MD)
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14.3.1 Uveitis and Cholesterol Levels

The aqueous humor has a volume of about 250 mL and is located in a chamber

between the cornea and the lens. It circulates at a rate of 2 mL/min and provides

necessary metabolites to and transports the metabolic waste products from the lens,

iris, and cornea. Therefore, aqueous can be considered an ultrafiltrate of blood since

Fig. 14.6 QELS probe integrated with fluorometry measurements in a fluorotron master (Photo

courtesy of Luigi Rovati, Ph.D., University of Modena)

Table 14.1 Diseases and the ocular fluid/tissue components as measured by QELS

Disease Cornea Aqueous Lens Vitreous

Uveitis Albumins

Glaucoma Pigments

Cataract Crystallins

Diabetes Crystallins Hyaluronan and

collagen

Diabetic retinopathy Nucleotides

pyridines

Hyaluronan and

collagen

Wound healing (after

refractive surgery)

Glycoproteins

and collagen

Oxidative stress

(radiation, aging, etc.)

Nucleotides

pyridines

Crystallins

Alzheimer’s Amyloids Amyloid-induced

crystallin aggregation

Amyloids
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it contains most of the molecules found in the serum at concentrations that are

reflective of serum levels. For example, certain metabolites (glucose) and proteins

(human serum albumin or HSA) are present in the aqueous. Since glucose mole-

cules are much smaller (	0.6 nm in diameter) than the visible wavelength (l)
region, they do not contribute significantly to scattered light especially at the low

laser power levels and at the normal physiological glucose concentration

(	100 mg/dL). The HSA particles can scatter light appreciably since they are

spherical in shape and their size (	7.0 nm in diameter) is comparable to l
frequently applied in QELS experiments.

Uveitis is an inflammatory disease of the anterior chamber. It can produce

high numbers of protein particles in the aqueous humor. This increase in protein

concentration gives rise to increased scattered light intensity or “flare.” Clinically,

flare and therefore the severity of uveitis can be easily detected and quantified byQELS.

Similarly, cholesterol levels in the body can also be evaluated through the

aqueous as suggested by Bursell et al. [3]. But this important application has not

been pursued thoroughly either in a laboratory or clinical setting. Cholesterol

consists of two components: LDL (low density lipoprotein) and HDL (high density

lipoprotein). Elevated level of LDL is a risk factor for coronary heart disease and

stroke. In recent proof-of-concept experiments in the author’s lab, both LDL and

HDL levels were evaluated (unpublished data) in samples obtained post-cataract

surgery. Recent research is now linking elevated cholesterol levels to increased risk

of age-related macular degeneration (AMD).

14.3.2 Pigmentary Glaucoma

Glaucoma is a disease of the anterior chamber in which the intraocular pressure (IOP)

increases. If IOP increase is not treated, it can lead to degeneration of the optic nerve

and eventually loss of vision. RecentlyQELSwas applied to study one specific type of

glaucoma known as pigmentary dispersion glaucoma (PDG). The posterior layer of

the iris epithelium contains high number of melanin granules. These granules are

released into the aqueous as a consequence of natural epithelium cell death, infection,

or trauma. The melanin granules can be trapped in the trabecular meshwork over time

and block the aqueous outflow. This can cause an increase in IOP finally leading to

PDG. Pollonini et al. [16] used QELS to detect and quantify melanin granules in

a clinical pilot study of normal and PDG volunteer patients. The results showed in

Fig. 14.7 indicated presence of small (1–10 nm) and large (up to 1 mm) particles in the

aqueous of normal and the PDG patients, respectively, and therefore showed the

potential of QELS in monitoring this type of glaucoma noninvasively.

14.3.3 Cataract

Cataract (lens opacification), its clinical evaluation, and classification are discussed

in detail elsewhere by Datiles and Ansari [17].
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Cataract is the major cause of blindness worldwide. At the present time, clinical

methods of classifying cataracts are based mainly upon visual acuity (Snellen

charts) and photographic means (slit lamps). The inside of the eye is illuminated

either directly or indirectly (retro-illumination) by a slit from an incandescent

source of light. These approaches, however, are subjective because they cannot

be accurately quantified. Furthermore, they do not have the ability to capture

a growing cataract in its incipient stage. Therefore, by the time a cataract is

diagnosed by these methodologies, it is too late to alter its course noninvasively

or medically, e.g., using pharmaceuticals and/or nutraceuticals. QELS holds prom-

ise in “cracking the cataract code” by detecting it much earlier than the photo-

graphic techniques currently in use [18].

The normal lens in a human eye, situated behind the cornea, is a transparent

tissue. It contains 35 % (by weight) protein and 65 % (by weight) water. Aging,

disease (e.g., diabetes), smoking, dehydration, malnutrition, and exposure to UV

and ionizing radiation can cause agglomeration of the lens proteins. Protein aggre-

gation can take place anywhere in the lens causing lens opacity. The aggregation

and opacification could produce nuclear (central portion of the lens) or cortical

(peripheral) cataracts. Nuclear and posterior subcapsular (the membrane capsule

surrounds the whole lens) cataracts, being on the visual optical axis of the eye,

cause visual impairment, which can finally lead to blindness. The lens proteins, in

their native state, are small in size. As cataract develops, this size grows from a few

nm (transparent) to several microns (cloudy to opaque). Ansari and Datiles have
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shown that QELS can detect cataracts at least two to three orders of magnitude

earlier (noninvasively and quantitatively) than the best imaging (Scheimpflug)

techniques in clinical use today [19].

Animal models are usually helpful in the validation of new instruments and

testing of therapies prior to clinical use. Until recently, it was difficult to use QELS

in small animal models due to instrument limitations, e.g., physical size, power

requirements, and alignment problems. The compact probe described in Fig. 14.1 is

proving to be very useful in this area of research. A generic experimental setup is

shown in Fig. 14.8. Cataractogenesis is monitored in vivo by following TCF pro-

files (14.1) at different time lines. As an example, Philly mice were monitored. This

animal develops cataract spontaneously between day 26 and 33 after birth.

The data includes a 45 days old normal mouse of the control FVB/N strain which

does not develop a cataract and two Philly mice roughly 26–29 days old. The eye

examinations of these mice with a slit-lamp biomicroscope concluded a normal

(transparent) and two other eyes having trace to mild cataracts. Each measurement

took 5 s at a laser power of 100 mW. The changing TCF slope is an indication of

cataractogenesis as the lens crystallins aggregate to form high molecular weight

clumps and complexes. The QELS autocorrelation data is converted into particle

size distribution using an exponential sampling program and is shown in Fig. 14.9.

Although, conversion of the QELS data into particle size distributions requires

certain assumptions regarding the viscosity of the lens fluid, these size values do

indicate a trend as the cataract progress. These measurements suggest that

a developing cataract can be monitored quantitatively with reasonable reliability,

reproducibility (5–10 %), and accuracy.

14.3.3.1 Drug Screening for Cataract
In the absence of a nonsurgical treatment, 50 % of all blindness is due to cataracts.

At the present time, 34 million Americans over the age of 65 have cataracts. Foster

predicts this figure to rise to 70 million by year 2030 [20]. According to Kupfer,

“A delay in cataract formation of about 10 years would reduce the prevalence of

Fig. 14.8 QELS scanning

setup for laboratory animals
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visually disabling cataracts by about 45 %” [21]. QELS can help achieve this goal

by detecting cataracts at very early stages and by screening potential anticataract

drugs for their efficacy.

Pantethine is a metabolically active stable disulfide form of pantetheine and

a derivative of pantothenic acid (vitamin B5). It can be used as an anticataract drug,

but the clinical trial of pantethine was inconclusive with respect to effectiveness

[22, 23]. The results of both preclinical and clinical tests of potential therapeutic

agents indicate the need for more sensitive measures of protein aggregation and

opacification in vivo. Studies in humans predicted that QELS will be useful in

testing of anticataract drugs to inhibit or reverse the progression of cataract forma-

tion during longitudinal clinical trials [24, 25].

Ansari et al. [26], using QELS, demonstrated the efficacy of pantethine in very

early stages (few hours to few days) of selenite-induced lens damage, well before

formation of a mature cataract in the selenite model [27]. In this study, QELS

measurements were made on 33 animals (rats) aged 12–14 days at the time of

selenite or pantethine injection. Pantethine treatment resulted in a substantial

decrease in dimensions of scattering centers in lens in vivo during the early stages

of opacification prior to their detection with conventional ophthalmic instruments.

An obvious opacity was not observed using a slit-lamp biomicroscope. Typical

representative size distribution data is presented in Fig. 14.10 for control, Se-treated

(12 and 60 h posttreatment) and Se-pantethine-treated animal (42 h posttreatment)

at a distance of 	2 mm from the lens anterior surface. The size distribution of

scatterers in the control animal ranges from 60 to 80 nm in diameter. In the
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Se-treated animals, the TCF shows bimodal behavior with aggregates ranging in size

from 400 to 800 nm and 3,000 to 10,000 nm in diameter. The Se-pantethine-treated

animal shows an aggregate size averaging around 200 nm. The experimental results

indicated clearly that QELS was able to discern subtle molecular changes very early

in cataract formation. The results suggested that pantethine may inhibit the initial

aggregation process.

In conclusion, the results are encouraging. The future outlook for finding

a medical cure for cataract seems optimistic when combined with advances in the

detection technology, understanding of fundamental processes, and the efforts in

designing new anticataract drug formulations [28–30].

14.3.4 Evaluation of Oxidative Stress in Humans

It would be most beneficial to have the ability to identify individuals at particular

risk for developing cataracts and possibly other diseases by detecting early molec-

ular (precataractous) changes in the lens. An early objective means of measuring

early disease progression in vivo will give a good handle on controlling the

oxidative stress. Oxidative stress is the main cause for aging and is involved in

almost every disease (Fig. 14.11).

14.3.4.1 Human Study of Precataractous Lenses
In a recent clinical study [15] of 380 eyes at NEI/NIH, using the DLS/QELS device

shown in Figs. 14.4, 14.5, Datiles et al. showed that significant loss of alpha

crystallin proteins seen in clinically transparent lenses was associated with aging.

The study further showed that a significant decrease in the alpha crystallin protein
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was associated with increasing nuclear lens opacity grades (Fig. 14.12). These

findings confirm the potential of DLS/QELS as an early alarm system for oxidative

damage.

14.3.5 Environmental Ocular Toxicity

It is a well-known fact that the cornea offers the first line of defense against external

stresses. It can, however, be opacified and degenerated (like an onion peel) if

exposed to toxic chemicals and biological agents (e.g., mustard gas). Exposure to

X-ray and treatment under hyperbaric oxygen can lead to the formation of cataract

in the lens. We will discuss these two examples and the ability of QELS to study the

oxidative stresses early.

14.3.5.1 Exposure to X-ray
Figure 14.13 summarizes the effects of X-ray exposure in rabbit eyes as a function

of time. Up until three weeks after the initial damage to the lens epithelium cells,

few biochemical changes are expected to take place. However, these anticipated

changes cannot be measured at the present time with conventional methods. From

week 3 to 8, some biochemical changes can be measured postmortem by chemical

assay. Matured nuclear cataract is visible at week 9 by photographing the lens.

QELS is able to discern subtle differences very early.

The study animals were exposed to X-ray (one time only) at a radiation level of

2,000 rad for 15 min. The animals were anesthetized with an injection of xylazine

(30 mg/kg) and ketamine (7 mg/kg). Their eyes were dilated using a 0.5 % solution

of tropicamide. A laser power of 50 microwatts at a wavelength of 638 nm was

used. Each TCF was collected for 5 s. The experiments were conducted at Oakland

University under the NIH guidelines on handling and safety of animals.

The QELS experiments were concluded on day 54 after the irradiation. The

relative change in the average protein crystallin size is plotted for one normal and

Fig. 14.11 Oxidative stress

leads to aging and disease

because the whole-body

cellular-level injuries occur

with oxidative stress due to

the formation of reactive

oxygen species (ROS)
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Fig. 14.12 Follow-up QELS/DLS data from a 42-year-old patient with early presenile nuclear

cataract showing loss of the unbound alpha crystallin protein fraction (first peak) when a cataract

developed 11 months later (see Ref. [15]). Alpha crystallin protein appears to prevent other

damaged proteins from forming an opacity, but they are used up in the process. Once it drops

below a critical level, a cataract can form (Images courtesy of M.B. Datiles III, MD)
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Fig. 14.13 Biochemical effects of X-ray in rabbit eyes (Courtesy of Frank Giblin, PhD, Oakland

University)
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one irradiated animal and is shown in Fig. 14.14. This was obtained by dividing

each measured particle size, using the cumulant analysis method [8], by the mean

value calculated from the average of all the values in the control or nonirradiated

animal from day 1 to 54. The size remains constant (within 10–15 %) in the lens of

the control animal (no radiation exposure). However, a significant increase in size

can be noted in the experimental (irradiated) animal lens. Between day 1 and day

17, the protein aggregation seems to occur linearly. After a period of 2–2.5 weeks,

the size increases almost exponentially. The average protein size in the lens of the

animal exposed to ionizing X-ray radiation, compared with the control animal,

increases by a factor of 2 by day 19, more than factor of 3 by day 31, more than

factor of 4 on day 40, and almost by a factor of 7 by day 54. Slit-lamp imaging did

not show any evidence of nuclear opacity until day 60.

14.3.5.2 Hyperbaric Oxygen (HBO)-Treated Animals
The role of oxygen in the formation of lens high molecular weight (HMW) protein

aggregates during the development of human nuclear cataract was studied by Giblin

et al. They measured lens crystallin aggregate formation in hyperbaric oxygen

(HBO)–treated guinea pigs by using in vivo DLS/QELS (Fig. 14.15) and in vitro

(HPLC) methods [12].

The results indicated average apparent diameter of proteins in the nucleus of

lenses of HBO-treated animals was nearly twice that of the control animals. Size

distribution analysis conducted at one selected point in the nucleus and cortex (the

outer periphery of the lens) after dividing the proteins into small-diameter and

large-diameter groups showed in the O2-treated nucleus a threefold increase in
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Fig. 14.14 Changes in rabbit lenses post-X-ray irradiation measured by QELS
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intensity and a doubling in apparent size of large-diameter aggregate proteins,

compared with the same control group. These results were confirmed by well-

established in vitro method of HPLC indicating that one half of the experimental

nuclear WI protein fraction consisted of disulfide cross-linked aggregates, not

present in control animals. Therefore, molecular oxygen in vivo can induce the

cross-linking of guinea pig lens nuclear crystallins into large disulfide-bonded

aggregates capable of scattering light. A similar process may be involved in the

formation of human nuclear cataract [12].

14.3.5.3 Exposure to Ultraviolet Light
As described above, radiation (ionizing and nonionizing) is a source for oxidative

stress. The DLS/QELS was used to investigate lens protein aggregation in vivo in

the guinea pig post 5 months to a chronic low level of UVA light producing

increased lens nuclear light scattering and elevated levels of protein disulfide.

DLS size distribution analysis conducted at the same location in the lens nucleus

of control and UVA-irradiated animals showed a 28 % reduction in intensity of

small-diameter proteins in experimental lenses compared with controls. In addition,

large-diameter proteins in UVA-exposed lens nuclei increased fivefold in intensity

compared to controls. The UVA-induced increase in apparent size of lens nuclear

small-diameter proteins was threefold, and the size of large-diameter aggregates

was more than fourfold in experimental lenses compared with controls. It was

presumed that the presence of a UVA chromophore in the guinea pig lens

(NADPH bound to zeta crystallin), as well as traces of oxygen, contributed to

UVA-induced crystallin aggregation. The results indicate a potentially harmful role
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for UVA light in the lens nucleus. A similar process of UVA-irradiated protein

aggregation may take place in the older human lens nucleus, accelerating the

formation of human nuclear cataract [14].

14.3.6 Effects of Diabetes

QELS can be applied to detect effects of diabetes early through the transparent

ocular lens. Chenault et al. have indicated that cataracts are 1.6 times more common

in diabetic patients than nondiabetics [31]. The Food and Drug Administration

(FDA) in the USA has a unique animal model to study type II diabetes. Psammomys

obesus (sand rat) is a wild rodent found in the desert areas of the Middle East and

Africa. It develops mild to moderate obesity, hyperglycemia, and the complications

of diabetes such as cataracts and vision loss when it consumes a high caloric diet. In

a recent study [31], blood glucose levels, insulin, and glycohemoglobin values in

this animal were correlated with histopathology, traditional ophthalmology assess-

ments, and QELS measurements toward developing a noninvasive means to detect

early stages of eye damage due to diabetes mellitus. The control animal demon-

strated no significant change in crystallin size distributions. Study animals

exhibited significant increases in the sizes of crystallin-scattering centers and

substantial shifts in the size distributions. No discernable difference was observed

by ophthalmic examination or by histology between the control and study animals.

The results demonstrated evidence of subtle changes in the lens of the diabetic sand

rats after only two months on the diabetogenic diet using QELS (see Fig. 14.16 top

graphs) Conventional ophthalmic instrumentation did not detect these changes
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(see Fig. 14.16 bottom photographs). This animal model and QELS can be very

helpful in screening of conventional and nonconventional drugs to control diabetes

(hyperglycemia) for cataractogenic effect and its prevention.

14.3.6.1 Diabetic Vitreopathy
The vitreous body is the largest structure within the eye. Ansari et al. and Rovati et al.

were the first to characterize vitreous structure with QELS and applied it to the study

of diabetic vitreopathy [32, 33]. In a QELS measurement, the vitreous body truly

exhibits a two exponential behavior consistent with its gel-like properties due to

hyaluronan (HA) and collagen found, respectively, in the vitreous gel. A typical

measurement is shown in Fig. 14.17. QELS can be a powerful tool to study the effects

of diabetes on vitreous morphology due to the glycosylation of HA and collagen.

The effect of diabetes on the retina (diabetic retinopathy) is a leading cause of

blindness in Americans between 20 and 74 years of age [34]. There has been little

progress to diagnose this condition during early stages. Elevated levels of glucose

affect tissues throughout the body by altering protein through the phenomenon of

nonenzymatic glycation [35]. One of the most ubiquitous and important proteins

altered by this process is collagen. Hyperglycemic effects on collagen underlie the

basement membrane pathology in blood vessels throughout the body, including the

retina. At present, there are no methods by which to evaluate glycation effects on

collagen in the retinal vasculature. An alternative approach that could provide insight

into this process would be to evaluate glycation effects upon collagen in ocular tissue,

e.g., vitreous. In recent years, the vitreous has come to be recognized as an important

1.00

0.80

0.60

0.40

0.20

N
o

rm
al

iz
ed

 T
im

e 
A

u
to

 C
o

rr
el

at
io

n
 F

u
n

ct
io

n
(E

-2
)

0.00
0 200

Fast Component (HA)

400 600 800 1000

Delay Time (micro second)

Slow Component (Collagen)

Fig. 14.17 Time relaxation of human vitreous gel

14 Quasi-Elastic Light Scattering in Ophthalmology 583



contributor to advanced diabetic retinopathy. Studies have determined that there are

elevated levels of glucose in the vitreous of diabetic patients. It is believed that these

effects underlie the structural abnormalities in diabetic vitreopathy [36], similar to

the effects of hyperglycemia on collagen elsewhere in the body [37]. Interestingly,

these alterations appear to be quite similar to those observed in the vitreous during

aging [38–41], consistent with the concept that diabetes induces accelerated aging in

target tissues and organs [37]. Considering that the aforementioned effects of diabetes

on vitreous collagen induce cross-linking and aggregation of fibrils into larger than

normal fibers, it has been of interest to apply the methodology of QELS to assess the

particle sizes found in diabetic vitreous and compare those to nondiabetic controls (see

Fig. 14.18). Furthermore, QELS detected the structural changes [32] resulting from

diabetic vitreopathy [40]. Interestingly, these QELS findings appear to corroborate the

finding of dark-field slit microscopy where glycation of vitreous proteins resulted

in cross-linking of collagen fibrils and aggregation into large bundles of fibrils. It is

plausible that these are detected by QELS as particles of larger size with more

variability than that seen in nondiabetic control in this preliminary study. Future studies

in humans will determine if this phenomenon can be detected in a clinical setting,

confirming these preliminary in vitro results.

14.3.6.2 Evaluation of Pharmacologic Vitreolysis
Pharmacologic vitreolysis is a new approach to improve vitreoretinal surgery and

ultimately to liquefy and detach the vitreous from the retina to eliminate the

contribution of the vitreous to retinopathy. The mechanism of action of the agents
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being developed for pharmacologic vitreolysis remains unclear. The effect of

microplasmin on vitreous diffusion coefficients was investigated using the nonin-

vasive technique of QELS/DLS [13]. Pharmacologic vitreolysis with human

recombinant microplasmin increases vitreous diffusion coefficients in vitro. The

results of these studies have implications for the dosing, route of administration,

duration of action, and methods of determining efficacy in future studies of phar-

macologic vitreolysis to enhance vitreoretinal surgery, as well as the design of

clinical trials to induce prophylactic posterior vitreous detachment [13]. This might

be helpful in preventing the retinopathy of prematurity in neonates.

14.3.7 Evaluation of Corneal Surgery Outcomes

Corneal tissue is avascular composed primarily of collagen. The human cornea is

about 500-mm thick at the apex and about 700 mm at the periphery or limbus [42].

Clearly, transparency is the most important corneal property to maintain good quality

vision. Slight loss of transparency can cause problems such as haze and glare.

A change in corneal shape can lead to myopic, astigmatic, and hyperopic vision.

Modern photorefractive surgeries, such as LASIK (laser-assisted in situ keratomil-

eusis), have become popular to treat corneal refractive errors. The goal of refractive

surgery is to sculpt the corneal surface, changing its physical shape. If successful, it will

result in the elimination of refractive errors. In 	5 % post-LASIK cases, patients

experience a variety of effects such as haze, glare, star bursts, dry-eye syndrome, and

tissue healing issues. At present, no objective methods are available to evaluate quan-

titatively and noninvasively underlying molecular changes resulting in these corneal

abnormalities after a LASIK procedure. McLeod [43], in his editorial, stressed the need

for new diagnostic capabilities to better evaluate current refractive surgery outcomes.

QELS concepts discussed above were applied by Ansari et al. to the study of

cornea as a molecular measure of clarity [44]. In a pilot study [45], excised but

intact bovine eyes were treated with chemicals, cotton swabs, and radial and

photorefractive surgeries. QELS measurements were performed as a function of

the penetration depth into the corneal tissue. Topographical maps of corneal

refractive power from untreated and treated corneas were also obtained using

videokeratoscopy and the results compared.

The findings suggested the potential of QELS in measuring changes in the pre- and

post-refractive surgeries. However, the ultimate aim for developing the technique using

QELS for clinical applications in early evaluation of corneal complications after

LASIK surgeries as well as other corneal abnormalities has yet to be proven. At the

time of this writing, this validation work is being conducted at NEI/NIH.

14.3.8 Early Detection of Neurological Diseases

Ralf Dahm suggests “Studies of the eye not only could reveal ways to prevent

cataracts but also might illuminate the biology of Alzheimer’s, Parkinson’s and
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other diseases in which cells commit suicide (apoptosis)” [46]. Frederikse et al. [47]

at NEI/NIH were the first to give a demonstration of Alzheimer’s biology occurring

in the lens. Alzheimer’s disease (AD) sufferers loose cognitive abilities and thus

serious deterioration in the quality of life. In simplistic terms, amyloid proteins

forming plaques on the brain tissue lead to development of AD. Currently, these

amyloid plaques or deposits can only be studied under a microscope by looking at

the brain tissue at autopsy. Frederikse provided evidence of amyloid protein

structure in the lens and its association with cataractogenesis [48]. A proof-of-

concept experiment was conducted in vivo by measuring protein aggregation in the

lenses of transgenic mice using NASA’s QELS setup. The preliminary results

indicated enhanced aggregation in study animals as opposed to controls [4]. This

opens up an opportunity for QELS to be tried noninvasively in detailed studies of AD

detection and treatments. Goldstein et al. [49] in a study of postmortem specimens of

eyes linked amyloid proteins to the formation of supranuclear cataract in human lenses

to AD. Recently, this group performed in vitro QELS measurements in protein

suspensions and linked AD to lens and brain pathology in Down syndrome [50].

A recent article by Frost et al. presents a review of current literature on ocular

morphology in AD and discusses the potential for an ocular-based screening test for

AD [51].

14.4 QELS Limitations

Several things can go wrong in a QELS or DLS experiment. A few experimental

tips are outlined below to avoid disappointments and artifacts.

14.4.1 Precise Control of Sample Volume

The lens and vitreous being transparent do not have any visible markers. Therefore, in

longitudinal studies, reproducibility in repeat patient visits remains a big concern.

QELS instrumentation must have the ability to precisely control and sample the same

location inside the tissue of interest. The eye movements must be controlled, and the

subject should remain well fixated during the QELS measurement cycle. In animal

experiments, it is not much of a concern because animals can be sedated. However,

they should be closely watched since some animals roll their eyes while sedated.

14.4.2 Laser Safety

In QELS ophthalmic applications, the major safety concern is the amount of light

exposure to the retina. To minimize the risk of exposure, the power levels must

be low and the exposure time must be short to satisfy the safety requirements

set by ANSI (American National Safety Institute). Current ophthalmic QELS
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instruments typically use a laser power of roughly 50–100 microwatts with

exposure duration of 5 s. This makes it several orders of magnitude lower and

therefore safer for use in animals and humans. However, every QELS instrument

has its own unique optical arrangement for launching and receiving light signals,

alignment procedures, and to maintain coherence conditions inside the scattering

volume. Therefore, extra caution and care must be exercised in calculations for

maximum possible exposure (MPE) limits set by ANSI and double checked by

FDA to ensure patient safety.

14.4.3 Measurement of Visible Abnormalities

It is tempting to compare the QELS data, especially in clinical practice,

with obvious ocular abnormalities. But one should bear in mind that QELS

is only suitable for studies of very early ocular abnormalities in transparent tissues.

It is not suitable to measure visible or mature lens or corneal opacities. Such

measurements will introduce artifacts due to multiple scattering of light.

QELS can be used effectively in the determination of accurate particle size in

water-based dispersions from transparent to extremely turbid (	7 orders of

magnitude higher than the turbidity of water) samples ranging in size from few

nanometers to almost a micron [11]. However, such analysis should be avoided in

a cataractous eye because of unknown factors such as the changing viscosity.

Therefore, it is acceptable to exploit the good dynamic range of QELS to follow

a systematic trend as a marker for monitoring early ocular pathology, but due

caution must be exercised in data interpretation when dealing with mild to mature

pathologies. In clinical monitoring of a progressing disease, bimodal and multi-

modal analyses are adequate to analyze autocorrelation data, and therefore, the

calculation of a single parameter such as the alpha index [15] is very useful.

However, there is room and need for improvement in software development.

Recently, Nyeo and Ansari described a new method using the sparse Bayesian

learning (SBL) algorithm to obtain an optimal and reliable solution to the Laplace

transform inversion in dynamic light scattering (DLS) experiments [52, 53].

14.4.4 Eye Irrigation and Anesthesia in Animal Models

The drying of cornea and appearance of cold cataract, especially in animal

measurements, produces artifacts. The corneas should be constantly irrigated

(see Fig. 14.19) with saline solutions in between the QELS measurements to

avoid corneal dehydration. In general, the body temperature drops in animals

under anesthesia. This can cause cold-induced cataract especially in mice and

rats. This can be avoided by using a heating pad and keeping the body temperature

constant (37 �C) during the QELS experiments.
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14.5 Conclusion and Future Outlook (Ophthalmic Tele-Health)

The effects of space travel on the human body are similar to those of aging here on

earth, e.g., osteoporosis and cataract. The absence of gravity in space affects human

physiology, and the development of cataract in astronauts is linked to the radiation

exposure even in low earth orbit missions, e.g., on board the space shuttle and space

station orbiters [54, 55]. This risk can be substantial if humans plan to travel to Mars

or near-Earth Asteroid (NEA). A head-mounted goggles-like device with a suite of

noninvasive optical technologies to ensure the mission safety and the health of

astronauts can be developed. QELS is one technique among several others to be

integrated in this device that may play an important role in monitoring ocular health

remotely and noninvasively.

In the present economic climate, preventive medicine seems to be the direction

of the future. Thus, the early detection of ocular diseases long before the appearance

of clinical symptoms to help find medical cures is the most desired goal. The

new developments in QELS ophthalmic research seem promising and indicate

good potential to help achieve this goal. Hopefully, a system for both celestial

and terrestrial applications, described earlier by Ansari and Sebag [56], will be

available in not too distant future for use in astronauts and remote tele-health

applications.

Computer Controlled
Micro Actuator Saline

Solution

Plexiglas Eye
Sample Holder

Saline Drain
Container

Eye Irrigator
QELS Probe

Fig. 14.19 Corneal irrigation system for QELS measurements
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14.6 Disclaimer

The views and opinions expressed in this chapter are those of the author’s and not

those of the National Aeronautics and Space Administration (NASA) or the United

States Government.
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Abstract

The physics behind the simulation program developed by our group are

explained. The various options for light transport and scattering, reflection and

refraction at boundaries, light sources and detection, and output are described. In

addition, some special features, like laser Doppler velocimetry, photoacoustics,

and frequency-modulation scattering, are described.

15.1 Introduction

In the past decade, much effort has been devoted to the elucidation of the optical

properties of turbid media, especially tissue, of human and animal origin. This is

worthwhile since these properties can reveal data and conclusions about the phys-

iological condition of the tissue. These optical properties are the scattering and

absorption characteristics, both as a function of position in the tissue and as

a function of time, e.g., after administration of drugs, hydrogenation, or temperature

treatment. In addition, the spectroscopic response of the tissue (e.g., Raman spec-

troscopy, induced or auto-fluorescence, absorption spectroscopy) can be used to

obtain useful information.

Typical experiments to extract values for the optical properties of tissue include

measuring the response of the tissue upon a stimulus from the outside. In the optical

case, this mostly corresponds with measuring the properties of light (e.g., intensity)

or of another suitable variable (e.g., sound, with photoacoustics) that will emerge

from the tissue, as a function of the distance from the point of entrance of the light, or

will pass through the tissue and eventually will appear at the backside of the sample.

In the case of “light in – light out,” several interesting methods have been

developed in addition to simple intensity measurements. Among these are fre-

quency modulation of the light, enabling measurement of the phase delay upon

passage through the sample, and optical coherence tomography, where single-

scattered light is detected interferometrically.

In order to extract the optical properties from the measured data, it is necessary

to have suitable analytical models relating those properties with general ideas about
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the physics of the light transport in tissue. The best models for this purpose rely on

the radiative transfer equation (RTE; also used in disciplines such as neutron

physics) and the diffusion approximation (DA) derived from it [1–3]. The RTE

describes the light transport in turbid media in the form of an integro-differential

equation of the (place-time-dependent) radiance, arising from well-defined sources

and subject to scattering and absorption. The DA takes into account that, in tissue,

most scattering is predominantly in the forward direction. Then the light fluence is

divided into two contributions: an isotropic term and a term describing the forward

contribution. Several authors [4–10] have published sophisticated models for two-

and even three-layered samples. For inhomogeneous samples, the models quickly

become complex and difficult to apply, and the number of variables to be used in

fitting to the experimental data will soon grow beyond manageability.

Therefore, it becomes difficult to produce tractable analytical models of the

transport of light in these media, necessary to extract values for the optical

properties from experimental data, especially when the media are more complex

than homogeneous semi-infinite layers. This is the case with two- or three-layered

samples, or when deviant structures, like vessels or plates, are present in those

layers. Especially in those cases, Monte Carlo simulations of the light transport

are helpful.

In Monte Carlo simulations, a completely different approach is followed. The

light transport in tissue is described in the form of separate photons traveling

through the sample. On its way, the photon might be scattered at (or in) particles,

by which the direction of the photon is changed, or the photon is absorbed. The

scattering phenomenon will be determined by suitable angle-dependent scattering

functions. When a boundary between two layers, or between the sample and the

surrounding medium, or between an internal structure and the surrounding layer, is

encountered, the photon might be reflected or refracted. This is determined by the

well-known Fresnel relations. In between these events, the photon will propagate,

and the optical mean free path in that part of the sample will determine the length of

the propagation path. The actual length of the contributions to the path, the angles

of scattering, the choice between scattering and absorption, and between reflection

and refraction, are determined by random number-based decisions.

Some extra features can be applied to the photons. For instance, photons can be

thought of as scattering at particles at rest or at moving particles. This effect will

cause a Doppler shift in the frequency of the photons, which can be registered.

Afterwards, from the Doppler shift distribution of all suitably detected photons, the

frequency power distribution can be derived. Several models are present for this

velocity shift: unidirectional or random flow, various flow profiles, and so on.

Another option is to use as the light source not a beam impinging from the outside

world but a photon absorption distribution inside the sample. In this way, fluores-

cence or Raman scattering can be mimicked.

When recording the path of the photons through the sample, one might deduce

the path length distribution, and from that the time-of-flight distribution. The latter

can be used to predict the distributions of phase delays and modulation depths

encountered when performing frequency-modulation experiments.
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Further, the distribution of positions where photons were absorbed can be used

as the distribution of sources for calculating the photoacoustic response, to be

detected using suitable detector elements (or groups of elements, to take interfer-

ence effects into account) at the surface of the sample.

With these applications in mind, we developed [11, 12] our Monte-Carlo light

simulation package.

15.2 General Outline of the Program

We decided to build the package in a modular and self-explaining form, in the sense

that all necessary input to run the simulations can be produced within the program

itself. In addition, the output – in the form of parameter plots and other visualiza-

tions – can be obtained using the same program.

In overview, the program package consists of following parts:

• Calculation of angle-dependent scattering functions for all types of particles

• Definition of the light source, either a pencil beam, a broad divergent beam, or an

internal source

• The sample system, consisting or one or more layers with different contents,

with different optical characteristics and velocity profiles

• The contents may consist of (arrays of) cylinders, spheres, cones, rectangular

blocks, and mirrors (see Fig. 15.1)

• Definition of the detection system, consisting of a poly-element detection win-

dow, and of its numerical aperture

• Definition of the calculation mode, e.g., reflection or transmission, absorption, or

a combination of these

• Simulation, in which a preset amount of photons is injected in the sample and

followed along their paths, until either detection or absorption

• Analysis, in which parameter plots can be produced and statistics can be calculated

• Extra features, like laser Doppler flowmetry, photoacoustics, and frequency

modulation

These parts will be detailed in following sections.

15.3 Transport Algorithms

In order to describe the transport of photons through the sample, one needs algorithms

for the various events that the photon may encounter. These are scattering or absorp-

tion, reflection or refraction at boundaries, and detection. In addition, a mechanism

accounting for the destruction of irrelevant photons (e.g., photons that have traveled

extremely far from the detection window) should be available.

We start with defining the basic optical properties relevant for this problem:

• ssv: scattering cross section [mm2] of particle type v
• sav: absorption cross section [mm2] of particle type v
• stv: total cross section ¼ ssv + sav [mm

2] of particle type v
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• av: albedo (¼ ssv/stv) of particle type v
• clv: concentration [particles/mm�3] of particle type v in layer l (or “block” l)
• msl: scattering coefficient [mm�1] of layer l (or “block” l)
• mal: absorption coefficient [mm�1] of layer l (or “block” l)

All internal structures in a layer (vessels, tubes, blocks, mirrors, spheres, cones,

etc.) will further be denoted as “blocks.”

So, the probability flv to find a particle of type v in layer (or block) l is

f lv ¼
clvstvP
v
clvstv

(15.1)

There are two basic algorithms for handling non-zero absorption in layers or

particles. Frequently, the probability of absorption (given by 1 � av) is taken into

account as a “weight factor” for the photon. The cumulative effect of applying these

subsequent factors at each scattering event will reduce its overall weight in calcu-

lating averages of relevant variables (such as intensity) over a set of emerged

photons. An example is the work of Wang and Jacques [13]. An advantage is that

no photons will be lost by absorption, which can be of importance when the

absorption is relatively strong.

Fig. 15.1 Structure plot of a two-layer system with a horizontal cylindrical tube and a sphere (see

Sect. 15.2), filled with various concentrations of scattering/absorbing particles. Laser light (here

a diverging beam) injected around Z-axis
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Another algorithm does not make use of weight factors but applies a “sudden

death” method: the photon is considered to be completely absorbed at once and will

thus be removed from the calculation process. This method might be a bit more time

consuming, especially when absorption is not very low in a relative sense, but it

offers the opportunity to study the positions where the photons actually are

absorbed. In this way, extra features like photoacoustics or fluorescence response

can be studied.

In view of this option, we have chosen the second method. The general labora-

tory coordinate system is chosen as shown in Fig. 15.2.

15.3.1 Propagation

Here we will describe the algorithm used for propagation. In addition, the correc-

tion to be made upon crossing an interface (between different layers, or between

a layer and a block, or between a layer or block and the outside world) will

be handled.

We may write down the average translation distance for a photon in a layer or

block l with scattering particles of varying type, in the case of no absorption by that
layer or block itself, as

Ll ¼ 1P
v
clvstv

: (15.2)

From this we deduce the expression for calculating the actual path length Dp:

Dp ¼ �Ll: lnð1� RÞ; (15.3)

where R is a random number (0 � R < 1) and we have used for the probability fsl to
arrive at a path length Dp:

f sl ¼ 1� expð�Dp=LlÞ: (15.4)

X Y

Layer 1

Layer 2

−Z

+Z

Fig. 15.2 The laboratory

coordinate system. The

+Z-axis is chosen as pointing

inward. The arrow indicates

the default direction of

a pencil laser beam
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The expression with ln(1 � R) is chosen to avoid the singularity in case

R should equal 0. However, this path might end prematurely when a boundary

at an interface is met. In this case, we can geometrically calculate a path

fraction fp using the distance between the previous event point and the

intersection point of the path with the interface, and define the effective

path Dpeff by

Dpeff ¼ f p:Dp: (15.5)

In case fp < 1, the path will partially stretch out into the medium at the other side

of the interface. When dealing with this part of the path, it should be kept in mind

that it has to be corrected in length according to the mean free path for the photons

in the two media. See below for a full account.

Now we can define the probability fal for absorption by the medium l (layer or
block) before the photon has reached the end of path Dpeff:

f al ¼ 1� expð�mal:Dpeff Þ: (15.6)

This probability will lie between 0 and 1. Now we choose a fresh random

number R. There are two possibilities:

• If this R is smaller than fal, then absorption has occurred during path Dpeff.
• It this is not the case, then absorption will occur within the particle at the end of

path Dpeff when

R<1� avl; (15.7)

where R again is a fresh random number. If (15.7) is not fulfilled, then the photon

will be scattered.

Since we handle the absorption by the particles in the medium as

taking place within the particles themselves and the absorption by the

medium itself separately, we can define the average translation length Ltrans,l
for medium l:

Ltrans;l ¼ mal þ
X
v

clvssv

" #�1

; (15.8)

and the average absorption length Labs,l caused by the medium and the scatterers in

that medium:

Labs;l ¼ mal þ
X
v

clvsav

" #�1

: (15.9)
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Now we can correct (15.3) and subsequent expressions for absorption, and find

for the path with length Dp:

Dp ¼ �Ltrans;l: lnð1� RÞ: (15.10)

In a previous paper [14], we discussed two equivalent algorithms to determine

the remaining path length after crossing an interface. In Fig. 15.3, we present a view

of a running simulation in a sample with two layers and two blocks.

15.3.2 Scattering

In case the photon is not absorbed during or at the end of a translation step, the

photon will be scattered. We define the angle y as the polar angle of scattering, with
the direction of the previous translation step as the Z-axis of the local coordinate

system. For natural (unpolarized) light, the X-axis can be chosen at random in the

Fig. 15.3 Running graphics of the simulation process of the structure of Fig. 15.1. View in YZ-

plane. Photons entering around pos (0,0,0). The tube (X-direction) and sphere can be seen
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plane perpendicular to the Z-axis (see Fig. 15.4). For polarized light, the directions

of the X- and Y-axes are determined by the polarization state of the incoming

photon.

The probability of scattering to the direction given by the angles y and ’ is

described by the scattering function p(y, ’). This function is normalized in such

a way that the total scattering over the whole 4p solid angle is unity:

Z2p
0

d’

Zp
0

dy:pðy; ’Þ sin y ¼ 1: (15.11)

For the scattering function, several models are available: Dipole- or Rayleigh-

scattering, Rayleigh-Gans scattering, Mie scattering, isotropic, or peaked-forward

scattering. These scattering functions have been described in many textbooks. We

refer here to the standard books of Van de Hulst [15]. They will be dealt with in

detail in Sect. 15.4.

The standard method of determining the scattering angles y and ’ is as follows:

• The azimuthal angle ’ is given by:

’ ¼ R:2p (15.12)

• For the polar angle y, a normalized cumulative function C(y, ’) is

constructed:

Cðy; ’Þ ¼ C0ðy; ’Þ
C0ðp; ’Þ withC0ðy; ’Þ ¼

Zy

0

pðy0; ’Þ: sin y0:dy0; (15.13)

and the angle y is obtained by taking a fresh random number R and determining the

angle for which

Cðy; ’Þ ¼ R: (15.14)

Xs

θ

j ks

k0 Zs

Ys

Fig. 15.4 Basic scattering

geometry in the scattering

system (subscript s). The
incoming and scattered wave

vectors are denoted by k0 and
ks, respectively. |k| ¼ 2p/l,
with l ¼ lvacuum/n
(n ¼ refractive index of the

medium)
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The determination of y can be made by interpolation procedures or by

constructing the inverse cumulative function, e.g., using a polynomial approx-

imation. However, as we will see in Sect. 15.4, most relevant scattering

functions decrease sharply for small angles, and then a simple polynomial

approximation will not suffice. Since these small angles will occur frequently,

an interpolation procedure will be more accurate (in the program, we have

adopted this option).

In case polarization effects have to be taken into account, the choice of the

angles y and ’ is coupled to the polarization state of the photon. We will deal with

polarization in Sect. 15.3.5.

In order to connect the local scattering coordinate frame with the laboratory

coordinate frame, we use Fig. 15.5.

The connection between the S-system and the L-system is constructed in three

steps:

ð1Þ zS ¼ k0
k0j j ; ð2Þ yS ¼ zL � zS

zL � zSj j ; ð3Þ xS ¼ yS � zS
yS � zSj j (15.15)

This means that

kS ¼ kSj j xS cos’: sin yþ yS sin’: sin yþ zS cos y½ �: (15.16)

The length of ks is determined by the local wavelength, as 2p/llocal. With this,

the scattered wave vector is fixed in the laboratory frame. In the program, the

unit vector, along the scattered wave vector and expressed in the laboratory

frame vectors, is updated at each event in which the photon direction

is changed.

Xs

ks

k0

Zs

Ys

Ys

Z

YL

XL

Fig. 15.5 Relation between

the laboratory frame

(subscript L) and the local

scattering frame (subscript S).

The circle indicates the set of

possible vector directions for

fixed y and random ’

602 F.F.M. de Mul



15.3.3 Boundaries

Because the program allows for insertion of special structures, like tubes, spheres,

mirrors, and cones in the layer system, we have to deal with boundaries at flat

surfaces (like those between layers) and at curved surfaces.

15.3.3.1 Flat Surfaces Perpendicular to the Z-axis
In this situation, the calculation of reflection or refraction angles is relatively

simple: according to Snell’s Law:
sin y2
sin y1

¼ n1
n2

; (15.17)

where y and n denote the angles with the surface normal and the refractive indices

in the two media 1 and 2, respectively (see Fig. 15.6).

The fraction of reflected light is given by the Fresnel relations:

RFðy1Þ ¼ n1 � n2
n1 þ n2

� �2

if y ¼ 0

¼ 1
2

sin2ðy1 � y2Þ
sin2ðy1 þ y2Þ

þ tan2ðy1 � y2Þ
tan2ðy1 þ y2Þ

� �
if 0<y1<yc

¼ 1 if y1 > yc; with yc ¼ arcsin n2=n1ð Þ:

(15.18)

Reflection takes place if a fresh random number R < RF (y1); otherwise,

refraction occurs.

New unit vectors are calculated according to (see Fig. 15.4):

k1;z ¼ cos y1ðnÞ; k1;? ¼ k1 � k1;z;

k2;z ¼ cos y2ð�nÞ; k2;? ¼ ðn1=n2Þk1;?;
k3;z ¼ �k1;z; k3;? ¼ k1;?:

(15.19)

where the symbol ⊥ stands for the vector component parallel to the surface.

k1,z

k3

k2

n
q1 q3

q2

k2,z

k1

Fig. 15.6 Reflection or

refraction at interfaces. Here

the k-vectors denote unit
vectors, and n is the unit

vector perpendicular to the

surface. y3 ¼ y1
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15.3.3.2 Curved Surfaces, or Flat Surfaces not Perpendicular to the
Z-axis

For the general case of interfaces with a curved surface, at first a new coordinate

frame is constructed as follows (see Figs. 15.6 and 15.7):

ẑ0 ¼ n

ŷ0 ¼ ðk1 � nÞ= k1 � nj j
x̂0 ¼ ŷ0 � ẑ0:

(15.20)

Then, the new vectors for refraction and reflection are found to be

k2 ¼ k1;xx̂
0 � k1;zẑ

0; k3 ¼ k2;xx̂
0 þ k2;zẑ

0

with k1;z ¼ �k1: sin y1; k1;z ¼ �k1: cos y1;

k2;x ¼ �k1 sin y2; k2;z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1

2 � k2;x

q
;

(15.21)

and y1 and y2 are given by Snell’s relation (15.17).

We will now deal with the geometry of how to determine the intersection points

and normal vectors with special cases of curved surfaces.

15.3.3.3 An Oblique Cylinder
See Fig. 15.8. The point O0 represents a point on the symmetry axis. Vector b is the
direction vector (unit vector) and vector r points to the surface points.

The general equation for such a cylinder is

r � ðr � bÞ bj j ¼ R; (15.22a)

which in fact is a quadratic equation in the coordinates of the cylinder wall points:

ðx2 þ y2 þ z2Þ � ðxbx þ yby þ zbzÞ 2 ¼ R2: (15.22b)

k1

M

y

x

z  =  n

Fig. 15.7 Coordinate frame

at curved surfaces. Vectors x0

and y0 are directed along the

surface. M is the center point

(or the point where the normal

vector n intersects the

symmetry axis) of the

structure (tube, sphere, etc.)
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The vector expression between the absolute bars represents the direction of the

normal vector on the surface at point r.
Let vectors p0, p, and Dp denote the “old new” position of the photon,

Dp ¼ p � p0 the path length vector, as determined in Sect. 15.3.2, respectively,

and p0
0 and p0 the same vectors in the internal frame of the cylinder (p0

0 ¼ p0 � r0
and p0 ¼ p� r0). Then, the crossing point pSwith the interface is given by insertion of

p0 ¼ p0
0 þ l:Dp (15.23)

as the vector r into (15.22b). Of the two resulting values of l, only those between

0 and 1 are acceptable. The smallest of those l-value(s) determines the intersection

point pS.
In the following, we will use those primed vectors to indicate positions relative

to the internal origin point of the block (tube, sphere, cone, etc.).

15.3.3.4 Cylinders Parallel to the Surface
As an example, we will discuss here the case of a straight cylinder parallel to the

Y-axis. Insertion of (15.23) into (15.22) leads to

ðDxÞ2 þ ðDzÞ2
h i

l2 þ 2 p0
0
;x:Dxþ p0

0
;z:Dz

� �
lþ ðp00;xÞ2 þ ðp00;zÞ2

h i
¼ R2; (15.24)

where Dx, Dy, and Dz are the components of Dp.
In general, this equation will have two l-roots; and, in order to be valid,

intersection points should be real numbers between 0 and 1. Let us denote these

with lm and lM, with lm < lM. The l-value for the intersection point will be equal
to lm if 0< lm < 1 and p0 is outside the cylinder, and to lM if 0< lM < 1 and p0 is
inside the cylinder (in that case lm < 0), respectively. See Fig. 15.9 for

clarification.

R

O

O �

b

r

r0

Fig. 15.8 Vectors for an

oblique cylinder. R is the

radius and b is the direction

vector. r directs to a point at

the surface

15 Monte-Carlo Simulations of Light Scattering in Turbid Media 605



The direction of the normal vector nS on the cylinder surface at the intersection

point is given by

nS== ðpS;x � r0;x; 0; pS;z � r0;zÞ: (15.25)

Similar expressions can be formulated for cylinders parallel to the X-axis. In the

program, both X- and Y-cylinders have infinite length. For cylinders parallel to the

Z-axis, one also has to take into account that those cylinders may have cover lids

and bottom at an interface between layers or with the surface. We will deal with that

shortly.

Now we will discuss the option of more than one cylinder, in the form of linear

arrays of those cylinders. This means that the program can handle an infinite

number of cylinders, arranged next to each other, with constant spacing distance,

as shown in Fig. 15.10.

We denote the position vectors p0
0 and p0 with respect to the internal frame of the

generating cylinder (located at the origin of the “rel” frame). The repetition distance

is d and the radius is R. The generating cylinder has tube number tn ¼ 0; the

adjacent tubes have numbers tn¼ +1, +2 . . . and�1,�2. . . for tubes at the right and
left sides, respectively.

For the determination of intersections points, we take following reasoning:

• Does the path contain points with –R < zrel < + R? In that case

p0
0
;z � R

	 
 dpy
dpz

<0 or p0
0
;z þ R

	 
 dpy
dpz

<0; (15.26)

and the path will cross one of the planes zrel¼�R, like path (1) or (2) in Fig. 15.8. If
not, no intersection will take place (e.g., path (3) or (4) in Fig. 15.8).

• If (15.26) holds, does the path start inside the volume with boundaries

zrel ¼ �R, or:

p0
0
;z

�� ��<R? (15.27)

a b c d

S1 S1

S2 S2

P

P
P

P

P0

P0

P0

P0

Fig. 15.9 Intersection points with a cylinder. P0 and P are the begining and end of the path. In

case (a), the intersection point is S1 (at l ¼ lm < lM), (b) S1 (at l ¼ lm < lM), (c) S2 (at l ¼ lM;
lm < 0), (d) no intersection (lm < 0 and lM > 1)
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• If (15.27) holds, does the path start inside one of the tubes? If so, the following

expression must hold:

jp00 � tn d ŷrelj< R (15.28)

with

tn ¼ round
p0

0
;y

d

� �
:

The operator “round” takes that integer value that is nearest to the argument

between the brackets. Now we can solve the analogous (15.24) for cylinders

parallel to the X-axis:

ðDyÞ2 þ ðDzÞ2
h i

l2 þ 2 p0
00
;y:Dyþ p0

00
;z:Dz

� �
lþ ðp000;yÞ2 þ ðp000;zÞ2

h i
¼ R2 (15.29)

with p0
00 ¼ p0

0 � tn d ŷrel .
• If (15.28) does not hold, then the path starts outside all tubes. In that case, we

solve (15.29) while taking for tn the value

tn ¼ trunc
p0

0
;y

d

� �
; (15.30)

where the operator “trunc” removes the fraction from its argument. However,

because, according to (15.27), the starting point is inside the volume

where zrel < �R, the only tubes that can be intersected are those with tube numbers

tn and tn + 1, we have to solve (15.29) for those two tubes only.

Xrel

Zrel

(4)

(2) (1)

(3)

2R

d

Yrel

Fig. 15.10 An array of cylinders parallel to the X-axis. The dots indicate intersection points.

With the subscript “rel” we denote relative coordinates with respect to the generating cylinder of

the set. R ¼ radius; d ¼ repetition distance. For paths 1). . .4), see the text
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• However, in case (15.27) does not hold, the path will start outside the volume

where zrel < �R.
Then, the intersection point with the nearest of the two planes zrel¼�R is calculated

first, and from there the procedure is followed as in the case of a valid (15.27).

• Finally, the intersection point is corrected for the coordinate shifts due to the

tube number being 6¼ 0 and the relative position of the generating tube (at tube

number tn ¼ 0).

15.3.3.5 Cylinders Parallel to the Z-axis
In the case of cylinders parallel to the Z-axis, the program offers the opportunity to

insert two-dimensional arrays of cylinders, with equal repetition distance for the

X- and Y-pitch. In addition, the cylinders do not have infinite length, as was the case

for cylinders parallel to the surface, but will have a coverlid and a bottom lid.

This will enlarge the intersection possibilities to be considered (see Fig. 15.11).

Now we must define two tube numbers, one for X-tubes and one for Y-tubes: tnx
and tny. In this cas e, the reasoning is as follows:

• Is the start position of the path in between the planes of the top and bottom lids of

the tubes? If not, the nearest intersection, if any, will occur at the top or bottom

lid of one of the tubes. See below.

• Is the start position of the path inside one of the tubes? This is equivalent to:

p0
0 � tny d ŷrel

�� ��<R with tny ¼ round
p0

0
;y

d

� �
; (15.31)

and simultaneously a similar question for the X-coordinate.

If so, we can calculate the intersection points with the curved wall and with the

two lids of that tube and take the intersection point (if any) that is reached first. For

the curved wall we use a similar expression as (15.29):

ðDxÞ2 þ ðDyÞ2
h i

l2 þ 2 p0
00
;x:Dxþ p0

00
;y:Dy

� �
lþ ðp000;xÞ2 þ ðp000;yÞ2

h i
¼ R2;

(15.32a)

p0
00 ¼ p0

0 � tnxd x̂rel � tnyd ŷrel: (15.32b)

In case an intersection with curved wall exists, we check whether an intersection

with one of the lids will occur earlier in the path. For the lids we first calculate the

intersection points of the (relative) photon vector with the planes z ¼ ztop and

z ¼ zbottom, given by

xs ¼ p0
00
;x þ Dx

Dz
:ðztop � p0

00
;zÞ; ys ¼ p0

00
;y þ Dy

Dz
:ðztop � p0

00
;zÞ (15.33)

(and similarly for the bottom lid) and check whether these points will lie on the lid

of one of the tubes, i.e., have a distance to the axis of the nearest tube that is smaller
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than R. This procedure is also followed when a photon is approaching a layer with

Z-tubes from another layer.

If (15.31) is not valid for one of the X or Y coordinates, the photon starts outside

any tube. Now, the tube encountered first, with axis within 2R distance from

the propagation vector of the photon, has to be determined. The tube number of

the nearest tube will depend on the sign of sx ¼ Dx/|Dx| and sy ¼ Dy/|Dy|, as is the
number sequence of tubes to investigate for the existence of intersection points

(going to higher or lower numbers). Following the photon path Dp, the subsequent
tubes most adjacent to the path are interrogated about intersection points by solving

a similar equation as (15.32), until that equation has an acceptable solution

(between 0 and 1) or the path has been completed (i.e., no intersection is found).

This procedure is illustrated in Fig. 15.12.

15.3.3.6 Spheres
As with tubes parallel to the Z-axis, one might define sets of identical spheres

arranged in a plane perpendicular to the Z-axis, with equidistant spacing. For these

spheres, a similar procedure as for Z-tubes can be followed. Equation (15.32) is

replaced by (see Fig. 15.13):

jp� p0j2l2 þ 2ðp0 �mÞ � ðp� p0Þlþ jp0 �mj2 ¼ R2; (15.34)

which can be written as:

ðDxÞ2 þ ðDyÞ2 þ ðDzÞ2
h i

l2 þ 2 p0
00
;x:Dxþ p0

00
;y:Dyþ p0

00
;z:Dz

� �
lþ

ðp000;xÞ2 þ ðp000;yÞ2 þ ðp000;zÞ2
h i

¼ R2
(15.35)

Photon
direction

Width 2R

a b

Fig. 15.11 Cylinders parallel to the Z-axis. (a) Several possibilities for intersections. (b) Two-
dimensional array of cylinders; the dots indicate the symmetry axes, pointing into the plane of

drawing. The photon will intersect with the nearest cylinder that is positioned within 2R distance

of the photon propagation vector
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Fig. 15.12 The procedure for intersection points with Z-tubes. O is the origin of the layer system.

G is the generating tube (position pgen). A0 is the starting point (at p0r) of the actual photon pathDp.

Subsequently, the existence of intersections is investigated with adjacent tubes. This is done by

shifting point A0 to A�1, A1, . . ., A3. . ., respectively, and solving a similar equation as (15.32) for

both adjacent tubes along the Y-axis. In this case, points A1 and A2 will not lead to intersection

points, and A�1 and A3 would have led to intersection points, but outside vector Dp (l< 0 and l>
1, respectively). In case the starting point lies within a distance R from the axis (point B0), that

point is not shifted to B�1 (analogous to A�1)

M

O

m

p

p0

Dp

s

S

Fig. 15.13 Determination

of the intersection point S with

a sphere. p0, p, and Dp are the

photon vectors, m is the

center point vector and s
points at the (first

encountered) intersection

point
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with p0
00 defined as above [see (15.32)]. With these equations the intersection point

S can be calculated (if present). For calculating refraction and reflection, one needs

the normal vector nS and the angle of incidence yi of Dp with nS at the sphere

surface:

cos yi ¼ Dp � nS
Dp � nSj j ; nS== s�m: (15.36)

The direction of the normal vector depends on the way the surface is crossed,

with the photon arriving from the inside or outside. The other axes (lS andmS) of the
coordinate system at point S can be found using

nS � Dp ¼ mS; nS �mS ¼ lS; (15.37)

with mS perpendicular to the plane of reflection or refraction and lS lying in that

plane, along the sphere surface.

15.3.3.7 Rectangular Blocks
Rectangular blocks, as used in the program, always have their side planes parallel to

the laboratory coordinate axes. The position and dimensions are defined using

maximum and minimum values for the coordinates of the side planes, e.g., xmax
and xmin, and similarly for y and z. All six sides have to be interrogated for the

presence of intersection points. For instance, for the block side at z ¼ zmax,
we calculate a ratio fz,max as

f z;max ¼
zmax � p0;z

Dz
(15.38)

and similarly for all other sides. The smallest value of those six f-values, provided
between 0 and 1, will determine the side where the first intersection will take place.

If no such f-value can be found, no intersection point is present.

15.3.3.8 Cones
The equation for cones is:

ðx� xOÞ2 þ ðy� yOÞ2 � aðz� zOÞ2 ¼ 0; a ¼ ðR=hÞ2; (15.39a)

for a cone directed along the Z-axis, as shown in Fig. 15.14. The relevant intersec-

tion points are given by

p0
0
;x þ l:Dx

	 
2 þ p0
0
;y þ l:Dy

	 
2 � a p0
0
;z þ l:Dz

	 
2 ¼ 0: (15.39b)

The smallest value of l, if between 0 and 1, determines the valid intersection

point S, provided the z-component of S is smaller than h. However, (15.38) also
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describes the other half of the cone, and therefore, for the intersection point to be

accepted, this point should lie between top and bottom of the cone, which defines an

additional condition for point S to exist.

For reflection and refraction, we have to construct the normal vector n on the

surface in point S:

s ¼ p� t; v ¼ ðDt � sÞ � s; n ¼ v= vj j; (15.40)

with t and Dt as the position and direction vectors of the cone, and v as a vector in
S parallel to the cone surface and perpendicular to the plane spanned by Dt and s.
The direction of n depends on the way the surface is crossed: arriving from the

inside or outside. The determination of the angle of incidence is similar to the case

of tubes and spheres.

With cones, an intersection with the bottom is also possible. In the coordinate

frame of Fig. 15.12, we have two conditions to be fulfilled:

p0
0
;z þ l:Dz ¼ h with 0 < l < 1;

p0
0
;x þ l:Dx

	 
2 þ p0
0
;y þ l:Dy

	 
2 � R2
(15.41)

In all cases the smallest of the l-values of all possible intersections, if between
0 and 1, should be taken for the intersection point.

In the program, the available cones are those with the axis parallel to the �X,

�Y, or �Z-axis.

15.3.3.9 Mirrors
The normal equation of a mirror plane is given, using the normal vector a ¼ (a1,a2,
a3), by

X

Y

Z Z

S1

S2

R

h

p �

p0 �

Dp

O

S
R

h

p

s
n

t

Dt

Fig. 15.14 Intersection with a cone (example: directed along the +Z-axis). The cone is charac-

terized by its direction vector (along the axis) and its opening angle, or its radius R at height h.

Right: construction of the normal vector
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a1:xþ a2:yþ a3:zþ d ¼ 0; (15.42)

where d is a constant. Vector a should point to the half plane where the starting

point of the photon path is situated.

We can calculate the vector pS to the intersection point S by insertion of the

photon path (pS ¼ p0 + l.Dp) into (15.42), which will render the l-value
corresponding to S. The direction vector l after reflection is given by

l==Dp� 2ðDp � aÞ:a; lj j ¼ ð1� lÞ: Dpj j: (15.43)

15.3.3.10 Entrance in a Block
When a photon enters a new layer, it is possible that it immediately will enter

a block in that layer rather than first the material of the layer itself. An example is

the entrance in a layer where a single Z-tube or a set of those tubes is present. This

has to be checked separately. Therefore, the photon, after reaching that interface,

is temporarily propagated further along its path over a very small distance, to

ensure that it is placed inside. The next step is to check whether the following

condition C is true (with pc as the temporary position vector, pc
0 as that vector

relative to the block or to the generating block in case of an array, and d as the

repetition distance):

• Rectangular block:

C ¼ ðpcx > xminÞ ^ ðpcx < xmaxÞ ^ ðpcy > yminÞ^
ðpcy < ymaxÞ ^ ðpcz > zminÞ ^ ðpcz < zmaxÞ

(15.44a)

• Cylindrical tube(s) parallel to the X-axis:

C ¼ ðpc0;y � qyÞ2 þ ðpc0;zÞ2 < R2
h i

with

qy ¼ 0 if d ¼ 0; otherwise qy ¼ round pc
0
;y=d

	 

:d

(15.44b)

• Cylindrical tube(s) parallel to the Y-axis:

C ¼ ðpc0;x � qxÞ2 þ ðpc0;zÞ2 < R2
h i

with

qx ¼ 0 if d ¼ 0; otherwise qx ¼ round pc
0
;x=d

	 

:d

(15.44c)

• Cylindrical tube(s) parallel to the Z-axis:

C ¼ ðpc0;x � qxÞ2 þ ðpc0;y � qyÞ2 < R2
h i

^ pc;z > ztop
� � ^ pc;z < zbottom

� �
;

(15.44d)

with ztop and zbottom as the z-coordinates of the top and bottom lids of the tube(s),
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• Spheres:

C ¼ ðpc0;x � qxÞ2 þ ðpc0;y � qyÞ2 þ ðpc0;zÞ2<R2
h i

; (15.45)

• Cones (e.g., with symmetry axis (bottom ! top) pointing to +Z-axis):

C ¼ pc
0
;z>0

	 
 ^ h>0ð Þ ^ ð0<pc
0
;z=h<1Þ^

ðpc0;xÞ2 þ ðpc0;yÞ2<ðpc0;z:R=hÞ2
h i

;
(15.46)

and analogously for the five other directions.

• Oblique cylinders (using b as the directional unit vector along the symmetry

axis):

C ¼ ðpc0;xÞ2 þ ðpc0;yÞ2 þ ðpc0;zÞ2 � ðpc0 � bÞ2<R2
h i

^
pc;z>ztop
� � ^ pc;z<zbottom

� �
:

(15.47)

• Mirrors (with b as the normal vector on the mirror surface):

C ¼ ðp0 � b ¼ 0Þ: (15.48)

15.3.4 Absorption

Normally, the position of the photon, together with its directional angles, is stored

upon reflection or transmission. However, when in absorption mode, the position of

absorption will be stored, together with the directional angles of the previous (last)

photon path. These angles are stored using the normal convention for the polar

angle y and azimuthal angle ’:

Dp ¼ jDpj:ðsin y: cos’; sin y:sin’; cos yÞ; (15.49)

with y¼ 0, if the direction is pointing along the +Z-axis, inside the sample, and ’ in

the XY-plane, as the angle with the X-axis.
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15.3.5 Polarization

15.3.5.1 Polarization in Scattering Events
To handle polarization effects in scattering events we use Van de Hulst’s

scattering matrix [15], with E0 and E as the incoming and scattered electric field

vectors:

El

Er

� �
¼ expð�ikr � iotÞ

i:4pemkr
S2 S3
S4 S1

� �
El0

Er0

� �
; (15.50)

where the subscript l and r denote parallel and perpendicular polarization, respec-

tively. In the following we will limit ourselves to spherical particles, where S3 and
S4 are¼ 0. The other parameters S1 and S2 are functions of the polar scattering angle y.
The factor (4pem) can be inserted in the S-functions as well. Note that Van de Hulst uses
Gaussian units instead of SI-units, which means that he does not take the factor (4pem)
into account.

The Stokes vector ST ¼ (I,Q,U,V) can be constructed from this matrix:

I ¼ ElEl
� þ ErEr

�

Q ¼ ElEl
� � ErEr

�

U ¼ ElEr
� þ ErEl

�

V ¼ iðElEr
� � ErEl

�Þ:

(15.51)

With

El ¼ al expð�ikz � iot� ielÞ
Er ¼ ar expð�ikz � iot� ierÞ;

(15.52)

it follows:

I ¼ al
2 þ ar

2 U ¼ 2alar: cos d d ¼ el � er

Q ¼ al
2 � ar

2 V ¼ 2alar:sin d
(15.53)

For normal (non-birefringent) materials el ¼ er. The degree of polarization is

defined as

FP ¼ 1

I

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þ U2 þ V2

q
; (15.54)

Transformation of the Stokes vector upon scattering (for spherical particles) is

given by

STn ¼ F:ST (15.55)
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with

F ¼
1
2
ðM2 þM1Þ 1

2
ðM2 �M1Þ 0 0

1
2
ðM2 �M1Þ 1

2
ðM2 þM1Þ 0 0

0 0 S21 �D21

0 0 D21 S21

0
BB@

1
CCA (15.56)

and

Mk ¼ SkSk
� ¼ Skj j2; k ¼ 1; 2

S21 ¼ 1
2
S1S2

� þ S2S1
�ð Þ

D21 ¼ 1
2
i S1S2

� � S2S1
�ð Þ;

(15.57)

and so we arrive at the Mueller matrix M replacing F:

M ¼
m11 m12 0 0

m12 m11 0 0

0 0 m33 m34

0 0 �m34 m44

0
BB@

1
CCA; (15.58)

where the parameters m11 . . . m44 depend on the particular scattering function and

the scattering angles y and ’. We will deal with those parameters in the next

section.

Transformation of the Stokes vector upon scattering has to be preceded by

a rotation from the actual coordinate system (given by the unit vectors el, er, ep,
with directions parallel and perpendicular to the actual polarization direction, and

parallel to the direction of propagation, respectively) to that in the scattering plane

(el
0, er0, ep0, with ep

0 ¼ ep). This rotation is determined by the rotation matrix R:

R ¼
1 0 0 0

0 cos 2’ � sin 2’ 0

0 sin 2’ cos 2’ 0

0 0 0 1

0
BB@

1
CCA; (15.59)

with ’ as the azimuthal scattering angle (see Fig. 15.15).

Subsequent multiplication with the Mueller matrix produces the new Stokes

vector in the coordinate frame (el
00, er00, ep00) connected to the new propagation

direction ep
00 (with ep

00 • ep0 ¼ cosy):

er
00 ¼

cos’
sin’
0

0
@

1
A; el

00 ¼
� cos y: sin’
cos y: cos’

sin y:

0
@

1
A; ep

00 ¼
sin y: sin’

� sin y: cos’
cos y:

0
@

1
A:

(15.60)
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Subsequent scattering events (yi,’i, with I ¼ 1. . .n) will result in

STresult ¼
Yn
i¼1

MðyiÞRð’iÞ
" #

: ST0; (15.61)

and this determines the polarization state of the emerging photon. Here, the vector

ST0 is the Stokes vector of the incoming photon, given by (15.47) after determina-

tion of the parallel and perpendicular directions corresponding to E// and E⊥.

In the non-polarized case (natural light), the scattering angles can be determined

using two subsequent random numbers. In the polarized state, that is no longer the

case. When determining an angle ’ using a random number, the angle y is

determined by the joint probability:

pðy; ’Þ ¼ m11ðyÞ þ m12ðyÞ: ðQ: cos 2’þ U: sin 2’Þ =I: (15.62)

Yao and Wang’s approach [16] calculates y with m11 (as, in fact, is done with

natural light) and subsequently ’ with (15.62). Several authors have dealt with

polarization of light in turbid media [16–21].

ep�

ep

j

er
el

ep�
er�

el �

q

Fig. 15.15 Coordinate

frames of subsequent

scattering events. The

propagation vector ep is first
transformed into ep

0 (by
rotation over j) and then to

ep
00 (by rotation over y). The

vectors el, er and el
0, er0 are

frame vectors parallel and

perpendicular to the scattering

planes
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15.3.5.2 Polarization at Interfaces
Changing of polarization direction may also occur at interfaces, where reflection or

refraction takes place. With a1, a2, and a3 as the angles of the electric vector E with

the plane of incidence (formed by the incident propagation direction and the normal

on the surface at the point of intersection) for the incident (1), refracted (2), and

reflected (3) vector, respectively (see Fig. 15.4), and A as the field amplitude, it can

be shown (see, e.g., Born and Wolf [22]) that

A1;l ¼ A1: cos a1; A1;r ¼ A1: sin a1; (15.63)

where a1 can be derived from the components of the incident Stokes vector using

A1;l ¼ 1
2
ðI þ QÞ; A1;r ¼ 1

2
ðI � QÞ: (15.64)

Now we calculate the amplitudes of the reflected and transmitted (refracted)

wave

A3;l ¼ tanðy1 � y2Þ
tanðy1 þ y2ÞA1;l; A3;r ¼ � sinðy1 � y2Þ

sinðy1 þ y2ÞA1;r with
sin y1
sin y2

¼ n2
n1

A2;l ¼ 2 sin y2: cos y1
sinðy1 þ y2Þ: cosðy1 � y2ÞA1;l; A2;r ¼ 2 sin y2: cos y1

sinðy1 þ y2Þ A1;r

tan a3 ¼ � cosðy1 � y2Þ
cosðy1 þ y2Þ tan a1; tan a2 ¼ cosðy1 � y2Þ: tan a1:

(15.65)

From these we can derive the corresponding Stokes vector coefficients and

Mueller matrices MR and MT, where the subscripts R and T stand for reflection

and transmission (refraction). However, to construct the new Stokes vector it is

easier to use the amplitudes directly.

To find out whether reflection or refraction (transmission) will take place, we

have to look at the reflectivity R and transmittivity T of the energy instead of those

of the amplitude:

R ¼ A3;l

�� ��2
A1;l

�� ��2 cos2a1 þ A3;r

�� ��2
A1;r

�� ��2 sin2a1;
T ¼ n2 cos y2

n1 cos y1

A2;l

�� ��2
A1;l

�� ��2 cos2a1 þ A2;r

�� ��2
A1;r

�� ��2 sin2a1
" #

;

(15.66)

where we can verify that

Rþ T ¼ 1 (15.67)
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The procedure for handling reflection and refraction at interfaces is as follows:

• Rotate the coordinate frame of the incoming photon to the coordinates of the

plane of reflection, using a rotation matrix as in (15.55).

• Determine whether reflection or refraction will take place, using (15.67) and

a fresh random number RN. Reflection will take place if RN � R; otherwise,
refractiontakes place.

• Construct the new coordinate frame for the photon and the new Stokes vector,

using (15.65).

15.4 Scattering Functions

Now we introduce various scattering functions that are frequently used in light

scattering simulations. In most cases, we will follow the treatment of Van de Hulst

[15] and of Ishimaru [2, 3]. Further references can be found there.

In matters of light scattering by particles, two parameters are important: the

aspect ratio x and the relative refractive index nrel. The aspect ratio is given by

x ¼ 2pa
lmed

¼ ka; lmed ¼ lvac
nmed

; (15.68)

where a denotes the radius of the particle, l the wavelength of the light, and k the
modulus of the wave vector. The subscripts med and vac denote medium and

vacuum, respectively. The relative index nrel is the index of the particles with

respect to the surrounding medium.

We start with very small particles (small compared to the wavelength: x << 1),

giving rise to dipolar or Rayleigh scattering. When gradually increasing the radius,

we encounter Rayleigh-Gans or Debije scattering, and, finally, scattering by large

particles (x >> 1). Generally valid expressions were developed by Mie (Mie

scattering). Finally, we have expressions of a more phenomenological nature, like

Henyey-Greenstein scattering or peaked-forward scattering.

We will use the geometrical and scattering cross sections sg and ss [m
2], being

the real and the apparent shadow of the particle, and the efficiency factor

Qsca ¼ ss/sg, with sg ¼ pa2.
The ultimate way of treating scattering in numerical simulation is to use the

scattering coefficient ms (in m�1), defined as

ms ¼ nsss (15.69)

with ns as the particle concentration (in m�3). The scattering coefficient is

a measure for the average number of scattering events per unit of length. Normally

in tissue the scattering is predominantly in the forward direction, which means that

randomization of the photon direction only will occur after a relatively large
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number of scattering events. Therefore, in those cases it is worthwhile to use the

reduced scattering coefficient ms0, defined as

ms
0 ¼ msð1� gÞ; (15.70)

where g stands for the averaged cosine of the polar scattering angles during those

events. This value will be 1 for perfectly forward scattering and 0 for isotropic

scattering. For tissue g 	 0.8–0.9 and for blood g 	 0.95–0.99.

Standard electromagnetic theory for light scattered by dipoles leads to the

expression:

EsðR; tÞ ¼ � 1

4pe0R

Z Z Z
V

d3r ks � ks � «ðr; t0Þ � E0ðr; t0Þ
� �

(15.71)

with Es and E0 as the scattered and the incoming electric field, respectively; R is the

vector from the scattering volume V to the point of detection, ks is the scattered

wave vector in that direction, and e is the dielectric tensor (which frequently

reduces to a scalar). The time t0 is the reduced time, given by

t0 ¼ t� R� rj j
c

(15.72)

with c as the light velocity in the media. In (15.71), the dimensions of the scattering

volume V are assumed to be small compared with R. The significance of the double
vector product is illustrated in Fig. 15.16.

E0

E0

E0

E0

ES
ES,II

E0,II

ES,⊥

E0,⊥

k0 k0

k0

Z Z

X X

Y Y

kS kS

Fig. 15.16 The meaning of the double vector product in determining the direction of scattering

and polarization, for two cases: polarization perpendicular to the XY-plane (left) and parallel to

that plane (right). Here, e is taken as a scalar
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15.4.1 Dipolar (Rayleigh)

With dipolar scattering, the particles are assumed to be so small that light scattered

from different oscillating electrical dipoles in the particles will not lead to phase

differences upon arrival at the point of detection. Using standard electromagnetic

dipole radiation theory, or a standard Green’s functions approach, we may derive

for the radiative term Erad of the scattered electric field strength (Fig. 15.17):

Erad ¼ � pmk
2

4per
sin g: expðiot0Þ: ey; t0 ¼ t� r

c
; (15.73)

where pm is the amplitude of the oscillating dipole p(t)¼ pm exp (iot), witho as the

frequency (o ¼ c/k, with c the local light velocity). The parameter t0 accounts for
the time retardation upon arrival at detection, which generally could be the origin of

phase differences. For clarity, Van de Hulst uses Gaussian rather than S.I.-units,

which means that the factor (4pem) is set to unity.

Frequently, pm can be considered as being related to the incoming electric field

E0, through the polarizability tensor a of the particle. In a number of cases this

tensor reduces to a mere constant a, with

a ¼ 4pemaH; aH ¼ a3ðep � emÞ f p; f p ¼
3em

ep þ 2em
; (15.74)

where ep and em are the dielectric constants of the particle and the medium, aH is the

polarizability as used by Van de Hulst (assuming 4pem ¼ unity) and fp denotes the

er

k0

k

Ell

E⊥
P

x

z

y

g

eq
q

j

r

p(t)

p,E0

Fig. 15.17 (a) Electric dipole, radiating towards detection point P at distance r and with polar

scattering angle g. The vectors er and ey are unit vectors. Due to symmetry, the azimuthal angle

does not play a role
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correction for the internal enhancement of the incoming field (see standard EM

textbooks). Note the dependence on the particle volume, through a3.
We find for the two electric field components:

E==

�� �� ¼ ak2

4pemr
cos y: E0;==

�� �� ¼ ak2

4pemr
cos y: cos’: E0j j ¼ ak2

4pemr
cos y: E0;==

�� ��
E?j j ¼ ak2

4pemr
E0;?
�� �� ¼ ak2

4pemr
sin’: E0j j ¼ ak2

4pemr
: E0;?
�� ��

(15.75)

The intensities I// and I⊥ are proportional to the squares of the field strengths

(I ¼ ½cemE
2), thus,

I== ¼ a2k4

ð4pemÞ2r2
cos2y:cos2’: I0;

I? ¼ a2k4

ð4pemÞ2r2
sin2’: I0:

(15.76)

Due to the dependence on a2 and k4, the intensities are proportional to a6

and 1/l4.
The components of Van de Hulst’s scattering matrix, (15.73), will read

S2ðyÞ ¼ ak3 cos y; S1ðyÞ ¼ ak3; S3 ¼ S4 ¼ 0: (15.77)

This means that the component perpendicular to the scattering plane shows

uniform scattering, but the parallel component has a cosine behavior: when viewing

the scattering particle along a direction parallel to the polarization, no scattering

will be observed.

For natural light the total intensity will be proportional to ½(S1
2 + S2

2), and thus

InatðyÞ ¼ a2k4I0
ð4pemÞ2r2

1þ cos2y
2

: (15.78)

Spatial integration of (15.74) over y and ’ leads to the total scattered intensity

Itot (now expressed in W/sr instead of W/m2):

Itot ¼ 8p
3

a2k4I0
ð4pemÞ2

: (15.79)

The scattering cross section ss is defined (using O as the scattering solid angle

and F(O) as the angle-dependent scattering function, but normalized to unity upon

O-integration over 4p) with:

IðOÞ ¼ ss:FðOÞ:I0; (15.80)
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with I(O) expressed in W/sr and I0 in W/m2. This leads to

ss ¼ 8p
3

a2k4

ð4pemÞ2
¼ 8p

3
aH2k4: (15.81)

The ratio Qsca is given by

Qsca ¼
ss
sg

¼ 8

3
a4ðep � emÞ2 3em

ep þ 2em

� �2

k4 	 8

3
x4

m2 � 1

m2 þ 2

� �2

; (15.82)

where m2 is the relative refractive index of the particles in the surrounding medium:

m2 ¼ ep/em.

15.4.2 Rayleigh-Gans

When particles grow larger, the phase differences of scattered waves arriving at the

detection point from different source points in the scattering medium can no longer

be neglected.

Here we will follow Van de Hulst, using the approximation |ep � em| << em.
Also, the value of x|ep � em|/em should be << 1. With these assumptions we may

write for a volume element dV:

daH ¼ m2 � 1

4p
dV 	 m� 1

2p
dV (15.83)

where m is the relative refractive index of the particles in the medium: m2 ¼ ep/em.
The non-zero components of the scattering matrix will read:

S2 ¼ 4pem
m� 1

2p
V:Rðy; ’Þ; S1 ¼ 4pem

m� 1

2p
V:Rðy; ’Þ: cos y (15.84)

with R(y.’) obtained by integration over the volume V using a phase-dependent

factor id:

Rðy; ’Þ ¼ 1

V

Z Z Z
expðidÞ:dV: (15.85)

The phase-difference d is given by k•(r � rO), where r and rO are the position

vectors from the scattering volume element under consideration and the origin in

the sample. The scattering cross section will be (for natural incoming light):

ss ¼ 1þ cos2y
2

k4V2 ðm� 1Þ2
ð2pÞ2 Rðy; ’Þj j2: (15.86)
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For special particles, the function R(y,’) can be expressed analytically:

Rðy; ’Þ ¼
ffiffiffiffiffiffiffi
9p
2u3

r
J3
2
ðuÞ ¼ 3

u2
ðsin u� u cos uÞ with u ¼ 2x: sin 1

2
y (15.87)

The factor Qsca for spherical particles is given by:

Qsca ¼
32

27
ðm� 1Þ2x4 ðx<<1Þ and Qsca ¼ 2ðm� 1Þ2x2 ðx>>1Þ (15.88)

For other shapes, see Van de Hulst.

15.4.3 Mie

In principle, the rigorous scattering theory, as developed by Mie (see refs. in Ref.

[15]), presents analytical expressions for all kind of particles. It departs from the

Maxwell equations and solves the scalar part of the wave equation, taking boundary

conditions into account. This leads to complicated expressions for the components

of Van de Hulst’s scattering matrix, which are only tractable when treated

numerically.

In the Monte Carlo program we use a procedure developed by Zijp and Ten

Bosch [23], which renders S2 and S1. Again, for natural light the total intensity will
be proportional to ½(S1

2 + S2
2). See Fig. 15.18 for an example.

15.4.4 Henyey-Greenstein

The Henyey-Greenstein scattering function [24] originates from the astronomical

field, to calculate the scattering by cosmic particle clouds. Since it can be written in

a closed analytical form, it can be used as a fast replacement for the Mie functions.

The function reads:

pHGðy; ’Þ ¼
1

4p
1� g2

ð1þ g2 � 2g: cos yÞ3=2
; (15.89)

where g is the averaged cosine of the polar angle y of the scattering events. This

function is normalized to unity upon integration over 4p solid angle.

A drawback of this expression is that the function only describes the angle-

dependent behavior of the scattering. The calculation of the scattering cross section

has to be done by other means. One option is to insert the total scattering cross

section as obtained by Mie scattering (or another approach, if applicable) as

a separate factor in the Henyey-Greenstein expression.
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15.4.5 Isotropic

Isotropic scattering can be described using the (normalized) function

pisoðy; ’Þ ¼
1

4p
: (15.90)

The normalized cumulative function C(y) will read

CðyÞ ¼ 1

2
ð1� cos yÞ: (15.91)

and thus y can be found from y ¼ arccos (1 � 2RN), with RN as a fresh random

number (0 < RN < 1). The value of g will be zero.

15.4.6 Peaked Forward

A peaked-forward scattering function is completely artificial. It can be useful for

special applications. A possible functional form (not normalized) is

pPF ¼ expð�y2=y0
2Þ: (15.92)

Fig. 15.18 Example of a MIE file. Scattering function according to the Mie formalism
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15.5 Light Sources

For the injection of photons, one can imagine various mechanisms. Most general is

the pencil beam, entering from the top. However, other beam profiles can be used as

well. Here we offer a broad spectrum of those profiles.

15.5.1 Pencil Beams

Pencil beams are the simplest way to inject photons into the sample. The only

programmatic requisite is to define the point of injection at the sample surface. With

those beams, one still has to take care with proper handling of the transport through

the upper interface of the sample with the air, to take reflection losses into account.

Pencil beams can be tilted in two directions, which can be described using the

tilting polar and azimuthal angles y and ’. See Sect. 15.5.2.

15.5.2 Broad Beams

Broad beams come in two forms: divergent beams and parallel beams. For diver-

gent beams, we have adopted the following procedure (see Fig. 15.19):

We define the divergence angles of the beam projection on the XZ- and YZ-

planes respectively, as ax and ay, and the tilting angles of the symmetry axis of the

beam with the Z-axis and the X-axis in the XY-plane, as y and ’, respectively;
Then we may write (k is the length of k):

kx ¼ k sin y cos ’; ky ¼ k sin y sin ’; kz ¼ k cos y (15.93)

and for the tilting angles:

tan gx ¼
kx
kz

¼ tan y: cos’; tan gy ¼
ky
kz

¼ tan y: sin’ (15.94)

With adaptation for divergence:

gx
0 ¼ gx þ ax ¼ arctanðtan y : cos ’Þ þ ax;

gy
0 ¼ gy þ ax ¼ arctanðtan y : sin ’Þ þ ay: (15.95)

The new direction vector k0 will be given by

k0x ¼ tan gx
0: k0z; k0y ¼ tan gy

0: k0z; jk0j ¼ k: (15.96)

This approach offers the opportunity to define divergent beams with different

openingangles inX-andY-directions, andwithdifferent profiles (Gaussianor uniform).
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For parallel beams an ideal thin positive lens with focal point in F (see

Fig. 15.19) is thought to be positioned horizontally on the surface.

15.5.3 Ring-Shaped Beams

Here we only apply ring-shaped beams with uniform filling, which means that the

light intensity will be equal at all point in the ring. Then the amount of photons

passing through a ring at distance r from the center and with width dr will be

proportional to rdr. To define the actual distance of the photon we need to construct
the cumulative function C(r):

CðrÞ ¼
Zr

R1

c:r0:dr0; (15.97)

where c is a proportionality constant and R1� r� R2 (R1 and R2 being the inner and

outer ring radii), and normalize C(R2) to unity. This results in the cumulative

function C(r):

CðrÞ ¼ r2 � R1
2

R2
2 � R1

2
: (15.98)

By equaling this function to a fresh random number between 0 and 1, the value

of r is set. Subsequently, the ’-value is chosen randomly between 0 and 2p.

gy

gx

k

Z

F

Y

X

q

j

Fig. 15.19 Entrance of the

beam. The surface of the

sample is the XY-plane. F is

the focus, and y and ’ are

tilting angles of the symmetry

axis of the beam
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The ring-shaped beam can be combined with divergence and tilting as

mentioned before.

15.5.4 Isotropic Injection

We can adopt several models for isotropic injection. The simplest model is:

IðyÞ ¼ c; c ¼ constant: (15.99)

Then we can construct the normalized cumulative function

CðyÞ ¼ C0ðyÞ
C0ðpÞ ¼

1
2
ð1� cos yÞ with C0ðyÞ ¼

Zy

0

Iðy0Þ: sin y0:dy0; (15.100)

and by equaling this function to a fresh random number RN, the value of y can be

derived, as y ¼ arccos (1 � 2RN). Again, the value of ’ is obtained from a random

number between 0 and 2p.
Another model uses isotropic radiances (see Fig. 15.20).

Using the radiance L(p, r), expressed in W.m�2 sr�1, we find for the emitted

power contribution and the flux vector F:

dP ¼ Lðp; rÞ: cos y:dA:dO
FðrÞ ¼

Z
O
p:Lðp; rÞ:dO (15.101)

In the case of isotropic radiance, L(p, r) will be a function of r only, and thus

FðrÞ ¼ LðrÞ:
Z

O
p:dO; (15.102)

O

p

r
dA

dW

q

n

Fig. 15.20 Radiance and

power are supposed to be

emitted through area dA in

direction p in solid angle dO
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and for the component along the normal vector (Z-component):

FzðrÞ ¼ LðrÞ
Z

O
cos y:dO ¼ p:LðrÞ: (15.103)

The other components will render zero, because of a zero result of the

’-integration of the function sin ’ and cos ’ over 2p. And so, using a constant

value L0 for L(r), we find for the normalized cumulative function:

CðyÞ ¼ C0ðyÞ
C0ðpÞ ¼ sin2y with C0ðyÞ ¼

Zy

0

L0: cos y
0: sin y0:dy0:

By equaling a fresh random number (between 0 and 1) to C(y), we find the

corresponding value for y (between 0 and p).

15.5.5 Internal Point Sources

For internal point sources, we may follow the same lines as with pencil beams or

broad, divergent beams, if desired combined with a tilting angle. In this way, we are

able to construct a layered sample with internal structures like spheres and cylin-

ders, and to direct a beam either from the side or upwards, from the backside of the

sample. It is also possible to combine this option with the option of internal

detection, as will be described below.

15.5.6 Distributed Sources

Distributed sources will originate from points in a certain well-defined volume

within the sample. These points will emit in random directions, and the light will

not have a beam-like character. This type of photon source will be encountered, for

instance, when calculating Raman or fluorescence scattering from within

a scattering and absorbing volume. In those cases the calculations will consist of

two steps:

• Absorption of light with wavelength l1 at relevant positions inside the medium.

• Scattering to the surface of the sample, using photons originating from the

absorption positions of the previous step, but now with wavelength l2.
For fluorescence and Raman-Stokes emission l1 should be smaller than l2. This

means that, in general, the optical characteristics of the sample and its internal

structure will be different in the two steps.

Due to the absorption step that precedes the fluorescence or Raman emission,

the direction of emission of the photon will be random. Then the procedure of

isotropic scattering can be used, see Sect. 15.4.5. This means that the polar angle y
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can be found from cos y ¼ 1 � 2RN, where RN is a fresh random number. Now,

cos y is identical to the Z-component of the direction unit vector, and from that

the other components can be found, using a random number between 0 and 2p to

find ’.
The polarization direction will be randomized as well, which will randomize the

components of the Stokes vector. The Stokes vector ST0, which starts the polariza-

tion procedure in (15.61), will now be defined on a local coordinate frame, with its

Z-axis along the propagation vector of the photon and its X- and Y-axes perpen-

dicular to that direction and to each other. Then the two components E// and E⊥

might be chosen at random, as long as they satisfy E//
2 cos2y + E⊥

2 sin2y ¼E0
2,

where y is the angle of the electric vector in the XY-plane with the X-axis.

15.6 Detection

Normally, the detection of emerging photons will take place at the surface, either at

the top or at the bottom of the sample. We will denote these external detection

options as reflection and transmission. Another method of detection is to make use

of “internal” detectors. Here the photons are supposed to end their path at a certain

position inside the sample.

A general property for both options is the presence of a limited numerical

aperture (NA), with NA ¼ sinyD, where yD is the (half) opening angle of the

detection cone. NA ranges from 0 (pure pencil beam) to 1 (all incoming angles

accepted). Its value can be set in the program.

The program stores the place of detection of the photon (x,y,z-coordinates) and
the direction angles (y and ’) with respect to the external laboratory coordinate

frame. It also stores the number of scattering events and the percentage of Doppler

scattering events, as well as the resulting Doppler frequency and the path length,

either geometrical or optical. The latter is corrected for wavelength changes due to

changes in the refractive index, by multiplication of the local contribution to the

path with the refractive index of the local medium.

15.6.1 External Detection

In the case of external detection, either reflection or transmission, the photon is

assumed to be detected if

• It passed the detection plane in the proper direction. This implies that the photon

indeed has crossed the final interface between the sample and the medium where

the detector is. This is to be decided using the proper Fresnel relations (see

above).

• It passed that plane within the borders of the detection window. This window can

be rectangular, circular, or ring-shaped.
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Contrary to what is mentioned above with external detection, the program does

not store the z-coordinate of detection, but the average depth of all scattering events
along the path, or (as desired) the maximum depth along the path.

15.6.2 Internal Detection

With internal detection two options are present, one at the interface between two

layers, and one at the internal interface of a structure (or block), like a sphere or

cylinder.

• The first option is handled in the same way as with external detection, using

reflection and transmission to denote the interface crossing direction necessary

for detection.

• The second option is more complicated. This is elucidated in Fig. 15.21, where

the situation is sketched for a sphere as an example. A cylinder can be described

analogously.

With the definitions as in Fig. 15.21, the calculation of the position and direction

angles proceeds as follows:

O

Z

Z�

Y

X

Sample
surface

O�

k

M

M

Z�

Y�

X�

P

m

p�

p���qd

qp

jd

jp

m

k

k

n

n

q

q

n
p�

n

Fig. 15.21 Internal detection at the inside of a spherical surface. The vectors p0, k, and n denote the

position vector (relative to the origin of the sphere), the direction vector, and the normal on the

surface, respectively. The vectors n, m, and q represent the local coordinate frame at the detection

point P, with m in the plane spanned by n and the Z0-axis, and q // n � m. All vectors except p0 are
here considered to be unit vectors. The subscripts p and d denote position and direction, respectively
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ð1Þ q ¼ n� ez;

ð2Þ m ¼ q� n;

ð3Þ yd ¼ arccos ðn � kÞ;
ð4Þ k== ¼ k � n : cos yd ¼ k � n :ðn � kÞ;
ð5Þ ’d ¼ 1= k==

�� ��	 

: arccos m � k==

	 

;

ð6Þ p0 ¼ p� rM ¼ R:n;

ð7Þ yp ¼ arccos p0 � ezð Þ;
ð8Þ p0== ¼ p� ez: cos yp;

ð9Þ ’p ¼ 1= p0==
�� ��	 


: arccos p0== � ex
	 


:

(15.104)

Expressing k from the (X0, Y0, Z0)-frame into the (X, Y, Z)-frame is as follows

(Fig. 15.22):

k ¼ sin y0: cos ’0:ex0 þ sin y0: sin ’0:ey0 þ cos y0:ez0;
ex

0 ¼ cos y0: cos ’0:ex þ cos y0: sin ’0:ey � sin y0:ez
ey

0 ¼ � sin ’0:ex þ cos ’0:ey

ez
0 ¼ sin y0: cos ’0:ex þ sin y0: sin ’0:ey þ cos y0:ez

(15.105)

Z Z�

Y

X�

Y�

q0

q� k

j0

j�

X

Fig. 15.22 Expressing k
from the (X0,Y0,Z0)-frame into

the (X,Y,Z)-frame
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The program offers the option to record internally detected photons in reflection

mode (i.e., with direction angles y> p/2) or in transmission mode (y< p/2). It also
allows calculation of the direction angles at the point of detection in both coordinate

frames (laboratory frame and local frame). See Fig. 15.23.

15.6.3 Sampling of Photons

For the sampling of photons, some options for the maximum number of photons can

be set:

• Emitted photons

• Injected photons

• Detected photons

In all cases we consider photons to be detected only when arriving at the plane of

detection within the detection window (rectangular, circular, or ring-shaped). The

difference between the options “emitted” and “injected” is due to the chance of

reflection of the incoming beam at the surface of the sample and will be determined

by the Fresnel relations.

Besides the recording of all properly detected photons, there also exists the option

of recording the position of the photons during their paths, thus performing time-of-

flight tracking. This can be done at a number of presettable time points, and the

photons are stored in files similar to the files with detected photons.

Fig. 15.23 Internal detection at the inside of a sphere. Settings: detection of photons arriving at

the transmission side of the sphere only
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15.6.4 Photon Path Tracking

The tracking of the path of the photon, i.e., recording the coordinates of the

scattering events and of the intersections with interfaces, can easily result in

enormous files. Consider a typical case of scattering in tissue, with a scattering

coefficient ms of about 10–20 mm�1 and a g-factor (average of the cosines of the

polar scattering angles) of about 0.80–0.90. Then in each millimeter of the path

about 1/ms 	 10 scattering events will take place. However, due to the large

g-factor, the scattering will be predominantly in the forward direction and it will

only be after about 1/ms0 	 1 mm that the direction of the photon can be considered

as randomized. When detecting reflected photons, the path length of the photons

will depend on the distance d between the point of injection of the light in the

sample and the point of detection. For homogeneous samples the average depth in

the middle of that distance is about ½d, and the average smoothed path length for

perpendicular entrance and exit will be ½pd. However, the actual paths are very

irregular and the actual path lengths can range from about that value to tens or

hundreds times as large. This means that, in most cases, the number of scattering

events will be very large. As an example, for a thick homogeneous medium with

ms0 ¼ 1 mm�1 and without absorption, the average path length will be about 6d,
which for d¼ 2 mmmeans about 120 scattering events, thus per photon at least 120

� 3 � 4 bytes ¼ 1,440 bytes. A typical simulation needs at least 104 photons, and

thus in total 1,440 Mbytes. Therefore, in those cases it is better to register only part

of the events, namely those at intervals of 1/ms0 ¼ 1 mm, which will decrease the

storage space to 144 Mbytes per simulation.

The program therefore offers the options of recording the paths at intervals of

1/ms or 1/ms0.
Photons originating from a pencil beam and emerging at equal distances d from the

point of injection but at different positions on that ring are equivalent. However,

visualization of those tracks will end up in a bunch that cannot be unraveled.

Therefore, to clarify viewing we may rotate the whole paths around the axis of the

pencil beam to such an orientation as if the photons all emerged at the same position on

the ring, e.g., the crossing point with the X-axis. This particular rotation is given by

x0

y0

z0

0
@

1
A ¼

cos’ sin’ 0

� sin’ cos’ 0

0 0 1

0
@

1
A x

y
z

0
@

1
A: (15.106)

See Fig. 15.24 for an example of the path tracking method.

15.7 Special Features

We now will describe some special features that are incorporated in the

program. Laser Doppler flowmetry is the oldest feature, built in from the

beginning of the development of the program, and meant to support measurements
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of laser Doppler perfusion flowmetry in tissue. Photoacoustics has been added

to simulate the acoustic response to pulsed light. Frequency modulation is a

modality adding extra information using path length-dependent phase delay

information.

15.7.1 Laser Doppler Velocimetry

15.7.1.1 Introduction
Laser Doppler flowmetry (LDF) makes use of the Doppler effect encountered with

scattering of photons in particles when those particles are moving. The principles

are shown in Fig. 15.25. Using the definitions of the variables given in that figure,

the Doppler frequency is given by

oD ¼ ks � k0ð Þ � v (15.107)

and with

dkj j ¼ 2k: sin 1
2
y; (15.108)

Fig. 15.24 Photon path tracking: Photon “bananas” arise by scattering from beam entrance point

to exit area (between 5 and 6 mm). For clarity, all photon paths were rotated afterwards as if the

photons had emerged on the +X-axis
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we find

f D ¼ kv

p
sin 1

2
y: cos a: (15.109)

When applied to tissue, frequently the angles y and a might be considered

randomized. This is due to three reasons:

• Preceding scattering by non-moving particles might cause the direction of the

photons to be randomized upon encountering moving particles.

• Most important moving particles are blood cells in capillaries. Due to the (more

or less) random orientation of the capillaries, the velocities will have random

directions.

• Traveling from injection point to detection point, in general the photons will

encounter many Doppler scattering effects, with random velocities and

orientations.

All three effects will broaden the Doppler frequency distribution, which ideally

would consist of one single peak, to a smooth distribution, as in Fig. 15.26. This

means that it is not possible to measure the local velocity, but we only may extract

information about the averaged velocity over the measuring volume. The averaging

concerns the three effects mentioned above.

k0

ks
dk = ks−k0 

n

a

q

Fig. 15.25 Principles of

laser Doppler flowmetry. The

particle has a velocity v.
Vectors k0 and ks denote the
incoming and scattered light

wave vectors, and dk is the

difference vector

0

di
st

rib
ut
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n
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No flow
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velocities
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Fig. 15.26 A typical

Doppler frequency spectrum

as measured with LDF tissue

perfusion (positive

frequencies shown)
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There are two options to record these LDF-spectra: homodyne and heterodyne,

depending on the relative amount of non-shifted light impinging on the detector.

The first is the mutual electronic mixing of the Doppler-shifted signals, and the second

is the mixing of those signals including mixing with non-shifted light, which can be

overwhelmingly present. The resulting frequency and power spectra (which is the

autocorrelation function of the frequency spectrum) will look as sketched in Fig. 15.27.

To characterize the frequency spectra use is made of moments of the power

spectrum, defined as

Mn ¼
Z1
0

on:SðoÞ:do; (15.110a)

and the reduced moments

Mn
0 ¼ Mn

M0

: (15.110b)

The zeroth moment is the area under the power spectrum itself, and can be

considered as proportional to the concentration of moving particles in the measur-

ing volume. Bonner et al. [5] showed that the first momentM1 is proportional to the

averaged flow, while the ratio of the reduced moment M1
0 ¼ M1/M0 will be

proportional to the averaged velocity. Analogously, the reduced moment

M2
0 ¼ M2/M0

2 will be proportional to the average of the velocity-squared.

All three moments may be calculated within the package.

15.7.1.2 Construction of the Doppler Power Spectrum
For the construction [11] of the Doppler power spectrum from the frequency distri-

bution, all photons detected within the detection window will be sorted into a discrete

frequency distribution N(oi). Suppose we recorded ai photons in the i-th spectral

interval (width Do ¼ 2pDf). This number is proportional to I (fi).Df, where I is the
intensity, which is proportional to jE2j, E being the electric field amplitude.

Heterodyne
peak Heterodyne

Homodyne

0 0w w

f(w
)

S
(w
)

Fig. 15.27 Homodyne and heterodyne frequency spectra f(o) and power spectra S(o). Normally,

the heterodyne peak is much higher than the signals at non-zero frequencies
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EðtÞ ¼
XN
j¼0

ffiffiffiffi
aj

p
exp iðjDo:tþ fjÞ

h i
; (15.111)

where N + 1 is the number of intervals, and fj is the phase of the jth component.

Since in the experiment we assume all photons to arrive at the same time, coherence

between photons in the same frequency interval cannot be excluded. Therefore,

ideally Do should be so small that the only values for ajwould be 0 and 1. However,
to be able to work with tractable summations, aj is to be read as the probability of

the photon to arrive in that interval.

A square-law detector will at time nDt measure a current I proportional to E*E:

iðnDtÞ ¼ c
XN
v¼0

XN
w¼0

bvw
ffiffiffiffiffiffiffiffiffiffi
avaw

p
exp i ðw� vÞDo:nDtþ fw � fv½ �f g þ cc;

(15.112)

where c is a proportionality constant, cc stands for complex conjugate (to ensure

that i is real), and b is a constant related to the degree of coherence of the signals in

the frequency intervals (b ¼ 1 for perfect coherence, but b < 1 when the detector

area is larger than a single coherence area). Assuming that b is not frequency

dependent, one can write

IðnDtÞ ¼ cb
XN
v¼0

XN
w¼0

ffiffiffiffiffiffiffiffiffiffi
avaw

p
exp i ðw� vÞDo:nDtþ fw � fv½ �f g þ cc: (15.113)

Now we rename v ¼ p, and define k ¼ w � v and the factor fpk as

f pk ¼ cb
ffiffiffiffiffiffiffiffiffiffiffiffiffi
apapþk

p
exp i fpþk � fp

	 
� �
(15.114)

and find

IðnDtÞ ¼
XN
p¼0

XN�p

k¼0

f pk expðiDo:nDtÞ þ cc: (15.115)

The Fourier transform S(t) of the power spectrum S(o), defined as

SðtÞ ¼ <i�ð0Þ:iðtÞ>; (15.116)

can be written as

SðmDtÞ ¼ Dt
N � mþ 1

XN�m

n¼0

IðnDtÞ I ðnþ mÞDtð Þ; (15.117)
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with Do ¼ 2p/[(N + 1).Dt]. We construct the power spectrum S(jDo) using

SðjDoÞ ¼
XN
m¼0

SðmDtÞ expð�ijDo:DtÞ; (15.118)

and find

SðjDoÞ ¼
XN
m¼0

XN�m

n¼0

XN
p¼0

XN�p

k¼0

XN
p0¼0

XN�p

k0¼0

Dt
N � mþ 1

�

f pk:f p0k0 : exp iDoDt knþ k0ðnþ mÞ � mj½ �f gþ
f pk � :f p0k0 � : exp �iDoDt knþ k0ðnþ mÞ þ mj½ �f gþ

f pk:f p0k0 � : exp iDoDt kn� k0ðnþ mÞ � mj½ �f gþ
f pk � :f p0k0 : exp �iDoDt kn� k0ðnþ mÞ þ mj½ �f g

2
6666664

3
7777775
:

(15.119)

Now, in the limit of N ! 1, the phase factors will average out, except

when their exponentials equal zero. Inasmuch as the sum n + m appears in each

exponential, in order to have the exponential equal zero for each combination of n
and m, the variables n and m must not be present in the exponentials. This is

possible only in the last term, under the condition that k ¼ k0 ¼ j:

SðjDoÞ ¼
XN
m¼0

XN�m

n¼0

XN
p¼0

XN�p

k¼0

XN
p0¼0

XN�p0

k0¼0

Dt
N � mþ 1

f pk � :f p0k0 dðk � k0Þ dðk � jÞ:

(15.120)

Since 0 � k � N � p, with k ¼ j, it follows that N � p 
 j or p � N � j. Then

SðjDoÞ ¼
XN
m¼0

XN�m

n¼0

XN�j

p¼0

XN�j

p0¼0

Dt
N � mþ 1

f pj � :f p0j ¼
XN�j

p¼0

XN�j

p0¼0

2p
f pj � :f p0j

Do

(15.121)

and

SðjDoÞ ¼ 2p
c2b2

Do

XN�j

p¼0

XN�j

p0¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
apap0apþjap0þj

p
exp i fp � fp0 þ fp0þj � fpþj

� h i
:

(15.122)
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Now, suppose that all photons arrive at the detector with equal phases. Then the

exponential in (15.122) becomes zero, and

SðjDoÞ ¼ 2p
c2b2

Do

XN�j

p¼0

ffiffiffiffiffiffiffiffiffiffi
apap0

p
" #2

: (15.123)

However, in general, the photons will have different phases due to their different

path lengths. The measured power will be the expectation value of (15.122)

averaged over all phases. Thus, for the term in (15.122) with p and p0, the

expectation value will be zero unless p ¼ p0. This leads to

SðjDoÞ ¼ 2p
c2b2

Do

XN�j

p¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
apapþjapapþj

p ¼ 2p
c2b2

Do

XN�j

p¼0

apapþj: (15.124)

This is the general expression for the calculation of the power spectrum from the

simulated frequency distribution.

In the case of heterodyne detection, where one of the spectral components

(normally that at zero frequency, set p¼ 0 for that frequency) is much more intense

than all others, (15.123) and (15.124) will lead to the same result:

SðjDoÞhet ¼ 2p
c2b2

Do
a0aj: (15.125)

15.7.1.3 Implementation of Velocity Profiles
For the velocity profiles of the scattering particles, the following options are

available:

• Velocity direction along X-, Y-, or Z-axis, or (in case of oblique blocks) along

the block axis.

• Velocity direction randomized for each scattering event, with all particles equal

velocities. The direction is determined with a similar procedure as with isotropic

injection of light (see Sect. 15.5.4).

• Profiles can be uniform (equal velocity for all particles), or parabolic (in tubes

and rectangular blocks only), or they can have a Gaussian distribution.

With the parabolic distribution the actual velocity is calculated according to

v ¼ 2v0 1� r2

R2

� �
(15.126)

with v0 as the average velocity value over the profile, r as the position of the particle
with respect to the symmetry axis of the tube or block, or the mid-plane of the layer

when relevant, and R as the radius of the tube, or the distance between the adjacent

interfaces.
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The Gaussian profile is handled using a cumulative function for the Gaussian

profile. Here, the standard deviation is expressed as a percentage of v0, being the

maximum velocity in the profile. The actual value of the velocity is determined by

equaling a fresh random number to that cumulative function.

15.7.2 Photoacoustics

With photoacoustics (PA) short light pulses are injected in the sample. At positions

where absorbing particles are present, part of the light will be absorbed. Due to the

short duration of the pulse, the particle will heat up adiabatically. Normally, this

would result in volume dilatation, but since the surrounding medium is not heated,

this dilatation will be prevented and a pressure shock wave will result. Some

authors have investigated this mechanism. A review and some new theoretical

aspects can be found in Hoelen’s thesis and papers [25–28].

Typical values for the duration (FWHM) of the light pulses and the amount of

energy to be injected are 15 ns and 1 mJ/cm2. With these values, a safety factor of

20 from the European maxima for human tissue irradiation with this type of light

pulses is maintained. Using a sound velocity of 1,500 m/s, this corresponds to

a distance of 22.5 mm.

The PA response of a spherical source on a short laser pulse is given by:

Pðr; tÞ ¼ C
v2

r
t� r

v

� 
exp � v

r0
t� r

v

� � �2( )
; (15.127)

with r as the distance from PA source to the detector, r0 as the source radius, t as the
time after the pulse, and v as the acoustic velocity. Since for the calculations in this
program we only have to deal with relative values, we have incorporated variables

describing the dilatation, the heat capacity and the heat conduction of the source,

and the laser pulse energy in the constant C.
This function is a bipolar function, as in Fig. 15.28.

We suppose that the sample can be subdivided into many 3D-voxels, which may

serve as elementary PA sources, provided light absorbing material is present.

−10 −5 0 5 10

Fig. 15.28 Bipolar PA pulse

response: function P ¼ x�exp
(�x2/x0), with –10 < x < 10

and x0 ¼ 5
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The voxels are supposed to be cubical, with sides da. It can be shown that the

peak-peak time, i.e., the time tpp between the positive and negative peak of the

bipolar pulse, is given by

tpp2 ¼ ð2sÞ2 ¼ ð2slÞ2 þ ð2ssÞ2 ¼ 2te2; (15.128)

where sl is the standard deviation of the laser pulse, ss is that of the source voxel, s
is that of the bipolar pulse, and te is the effective pulse length. The value of sl is
given by FWHM/[2 √(2.ln2)], with FWHM as the full width at half maximum of the

(Gaussian) laser pulse. For a cubical voxel, ss is given by ss ¼ da/(2√2.v),
with da/√2 as the effective diameter of the heat source element.

The expression for the pressure given by (15.127) has to be adapted for

ultrasound attenuation during the time-of-flight to the detector. This will result in

the corrected pressure pulse P0(r, t):

Pðr; tÞ ¼ C
v2

r
t� r

v

� 
exp � t� r=v

te

� �2
( )

: expð�mUS:rÞ; (15.129)

where mUS is the ultrasonic attenuation coefficient. This coefficient is slightly

dependent on the ultrasound frequency. Here we take it as a constant, in view of

the broad frequency bandwidth of the PA pulse.

This function has been implemented in the program, with C ¼ 1. The pressure

pulse is calculated as originating from the center of the source voxel and arriving

at the centers of the elements of the detector array. Therefore, the resulting

pressure signal has to be multiplied with the area of the detector element, and

normalized to the volume of the voxel. However, in reality with elements that are

not small, due to phase differences upon arrival of the pressure pulse at different

positions on a detector element, some destructive interference might be present,

which will decrease the multiplication factor. We may correct for this effect in

two ways:

• The detector elements are first chosen very small (i.e., much smaller than the

wavelength of the sound) and are afterwards grouped to larger detector elements,

taking into account for each voxel the phase differences between the center

points of the constituting elements in the group.

• The contribution from individual PA sources to individual detector elements

is corrected using the Directivity, or the Numerical Aperture function, of

the detector element. Normally, this is a Gaussian function, centered along

the symmetry axis perpendicular to the element, with a certain opening

angle given by the dimensions of the element and the characteristics of the

laser pulse.

In the program both methods are implemented. For the Directivity, a Gaussian,

uniform, or triangular function can be chosen. The groups are built from rectangles

of single elements. See Fig. 15.29.
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15.7.3 Time-of-Flight Spectroscopy and Frequency Modulation

A relatively new branch of the art of light scattering in tissue is time-of flight

resolved scattering. The general idea is to distinguish between photons on the basis

of their paths in tissue. This can be of help to elucidate the distribution of the optical

properties, for instance, when dealing with samples consisting of various layers.

There are two main methods:

• Time-of-flight spectroscopy, in which the photon paths are registered using

time-resolved detection, e.g., with ps- or fs-lasers and an ultrafast camera like

a streak camera, or by using ultrafast time-windowing using Kerr’s cells.

A typical time is 3 ps for 1 mm resolution (light velocity ¼ 3 � 108 m/s).

• Frequency modulation spectroscopy, where the light source is modulated at very

high frequencies, and the phase differences are recorded between photons

arriving at the same detection point but after having traveling over different

paths. The frequency range in use starts at 100 MHz and currently stops at about

1–2 GHz. For 100 MHz a path length difference of 1 mm will result in a phase

difference of about 0.1�.
The first option of time-of-flight spectroscopy has been taken care of in two

ways:

• By implementing the possibility to register the positions of the photons at certain

presentable time points during the scattering process.

Fig. 15.29 Photoacoustic response at a 7 � 7 detector array of a sample consisting of several

absorbing objects in a scattering (but not absorbing) medium
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• Using the option of analyzing the registered time-of-flight distributions, which

can be calculated from the simulated paths lengths (geometrical or optical) of the

detected photons.

The second option of frequency modulation spectroscopy uses simple Fourier

transformation of the path length distribution. For this purpose, the path length

distribution is translated into a time-of-flight distribution, using the local light

velocities. The Fourier transform of this distribution will result in the frequency

response. When denoting that Fourier transform with Fj (o), we can deduce for the

phase delay ’j (o) and the AC/DC modulation depth mj (o):

’jðoÞ ¼ arctan
ImFjðoÞ
ReFjðoÞ and mjðoÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Im2FjðoÞ þ Re2FjðoÞ

Re2Fjð0Þ

s
: (15.130)

For the actual transform we may use the possibility of enlarging the

number of points n in the time-of-flight distribution to an integer power of 2,

named N, by filling the new points with zeros. Then fast Fourier transform

algorithms will become possible. In doing this, the step size in the

frequency spectrum will be smaller. When the time step in the time-of-flight

distribution is given by Dt, then the maximum frequency is fmax ¼ 1/(2Dt)
and the frequency step is Df ¼ fmax/(½N) ¼ 1/(N.Dt). This factor 2 is

included due to the aliasing effect of this type of Fourier transform, by

which the frequency spectrum (f ¼ 0. . .fmax) is folded out and copied to

f ¼ fmax. . .2fmax.
The program also offers facilities to calculate frequency modulation spectra

using literature models, based on the diffusion approximation of the radiative

transfer equation, from Haskell et al. [8] for one-layer samples and Kienle et al.

[9, 10] for two-layer samples. Here we only list their results as far as implemented

in the program.

We will use the notation (ma and mt are the absorption and total attenuation

coefficients: mt ¼ ma + ms0, and o is the frequency):

kR ¼ ReðkÞ ¼ Kð1Þ; kI ¼ ImðkÞ ¼ Kð�1Þ;

KðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
3

2
mamt

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o2t2

p
þ p

q
:

(15.131)

For small frequencies these functions can be approximated by

kR ¼
ffiffiffiffiffiffiffiffiffiffiffi
3mamt

p
1þ 1

8
o2t2

� �
; kI ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffi
3mamt

p
ot; t ¼ 1

mac=n
:

Haskell et al. calculated five models, (a) through (e), for the one-layer case, and

Kienle et al. added a general model (f) for the two-layer case. These models are

implemented in the program.
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(a) Infinite medium.

D’ ¼ kIr; m ¼ exp � kR �
ffiffiffi
2

p
q

� 
r

h i
; (15.132a)

where r is the source-detector distance and q ¼√ (3ma mt/2).
Using (15.131), we may see that for small frequencies D’ will start linear with

o and m will start as a (slowly decreasing) constant. When o increases, the

slope of D’ will decrease gradually and the value of m will decrease as well.

(b) Semi-infinite medium, taking refractive index differences at the interface into

account:

D’ ¼ kIr � arctanðI=RÞ; m ¼ 1=Dð Þ:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ R2

p
(15.132b)

with D, I and R complicated functions of r, ma, mt and of the refractive indices

and the refraction angles.

(c) Semi-infinite medium, without interface correction.

D’ ¼ kIr � arctan
kI

kR þ 1=r0
;

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkR þ 1=r0Þ2 þ kI

2

q
ffiffiffi
2

p
qþ 1=r0

exp � kR �
ffiffiffi
2

p
q

� 
r0

h i (15.132c)

with r0
2 ¼ r2 + (1/mt)

2.

(d) Extrapolated boundary condition, where the interface has been shifted over

a distance dependent on the refractive indices at the interface (see Haskell et al.

[8] for this and the following models).

(e) Partial current and extrapolated boundary unification.

(f) Two-layer model (Kienle et al. [9, 10]).

15.8 Output Options

The program offers several possibilities for output of the data. Apart from various ways

to write photon data and corresponding statistics to file, we have several plot options.

They will be described below. All plots can be exported in the form of *.BMP-files.

15.8.1 Parameter Plots

The fastest way of plotting data is to use parameter plots of photon distributions, in

which the number of photons is plotted as a function of one out of a set of variables.

These variables are:
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(a) X-, Y-, or R-position at detection or at plane-crossings (see below; R is the

radius of the circle around central Z-axis),

(b) (R-position)^2 (as above),

(c) Path length or time-of-flight distribution, followed by phase and modulation

depth spectra using frequency modulation spectroscopy,

(d) Polar angle y or azimuthal angle ’ of the photon direction at the detection

point,

(e) Z-position: several options (the averaging <..> is performed over all detected

photons):

• Depth (in absorption mode or with photons-in-flight at plane-crossing points)

• <Scattering depth> (in reflection or transmission mode)

• Maximum scatter depth

• <Doppler scattering depth> (Doppler-scattering events only)

(f) Number of scatter events (or number of plane crossings)

(g) Number of Doppler scatter events

(h) Doppler frequency

(i) With Internal detection: polar and azimuthal angles y and ’
(j) Paths: crossings with X ¼ c planes

(k) Paths: crossings with Y ¼ c planes

(l) Paths: crossings with Z ¼ c planes

(m) Paths: crossings with R ¼ c (cylindrical) planes

15.8.1.1 Intensity Plots
Normally we may choose for plotting of photon distributions, as a function of one of

the variables. However, in case the variable is R or R2 we have the option for

plotting the intensity instead, thus dividing distribution function by 2pR.dR, with
dR as the interval width of the horizontal variable.

We also have the option of comparing simulated intensity plots with theoretical

ones. Several models are available for that purpose. See Sect. 15.8.4.1 and

Fig. 15.30.

15.8.1.2 Parameters
In addition to their role as horizontal variables in the distribution plots, all variables

may also be used as parameters in the plots. For instance, suppose we divide the

value region of a parameter into n intervals. This will result in n lines in the plot.

There are two layers of parameters: the first offers the option of shifting the lines

horizontally over a certain value, the second, vertically. We also may choose the

option “Compare Files,” by which different files (simulations) can be compared

directly, as the second parameter.

15.8.1.3 Plane-Crossing Intersections
With the option “path tracking,” the intersection points of the photon paths on their

travel from source to detection point, with a set of planes perpendicular to the

direction of the photons as seen at the surface, are recorded. The average coordi-

nates of those intersections are calculated.
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For instance, when photons are tracked, for which the detection point lies at the

surface on the X-axis, the crossing planes are defined parallel to the X-axis, ranging

from the injection point to the detection point, and the Y- and Z-coordinates of

those intersection points are recorded and (afterwards) averaged. This might be

clarified with Fig. 15.31. Results are presented in Fig. 15.32.

In order to enhance the efficiency of the simulation process, photons emerging at

positions with equal radii to the injection point might be taken together by rotating

the whole path until an orientation as if the photon were emerging at that radius on

the X-axis. See Sect. 15.6.4.

The options for crossing planes are flat planes perpendicular to the X- and

Y-axis, and cylindrical planes around the central Z-axis at the injection point. All

plots can be made on a linear or logarithmic scale, and in the form of lines or

symbols or both. We may choose quadratic smoothing for the option of n-points.

15.8.1.4 Normalization
The plots may be normalized on their own maximum, or on the highest maximum

of the set, or on the maximum of the first curve. We also may normalize on the

number of detected, or injected or emitted, photons.

Fig. 15.30 Example of output plots. Here ln (Intensity) vs. R-position from the Z-axis. Also

included: a model approximation (solid line)
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y

x

Fig. 15.31 Example of recording of path tracking of the photons, in which the photons are

meant to emerge through a small window at the X-axis. The arrows indicate the injection and

detection points. For analysis, we define a set of planes perpendicular to the X-axis and record

the Y- and Z-coordinates of the intersections. Since photons can take steps in all directions, they

might cross some planes more than once

Fig. 15.32 Paths tracking: Averaged depths of photons, emerging between 5 and 6 mm

from source origin, with standard deviation in the average. Settings: reduced scattering

coefficient ¼ 1/mm; absorption ¼ 0. Plot for distance >5.5 mm is due to spurious photons
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15.8.1.5 Doppler Frequency Handling
The distributions as a function of the Doppler frequency, the frequency distribution,

may be converted into “power spectra” using the formalism described in

Sect. 15.7.1.2. From those spectra we may have the program calculate the moments

of the power spectrum, as discussed in Sect. 15.7.1.1.

15.8.2 Scatter Plots

In addition to the distribution and intensity plots as described above, an option of

producing scatter plots exists, in which the values of a second variable are on the

vertical axis. The individual photons can be plotted as points, or their average

values (per X-axis interval) as symbols or lines.

Again we have the opportunity to divide the set of points in subsets

corresponding with different values of (two) parameters. The points belonging to

different parameters are presented as two spatially separated clusters. We also may

choose horizontal or vertical shifting per parameter value. See Fig. 15.33.

Fig. 15.33 Scatter plots of two samples, consisting of 1 layer with ms0 ¼1 mm�1; ma ¼ 0 (upper)
and 0.1 (lower) mm�1, respectively. Plotted: Path length vs. detection position. In both cases,

10,000 photons recorded. Higher absorption results in a broader path length distribution
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15.8.3 2D/3D-plots

Another plot option is to produce 2D- or 3D-plots, based on the border values

(see Figs. 15.34 and 15.35).

15.8.4 Approximations

As a final step in the simulations, one may want to compare the simulated results

with theoretical curves. For this purpose we included several options in the pro-

gram. The first option is to compare intensity data with published results of

theoretical models based on the diffusion approximation. The second is to fit

Doppler power spectra with exponential curves.

15.8.4.1 Intensity Approximations
In the literature, several approximate curves for the intensity as a function of the

source-detector distance were investigated. Most important are those of Groenhuis

and Ten Bosch [4], Bonner et al. [5], Patterson et al. [6], and Farrell et al. [7]. Here

we will deal with those models and give their results.

Fig. 15.34 Example of 2D-plot:Here themaximumphoton depth plotted as function of (x, y)-position
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Ishimaru [2, 3] notes for the light output as a function of the source-detector

distance r:

IðrÞ ¼ Pmeff
2

4pmarn
expð�meff :rÞ; (15.133)

where I(r) is the energy fluence rate (in W/m2) or the photon fluence rate (in

m�2 s�1), depending on the definition of P, being the injected power (in W) or

the number of injected photons (in s�1), n is an exponential depending on the

underlying physical model, and meff is a characteristic effective attenuation coeffi-

cient, given by

meff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3maðma þ ms0Þ

p
: (15.134)

There is some dispute about the value of the variable n. According to the

diffusion approximation, n should be unity. However, Groenhuis et al. [4] arrive

at n ¼ ½, on the basis of a simple scattering model consisting of a combination of

an isotropic scattering term and a forward-scattering term. Bonner et al. [5]

PATH CROSSINGS [%] | −3.000<length < 3.000| 0.000<width/depth <   2.000| All photons
Values: 100 % = 2.340E+02 in plane: 5 ; this screen max = 5.600E+01

10

Plane:
Coord.[mm]:

0
0.500 1.000 2.000 3.0001.500 2.500

1 2 3 4 5

20 30 40 50 60 70 80 90 100

Fig. 15.35 3D-plot of path tracking: photon “bananas”: average depths of photon paths. Entrance

at position 0; photons emerging between positions 5 and 6 mm from entrance. Normalization per

frame
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use a probabilistic lattice model and derive an expression with n ¼ 2. Using an

expression for the time-of-flight intensity for homogeneous slab samples, Patterson

et al. published a model containing effective light sources at depths z0 + k.d
(d ¼ sample thickness; k ¼ 1,2. . .) together with negative image sources

at –(z0 + k.d) to ensure zero light flux at the surface:

IðrÞ ¼ c

ffiffiffiffiffiffi
p
aþ

r
exp �2

ffiffiffiffiffiffiffiffiffiffi
maaþ

p	 
þ ffiffiffiffiffiffi
p
a�

r
exp �2

ffiffiffiffiffiffiffiffiffiffi
maa�

p	 
� �
; (15.135a)

where

a� ¼ ðz� z0Þ2 þ r2

4D
; D ¼ ma

meff 2
; (15.135b)

with D being a diffusion constant, and z0 ¼ 1/ms0.
However, when integrating this function over volume, two singularities arise,

at z ¼ � z0. This problem was tackled by Rinzema and Graaff [29], who included

non-scattered photons. This leads to a change:

IðrÞ ¼ P

4pDr
expð�meff :rÞ !

P

4p
a0

Dar
expð�k0rÞ þ 1

r2
expð�mtrÞ

� �
;

(15.136a)

and it is seen that, as in Bonner’s model, a term with n ¼ 2 is present. In (15.136a)

mt ¼ ms + ma, a0 ¼ ms/mt (albedo) and Da ¼ ma/k0, with k0 is the positive root of

a0: arctanðk0=mtÞ ¼ k0=mt: (15.136b)

The model of Patterson et al. was extended by Farrell et al. [7], who, starting

byassuming an effective source at z ¼ z0 ¼ 1/(ma + ms0) (with corresponding

negative image source at �z0), calculated the photon current leaving the tissue as

the gradient of the fluence rate at the surface times D, and arrived at

IðrÞ ¼ 1

4p

X
k¼1;2

z0k meff þ
1

rk

� �
expð�meff rkÞ

rk2
(15.137a)

with

r1 ¼ ðz� z0Þ2 þ r2
h i1

2
; r2 ¼ ðzþ z0 þ 2zbÞ2 þ r2

h i1
2

(15.137b)
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The depth correction zb arises from taking refractive index mismatch at the

surface interface into account [4, 30]

zb ¼ 2AD; A ¼ 1þ rd
1� rd

(15.137c)

and

rd ¼ �1:440nrel
�2 þ 0:710nrel

�1 þ 0:668þ 0:0636nrel: (15.137d)

An example of the Farrell model is given in Fig. 15.36, in which a Monte Carlo

simulation for a typical situation is compared.

This model is implemented in the program, together with the simple model given

in (15.133), for different values for n.
Farrell et al. also extended the model given above by assuming that the effective

source extends along the Z-axis, obeying a Lambert-Beer-like attenuation law with

ma + ms0 as the attenuation coefficient, but this results in expressions that are not very
tractable.
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Fig. 15.36 Comparison of the Farrell model with simulations, for a one-layer semi-infinite

sample with ms0 ¼ 1 mm�1 and ma ¼ 0.01 mm�1. In simulations: Henyey-Greenstein phase

scattering function, g ¼ 0.90. Detected photons: 50,000. Detection window radius: 0–12 mm.

Ratio of reflected vs. injected photons: in the simulation: 0.748, in the model: 0.749. At small

r-values deviations occur due to the limited applicability of the diffusion approximation in that

region
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15.8.4.2 Total Reflection
The approximations given above can be integrated over the surface, using

Itotal ¼
Z1
0

IðrÞ:2pr:dr (15.138)

and this will lead to

Itotal ¼ c ðp=meff Þ
3
2; ¼ c 2p=meff ; ¼ 1 for b ¼ 1

2
; 1; 2 (15.139a)

and for the Farrell model

Itotal ¼ 1
2
Pa0 expð�meff z0Þ 1þ exp � 4

3
A meff z0

n oh i
(15.139b)

with a0 as the reduced albedo: a0 ¼ ms0/(ma + ms0). It turns out that the correspon-

dence of the Farrell model with simulated data, for values of the optical constants

typical for tissue, is rather satisfactory. This is reflected in Fig. 15.37, where

the ratios of reflected and injected photons in the simulation and in the model

are compared.
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Fig. 15.37 Comparison of

the ratio of reflected vs.

injected photon numbers,

calculated with the Farrell

model and with Monte Carlo

simulations. Upper panel:
varying absorption coefficient

ma; ms ¼ 10.4 mm�1;

g ¼ 0.90; ms0 ¼ 1.04 mm�1.

Lower panel: varying reduced
scattering coefficient ms0;
g ¼ 0.90; parameter: ma
[mm�1]. Here the difference

for zero absorption and low

scattering may be caused by

the limited thickness of the

sample (65 mm)
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15.8.4.3 Doppler Power Spectrum Approximations
In Sect. 15.7.1, the option of including particle velocities, leading to Doppler

frequency spectra, was treated. In Sect. 15.8.1, the possibility for calculating the

moments of the Doppler power spectra was mentioned.

The program offers the option of fitting those spectra with predefined functions,

since Bonner et al. [5] showed that sometimes these spectra might correspond to

simple Lorentzian or Gaussian time functions.

For a Gaussian function, suppose the frequency distribution f(o) looks like

f ðoÞ ¼ expð�o2=s2Þ; (15.140a)

as is known with interval Do, then the homodyne power spectrum (for o
 0 only!)

will have the form

SðoÞ ¼
ffiffiffiffiffiffi
1

2
p

r
:s: expð�o2=ð2s2Þ Do; (15.140b)

and so the maximum (at o ¼ 0) and the width of S(o) will be √(p/2).s.Do, and √2
(¼ 1.414) times the maximum and the width of f(o), respectively.

The moments are listed below, in Table 15.1.

For a Lorentzian function, suppose the frequency distribution f(o) is given by

f ðoÞ ¼ exp �joj=sð Þ; (15.141a)

then

SðoÞ ¼ ðoþ sÞ expð�o=sÞ Do; (15.141b)

and the maximum and the width of S(o) will now be s.Do and 1.67835 s,
respectively, while those of f(o) are 1 and s.ln2 (¼ 0.69315 s), respectively,
a broadening with a factor of 2.4213.

15.9 Conclusions

We have described the physics and mathematics behind the Monte Carlo light

scattering simulation program as developed in our group. It offers a large number of

Table 15.1 Moments of Lorentzian and Gaussian Power Spectra (after integration over o
from 0 to 1)

Model M0 M1 M2 M1/M0 √(M2/2 M0)

Gaussian ½ s√p ½ s2 ¼ s3√p s/√p ½ s

Lorentzian s s2 2 s3 s s
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options and extra features. Among the options are inclusion of various structures,

like tubes and spheres, in the layer system; working with different concentrations of

particles with different optical characteristics; investigating reflection, transmis-

sion, and absorption; studying path length and time-of-flight distributions; inclusion

of frequency-modulation spectra and ultrafast transillumination phenomena; han-

dling of Doppler frequency shifts upon scattering at moving particles; calculation of

photoacoustic response from sources of absorbing particles; and performance of

Raman and fluorescence spectroscopy. The light source might be a pencil beam,

a broad parallel beam, or a divergent beam, from an external or an internal focus, or

photons produced at the positions where (in previous simulations) photons were

absorbed.

The output options include distribution plots of a number of variables, such as the

position of detection, the angles at detection, the number of scattering events, the path

length (either optical or geometrical), and the Doppler frequency shift. Detectionmight

occur in reflection and transmission, i.e., at the surface or at the bottomof the sample, or

internally, e.g., at the inner surface of an embedded sphere.

In addition to the simulations, a number of approximations is present, namely for

the Doppler power spectra, the intensity curves, and the frequency-modulation

distributions of the phase and the modulation depth.

15.10 Book Editor’s Comments

The advantage of the described method of “sudden death” photons, is, that it is easy

to incorporate “objects” in the stattering/absorbing medium, like layers, blocks,

spheres, cylinders, mirrors, cones and even torusses, with different optical charac-

teristics. Also, Raman and fluorescence can be performed easy: just run the

simulations in “absorbing” mode. Then the program stores the positions of places

where photons are absorbed, and those positions can be used as sources of Raman or

fluorescence scattering in a subsequent run. Or you can do photo-acoustics, by

calculating the photo-acoustic response from those absorbed photons, and accumu-

lating those responses on a (simulated) “piezo-detector”.

The most current and recently developed Monte Carlo (MC) studies have used

publically available MCML code or its modified version [13, 31–33]. The MCML

is based on the photon weight variance reducing, i.e., the weight of each photon

packet during the propagation within a medium is attenuated exponentially

according to scattering and absorption coefficients of the medium. When the actual

weight W becomes too small, the technique, so-called “Russian roulette,” is

applied, which gives each photon packet a chance m to survive with a weight

m*W. This approach was originally used for counting fluence rate distribution and

tends to balance energy of incident radiation with the energy of radiation absorbed

and scattered within the medium. Such an assigning of the additional weight to

randomly selected photon packets results in unjustified increasing of their path

lengths within the medium. This affects the final distribution of the photon paths

and may give an uncertainty to the method.
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Another approach combines the statistical weight scheme and effective simula-

tion of optical photon paths [34]. The simulation is based on the modeling of a large

number of possible trajectories of the photon packets from the area of injection of

photons into the medium to the site where the photon packet leaves the medium.

The initial and final states of the photons are entirely determined by the source and

the detector geometries, numerical apertures, spatial distribution of the intensity of

incident light, detector sensitivity, etc. Assuming the independence of absorption

and scattering along the photon trajectory allows for simulating these events

separately. Therefore, during the propagation within a medium, the weight of

each photon packet is attenuated only due to the partial reflection and/or refraction

on the medium boundaries, i.e., total internal reflection is taken into account [35].

Thus, accumulating a sufficient number of the photon packets (106–108) between

source and detector areas the statistical weight of each photon packet is recalculated

by exponential attenuation according tp its total path length and absorption coeffi-

cient of the medium. This allows for rapid recalculation of the intensity for a set of

the medium absorption assigned for particular wavelengths. Thus, tissue reflec-

tance, transmittance and fluorescence spectra, OCT images, and so on can be

simulated with ease. The great advantage of this approach is that time of simulation

is independent of the absorption of the medium and the modeling avoids the energy

conservation problem that occurs in roulette-based MC techniques. With the further

recent developments, this MC approach has been generalized for a number of

applications [36] and is available on-line [37].

MC modeling is widely used in calculations of tissue fluorescence. Suggested

models [38, 39] have assumed that the fluorescence is emitted uniformly from the

scattering sites in random directions. An algorithm, described in Ref. [40], accounts

for spatial distribution of fluorophores within the skin as an example of a tissue. The

MC algorithms for calculation of skin reflectance spectra [34, 41] and for optically

cleared skin [42] have been designed. The coherent multiple scattering effects in the

framework of MC modeling are discussed in Refs. [43, 44]. The MC algorithm for

simulation of real image transfer through disperse turbid medium [45] and the MC

imitation modeling of 2D OCT images accounting for polarization, coherence, and

speckles [46, 47] are available.

The first application of MCML to GPU parallel computing for high-speed

simulation of photon migration has been done [48] and the first Online Object

Oriented MC-algorithm utilized CUDA NVIDEA GPU technology and unified for

multiple applications in tissue optics, including skin color, reflectance spectra, and

polarization simulation, is described [36, 37].

Three-dimensional MC code for photon migration through complex heteroge-

neous media, including the adult human head, has been described [49]. In Ref. [50],

three different MC programs of polarized light transport in scattering media are

carefully compared. New closed-form approximation for skin chromophore map-

ping was tested by comparing it to the MCML simulation model [51].

An effective MC-algorithm for simulation of the photoelectric current in laser

Doppler flowmetry of blood in skin can be found in the literature [52].

A quantitative description of optical properties of blood using inverse MC (IMC)
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algorithms has been provided and the absorption (ma) and scattering (ms) coeffi-
cients and the anisotropy factor (g) of human blood were evaluated from experi-

mental data by IMC simulations in various physiological conditions [53–55]. The

IMC algorithm was also designed for the analysis of blood optical properties in

flows [56]. The changes of optical properties in flows were speculated as related to

deformation, distribution, and orientation of erythrocytes caused by a share stress in

a cell flow. The optical properties derived using conventional MC codes, however,

do not represent the actual interaction between photons and erythrocytes. In par-

ticular, estimation of the anisotropy factor presents a difficult problem. Because

erythrocytes have a nonspherical biconcave shape, the scattering depends on the

incident photon direction; in addition, their deformability in the flow significantly

complicates the scattering problem. In Refs. [57, 58], the MCML-algorithm

based on Henyey-Greenstein phase function was suggested for modeling of light

scattering by erythrocytes. Detailed analysis of the impact of phase function on MC

modeling can be found in Refs. [59, 60].

To overcome the shortcomings of conventional MC methods, a photon-cell

interactive Monte Carlo (pciMC) code that tracks photon propagation through

both the extra- and intra-cellular spaces of erythrocyte without the need for the

macroscopic scattering phase function and anisotropy factor was proposed [61].

In the pciMC approach, 3-D biconcave erythrocytes are described by the input

parameters including volume, shape, and hematocrit. The interaction of photons at

the plasma-cell boundary is expressed by the geometric optics, since normally

hemoglobin is more or less homogeneously distributed in cytoplasm of

a erythrocyte, the size of which is much more than the wavelength. Therefore, the

pciMC code can follow the scattering changes depending on the cell volume, shape,

and orientation, as well as the intracellular hemoglobin concentration.

Description of IMC algorithms for reconstruction of optical parameters of tissues

(skin, subcutaneous, and muscle tissues) can be found in an overview paper [62].
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Abstract

The fundamental aspects of optical coherence tomography and a brief descrip-

tion of its applications in medicine and biology are presented. The impact of

multiple scattering in tissues on OCT imaging performance, and developments

in reducing the overwhelming multiple scattering effects and improving imaging

capabilities by the use of immersion technique are discussed. A novel technique

based on the use of biocompatible and hyperosmotic chemical agents to impreg-

nate the tissue and to enhance the OCT images is described. The mechanisms for

improvements in imaging depth and contrast are discussed, primarily through

the experimental examples.

16.1 Introduction

Over the last two decades, noninvasive or minimally invasive spectroscopy and

imaging have witnessed widespread and exciting applications in biomedical diagnos-

tics. Optical techniques that use the intrinsic optical properties of biological tissues,

such as light scattering, absorption, polarization, and autofluorescence, have many

advantages over the conventional X-ray computed tomography, MRI, and ultrasound

imaging in terms of safety, cost, contrast, and resolution features. Time-resolved and

phase-resolved optical techniques are capable of deep-imaging of the tissues that

could provide information of tissue oxygenation states and detect brain and breast

tumors [1, 2], whereas confocalmicroscopy andmulti-photon excitation imaging have

been used to show cellular and subcellular details of superficial living tissues [3, 4].

However, most biological tissues strongly scatter the probing light within the visible

and near-infrared range, i.e., the therapeutic and/or diagnostic optical window. The

multiple scattering of light is severely detrimental to imaging contrast and resolution,

which limits the effective probing depth to several hundred micrometers for the

confocal microscopy and multi-photon excitation imaging techniques. However,

some clinical applications, such as early cancer diagnosis, require the visualization

of intermediate depth range of the localized anatomical structures with micron-scale

resolution.

Optical coherence tomography (OCT) fills a nice niche in this regard. It uses

low-coherence interferometry to image internal tissue structures to the depth up to

2 mm with micron-scale resolution [5, 6]. Its first applications in medicine were

reported more than 20 year ago [7–11], but its roots lie in early work on white-light
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interferometry that led to the development of optical coherence-domain reflectom-

etry (OCDR), a one-dimensional optical ranging technique [12]. Although OCDR

was developed originally for finding faults in fiber-optic cables and network

components [13], its ability to probe the eye [14–16] and other biological tissues

[17] was soon realized. The superb axial resolution is achieved by exploiting the

short temporal coherence of a broadband light source. Borrowing the concept of

confocal microscopy, OCDR was quickly extended to section the biological tissues

[7] through the point-by-point scan, so-called optical coherence tomography. OCT

enables microscopic structures in biological tissue to be visualized at a depth

beyond the reach of conventional confocal microscopes. Probing depth exceeding

2 cm has been reported for transparent tissues, including the eye [18] and frog

embryo [19]. To date, successful stories of in vitro and in vivo OCT applications in

medicine have been delivered in a wide number of areas, for example, ophthalmol-

ogy [20], gastrointestinal tract [21–25], dental [26], and dermatology [27–29]. OCT

is becoming viable as a clinical diagnostic tool with the recent advent of high-

power, low-coherence sources and near real-time image scanning technology [30].

The high resolution (<10 mm) and high dynamic range (>100 dB) of OCT would

allow for in vivo tissue imaging approaching the resolution of excisional biopsy. An

advantage that OCT has over high-frequency ultrasonic imaging, a competing

technology that achieves greater imaging depths but with low resolution [31], is

its relative simplicity and cost-effectiveness of the hardware on which OCT sys-

tems are based.

This chapter introduces the fundamental aspects of optical coherence tomogra-

phy and briefly discusses its applications in medicine and biology. In the later parts

of chapter, we will discuss how multiple scattering of tissue would impact the OCT

imaging performance, and the developments in reducing the overwhelming multi-

ple scattering effects and improving imaging capabilities by the use of immersion

techniques.

16.2 Optical Coherence Tomography: The Techniques

16.2.1 Introduction

OCT is analogous to ultrasonic imaging that measures the intensity of reflected

infrared light rather than reflected sound waves from the sample. Time gating is

employed so that the time for the light to be reflected back, or echo delay time, is

used to assess the intensity of backreflection as a function of depth. Unlike

ultrasound, the echo time delay of an order of femtosecond cannot be measured

electronically due to the high speed associated with the propagation of light.

Therefore, the time-of-flight technique has to be engaged to measure such ultra-

short time delay of light backreflected from the different depth of sample. OCT uses

an optical interferometer to solve this problem. Central to OCT is a low-coherence

optical reflectometry (LCR) that can be realized by a Michelson or a Mach-Zehnder

interferometer illuminated by a low coherent light source.
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16.2.2 Low Coherence Reflectometry

LCR, or “white light interference,” has been used for centuries in industrial

metrology, e.g., to measure the thickness of thin film [32], as a position sensor

[33], and with other measurands that can be converted to a displacement [34]. At

present, all OCT techniques use LCR to obtain the depth-resolved information of

a sample, an example of which is shown in Fig. 16.1.

One arm of the interferometer is replaced by the sample under measurement.

The reference mirror is translated with a constant velocity vr to produce interference
modulation with Doppler frequency fD ¼ 2vr/l0 for optical heterodyne detection,

where l0 is the central wavelength of a low-coherence light source. Then the

interference can occur only when the optical path lengths of light in both the sample

arm and reference arm are matched to within the coherence length of light source.

The principle of LCR can be analyzed in terms of the theory of two-beam

interference for partially coherent light. Assuming that the polarization effects of

light are neglected, Esðt� Ls=cÞ and Erðt� Lr=cÞ are scalar complex functions that

represent the light fields from the sample and reference arms of a Michelson

interferometer, respectively. Ls and Lr are the corresponding optical path lengths.

Given the assumption that the photodetector captures all of the light from the

reference and sample arms, due to time invariance of the light field, the resultant

intensity at detector PD is then:

IdðtÞ ¼ ½EsðtÞ þ Erðtþ tÞ�½EsðtÞ þ Erðtþ tÞ��h i; (16.1)

where the angular brackets denote the time average over the integration time at

the detector; t ¼ DL=c is the time delay corresponding to the round-trip optical

path length difference between the two beams, i.e., DL ¼ Ls � Lr ¼ 2n0ðls0 � lr0Þ;
no ffi 1; is the refractive index of air; and ls0 and lr0 are the geometric lengths

of two arms, as indicated in Fig. 16.1. Because Is ¼ EsðtÞE�
s ðtÞ

� �
and

Ir ¼ Erðtþ tÞE�
r ðtþ tÞ� �

; equation (16.1) can then be written as:

IdðtÞ ¼ Is þ Ir þ 2Ref<EsðtÞE�
r ðtþ tÞ>g: (16.2)

The last term in the above equation, which depends on the optical time delay

t set by the position of the reference mirror, represents the amplitude of interference

fringes that carry information about the structures in the sample. The nature of

the interference fringes, or whether any fringes form at all, depends on the degree to

which the temporal and spatial characteristics of Es and Er match. Thus, the

interference functions as a cross-correlator and the amplitude of interference signal

generated after integration on the surface of the detector provides a measure of the

cross-correlation amplitude. The first two terms in (16.1) contribute to the dc signal

only in the interference signal detected by photodetector. To facilitate the separa-

tion of cross-correlation amplitude from the dc component of detected intensity,

various techniques have been realized to modulate the optical time delay, i.e., t.
A few of these techniques will be discussed later.
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Under the assumption that the sample behaves as a perfect mirror that leaves the

sample beam unchanged, the correlation amplitude depends on the temporal-

coherence characteristics of the source, according to

Ref<EsðtÞE�
r ðtþ tÞ>g ¼ jGðtÞj cos½2pf 0tþ fðtÞ�; (16.3)

where is the central frequency of the source with c the speed of light, and G(t) is its
complex temporal coherence function with an argument of f(t). According to the

Wiener-Khinchin theorem, G(t) is related to the power spectral density of the

source, S(f), as [35, 36]

GðtÞ ¼
ð1
0

Sðf Þ expð�j2ptÞdf : (16.4)

It follows from this relationship that the shape and width of the emission

spectrum of the light source are important variables in the low-coherence interfer-

ometry, and thereby OCT, because of their influence on the sensitivity of the

interferometer to the optical path length difference between the sampling and

reference arms. Light sources with broad bandwidth are desirable because they

produce interference signals of short temporal extent. The relationship between S(f)
and G(t) can be seen clearly when both are represented by Gaussian functions:

Sðf Þ $ GðtÞ (16.5)

with

Sðf Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi
ln 2=p

p
Df

exp �4 ln 2
f � f 0
Df

� �2
" #

; (16.6)

PD

Heterodyne 
Detection

Data Acquisition 
+ Computing Unit

Sample

Reference 
Mirror

Lr = 2nolro

vr

Ls = 2nolso

SLD

Fig. 16.1 Schematic of

low-coherence interferometer
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and

GðtÞ ¼ exp � pDf t

2
ffiffiffiffiffiffiffi
ln 2

p
� �2

" #
expð�j2pf 0tÞ: (16.7)

In these equations, the full-width-half-maximum bandwidth Df represents the

spectral width of the source in the optical frequency domain. The corresponding

measure of the correlation width, derived from (16.7), is the correlation length

(in free space), given by

lc ¼ 2c ln 2

p
� 1

Df
� 0:44

l20
Dl

; (16.8)

where Dl is the full-width of the coherence function at half-maximum measured in

wavelength units. Other definitions of the coherence length yield similar expres-

sions, but with a different constant factor. For example, defined as the speed of light

in medium times the area under the squared amplitude of the normalized temporal

coherence function, lc � 0:66 l20=Dl [35]. In the OCT community, (16.8) is often

used.

16.2.3 Noise

One of the main noise sources in LCR is mechanical 1/f noise. To achieve shot-

noise-limited detection, a heterodyne technique can be used. The most straightfor-

ward and simplest technique in optics is to use the Doppler effect, e.g., simply

moving the reference mirror with constant speed v. Thus the time delay will be

t ¼ 2vt

c
: (16.9)

Then we have the ac term of detected interference signal time-modulated by

Ref<EsðtÞE�
r ðtþ tÞ>g ¼ jGðtÞj cos½4pf 0vt=cþ fðtÞ�: (16.10)

From here, the central Doppler frequency will be

f ¼ 2f 0v

c
¼ 2v

l0
: (16.11)

Figure 16.2a shows an example of a time-modulated interference signal detected

by the photodetector. The detected ac signal is bandpass filtered with respect to the

central Doppler frequency as the center frequency, then rectified and low-pass

filtered. The output of the low-pass filter is the envelope of the time-modulated ac

interference signal, which is equivalent to the cross-correlation amplitude
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mentioned above. Figure 16.2b gives an example of the detected envelope

corresponding to Fig. 16.2a.

In addition to 1/f noise, there are several other noise sources such as quantum

noise, shot noise, and electronic noise. The impact of these noise disturbances on

the measurement can be described by signal-to-noise ratio (SNR), which is the ratio

of the expected mean photocurrent power to its standard deviation. The dynamic

range (DR) of an instrument is defined by the ratio of the maximum to the minimum

measurable photocurrent power P of the interference signal:

DR ¼ 10 log
Pmax

Pmin

¼ 10 logðSNRmaxÞ: (16.12)

Photocurrent power P is proportional to the square of the light intensity imping-

ing at the photodetector, hence

Pmax

Pmin

¼ R2
max

R2
min

¼ 1

R2
min

) DR ¼ �20 logðRminÞ; (16.13)

where Rmin is the minimal reflectivity in the sample beam producing

a photodetector signal power equal to the standard deviation of the photocurrent

power generated by a reflectivity of Rmax ¼ 1. In case of LCR and OCT, the

intensity at photodetector is caused by the interference of the sample beam with

the reference beam. Hence, according to the interference law, the signal intensity at

the photodetector is proportional to the square root of the object intensity and we

have in this case:

DR ¼ �10 logðRminÞ: (16.14)

The LCR and OCT have been designed near the shot noise limit by choosing

a proper Doppler frequency to avoid low frequency 1/f noise [13], a proper

balanced-detector scheme to reduce the excess photon noise [37], and a proper
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Fig. 16.2 (a) Time-modulated ac term of interference signal, (b) corresponding cross-correlation
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transimpedance amplifier resistance voltage to overcome thermal noise [38].

The simplest method for choosing a proper Doppler frequency is to mount the

reference mirror on a linear translation stage moving at a chosen constant velocity.

The other methods include the fiber stretching via a piezoelectric crystal [39], and

frequency domain scanning by introduction of a grating-based phase control delay

line [40].

16.2.4 Optical Coherence Tomography

Optical coherence tomography performs cross-sectional imaging by measuring the

time delay and magnitude of optical echoes at different transverse positions,

essentially by the use of a low-coherence interferometry. A cross-sectional image

is acquired by performing successive rapid axial measurements while transversely

scanning the incident sample beam onto the sample (see Fig. 16.3). The result is

a two-dimensional data set, which represents the optical reflection or backscattering

strength in a cross-sectional plane through a material or biological tissue. OCT was

first demonstrated in 1991 [7]. Imaging was performed in vitro in the human retina

and in atherosclerotic plaque as examples of imaging in transparent, weakly

scattering media, as well as highly scattering media. The system implemented by

the optic fiber couplers, matured in the telecommunication industry, offers the most

advantage for the OCT imaging of biological tissues because it can be integrated

into almost all currently available medical imaging modalities, for example, endo-

scope and microscope. Figure 16.4 gives an example of the optic-fiber versions of

OCT [25, 29]. In this type of optic-fiber version of interferometer, light from a low-

coherence light source is coupled to a single-mode fiber coupler where half of light

power is conducted through the single-mode fiber to the reference mirror. The

remaining half enters the sample via proper focusing optics. The distal end of the

fiber in the sample arm serves a dual role as a coherent light receiver and spatial

filter analogous to a confocal pinhole. Because the dc signal and intensity noise

generated by the light from the reference arm add to the interference signal, it

makes the system prone to the photon excess noise. One way to reduce this type of

noise is to use a balanced detection configuration as shown in Fig. 16.4 that would

make the background noise components cancelled by subtracting the photocurrents

generated by two photodetectors. The interference signals at the output of the

detectors add because they vary out of phase [50].

OCT has the advantage that it can achieve very high axial image resolution

independent of the transverse image resolution. The axial resolution is determined

by the coherence length of light source used, i.e., (16.8), which is independent of the

sampling beam focusing conditions. From (16.8), the axial resolution is inversely

proportional to the spectral bandwidth of light source. Thus, the higher axial

resolution can be achieved by the use of a wider spectral bandwidth of light sources.

Table 16.1 lists characteristics of a variety light sources suitable for use in OCT

systems [6]. The most commonly used sources in the current OCT systems are the

superluminescent diodes (SLDs) with peak emission wavelengths in either 820 nm
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or 1,300 nm fiber-optic telecommunication bands because of their high irradiance,

compactness, and relatively low cost. However, the spectral bandwidth of the

available SLDs is usually limited, which determines the achievable axial resolution

at 7–10 mm for 800 nm and 10–20 mm for 1,300 nm band light sources, which are

sometimes not sufficient to meet the resolution requirement for some medical and

industrial applications. In order to enhance the axial resolution, a light source with

broader spectral bandwidth has to be applied. Researchers attempted to integrate

a number of SLDs with non-overlapping central wavelengths into a single broad-

band source for resolution improvement [41], but the improvement is suboptimal in
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terms of emitting wavelength of the multiplexed SLD that is typically centered at

>900 nm, overlapping the water absorption at 980 nm that may affect the imaging

depth. A number of reports (e.g., [11, 42–44]) have demonstrated the use of state-

of-the-art femtosecond lasers to achieve a 2–3 mm axial resolution, but with the

disadvantage of being expensive and bulky limits its uses to a few research

laboratories. Being spectrally very broad and visually very bright, supercontinuum

(SC) light sources have attracted notice as an excellent alternative for OCT imaging

to achieve subcellular axial resolution [45–49]. There have also been developments

in diode-pumped superfluorescent fiber sources [51, 52] that gained attention

because of their low cost and compactness. The high power and wide bandwidth

of these light sources make them attractive alternatives for fast, high-resolution

OCT imaging of in vivo biological tissues.

The lateral or transverse resolution achieved with an OCT imaging system is

determined by the focused spot size limited by the numerical aperture of the lens

used to deliver the light onto the sample, and the optical frequency of incident light

as in conventional microscopy [57]. The transverse resolution can be written

Dx ¼ 4lf
pd

; (16.15)

where d is the spot size on the objective lens and f is its focal length. High transverse
resolution can be achieved by the use of a large numerical aperture of lens and

focusing the beam to a small spot size. In addition, the transverse resolution is also

related to the depth of focus or confocal parameter, b. The confocal parameter is

Table 16.1 Low-coherence light sources suitable for use in OCT systems

Light source

Central

wavelength (nm)

Bandwidth

(nm)

Emission

power Reference

Edge-emitting LED 1,300, 1,550 50–100 20–300 mW [53]

SLD 800, 1,300 20–50 1–10 mW [41]

Multiple QW 800 90 15 mW [55]

LED/SLD 1,480 90 5 mW [56]

Laser-pumped

fluorescent organic

dye

590 40 9 mW [54]

Mode-locked

Ti:Al2O3 laser

820 50–200 400 mW [42]

Mode-locked

Cr4+forsterite laser

1,280 75 30 mW [42]

Superfluorescent optical fibers:

Er-doped 1,550 40–80 10–100 mW [52]

Tm-doped 1,800 80 7 mW [52]

Nd-/Yb-doped 1,060 65 108 mW [51]

Supercontinuum Selectable 200–300 2 W [49]
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twice the Raleigh range, 2zR. Its relationship to transverse resolution is described by
the formula:

b ¼ 2zR ¼ pDx2=2l: (16.16)

In addition to its high-resolution feature, advantages of OCT for medical imaging

include its broad dynamic range, rapid data acquisition rate, and compact portable

structure. The frame rates for OCT systems are currently at four to eight frames per

second [40]. At the beginning of OCT development, the path length in the reference

arm was scanned via the use of a moving mirror or galvanometer [7]. However, such

scanning would require approximately 40 s to perform imaging of non-transparent

tissue [58]. A system similar to this is still in use for imaging the transparent tissue

of the eye, and sometimes is sufficient for use as a research tool. Fiber-stretching

with a piezoelectric crystal [28] in the reference arm offers a rapid scanning of the

optical path length. However, there are disadvantages in the use of such tech-

nique, including polarization mode dispersion, hysteresis, crystal breakdown, and

high voltage requirement. Presently, the most popular OCT systems employ

a variable optical group delay in the reference arm through the introduction of

a grating-based phase control delay line [39]. This configuration was originally

designed for shaping femtosecond pulses that employ a grating-lens combination

and an oscillating mirror to form an optical delay line [59]. It was reported to

achieve high data acquisition rates up to 4–8 frames per second [61]. In addition to

its high data acquisition rate, the system has two other advantages over the

previous configurations. The optical group delay can be varied separately from

the phase delay, and the group velocity dispersion can be varied without the

introduction of a separate prism [60, 61].

The OCT system described above is the backbone of current OCT system

developments, particularly in stimulating new concepts and ideas. This is usually

called the time domain approach (TDOCT), i.e., the first generation of the OCT

development. There are varieties of other systems developed that operate at differ-

ent domains or reveal different functionalities of the tissue, but essentially the same

mechanism, for example, dual beam OCT [8, 62], en-face OCT [63, 64] (see also

▶Chap. 19), Fourier domain OCT [65–67], whole-field OCT [68, 69], and func-

tional OCT including polarization sensitive OCT [70–72] (see also ▶Chap. 21),

Doppler OCT [73–78] (see also ▶Chap. 22), and spectroscopic OCT [79].

For detailed information regarding the different forms of OCT systems, please

refer to recent comprehensive review papers [80, 81] and a monograph [82].

With the current shift of OCT application to in vivo imaging applications, one of

the most important parameters that must be considered is the imaging speed,

because the faster the imaging speed, the better we can manage to minimize the

motion artifacts that are inevitable for any in vivo imaging applications. Being the

first generation, TDOCT is capable of only up to �8,000 A-lines per second (with

most systems having up to 2 kHz A-scan rate), which is mainly restricted by the

employment of a mechanically scanning mirror in the reference arm to provide
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depth-resolved axial information of the sample. With this imaging speed, it is

sometimes difficult for TDOCT to achieve in vivo 3D scanning. For example, in

retinal imaging, only several cross-sectional images could be captured before eye

blinking and movements happen [83], which is inevitable for human studies. To

increase the imaging speed, a new interferogram detection scheme, Fourier domain

OCT (FDOCT), is proposed to directly achieve depth-resolved reconstruction of the

biological tissue without the need of mechanically scanning the reference arm

[66, 84], a development that represents the second OCT generation (2gOCT). In

FDOCT, the interference spectrograms are detected either with a broadband light

source and a high-speed spectrometer (i.e., spectral domain OCT [SDOCT])

[66, 84] or a wavelength swept laser and ultrahigh-speed photodetector (swept

source OCT [SSOCT]) [85, 86]. Compared with TDOCT, FDOCT has proven to

have dramatically improved system sensitivity [87–89], thereby affording much

higher imaging speed without losing useful information about the sample. Begin-

ning in 2002 [90], FDOCT has gradually become dominant in OCT development

[91–97], allowing a scanning rate at dozens of kilo-A-lines per second (up to

�40 kHz). With this imaging speed, it is possible to visualize the sample in a 3D

mode, offering much flexibility in the comprehensive analysis and quantification of

the sampled volume. In addition, based on the high-speed FDOCT, several novel

imaging processing algorithms have been made possible to achieve in vivo 3D

functional imaging of the tissue sample, for example, the blood flow and micro-

vasculature imaging [98–110].

Although 2gOCT has been demonstrated great success in the past few years, the

imaging speed is still a barrier to achieve satisfactory 3D imaging on untrained

patients due to the inevitable motion during the in vivo imaging. It is now clear that

one of the solutions to reduce the motion artifacts in the final results is to further

improve the system imaging speed. Recently, the ultrahigh-speed (hundreds of kHz

line rate) FDOCT system (the third-generation (3 g) OCT) has become increasingly

attractive by employing the frequency domain mode locking (FDML) technology

[111–114] in SSOCT and high-speed line scan CMOS camera in SDOCT [115–

117]. For example, the 20-MHz system based on a 1,310 nm swept laser source was

demonstrated in Ref. [118]. At a different operating wavelength, the 1.3-MHz

1,050 nm system was reported in Ref. [119]. So far, the fastest retinal FDOCT

system, which can maintain both the high axial resolution (�7 mm) and the ultrafast

imaging speed, is reported in Ref. [111], in which the authors developed an 1-mm
SSOCT system running at �400 k-A-lines per second, realized by combining

FDML with a multi-spot detection strategy. It is reported that it is possible with

this system to further improve imaging speed to 684 kHz [119]. However, the

commercial utilization of such SSOCT is yet to be approved by the FDA. Currently,

the commercially available retinal OCT systems are still based on SDOCT, with the

imaging speed directly determined by the camera employed in the spectrometer.

Until now, the fastest retinal SDOCT system reported is a system working at

a 312 kHz A-line rate [115]. However, to reach 312 kHz, it has to sacrifice the

spectral resolution by using a part of the CMOS sensor array (576 pixels out of

4,096 pixels). In consequence, the detectable depth is shallow (�2 mm in air) and
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the system sensitivity rolling off is relatively high (�25 dB over 2-mm ranging

distance). To further increase the imaging speed while maintaining the system axial

resolution at less than 10 mm, the acceptable performances, e.g., system sensitivity

rolling off and detectable depth range, are still a challenge in the development of

a retinal SDOCT system.

16.3 OCT in Imaging

16.3.1 Introduction

OCT was originally developed to image the transparent tissue of the eye at

unprecedented resolution [7]. It has been used clinically to evaluate a wide range

of retinal-macular diseases [120–122]. Recently, the technology has been advanced

to image nontransparent tissue, where penetration of light is limited [125, 126].

Nontransparent tissue has high light scattering in nature, which limits the light

penetration depth for OCT imaging. To partially resolve this problem, most OCT

imaging of nontransparent tissues is implemented with light having an incident

wavelength near 1,300 nm, rather than 820 nm used in the relatively transparent

tissues. At the wavelength of 1,300 nm, light scattering is low relative to scattering

of light in the visible region. Absorption is low because this wavelength is too long

to result in large amounts of electron transitions but is too short to induce extensive

vibrational transitions in water. Another method to enhance the OCT imaging depth

for nontransparent tissue is to use the immersion technique to interrogate the tissue

with biocompatible chemical agents. This will be described later in this chapter.

16.3.2 Ophthalmology

Due to the relatively transparent nature of human eye tissue to near-infrared light,

its weakly scattering structures, including the retina, can be imaged by OCT to the

full depth with a resolution at 20 mm without difficulty [8, 18, 19, 127, 128]. The

diagnostic potential of OCT for non-contact biometry segment of abnormalities of

the eye was first demonstrated by Izatt et al. [16]. Using the reflectometer technique

at a central wavelength of 1,310 nm, structures such as cornea, sclera, iris, and lens

anterior capsule can be clearly visualized. With the 820 nm central wavelength,

detailed layered structures within the human retina can now be delineated with high

resolution. See Fig. 16.5 for examples.

Many retinal diseases are accompanied by changes in retinal thickness. Hence,

high depth resolution is an important feature of any imaging techniques used to

diagnose retinal pathology. Current diagnostic tools such as the confocal scanning

ophthalmoscope are limited to a depth resolution no better than 300 mm [129].

Towards this, OCT offers a great potential to advance the diagnostic techniques

because of its high resolution. Using a wavelength of 830 nm, it can easily

differentiate the large-scale anatomical features, such as the fovea, optic disk, and
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retinal profiles. It can also quantitatively assess retinal thickening caused by

macular edema and other diseases. Further studies have shown that the potential

of OCT to quantify the amount of serous retinal detachments, macular holes, and

macular edema, [130, 131] and to assess glaucoma [132].

With the use of a laboratory-based ultra-broadband femtosecond titanium–

sapphire laser light source, an axial resolution of OCT for ophthalmologic

applications has been recently advanced to about 1–3 mm [133, 134], enabling

unprecedented in vivo imaging of intraretinal subcellular structures. The availabil-

ity of this technology for clinical research and patient care will depend mainly on

the availability of suitable sources for ultra-broad-bandwidth light, but it will no

doubt have enormous impact on the future care of our vision.

16.3.3 Developmental Biology

Some of the exciting applications of OCT have occurred in the basic science

of developmental biology. Studies have shown the promises of OCT to

monitor in real time the developing neural and embryonic morphology [19, 29,

136–143] of Xenopus laevis, Rana pipiens, Brachydanio rerio, and chicken and

rodent embyros.
Figure 16.6 shows in vivo 3D OCT images scanned from a 5-day-old chicken

embryo, the time point at which its heart is nearly proper formed. The images have

Fig. 16.5 (a) In vivo microstructure imaging of the human corneo-scleral limbus from a temporal

location, where CnE, corneal epithelium; CnS, corneal stroma; CjE, conjunctival epithelium; CjS,

conjunctival stroma; ES, episclera; S, sclera; SS, scleral spur; CB, ciliary body; I, iris; TM,

trabecular meshwork; SC, Schlemm’s canal. (b) In vivo OCT reveals detailed morphological

features within retina and choroid, where NFL, Nerve fiber layer; GCL, ganglion cell layer; IPL,

inner plexiform layer; INL, inner nuclear layer; OPL, outer plexiform layer; ONL, outer nuclear

layer; ELM, external limiting membrane; PR IS/OS, photoreceptor inner and outer segments; RPE,

retinal pigment epithelium. The scale bar represents 500 mm (Courtesy of Biophotonics and

Imaging Laboratory, University of Washington)
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resolutions of 8 mm (axial) and 20 mm (transversal) where the gray level corre-

sponds to the logarithm of back-scattered light intensity collected by the optical

system, with white representing the highest backscattered signal. These images

show high-resolution details of pathologically important internal structures, includ-

ing myocardium, endocardium, and lumen.

The current imaging speed of the OCT system of more than hundreds of kilo-Hz

enables the dynamic heart microstructures to be captured in vivo at the early

development stage, useful for further understanding of the dynamic interaction of

genetic and environmental factors that determine the generation of the basic

elements, such as cells, extracellular matrix, adhesion molecules, and how these

Fig. 16.6 In vivo 3D OCT images scanned from a 5-day-old chicken embryo. The 3D dataset

enables the accurate segmentation of the heart, as shown in (a): (b) the sagittal scan, (c) the
longitudinal scan, and (d) the transverse scan, where m denotes the myocardium, E the endocar-

dium, and L the lumen (Courtesy of Biophotonics and Imaging Laboratory, University of

Washington)
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basic elements are assembled into a properly functional heart. Figure 16.7 illus-

trates results obtained from a 92-kHz OCT system that captures the beating heart of

a chicken embryo at 3 days old, at the time point when the heart is merely in a form

of a tube, the so-called out-flow-tract (OFT). With the help of post-data processing,

4D non-gated cardiac OCT images can be synchronized to obtain useful morpho-

logical information of the dynamic heart [140]. Figure 16.7a shows the 3D OCT

image captured at the time instant when the chick OFT was maximally dilated,

while Fig. 16.7d demarcates the 3D image captured when the OFT was maximally

constricted. Although the current OCT system does not permit the imaging of

individual cells due to its limited resolution, it performs well in imaging larger

tissue and organ morphology, the structures that are too large to image in vivo with

confocal microscopy. The above results demonstrate that OCT has applications to

developmental biology because it can image biological species noninvasively and

in real time. Such noninvasive 3D imaging of the embryonic internal organs could

make OCT a powerful monitoring tool for developmental biology.

16.3.4 Dermatology

Dermatology appeared to be another promising application field for OCT due to the

obvious ease of access [27]. However, it turned out that skin is a much less

favorable subject for OCT imaging than previously thought because of strong

scattering of the probe light and poor optical contrast between structural compo-

nents in clinically important areas. OCT penetration depth covers the stratum

corneum, the living epidermis, and the dermis consisting mainly of a network of

collagen and elastin fibers and fibroblasts. Nevertheless, it does offer potential for

Fig. 16.7 High-speed OCT system enables 3D imaging of chicken embryos at the early devel-

opment stage. Shown are the 3D images captured at the time instant when the out-flow tract was

maximally dilated (left panel) and maximally constricted (right panel) (Courtesy of Biophotonics

and Imaging Laboratory, University of Washington)
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early detection of malignant melanoma [144, 145]. However, the successful appli-

cation to this problem will depend on establishing correlations with the standard

histopathology through a vast amount of experimental studies. Whether sufficient

optical contrast exists between normal and pathological tissue at a cellular scale is

a critical question that needs to be addressed in the future.

Figure 16.8 illustrates the ex vivo OCT images from a 5-day-old rat at (a) the

chest and (b) the abdomen. It clearly demonstrates that OCT has the capability of

seeing through the skin of the species with high resolution. Different layers and

features starting from skin surface are delineated sharply, including epidermis (E),

dermis (D), hypodermis (H), muscle (M), fascia (F), bone (B), stomach, hair

follicles, and other features.

High-resolution delineation of the skin structures with OCT are shown in

Fig. 16.8c, d, where a whole body of an adult Wistar rat was used in the experi-

ments. Skin imaging with OCT has traditional difficulties because of the skin has

high scattering properties to the near-infrared light which limit light penetration

into deep skin. To reduce the light scattering in the skin, chemical agents were used

in the experiments, including glycerol and propylene glycol, agents known to

provide a bed for refractive index matching inside the superficial tissue [29, 184].

After topical applications of the chemical agent solutions onto the skin surface,

OCT imaging allows us to visualize clearly the different layers and features in

the skin, including epidermis (E), epidermal basement (EB), papillary dermis (P),

reticular dermis (R), hypodermis (HP), fascia (F), muscle, and hair follicles. Far

more detailed structures are delineated in the dermis zone. Note that the experi-

ments were done with topical applications of glycerol solution, Fig. 16.8c, and

propylene glycol solution, Fig. 16.8d.
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Fig. 16.8 Seeing through the rat skin with high resolution: (a) at the chest site and (b) at the
abdomen site. (c, d) high-resolution imaging of pathological skin layers and features [29]
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With the advancement of continuous OCT development in terms of imaging

speed and spatial resolution, it is now possible to image detailed pathological

features and important layers within the human skin in vivo. Figure 16.9 shows

such an example captured using a 1,310 nm OCT system with 180 kHz A-scan rate

and �5 mm spatial resolutions from a human palm region of a volunteer. The

powerful ability of OCT in delineating the microstructures within skin promises

future clinical utility of OCT in the diagnosis, treatment, and management of skin

diseases, such as cancer, port-wine stain, and psoriasis.

16.3.5 Gastroenterology

Gastrointestinal disorders, including cancer, represent a major international health

problem. Conventional gastrointestinal endoscopic diagnosis is predicated on the

gross morphological characteristics of mucosal and submucosal abnormalities [146].

However, endoscopic diagnosis is less successful in clinical situations where the

underlying morphological or biochemical premalignant changes do not alter gross

architecture. Due to its high resolution and in-depth imaging capability, OCT has

potential in the future routine clinical application in gastrointestinal endoscopy [147].

The depth range of OCT imaging, however limited, is sufficient to penetrate the

mucosal lining of endoscopically accessible organs of the gastrointestinal tract to

provide in-depth images with a resolution superior to currently available clinical

imaging techniques [21–24].

OCT images of the normal esophagus, Fig. 16.10a, and esophago-gastric junc-

tion, Fig. 16.10b, allow the visualization of morphology of the mucosa and sub-

mucosa, and distinguish the transitional features from esophagus to stomach. From

Fig. 16.10a, the upper portion of the mucosa, including stratified squamous epithe-

lial (SE) and lamina propria (LP), appears homogeneous in the OCT image.
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Sweat gland
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Fig. 16.9 High-resolution visualization of human skin layers and features in vivo (Courtesy of

Biophotonics and Imaging Laboratory, University of Washington)
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The muscularis mucosa (MM) is more highly reflective than the mucosa. Numerous

blood vessels can be identified in the lamina propria zone.

The transition from the esophageal to the gastric tissues was clearly visualized

by the OCT images as shown in Fig. 16.10b. It demonstrated that the mucosa of the

tract undergoes an abrupt transition from a protective stratified squamous epithe-

lium (SE) to a tightly packed glandular secretory mucosa (S). The lamina propria

(LP) appears highly reflecting and homogeneous in the esophagus. The muscularis

mucosae (MM) is continuous across the junction, though it is less easily seen in the

stomach, where it lies immediately beneath the base of the gastric glands. Other

architectural features such as the excretory ducts, blood vessels, and esophageal

glands were also clearly delineated in the OCT images.

The OCT images of normal colonic tissue allow visualization of the morphology

of the mucosa (M), submucosa (SM), and muscle layers (ML). This is presented in

Fig. 16.11a. A distinct feature of mucosa for the large intestine is its unbranched

simple tubular glands (crypts of Lieberkuhn), which extend through the lamina

propria to the muscularis mucosae (MM). Such a feature is clearly delineated in the

OCT images, where they lie immediately above the muscularis mucosae, while the

latter is seen as a high reflecting layer (see upper portion of Fig. 16.11a). The

muscle layer of the colon is seen as a dark layer because the muscle highly

attenuates the incoming light. The regular horizontal lining seen in the muscle

layer (see bottom of Fig. 16.11a) probably demonstrates the fiber-bundle arrange-

ment of muscularis externa.

The eventual target for endoscopic OCT includes real-time, in situ characterization

of gastrointestinal premalignant changes such as dysplasia, aswell as the identification
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Fig. 16.10 High-resolution OCT images of normal (a) esophagus and (b) esophago-gastric

junction, where S denotes the secretory glands, SE the stratified squamous epithelium, LP the

lamina propria, MM the muscularis mucosae, ED the excretory ducts, BV the blood vessels, and

SM the submucosa; and their corresponding histology (c) and (d), respectively (Courtesy of

Cranfield Biophotonics Group)
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and staging of small, superficial cancers. Endoscopic implementations of OCT in vivo

have been recently reported with some success [148, 149]. As OCT technology

matures, however, accurate primary diagnosis and staging by OCT could have

a significant impact on clinical care because small, early stage malignancies would

be amendable to immediate curative therapy at the time of endoscopy. This capability

would enable physicians to make diagnostic and therapeutic decisions at the time of

examination without referring to the histopathological diagnosis that normally

requires a time frame of 1 week.

16.3.6 Other Biomedical Applications

The distinct features of optical coherence tomography, e.g., high resolution, relative

high penetration depth, and a potential for functional imaging, make OCT a suitable

candidate for optical biopsy. It offers a wide range of promising applications across

all biomedical imaging disciplines. Apart from the applications stated above, we

mention below briefly a few other examples of high-resolution and functional OCT.

Due to optic-fiber implementation of system, OCT is predestinated as an endo-

scopic modality for high-resolution intraluminal imaging of organ systems, includ-

ing intravascular walls. Preliminary studies have shown that OCT can detect

intramural collections of lipid within the intimal vessel wall [123, 150]. Compared

with high-frequency (30 MHz) ultrasound, OCT (1,300 nm wavelength) yielded

superior structural information [151, 152].

Colston et al. presented a fiber-optics-based dental OCT system operating at

a central wavelength at 1,300 nm [153]. Penetration depth varied from 3 mm in hard

tissues to 1.5 mm in soft tissues. Hard tissue structures identified were enamel,

dentin, and dento-enamel junction (see Fig. 16.12, for example). In the early

investigations, birefringence induced artifacts in the enamel OCT imaging [153,

154]. These can be eliminated by measuring the polarization state of the returned

light using a polarization-sensitive OCT (PSOCT). Birefringence detected by

PSOCT, however, has been shown to be useful as a contrast mechanism indicating

pre-carious or carious lesions in both enamel and dentin [155, 156].
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Fig. 16.11 High-resolution OCT image of (a) normal human colon and (b) its corresponding
histology, where the mucosa (M), submucosa (SM), muscularis propria layer (ML), lymph nodule,

and cryptscan be visualized (Courtesy of Cranfield Biophotonics Group)
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16.3.7 Industrial Applications

As stated previously, low-coherence interferometry has already been used in optical

production technology and metrology [32–34]. With the current OCT technique,

Dunker et al. [157] analyzed the applicability of OCT for nondestructive evaluation

of highly scattering polymer-matrix composites to estimate residual porosity, fiber

architecture, and structure integrity. OCT has also found its application to detect the

subsurface extent of the Hertzian crack on the surface of a silicon nitride ball that

has good agreement when compared with the predictions from crack propagation

theories based on principal stresses and on maximum strain energy release [158].

Nondestructive evaluation of paints and coatings is another promising non-medical

OCT application [159]. Operating in a confocal mode, OCT imaging though an

80-mm-thick highly scattering polymeric two-component paint layer (corresponding

to an equivalent thickness of ten mean free paths) has been demonstrated by a light

source with central wavelength at 800 nm and bandwidth of 20 nm [159].

Figure 16.13 gives an example of OCT light penetration depth through a hard

industrial material of a ceramic dish plate where the light source used is 820 nm

central wavelength and 25 nm spectral bandwidth [160]. Despite the high scattering

nature of ceramic materials, the imaging depth beyond 2.5 mm is possible.

Fig. 16.12 OCT imaging of

human tooth near the gingiva

(left). Image size is 1.8 	
4 mm (Courtesy of Cranfield

Biophotonics Group)
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Fig. 16.13 OCT image of

ceramics of a dish plate. The

top is the glaze layer
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16.4 Effects of Light Scattering on OCT

16.4.1 Introduction

Thus far, OCT has been seen to have the capability to delineate noninvasively sub-

surface microstructures, which has the potential to improve the diagnostic limits of

currently available imaging techniques, allowing a wide range of clinical disorders

to be addressed at an early stage. However, the reality is that OCT relies on the

penetration and back-scattering of light into tissue to construct cross-sectional,

tomographic images. It collects the back-scattered photons that have experienced

less scattering, i.e., ballistic or least-scattered photons. However, unlike the trans-

parent ocular organs where OCT found its most successful applications [18], there

is no evidence that an OCT imaging depth beyond 2 mm for opaque biological

tissues is possible [126]. This is largely due to the multiple scattering inherent in the

interactions between the probing light and the targeted tissue, which limits light

penetration into the tissue, and therefore prevents the deep microstructures from

imaging. Generally, multiple scattering could degrade signal attenuation and local-

ization, leading to an image artifact that reduces the imaging depth, degrades the

signal localization and affects the image contrast.

Smithies et al. [161] developed a Monte Carlo (MC) model according to their

specific OCT system geometry to investigate how signal attenuation and localiza-

tion are influenced by multiple scattering effects, where two specific media

(Intralipid and blood) are considered, representing moderately and highly aniso-

tropic scattering, respectively. The multiple scattering effects were clearly demon-

strated in terms of the spreading of the point spread function (PSF). In the

meantime, Yao and Wang [162] developed a MC model to simulate how multiple

scattering degrades the OCT signal attenuation into the tissue, by separate consid-

erations of least scattering and multiple-scattered photons.

More recently, Wang [126] systematically investigated the multiple scattering

effects on the OCT imaging performances including imaging depth, resolution

degradation, and signal localization. Generally from the results, it was found that

signal localization and attenuation are dependent on the optical properties of tissue.

The high scattering coefficient and the low degree of forward scattering are the

primary causes for the degradation of signal localization and attenuation, leading to

complication of interpretation of the measured OCT signals. More importantly, it

was found that the imaging resolution is a function of the probing depth within the

medium, as opposed to the claimed OCT system resolution. This fact has been

overlooked recently in the OCT imaging applications. The imaging resolution is

greatly reduced with increasing depth; this case is even more severe for the highly

scattering medium. Therefore, attention must be paid to this fact when applying the

OCT to the human organs because of the high scattering nature of tissue.

Let us revisit the OCT system by looking closely the backscattering light from

the high scattering medium that has the possibility to contribute to the interference

signal. A simple schematic of OCT system when probing the highly scattering

medium is illustrated in Fig. 16.14, where the sample beam progressively loses its
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spatial coherence as it penetrates a turbid biological tissue. This loss of coherence

results from the scattering by a variety of cellular structures with sizes ranging from

less than one wavelength (e.g., cellular organelles) to several hundreds of micro-

meters (e.g., the length of a collagen fiber). As illustrated in Fig. 16.14, the

dominant scattering interaction of the probing beam in the turbid medium can be

categorized into three types [126, 163]: (1) single backscatter a, (2) small angle

forward scatter b, and (3) extinction by absorption or wide angle scatter c (i.e., light
scattered out of the view of the interferometric receiver). The detector will only

receive the first two categories of scatters because of the heterodyne detection

characteristics of the OCT system. Furthermore, the low-coherence light source

used, as stated in the Sect. 16.2, provides a time gate to enable the detector to only

receive those photons that travel beneath the tissue surface, with their optical path

lengths matched to the optical path length in reference arm to within coherence

length of the light source. Consequently, the OCT system in reality plays a role to

sieve all the backscattering photons emerging at the detector according to their

arrival times, or equivalently the optical path lengths that photons have traveled.

For simplicity, we only consider the optical path length of the photon traveling

beneath the tissue surface, i.e., the tissue surface is assumed to correspond with the

zero position of reference mirror. Therefore, to enable the detector to produce the

signal, the following criteria must be fulfilled:

jLp � 2nzj; < Lc
2
; (16.17)
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Fig. 16.14 Simple

schematic of OCT system

showing scattering

interactions between

a probing beam and biological

tissue. Three types of

interactions are backscattered

from within the tissue: single

scatter a, small-angle scatter

b, and wide-angle scatter c.
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layer for OCT localization
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where Lp is the optical path length that the photon has traveled within the tissue, n is
the refractive index of the medium, and z is the depth of a layer whose distance from
the tissue surface matches the scanning distance of mirror, nz, in the reference arm.

For the signal localization, we normally expect that the detected photons be

backscattered from the layer whose thickness is determined by

2nDz ¼ Lc: (16.18)

However, because of multiple scattering there are possibilities for those photons

contributing to the detected signal that are not backscattered from the expected

layer, z, but fulfill the criteria of (16.17). As a consequence, this part of the photons
degrades the signal attenuation, localization, and resolution because they are not

from the desired layer, leading to a signal artifact complicating the interpretation of

OCT image. To gain insight into how single and multiple scattering effects would

influence the signal attenuation and localization, it is therefore useful to classify the

photons according to their localization information. We could classify the detected

photons into those photons being backscattered from the desired layer, z, and those

backscattered otherwise but fulfilling the criterion of (16.17). Due to the require-

ment of matching the optical path lengths, the photons in the former must undergo

fewer scattering events and very small-angle scattering including the single back-

scattering events, we therefore term this part of photons as the least scattered

photons (LSP). Those photons that satisfy (16.17) but are backscattered from

a depth other than the desired layer are treated as the multiple scattered photons

(MSP) that have experienced a wider-angle scattering. Clearly, the LSP signal is

particularly useful as it provides localized optical information about the targeted

layer; whereas the MSP signal consists of multiply scattered photons that are not

from the desired layer, leading to the degradation of detected signal.

There is a clear relationship between the scattering interaction types described

earlier in this section and the photon classifications that will be used in this study.

The MSP comes solely from the interaction type b, while the LSP includes the

interaction type a and part of type b because the photons backscattered from the

desired layer might be subject to multiple scattering but with very small-angle

scattering. A distinct difference between them is that the LSP and MSP have been

sorted according to their optical pathlengths, thereby enabling the investigation of

their influence on the OCT signal attenuation and localization.

With these conventions in mind, we now turn to look at some ways that multiple

scattering affects OCT imaging performance by the use of the Monte Carlo

simulation technique. For details, please see reference [126].

16.4.2 The Effects of LSP and MSP on Attenuation

To investigate the influence of the photons coming back from the specific layer of

interest, it is best to investigate separately the LSP and MSP signals on the

backscattering profiles. Figure 16.15 illustrates such results for ms ¼ 40 mm�1
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with g¼ 0.7, 0.9, and 0.98, respectively. It can be seen that the strength of the MSP

signal increases with decreasing g in the medium at any optical depth of light

penetration. This indicates that the photons that have reached a depth that does not

correspond to the desired layer have a greater chance of emerging at the detector for

the less anisotropic medium, leading to a greater degree of uncertainty in signal

localization. The signal from LSP has an approximately logarithmic linear rela-

tionship with the probing depth for all cases but with different slopes. The slopes for

the media investigated are calculated as 33.3, 16.7, and 8.0 mm�1 for g ¼ 0.7, 0.9,

and 0.98, respectively. These values deviate significantly from the theoretical value

of 40 mm�1, with the worst case for the highest g. This is probably understandable

because the higher the value of g, the greater the degree of forward scattering of

photons in the medium, leading to a greater chance of the photons reaching the

detector while satisfying the criterion of (16.17). Obviously such photons are able

to survive more scattering events because of small-angle scattering.

Because the OCT signal is the summation of the MSP and LSP, it appears that the

critical depth for optical imaging is the depth where the signal from the LSP equals

that from the MSP as the imaging contrast beyond this depth will be less than 1.

These depths are illustrated in Fig. 16.15 as vertical dashed lines from left to right
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for g ¼ 0.7, 0.9, and 0.98, respectively, corresponding to 2 MFP, 6.65 MFP, and

17 MFP, where MFP represents mean free path length measured as optical depth of

msd. It should be noted that the critical depth, at which the MSP signal levels with the

LSP signal, should actually be greater because the simulations do not take into account

the polarization effects. The MSP photons undergo more scattering events than the

LSP photons; the average scattering events increase much faster for the MSP photons

with increasing depth. This is illustrated in Fig. 16.16, where the detected photons are

plotted as a function of the number of scattering events for the LSP and MSP signals

backscattered from the depths of 50 and 100 mm, respectively. The optical parameters

used for Fig. 16.16 are ms ¼ 67 mm�1 and g ¼ 0.7. Please note that the number of

detected photons for the case of 100 mm has been artificially magnified by five times to

facilitate the comparisons. All the curves are skewed towards the lesser number of

scattering events. The average number of scatterings from the LSP signal has only

a slight increase from the depth of 50–100 mm, that is, from 2.5 to 2.8 scattering

events, respectively, while for the MSP signal, the average scattering increases much

faster from 50 to 100 mm, that is, from 4.6 to 7.4 times. As multiple scattering

depolarizes the light, the MSP photons are progressively and rapidly randomized

with the increase in probing depth. As a consequence, the actual signal from MSP

should be much lower than the calculated signals.

Despite the greater degree of degradation of signal attenuation, the probing

critical depth increases dramatically with the increase of the anisotropic factor of

the medium as illustrated in Fig. 16.15. This is particularly useful in the optical

clearing of blood by the use of biocompatible dextrans, where the dextrans induce

blood cell aggregation, an effect that might increase the forward direct scattering of

the blood solution, leading to an enhanced optical imaging depth for OCT imaging

through the blood [117, 124].
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16.4.3 Signal Localization

As a photon penetrates the turbid biological tissue, it progressively loses its spatial

coherence due to the tendency of having a greater chance of being scattered by the

tissue. In the meantime, the photons multiply backscatter from within the tissue at

a greater depth, and those that are merged at the detector will have a greater chance

of fulfilling the criterion of (16.17) for the photon categories of either MSP or LSP.

It is the MSP that degrades signal localization because it is from a depth other than

the expected layer, leading to reduced axial resolution of the OCT image. Signal

localization was thus investigated systematically by means of the point-spread

function (PSF) at the specific depth, for different optical properties to illustrate

how the LSP and MSP contribute to signal localization.

Figure 16.17 gives examples of depth point spread function (zPSF) at different

probing depths for the turbid media representing moderate scattering in the left

column (ms ¼ 10 mm�1) and high scattering in the right (ms ¼ 67 mm�1). The

figures were obtained for g ¼ 0.7, 0.9, and 0.98 from top to bottom, respectively, to

allow us to scrutinize the influence of the anisotropic parameter of the medium on

the signal localization. The depths monitored are indicated in each figure. The filled

symbol curves are the actual PSFs that are the summation of LSP and MSP signals

from a specific depth. However, to investigate the effects of LSP and MSP signals

separately on the PSFs, the signals from the LSP alone are plotted in each case,

represented by the hollow symbol curves.

First, it is obvious that the worst case is from the medium with the highest

scattering coefficient and lowest degree of forward scattering, i.e., ms ¼ 67 mm�1

and g¼ 0.7 in this case (see the top right figure), where signal localization is merely

discerned at a depth of 50 mm. Even at this depth, the contribution from an MSP

signal is large enough to degrade the signal localization, where it can be seen that

the PSF curve is skewed towards the nominal probing depth, indicating that the

photons multiply scattered within the medium before this depth have more chances

of surviving to reach the detector. Moreover, the photons backscattered from a very

shallow depth at approximately 5 mm still survive the scattering to meet the

criterion of equation (16.17) for depth localization at 50 mm. With an increase in

probing depth to 150 mm, the PSF is overwhelmed by the MSP signal with only

a few photons belonging to the LSP category. At this depth the signal localization is

totally lost for OCT imaging. Furthermore, the axial resolution and imaging

contrast are greatly reduced. The claim of high-resolution optical imaging of

OCT is therefore questionable for highly scattering biological tissues. The axial

resolution of OCT imaging is dependent on the optical properties of tissue and is

a function of depth.

Figure 16.18 illustrates the measured axial resolution from the simulation results

as a function of depth for the cases of (ms, g)¼ (67 mm�1, 0.7), (67 mm�1, 0.9), and

(10 mm�1, 0.9), respectively. The axial resolution of the OCT system is merely kept

up to the depth of 50 mm for the case of (ms, g) ¼ (67 mm�1, 0.7). After this depth,

the actual axial resolution degrades exponentially with the increase of depth, where

it becomes approximately 220 mm at the depth of 200 mm as opposed to the system
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resolution of 40 mm. With the increase of g to 0.9, this performance has been

improved, with system resolution retained up to a depth of 100 mm. If, in the

meantime, the scattering coefficient of the medium is reduced, for example, to

ms ¼ 10 mm�1 in this case, the probing depth at which imaging resolution is
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Fig. 16.17 Depth point spread functions (solid symbol curves) at different probing depths as

indicated, for the turbid media representing moderate scattering (ms ¼ 10 mm�1) in the left column
and high scattering (ms ¼ 67 mm�1) in the right. From top to bottom, g ¼ 0.7, 0.9, and 0.98,

respectively. The LSP photons are plotted as the curves with hollow symbols
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retained to the theoretical value would dramatically improve. This result is partic-

ularly welcome for the optical clearing of tissues with the purpose of enhancing the

imaging depth of OCT, which will be discussed in the next section.

With the reduction of the scattering coefficient (compare the left and right

columns in Fig. 16.17), signal localization improves, with the lesser MSP signal

contributing to the depth of PSFs. This indicates that the low scattering medium

offers the more localized signal at any probing depth, which alternatively implies

that the light penetration depth, i.e., optical imaging depth, is enhanced with less

deterioration of the imaging resolution as stated above. On the other hand, it can be

clearly seen from Fig. 16.17 that, with increasing g, the signal localization at any

depth for the scattering medium improves dramatically, where the highly forward

scattering medium, i.e., g ¼ 0.98, offers the best signal localization for all the cases

investigated; see the bottom two figures for ms ¼ 10 mm�1and ms ¼ 67 mm�1,

respectively. In these cases, only a few photons from the MSP category survive the

scattering to contribute to final PSF at a depth of up to 600 mm.

However, the results shown in Fig. 16.17 do not give us the information as to

how many times a photon has been scattered within the medium for both the LSP

and the MSP signal before reaching the detector. Figure 16.19 gives such informa-

tion of the average scattering event of the photons within the medium as a function

of the probing depth for the media with (ms, g) ¼ (10 mm�1, 0.7 or 0.9) and

(67 mm�1, 0.7 or 0.9), respectively. It is clear that the higher the scattering

coefficient, the greater the number of scattering events of the photons at any

depth before emerging at the detector in both LSP and MSP. For both the LSP

and MSP photons, the average number of scattering events has an approximate

linear relationship, with the probing depth for all the cases investigated; but this

relationship is stronger for the MSP.

For the high scattering medium, ms¼ 67 mm�1, the average number of scattering

events for MSP is close to 15 times at a depth of about 120 mm. Please note that,
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after this depth, the curve looks like running into a flat region for MSP; this is an

artifact due to the fact that the maximum scattering number of photons monitored in

our MC program is set to 15 times in order to save the memory for computing. In the

meantime, with the increase in g, the average number of scattering events increases

with increasing probing depth for both the LSP and MSP; however, the pace for LSP

is faster than that for MSP. For example, at a depth of 300 mm for ms ¼ 10 mm�1

medium, the average number of scattering events for the LSP signal increases from

2.4 to 4.2, while for theMSP signal it only increases from 6.1 to 6.5. Bear in mind that

the LSP photons have survived the criterion of equation (16.17), which alternatively

means that they undergo a much smaller angle scattering than MSP photons.

Generally speaking, the average number of scattering events is much greater for

MSP photons than for LSP photons. This is good in that the multiply scattered
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photons lose their polarization state progressively with an increase in scattering

events, and thus actually contribute less to the final signal measured. The increased

number of scattering events for increasing g accounts for the fewer slopes for LSP

signals observed in Fig. 16.15, and is the primary cause of the degradation of signal

attenuation. To investigate how signal localization depends on the optical proper-

ties, for example, ms and g, Fig. 16.20 gives such information for the determined

PSF mean position from the simulations as a function of the probing depth for the

media with g ¼ 0.7, 0.9, and 0.98 and (a) ms ¼ 10 mm�1 and (b) ms ¼ 67 mm�1,

respectively. The broken lines in the figure represent the nominal depth positions

for PSFs. It can be seen that for a less scattering medium with high g value, for

example, ms ¼ 10 mm�1 and g ¼ 0.98 in Fig. 16.20a, the best accuracy of signal

localization throughout the depth monitored is given; the opposite is true for the

highest scattering medium and lowest g investigated. For ms ¼ 67 mm�1 and

g ¼ 0.7, the accuracy of signal localization is only reliable up to a depth of 50 mm.
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With increasing probing depth the ability of OCT to provide signal localization is

greatly reduced. This is because the MSP photons progressively overwhelm the LSP

photons with increasing depth. This effect makes OCT lose its localization capability,

while the increase of g value dramatically improves signal localization,where it can be

seen that for ms ¼ 67 mm�1 and g ¼ 0.98 the signal localization is maintained up to

about 600 mm.After this depth the accuracy starts to level off. Generally, the accuracy

of signal localization is improved by either the reduction of the scattering coefficient

or the increase of the degree of forward scattering of the medium.

Thus, overall, it can be concluded that the signal localization or imaging depth can be

improved by either reduction of the scattering coefficient or increasing the anisotropic

value of the medium, or both. It can also be seen that the manipulation of g towards

a high value is more efficient than that of the scattering coefficient. This conclusion is

particularly useful for the optical clearing of tissues by the use of biocompatible

chemical agents for the purpose of enhancing the optical imaging depth for high-

resolution optical imaging techniques. A recent study indicated that the mechanisms

for improving the light penetration depth for the dextran-mediated blood is due to both

the refractive matching and red blood cell (RBC) aggregation and disaggregation

induced by the dextrans [78, 117]. The index-matching effect causes the reduction of

the scattering coefficient of themedium,while RBC aggregation probably increases the

anisotropic factor for the blood, leading to increased light penetration depth.

The above analysis has used the Monte Carlo simulation technique as a tool to

illustrate the multiple scattering effects on the OCT imaging performance. It is worth

noting that there are analytical models developed for analyzing the multiple scattering

effects as well. Schmitt and Kn€uttel described an OCT model by the use of a mutual

coherence function based on the extended Huygens–Fresnel principles of light prop-

agation in homogeneous turbid media [165]. It was later extended by Thrane et al. by
incorporating the so-called “shower curtain effect” (see also▶Chap. 17). This model

considers the OCT signal as the summation of singly back-scattered light (coherent)

and multiply scattered light (partially coherent) [166]. Most recently, Feng et al.
further simplified Thrane’s model through approximating the focusing optics in the

sampling arm by an imaginary lens proximal to the tissue surface [167]. The advan-

tage of the latter model is that it avoids the consideration of backscattering light from

traveling in the free space between the focusing lens and tissue surface before mixing

with the reference beam, i.e., observing the object embedded in scattering medium at

the mixing plane through a non-scattering distance. The detailed description of the

analytical models for OCT will be covered in ▶Chap. 17.

16.5 New Technique to Enhance OCT Imaging Capabilities

16.5.1 Introduction

From the last section, we have seen that multiple scattering is a detrimental

factor that limits OCT imaging performances, for example, imaging resolution,

depth, and localization. To improve the imaging capabilities, the multiple
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scattering of tissue must be reduced. Tissue as a scattering medium shows all

optical effects that are characteristic of a turbid physical system. It is well

known that turbidity of a dispersive physical system can be effectively con-

trolled using immersion effect matching of refractive indices of the scatters

and the ground material [168–171]. The living tissue allows one to control its

optical (scattering) properties using various physical and chemical actions

such as compression, stretching, dehydration, coagulation, UV irradiation, expo-

sure to low temperature, and impregnation by chemical solutions, gels, and

oils [171–182]; see also ▶Chap. 5. Such methods of controlling optical

properties of tissue have been explored to enhance the optical imaging

capabilities of OCT [25, 124, 183–189]. The possible mechanisms of

enhancing OCT imaging depth and contrast have been suggested [124, 167,

171, 183–192].

The depth of penetration for near-infrared light into a biological tissue depends on

the scattering characteristics and absorptivity of the tissue. Optically, tissue can be

described as a spatial distribution of refractive index on the microscopic scale that

could be classified into those of the extracellular and intracellular components [192,

194]. Estimated from the dissolved fractions of proteins and carbohydrates, the

intracellular and extracellular fluids have the approximate refractive index between

1.34 and 1.36 [195]. The results of earlier studies suggest that the tissue elements that

contribute most to the local refractive index variations are the connective tissue fibers

(bundles of elastin and collagen), cytoplasmic organelles (e.g., mitochondria), and

cell nuclei [195, 196]. The refractive index of the connective fiber is about 1.47,

which corresponds to 55 % hydration of collagen [197]. The nucleus and cytoplasmic

organelles in mammalian cells that contain similar concentrations of proteins and

nucleic acids, such as mitochondria and ribosome, have refractive indices that

span within a relatively narrow range between 1.39 and 1.42 [198, 199]. However,

other cytoplasmic inclusions, particularly pigment granules, can have much higher

refractive indices [195]. Therefore, the local refractive index within the tissue can

vary from anywhere within the background refractive index, i.e., 1.34, and 1.50,

depending on what type of soft tissue is concerned. It is this variation of refractive

index distribution within the tissue that causes a strong light scattering.

Unfortunately, as stated in the last section, the light scattering limits light penetration

depth and degrades the imaging contrast [126]. For non-interactingMie scatterers, the

reduced scattering coefficient of spheres is determined by the ratio of refractive

indices of scattering center and ground matter [200, 201]. If the mismatch

between scattering centers and the ground substance decreases, it would result

in less scattering at the interface between the ground substance and cellular compo-

nents, leading to the decrease of reduced scattering coefficient of tissue [167,

171, 187].

To describe theoretically the optical scattering in tissues, attempts have been

made using the particle model with some success [192, 194]. Based on the model,

the biological tissue is treated as that consisting of the discrete scattering centers

with different sizes, randomly distributed in the background media. According to

the Rayleigh-Gans approximation, the reduced scattering, m0s; of turbid media is
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related to the reduced cross section, s0s; and the total number of scattering particles

per unit volume, i.e., number density, r:

m0S ¼
Xn
i¼1

ris
0
Si ¼

Xn
i¼1

3’i

4pa3i
s0Si; (16.19)

and

s0Si ¼ 9

256p
m2

i � 1

m2
i þ 2

����
���� l

n0

� �2

ðp
0

ðsin ui � ui cos uiÞ2 ð1þ cos2yÞ sin yð1� cos yÞ
sin6ðy=2Þ dy

(16.20)

where ui ¼ 2ð2pain0=lÞ sin ðy=2Þ, mi ¼ nSi=n0 with nSi and n0 being the refractive

indices of the i-th scattering centers and background medium, ’i the volume

fraction of the i-th particles and ai the radius of the i-th scatterer. It can be seen

that the reduced scattering coefficient of scattering medium is dependent on both

the refractive index ratio, mi, and the size of the scattering centers.

The most popular method in enhancing OCT imaging performances is to use the

biochemical and hyperosmotic chemical agents to interrogate the tissue. Below we

give some examples to intuitively illustrate to what degree the multiple scattering

can be reduced and how the imaging depth and contrast of OCT imaging can be

improved by the use of impregnation of tissue with the biochemical agents. The

agents used in these examples are glycerol and dimethyl sulfoxide (DMSO).

16.5.2 Enhancement of Light Transmittance

The light transmittance and scattering after the application of chemical agents can

be assessed quantitatively by the use of the near-infrared spectroscopic method.

With the use of Varian Cary 500 spectrophotometer with an internal integrating

sphere (Varian UK Ltd), Fig. 16.21a, b illustrates the shift of transmittance and

diffuse reflectance spectra, respectively, over the range of 800–2,200 nm as a func-

tion of time when the native porcine stomach pyloric mucosa specimen was applied

with 80 % glycerol. The curves shown in the figure were obtained at the time

intervals of 0, 5, 10, 20, and 30 min, respectively, from bottom to top for transmit-

tance (Fig. 16.21a) and from top to bottom for reflectance (Fig. 16.21b). It can be

seen from Fig. 16.21 that, over the whole wavelength range investigated, the

transmittance was increased with time. Diffuse reflectance was decreased over

the range of 800–1,370 nm. The greatest increase in transmittance was at

1,278 nm, and the greatest decrease in reflectance was at 1,066 nm.

Figure 16.22a, b show the similar results from the samples with the application

of 50 % DMSO, respectively, at the time intervals of 0, 5, 10, 20, and 30 min.

Transmittance was enhanced and diffuse reflectance was reduced with the time course.
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From Figs. 16.21 and 16.22, it is clear that both glycerol and DMSO have the ability to

clear the tissue, thereby enhancing the light transmittance through the tissue.

It is found that there is a strong correlation between optical clearing and water

desorption [189–191]. The water activities for 80 % glycerol and 50 % DMSO

measured with a water activity meter (Aqua Lab Model Series 3 TE, Labcell Ltd)

yield 0.486 and 0.936, respectively. Figure 16.23 shows the water content mea-

surements at 30 min after the treatment, where 80 % glycerol caused 15 % water

loss, whereas 50 % glycerol and 50 % DMSO caused 9 % and 7 %. The patterns of

optical clearing are similar to those of water desorption.

Because most of OCT system uses the light source with a central wavelength at

1,300 nm, Fig. 16.24 shows experimental results of the transmittance enhancement

at about 1,300 nm after application of different chemical agent solutions, where it is
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seen that transmittance was increased by approximately 23 % at 30 min after the

application of 80 %, while 15 % and 11 % were received after the treatment with

50 % glycerol and 50 % DMSO, respectively.

The optical clearing induced by the agents studied is a time-dependent process

[188, 189, 192]. This implies that the clearing effect occurs as a consequence of the

diffusion of water out of the tissue, leading to dehydration [189, 190], and the

diffusion of chemical agents into the tissue [189, 192], respectively. For tissue

dehydration, the water will migrate from within tissue, where there is higher water

potential and a lower osmotic potential, to the outside, where there is lower water

potential and higher osmotic potential, because the applied agents have the higher

osmotic potential than that of tissue fluids. The migration of water will be termi-

nated if the osmotic pressure is balanced inside and outside of the tissue if the agent

is impermeable to the tissue.

However, the glycerol and DMSO are both permeable to tissue, indicating that

the agents will diffuse into the tissue at the same time when the water leaves the
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tissue. The mass transport of the chemical agents within tissue is a complicated

phenomenon that involves the bulk tissue and its constituent cells and fiber struc-

tures. Because tissue occupies the intracellular (and/or fibrillar) and extracellular

(and/or extrafibrillar) spaces, we assume that the agent will first transport into the

extracellular (and/or extrafibrillar–interstitial) space, and then into the intracellular

(and/or fibrillar) space, leading to an activity for water in and out of the surrounding

interstitial space (and/or cells). The general rule of water migration will apply, that

is, the water will transport from an area with the higher water potential and lower

osmotic pressure to an area with the lower water potential and higher osmotic

pressure. When the agent transports from the inserted (topically or by injection)

area into surrounding space, it induces a higher osmotic potential around and thus

causes the water to migrate out from the surrounding interstitial space and to leave

the intrafibrillar (and/or intracellular) space, causing the fibers and/or cells to

shrink. As a rule, this is a second stage of the process. In the meantime, the glycerol

and DMSO are membrane permeable, suggesting that the agent will diffuse into the

intracellular space after it arrives at the extracellular space. The transmembrane

permeability for glycerol and DMSO is much lower than that of water (water is on

the order of 10�2 cm/min, whereas glycerol and DMSO are on the order of 10�5 cm/

min [202, 203]), which accounts for an initial decrease in cell volume as water

leaves much faster than the agent migrates into it. Therefore, much of the intracel-

lular water leaves the cell while the clearing agent continues to migrate into the cell,

leading to a gradual increase in volume that stabilizes with the time course. Because

both the anhydrous glycerol and DMSO have the refractive indices of 1.47 [204],

after the agent migrates into the extracellular and intracellular space, a refractive

index matching environment is created by simply matching the chemical agents

with the main scattering components within the tissue, leading to the enhanced light

penetration together with the dehydration effect. It should be noted that this is

different from the refractive index matching created by the dehydration where the

matching is produced by the more closely packed scattering constituents.

On the other hand, the mass transport process is dependent on the permeability

of water and the agents to the membrane, and the tissue as a whole. Among the

glycerol and DMSO, the former has lower permeability than the latter. As

a consequence, DMSO penetrates the membrane and tissue rapidly [205], and

even across the stratum corneum of skin [204], which glycerol is not able to do.

The study on the hamster skin by Vargas et al. [186] also showed that DMSO has

a greater effect in enhancing the light transmittance than that of glycerol. However,

the stomach tissue in the present study has different characteristics in allowing the

agents diffusing into the tissue because it does not have a barrier of the stratum

corneum for the skin case. In addition, the mucosa layer of stomach is composed of

loosely packed cells, and glands and ducts with narrow lumens are rich, which

would facilitate the agents diffusing into the tissue. Thus, the mass transport process

would happen much quicker than that of the skin, with the DMSO faster than the

glycerol. As a consequence, with the progress of agent transport, a spatial gradient

is created because water efflux will occur at the surface first and then deeper as the

diffusion front moves [206]. The move of diffusion front for DMSO is much more
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rapid than that of the glycerol, indicating that the water efflux at the surface is

occurring for a much longer time with glycerol than with DMSO.

Accordingly, the changes in optical properties are observed almost linearly with

time with the application of 50 % glycerol (see Figs. 16.23 and 16.24), probably

because the solution diffuses into tissue at almost the same rate as the water efflux at

the surface. It is also understandable that 80 % glycerol has a greater slope for both

the transmittance and reflectance because it has the stronger ability in dehydration.

For the samples treated with 50 % DMSO, in the first 5 min, DMSO permeates

faster and replaces water faster (Figs. 16.23, 16.24), and its optical clearing effect is

greater than 50 % glycerol. After 30 min treatment, dehydration caused by 50 %

glycerol is slightly higher than that by 50 % DMSO. Consequently, the optical

clearing effect induced by 50 % glycerol is slightly greater than that by 50 %

DMSO within the time period investigated, although they both have the same

refractive indices. The better effect caused by DMSO at the beginning stage results

from the different mass transport process of DMSO and glycerol, as stated above.

16.5.3 Enhancement of OCT Imaging Capabilities

In the last section, we clearly see that the chemical administration of tissue would

increase light transmittance through the tissue, the effect of which would no doubt

increase the imaging depth for OCT. Figure 16.25 shows dynamic OCT structural

images of porcine stomach with the topical application of 50 % glycerol solution,

which was recorded at the time intervals of 0, 10, 20, 30, 40, and 50min, respectively.

The OCT system used was working at wavelength of 1,300 nm with axial and

transverse resolutions at 15 and 20 mm, respectively. A metal needle was inserted

into the tissue approximately 1 mm beneath the surface. The signals reflecting back

from the needle surface were used to suggest improvement of back reflectance

signal caused by the chemical clearing. The OCT image of the porcine stomach

without the administration of glycerol has a visualization depth of approximately

1.0 mm, as shown in Fig. 16.25a. It can be seen that a significant improvement of

the imaging depth is clearly demonstrated after the topical application of glycerol.

The penetration depth has increased to about 2.0 mm after 50 min application of

glycerol, as shown in Fig. 16.25f. Tissue shrinkage occurs after the administration

of the agents to tissue, see Fig. 16.25b–f. The needle embedded in the tissue

becomes brighter with the increase of the time duration, see Fig. 16.25b–f. It should

be pointed out that the imaging contrast of Fig. 16.25c, d is also greatly improved.

Such features as lamina propria (LP) and muscularis mucusae (MM) are clearly

visualized in Fig. 16.25c, d. The neck, base, and MM layers of the tissue could be

differentiated after 20–30 min application of glycerol. The reflection from the

needle surface is also sharp within this period of time. But it is interesting to find

out that, with the increase of time, the imaging contrast improvement disappears

gradually with the further increase of time course, as shown in Fig. 16.25e, f.

Figure 16.26 is the dynamic OCT structure images of porcine stomach with the

topical application of 50 % DMSO solution, which was again recorded at the time
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intervals of 0, 10, 20, 30, 40, and 50 min, respectively. Like the case with glycerol,

it is also demonstrated that a significant improvement of the imaging depth is

achieved in Fig. 16.26b–f when compared with Fig. 16.26a after the application

of DMSO. The penetration depth has increased to about 2.0 mm after 50 min
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Fig. 16.25 Dynamic OCT images obtained at the time (a) 0, (b) 10, (c) 20, (d) 30, (e) 40, and (f)
50 min after the topical application of 50 % glycerol solution onto the porcine stomach tissue. All

the units presented are in millimeters, and the vertical axis presents the imaging depth [188]
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application of DMSO, as shown in Fig. 16.26f. However, image contrast enhance-

ment was hardly observed during any period of time in the experiments. Tissue

shrinkage due to the dehydration of the tissue is not clear, as seen from Fig. 16.26b–f.

The reflection signal from the needle surface is approximately the same level from

Fig. 16.26b–f.

To further illustrate the different dynamics induced by the two agents, back-

reflectance signals along with depth from the stomach tissue with glycerol and

DMSO administrations are quantitatively plotted in Figs. 16.27 and 16.28, respec-

tively. The signals were obtained at the different time intervals of 0, 10, 30, and

50 min, respectively, at the same spatial point, but averaged over 10 repeated scans

to minimize the random noise. It can be seen from Fig. 16.27a that, after application

of glycerol, the strength of the reflectance signal is reduced gradually, starting from

the superficial layers, while the signals coming from the needle surface are grad-

ually raised from about 32, 40, and 45 dB to 50 dB, as shown in Fig. 16.27a–d. This

suggests that the scattering property of tissue is reduced that is a function of the time

duration. However, for the DMSO case, as shown in Fig. 16.28, the reflectance

signal from the needle surface was increased from about 28 to 50 dB immediately

after the application of agent; see Fig. 16.28a, b for comparison. After about 1 min,

the signals from the tissue surface, deeper layer of tissue, and the needle surface

remain almost the same level; see Fig. 16.28b–d.
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Fig. 16.27 The measured OCT in-depth back-reflectance profiles at the following times: (a) 0,
(b) 10, (c) 30, and (d) 50 min after topical application of glycerol solution [188]
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Figure 16.29 illustrates the M-mode OCT images obtained from the repeated

A-scans of the porcine stomach with the application of (a) glycerol and (b)

DMSO. Because the system used required re-localization of the tissue surface

manually after topical application of agents, the registration of OCT signal starts
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Fig. 16.28 The measured OCT in-depth back-reflectance profiles at the following times: (a) 0,
(b) 10, (c) 30, and (d) 50 min after topical application of DMSO solution [188]
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at the time of about 0.5 min after the agent application. From the image obtained

with glycerol application, it is clearly seen that the penetration depth increases

gradually with the increase of time duration. However, from Fig. 16.29b, a sig-

nificant depth improvement appears at the time immediately after the application

of DMSO. This indicates that DMSO could fulfill tissue clearing within a very

short time period. There is a slope of the surface of the tissue. The downward

trend of the tissue surface is attributed to the tissue dehydration induced by the

chemical agents.

Figure 16.30 shows the dynamics of dehydration effects after the application of

the glycerol and DMSO solutions, respectively. It is shown that the application of

glycerol causes a greater water loss of stomach tissue than that of DMSO does.

During the time period between 0 and 30 min, dehydration induced by glycerol

application increases with the time duration; and this reaches a maximum of

approximately 12 % at about 32 min. After this time, the curve goes down to

8 %, with the further increase of time to 50 min. It seems that the re-hydration

occurs. Water re-enters the tissue, making it swollen. The application of DMSO

only causes a small percentage (about 1 %) of dehydration of tissue, and

the re-hydration effect was not observed during the time period investigated.

These results were consistent with the continuous A-scan experiments as shown

in Fig. 16.29.

After glycerol was administrated on the surface of the tissue, it will come to the

first diffusion stage mentioned in the last subsection. Note that the tissues used here

were stomach tissues. The glycerol would diffuse into the intercellular space of the

stomach tissue relatively fast because the epithelial layers of the internal organs are

composed of loosely packed cells, and glands and ducts with narrow lumens are

rich in the mucosa of the gastrointestinal tract. However, it should be understood

that this diffusion rate would still slower than that at which water migrates out from

the tissue because of the high osmolarity of the solution and the large molecule of
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this agent. This causes tissue dehydration, as observed in Fig. 16.25a–d. After

glycerol is diffused into the tissue, it will play its role in not only drawing

intercellular fluids out of tissue but also drawing the interstitial water further

from cells and fibers. This decreases microscopically the local volume fraction of

the scattering centers and the subcellular structure within the cells, thereby increas-

ing the back reflective light signal. On the other hand, this diffusion increases the

refractive index of the ground substances. Consequently, such dehydration effect

would therefore increase the local reflectance signals leading to the increase of both

imaging contrast and depth because OCT actually probes the refractive index

difference between macroscopic structures limited by the OCT system resolution,

at least in the current study. The concurrent enhancement of imaging depth and

contrast are evident from Fig. 16.25c, d.

Glycerol has been found to enter and exit cells by passive diffusion [202].

Therefore, with the elapsing of time, glycerol will further diffuse into the cells,

i.e., the second diffusion stage mentioned above. This causes a full refractive

index matching with the subcellular structure. After glycerol enters into cells, it

could draw the water back into cells due to its water affinity property, leading to

tissue re-hydration, as observed in Fig. 16.29a and 16.30 respectively. During

this period, the volume of scattering centers in cells could be enlarged by the

re-hydration, and the increase of the local reflectance signals does not occur.

However, light scattering still remains small because of the refractive index

matching environment created between the chemical agents and the scattering

centers within tissue. This explains the OCT images of Fig. 16.25e, f, respec-

tively, where there is the improvement of imaging depth, but the imaging contrast

is gradually reduced.

For DMSO, the first-stage diffusion is much faster because of its strong pene-

tration ability (refer to the discussions in the last Sect. 16.5.3). Employing (35S)

DMSO, Kolb et al. [207] evaluated the absorption and distribution of DMSO in

lower animals and humans. It was reported [207] that 10 min after the cutaneous

application in rat, radioactivity was measured in the blood. In humans, radioactivity

appeared in the blood 5 min after cutaneous application. One hour after application

of DMSO to the skin, radioactivity could be detected in the bones. DMSO has also

been found to be one of the most effective agents across cell membranes [208, 209].

These experiments indicate that the duration of the aforementioned second diffu-

sion stage of DMSO also happens within a very short time frame. The fast diffusion

rate of DMSO could decrease the osmolarity of the solution rapidly, although the

original one is high. Therefore, the application of DMSO will cause lighter dehy-

dration of the tissue than glycerol does. This is confirmed by the experimental

results, as shown in Fig. 16.29b and 16.30. This also indicates that a little volume

decrease of the scattering centers would occur, and the back reflective light signal

would not increase once the agent diffuses into tissue. Consequently, no image

contrast enhancement was observed with the OCT measurements, as shown in

Fig. 16.26. In other words, the application of DMSO causes a rapid full refractive

index matching with the subcellular scattering centers of turbid tissue, leading to

the imaging depth but not contrast improvement.
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Figure 16.31 shows an even more convincing case for the action of glycerol

to the tissue, where the OCT imaging depth and contrast are dramatically

improved when comparing the images before and after the application of

glycerol agent.

The experimental results by comparison of the tissue clearing dynamics of

glycerol and DMSO not only allow us to understand its mechanism, but also are

important in the selection of chemicals for the different applications. The above

results indicate that DMSO may be more suitable for such applications where high

light energy penetration and fast process are desired, for example, photodynamic

therapy. Glycerol may be more suitable for the OCT imaging applications where

the improvement of both the penetration depth and imaging contrast are required.

It should be pointed out that the above experiments were performed in vitro on

biological tissues. The dynamic optical clearing effect induced by the chemical

agent would differ from that of the in vivo case. Because of the cell self-regulation

and blood circulation, the living tissues would have a less dehydration after the

application of hyperosmotic chemical agent. However, a study conducted by Wang

et al. [187] showed that the application of the propylene glycol agent solution to the
human tissue in vivo has the effect of enhancement of both the imaging depth and

contrast. See Fig. 16.32 for an example. Whether this is due to the simultaneous

actions of dehydration and chemical diffusion, as suggested in the current study,

remains unclear.

Thus far, we have used the examples to illustrate that the impregnation of tissue

with a biocompatible chemical can enhance OCT imaging capabilities through the

optical clearing and chemical mass transport upon diffusion mechanisms. However,

such imaging capability enhancement is agent selectable, particularly for the

imaging contrast enhancement. The mechanisms for light penetration enhancement

have been well established, i.e., in the framework of the refractive index matching

approach, which can improve the OCT imaging depth and resolution. The expla-

nations for imaging contrast enhancement, thereby the improvement of OCT
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localization capability, are based on the dehydration induced by the chemicals and

chemical mass transport characteristics. The exact mechanism behind the contrast

enhancement remains to be explored.

16.5.4 Imaging through Blood

As follows from above discussion, OCT is a powerful technique for the study of the

structure and dynamics of highly scattering tissues and blood, including imaging of

the vascular system for the diagnosis of atherosclerotic lesions. In vitro studies

performed on human aorta have shown that OCT is able to identify structural

features such as lipid collections, thin intimal caps, and fissures characteristic of

plaque vulnerability [123, 151, 152, 210]. In in vivo OCT imaging of the rabbit

aorta through a catheter, a vascular structure was defined, but saline infusion was

required during imaging since blood led to significant attenuation of the optical

signal [152]. Eliminating the need for saline or minimization of its concentration

would represent a substantial advance for intravascular OCT imaging.

Refractive index mismatch between erythrocyte cytoplasm and blood plasma

causes strong scattering of blood that prevents getting high-quality images of

intravascular structures through whole blood. The refractive index of erythrocyte

cytoplasm is mostly defined by hemoglobin concentration (blood hematocrit) [211].

The scattering properties of blood are also dependent on erythrocyte volume and

shape, which are defined by blood plasma osmolarity [211, 212] and aggregation or

disaggregation ability [124, 164, 213, 214]. Recently, the feasibility of index

matching as a method to overcome the limited penetration through blood for getting

of OCT tissue images has been demonstrated [124, 164, 185]. Glucose, low and

high molecular dextrans, X-ray contrasting, glycerol, and other biocompatible

agents were used to increase the refractive index of blood plasma closer to that of

the erythrocyte cytoplasm to improve penetration depth of OCT images.

Fig. 16.32 OCT images captured from human forearm in vivo (a) without and (b) with 50 %

topical application of propylene glycol solution. Image sizes: 1.8 	 1.6 mm [187]
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The 1,300 nm OCT system was used for taking images of the reflector through

circulated blood in vitro [185]. The total intensity of the signal off the reflector was

used to represent penetration. As immersion substances, dextran (group refractive

index – 1.52) and IV contrast (group refractive index – 1.46) were taken. Both

dextran and IV contrast were demonstrated to increase penetration through blood:

69 
 12 % for dextran and 45 
 4 % for IV contrast.

Studies of blood scattering reduction by the immersion technique using various

hyperosmotic solutions, which are biocompatible with blood, like glucose, glycerol,

propylene glycol, trazograph (X-ray contrasting substance for intravenous injec-

tion), and dextran were also described [124, 164]. The 820 and 1,310 nm OCT

systems were applied for taking images of the reflector through a 1-mm layer of

uncirculating fresh whole blood. It was shown that for uncirculating blood, the

sedimentation plays an important role in blood clearing using the immersion

technique, and OCT allows for precise monitoring of blood sedimentation and

aggregation.

The mean square of the photodetector heterodyne signal current <i2(z)>
received by an OCT system from the probing depth z is a product of two factors:

the mean square heterodyne signal in the absence of scattering <i2>0 and the

heterodyne efficiency factor C(z), describing the signal degradation due to the

scattering [166, 215–217], i.e.,

<i2ðzÞ> ¼ <i2>0CðzÞ; (16.21)

where the factor <i2>0 is defined as

<i2>0 ¼ b2PRPSsb=pðwHÞ2 (16.22)

with b being the power-to-current conversion factor, PR and PS the

power of the reference and input sample arm beams, sb the effective backscatter-
ing cross-section, and wH the 1/e irradiance radius at the probing depth in

the absence of scattering, respectively. More precisely, wH is defined in

Refs. [166, 215].

The heterodyne efficiency factorC(z) contains the scattering effects. It has been
shown [166, 215] that for only the single scattering contribution

CðzÞ � expf�2mszg: (16.23)

The factor 2 in the exponent of (16.23) accounts for the round-trip attenuation to

and from depth z in the sample arm. In the absence of absorption, the scattering

coefficient ms can be determined from the slope of the OCT signal. For media with

absorption and described by the single scattering approximation, the light travels in

a ballistic way and Beer’s law can be applied to calculate the total OCT attenuation

coefficient: mt ¼ ms + ma. Consequently, ms can be obtained by subtracting the

absorption coefficient from the total attenuation coefficient obtained from the slope

of the OCT signal.
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Thus, the measured signal in the OCT system is defined as [166, 215–217]

i2ðzÞ� �� 	1=2 � i2
� �

0


 �1=2

exp ð�2mtzÞð Þ1=2: (16.24)

The result of the OCT study is the measurement of optical backscattering or

reflectance, RðzÞ / i2ðzÞ� �� 	1=2
, from the RBCs versus axial ranging distance, or

depth, z. The reflectance depends on the optical properties of blood, i.e., the total

attenuation coefficient mt. For optical depths less than 4, reflected power can be

approximately proportional to �mtz in exponential scale according to the single

scattering model [124, 164], i.e.,

RðzÞ ¼ I0aðzÞ expð�mtzÞ: (16.25)

Here, I0 is the optical power launched into the blood sample and a(z) is the

reflectivity of the blood sample at the depth of z.
Optical clearing (enhancement of apparent transmittance) DT by an agent

application can be estimated using the following expression:

DT ¼ ðRagent � RsalineÞ=Rsaline

� 	 100%; (16.26)

where Ragent is the reflectance from the backward surface of the vessel within

a blood sample with an agent, and Rsaline is that with a control blood sample

(whole blood with saline).

Measurement of OCT reflectance for two depths, z1 and z2, allows one to

evaluate approximately the attenuation coefficient and its temporal behavior due

to reduction of the blood scattering coefficient at agent immersion if reflectivity a(z)
is considered as weakly dependent on depth for a homogeneous blood layer

Rðz1; tÞ=Rðz2; tÞ � exp �mtðtÞ½z1 � z2�f g (16.27)

or

mtðtÞ ¼
1

Dz
ln

Rðz1; tÞ
Rðz2; tÞ

� �
; (16.28)

where Dz ¼ jz1 � z2j.
The OCT system used is described in Sect. 16.2, and it yields 12 mm axial

resolution in free space. This determines the imaging axial resolution, which is

comparable with the dimensions of RBCs or small aggregates.

A few different glass vessels of 0.2–2 mm of thickness were used as blood

sample holders. For some holders to enhance reflection from the bottom interface,

a metal reflector was applied. The sample holder was mounted on a translation stage

at the sample arm and was placed perpendicular to the probing beam. The ampli-

tude of reflected light as a function of depth at one spatial point within the sample
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was obtained. The result is the measurement of optical backscattering or reflec-

tance, R(z), from the RBCs versus axial ranging distance, or depth, z, described
by (16.25). Optical clearing (enhancement of transmittance) DT by an agent

application was estimated using (16.26). Averaging for a few tenths of z-scans

was employed.

Venous blood was drawn from healthy volunteers and stabilized by K2E EDTA

K2. For example, blood samples containing dextrans were prepared immediately

after blood taking by gently mixing blood and dextran-saline solution with low rate

manual rotating for 1 min before each OCT measurement. Four groups of the blood

samples with various hematocrit values were investigated in this study [164]. The

dextrans used in the experiments were D	10, D	70, and D	500 with the molec-

ular weights (MW) at 10,500, 65,500, and 473,000, respectively.

Table 16.2 gives the results from 65 % blood (from a 24-year-old male volun-

teer) with 35 % dextran saline solution. The concentration of dextrans used was

2.43 gdL�1. The measurement started immediately after the addition of dextran.

It can be seen from Table 16.2 that D	500 and D	70 are effective agents to

decrease the light attenuation of blood compared with the saline control (blood with

saline), with the total attenuation coefficient decreased from 74.2 cm�1 for the

saline control to 62.4 and 59.4 cm�1, respectively. The optical clearing capability

DT was approximately 90 % and 100 % for D	500 and D	70, respectively.

It is interesting that D	500, providing a higher refraction, had less effect than

that of D	70 at the same concentration. Moreover, the increase in concentration

(refraction power) cannot always achieve higher optical clearance, thus, 0.5 gdL�1

D	500 had a stronger effect than 5 gdL�1 D	500 in 20 % blood with 80 % saline

samples. Better transmittance does not always correlate with lesser scattering

coefficient (see Dextran 10).

The changes in scattering property brought above by the addition of dextran solution

may first be explained by the refractive indexmatching hypothesis [184, 185]. It can be

seen that scattering can be reduced when the refractive index of plasma is increased.

The refractive index of dextran saline solution was increased with concentration in

all molecular weight groups. The measured indices of blood samples with dextrans

were in good agreementwith the theoretical values calculated according to the equation

n ¼ cbnb + (1 � cb)ns, where cb is the volume fraction (20 %) of whole blood in the

diluted sample and ns is the index of saline with or without dextrans. As expected, the
refractive index of blood with dextran increases as the concentration of the added

dextran increases due to an increase of the index of the ground matter of the sample.

Table 16.2 Influence of dextrans (2.43 gdL�1) on light attenuation property of the sample

containing 65 % blood and 35 % saline [164]. Data was corrected accounting for algorithm

expressed by equation (16.28)

Agent mt (cm
�1) DT (%)

Saline 74.2 �
Dextran10 76.4 11.9

Dextran70 59.4 100.1

Dextran500 62.4 86.7
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Blood optical property can be altered by dextrans-induced refractive index

matching between RBCs and plasma. However, refractive index matching is not

the only factor affecting blood optical properties. Obviously, this discrepancy

resulted from the assumption of only refractive index influence. Thus, other factors

should be taken into account, particularly, the cellular aggregation effect induced

by dextrans [164].

As the aggregation process is time dependent, the blood sample was allowed

10 min sedimentation in this study after the measurement at the beginning stage of

the addition of dextrans. Figure 16.33 shows the summary of the effect of dextrans

compared with the saline control on light transmission for the sample with 20 %

blood and 80 % saline after 10 min sedimentation. It can be seen from Fig. 16.33

that the influence of dextran on the light transmission was different compared with

that at the beginning of mixing dextrans in blood. The lower concentration

(0.5 gdL�1) D	500 still had the strongest effect on reducing the scattering of

light in blood, with a 2.8-fold stronger effect than that of the saline control.

However, enhancement by the highest concentration of D	500 (5 gdL�1) and

D	70 (10 gdL�1) was dramatically lower than that of the saline control. At the

beginning, they both had a very high blood optical clearing capability with 67.5 %

and 76.8 % DT, respectively. In addition, the effect was decreased with the increase
of dextran in blood within all three groups, contrary to the expectation of the

refractive index matching hypothesis.

The decreased aggregation capability of dextran with concentration explained

well that light transmission decreased less with the increase of dextran for both

types (mid-molecular and large-molecular). Over a range of concentrations, D	500

and D	70 induced RBC aggregation. However, dextrans have been known to exert

a biphasic effect on RBC aggregation; they induce aggregation at low concentration

and disaggregation at high concentration [214]. For example, with D	70, the

maximal aggregation size is obtained at approximately 3 %, above which the size

decreases. In our OCT measurements, 2 gdL�1 D	500 and 5 gdL�1 D	70 in 20 %

blood with 80 % saline appeared to be the critical concentration to affect

RBC aggregation. Their aggregation parameters became smaller than those of
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0.5 gdL�1 D	500 and 1 gdL�1 D	70. When the concentration increased to 5 gdL�1

for D	500 and 10 gdL�1 for D	70, they played a role of disaggregation. That is the

reason why the cells are much less packed than with the saline control, accounting for

the reduced light transmission. Although refractive indexmatching suggested a higher

light transmission, it can be seen that the aggregation-disaggregation effects are now

dominant.

The behavior of RBCs in flow is dependent on the processes of aggregation-

disaggregation, orientation, and deformation. Increased RBC aggregability has

been observed in various pathological states, such as diabetes and myocardial

infarction, or following trauma. The aggregation and disaggregation properties of

human blood can be used for the characterization of the hemorheological status of

patients suffering different diseases [213]. Our work suggests that OCT may be

a useful noninvasive technique to investigate rheology for diagnosis, together with

its additional advantage of monitoring blood sedimentation [124].

It is well established that RBCs are very sensitive to changes in blood plasma

osmolarity [211]. As osmolarity increases due to cell dehydration, the RBC volume

decreases, hemoglobin concentration within the cell increases, and index of refrac-

tion increases. For example, glucose injection in blood causes the linear increase of

plasma osmolarity with glucose concentration, up to 6,000 mOsm/L at glucose

concentration in blood plasma of 1.0 g/mL. Using data of Ref. [211], the following

empirical relation was suggested to describe RBC volume change with osmolarity

[218, 219]:

VRBCðosmÞ ¼ VRBCð300Þ 0:463þ 1:19 exp � osm

376:2

n o
 �
; (16.29)

where VRBC(osm) is the RBC volume in mm3 at given osmolarity expressed

in mOsm/L and VRBC(300) is the RBC volume at isotonic osmolarity

osm ¼ 300 mOsm/L. At glucose injection, the local blood hematocrit (Hct)

decreases. If Hct before injection of glucose was 45 % at osm ¼ 300 mOsm/L;

then at Cgl ¼ 0.05 g/mL, osm ¼ 580 mOsm/L and Hct ¼ 32 %; at Cgl ¼ 0.1 g/mL,

osm ¼ 850 mOsm/L and Hct ¼ 26 %; and at Cgl ¼ 0.2 g/ml, osm ¼ 1,400 mOsm/l

and Hct ¼ 22 %. At further increase of glucose concentration (0.3–1.0 g/mL),

hematocrit stays constant, Hct ffi 21 %, in spite of linear increase of blood plasma

osmolarity (2,000–6,000 mOsm/L).

Results of modeling of the scattering properties control for a whole blood at its

immersion (local intravessel injection in the vicinity of the endoscopic OCT probe)

by a glucose solution at different concentrations accounting for RBC polidispersity

(150 volume fractions of volume (size) distribution) [220, 221], packing function in

the form F(Hct) ¼ (1 � Hct) [222, 223], osmolarity, and hematocrit effects are

presented in Refs. [219, 224]. The scattering coefficient and scattering anisotropy

factor were calculated. The scattering coefficient behavior with concentration and

the wavelength is defined by: (1) the change in blood plasma osmolarity (increase

of scattering for all wavelengths far from Soret band caused by RBC shrinkage and

increase of refractive index for low concentration of glucose; (2) reduction of blood

hematocrit (plays some role in the scattering decrease for glucose concentration less
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than 0.3 g/mL); (3) refractive index matching – the main effect (a significant

reduction of scattering for glucose concentration from 0.5 to 0.7 g/mL in depen-

dence of the wavelength); and (4) dispersion of hemoglobin absorbing bands

(within a strong Soret band (415 nm) it does not allow a significant reduction of

scattering and modifies slightly the position of the dip and the depth of scattering

damping for other lower-absorbing hemoglobin bands, 542 and 575 nm). For

applications, especially when OCT endoscopy is used, concurrent reduction of

scattering and increase of g-factor at immersion agent administration is important.

The transport scattering coefficient, m0s ¼ (1 � g)ms, decreases and transport free

path length for a photon, ltr ffi 1/m0s increases dramatically, thus a larger amount of

photons, which carry information about the hidden object (for example, thin-wall

plaques in the coronary arteries) can be detected. For the wavelength 900 nm, the

scattering coefficient of blood is changed from 1,200 cm�1 to approximately

50 cm�1 and g-factor from 0.991 to 0.994 at glucose immersion, thus the transport

free path length increases more than 35 times [219, 224]. Correspondingly, the

depolarization depth of blood [225, 226], which is proportional to ltr, should be

much larger at optical clearing. The described method for immersed blood model-

ing is applicable for any other biocompatible immersion agent administration, such

as dextrans, glycerol, and trazograph (see Table 16.2 and Refs. [164, 227]).

There also exists another possibility of blood immersion, using the local blood

hemolysis that can be also provided in the vicinity of the fiber-optic endoscopic

probe [228]. Free hemoglobin is the immersion agent in that case. The local

increase of hemoglobin concentration in plasma can lead to local change of plasma

osmolarity [218]:

osm0 ¼ osmþ CbpHe

MHb
; (16.30)

where osm is the plasma osmolarity under physiological condition

(280–300 mOsm/L), CbpHb is the concentration of plasma hemoglobin, g/L, and

MHb is the molar mass of hemoglobin (MHb¼ 66,500 g/M). The expected change of

RBC volume calculated using empirical (16.29) is not more than 0.1 % at hemolysis

less than 20 %. For simplicity, the polydispersity of RBC can be taken into account

on the basis of the six-fraction blood model [228]. Modeling of optical properties of

whole blood at normal conditions and at local hemolysis with the packing function

F(Hct) ¼ (1 � Hct)(1.4 � Hct) [222] showed that, in contrast to the small changes

of absorption coefficient, more significant changes of the scattering properties of

blood have been observed at increase of free hemoglobin concentration in plasma

[228]. A spectrally smooth decrease of scattering coefficient for all wavelengths

with free hemoglobin release at hemolysis was found. At a hemolysis rate of 20 %,

the decrease of the scattering coefficient for two typical wavelengths, 633 and

820 nm, was calculated as 40 %, while the anisotropy factor, at 633 nm, increases

from 0.9940 to 0.9952, and at 820 nm from 0.9919 to 0.9929.

The described method can be realized not only at blood hemolysis but also at

local free hemoglobin injection. Hemoglobin administration also may serve as
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a clearing agent for tissue clearing, when clearing is needed in the spectral range far

from the strong absorption bands of hemoglobin.

This concept was experimentally proved by using a quantitative phase micros-

copy for investigating RBC morphology and dynamics with subnanometer path-

length sensitivity at the millisecond time scales [229]. The ability to quantify

noninvasively the hemoglobin flow out of the cell during hemolysis due to cell

refractive index mismatching/matching with surroundings was demonstrated. RBC

volume and dynamic morphology were investigated.

A number of experimental studies have demonstrated that glucose and dextrans

improve OCT blood penetration [124, 164, 185, 218, 219, 224, 227, 228]. The

safety and usefulness of the non-occlusion method for OCT image acquisition with

low-molecular-weight dextran L (LMD-L) (Dextran 40) via a guiding catheter were

recently demonstrated in clinical studies [230, 231]. The intracoronary frequency-

domain optical coherence tomography (FD-OCT) system used in this investigation

normally required injection of contrastmedia for image acquisition, whichmay lead to

the impairment of renal function. To compare the image quality and quantitative

measurements between contrast media and LMD-L for FD-OCT image acquisition in

coronary stented lesions, 22 patients with 25 coronary stented lesions were enrolled.

Using the continuous-flushing method via a guiding catheter, contrast media and

LMD-L were infused at a rate of 4 mL/s by an autoinjector. It was shown that, with

regard to image quality, the prevalence of clear image segments was comparable

between contrast media (97.9 %) and LMD-L (96.5 %), p ¼ 0.90, with excellent

correlations between both flushing solutions at application to minimal and mean

lumen, as well as mean stent areas. The total volumes of contrast media and of

LMD-L needed for OCT image acquisition were similar. Thus, LMD-L may have

the potential to reduce the total amount of more toxic contrast media without loss of

OCT image quality and in the near future could be widely adopted in clinical practice,

especially in patients with renal insufficiency. As follows from the above discussion

(see Fig. 16.33 and Table 16.2), the high-molecular-weight dextrans aremore efficient

and we have the prospect of total replacement of contrasting agents.

16.6 Monitoring of Drug Delivery

To describe the relationship between the depth of penetration and the signal

strength at a particular depth, a method based on OCT signal slope (OCTSS) or
OCT amplitude (OCTA) analysis can be used [232–236]. In a single scattering

approximation [see (16.28)], the OCTSS plotted on a logarithmic scale is propor-

tional to the total attenuation coefficient of the tissue, mt:

OCTSS � ln
IðzÞ
I0

� �
¼ �mtz (16.31)

The OCTSS method allows one to evaluate the average permeability rate of the

tissue layer for a chemical agent or molecules of a drug. The permeability rate can
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be simply calculated by dividing the thickness of the region used to measure the

OCTSS by the time of molecular permeation in this region

�P ¼ zregion=tregion: (16.32)

Prior to the addition of molecules, the baseline signal would remain relatively

constant. Only after application will the changes in the OCTSS be observed. The

time interval can be calculated as the time when saturation was achieved (after

diffusion) minus the time at which the molecules first reached the region of interest

(tregion). Alternatively, the OCTA method of measurement can be used to calculate

the permeability rate at specific depths within the tissue from

PðzÞ ¼ zi=tzi; (16.32)

where zi is the distance from the surface of the tissue where the measurements are

performed and tzi is the time of the agent diffusion to that depth.

Many studies have been performed on the effect of OCAs on different biological

samples. Optical clearing can be estimated by the change in the optical signal

obtained from the tissue, after the addition of the clearing agent, as a percentage

change. Formally, percentage change at a certain depth of a tissue can be defined as

% clearing ¼ I2 � I1
I1

	 100%; (16.33)

where, I1 is the optical intensity prior to addition of the clearing agent and I2 is the
optical intensity after the clearing agent has diffused through that particular depth.

For example, Ghosn et al. showed that 40 % glucose can induce around 10 %

clearing effect in the upper layer of rabbit sclera, which increases to 22 % in the

layers below [234]. Larina et al. showed how glycerol can be used as a clearing

agent that can help better visualize deeper layers in mice embryo [237].

Sudheendran et al. monitored the changes in tissue as different concentrations of

glucose solution diffused through pig skin [238].

It has been demonstrated that the concentration change of OCA in different

tissues changes its optical properties [239–253]. Most recently, a method that

allows for the quantification of the permeation rates of different compounds in

tissues using OCTSS has been developed [232–235, 246–251]. Permeation of

various molecules and drugs has been quantified in the sclera and the cornea of

the eye, monkey skin in vivo, and various vascular tissues. Table 16.3 shows an

example for the permeation rates of various molecules and drugs in the rabbit sclera

and cornea measured using the OCTSS method [234].

In this study [234], an aqueous solution of 40 % glucose is added to rabbit sclera

in vitro, where depth-resolved permeability coefficients and optical clearing are

measured with OCT. The permeability rate in the upper 80- to 100-mm region is

found to be different from that in the deeper 100-mm region: (6.01 
 0.37) 	
10�6 cm/s and (2.84 
 0.68) 	 10�5 cm/s, respectively. A difference in percent
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clearing is also noted. Optical clearing of the upper region is about 10 % and

increased to 17–22 % in the one beneath. These results demonstrate the capability

of OCT-based methods to not only measure the diffusion rate and optical clearing

of a tissue, but also its ability of functional differentiation between layers of

epithelial cells and stroma (see Fig. 16.34).

Recently, OCT has been employed to quantify the permeability rates of glucose

and different lipoproteins (very low density lipoprotein (VLDL), low density

Table 16.3 Permeation rates of various drugs in rabbit cornea and sclera

Drug

Permeability (rate 
 standard deviation, cm/s)

Cornea Sclera

Mannitol (1.46 
 0.08) 	 10�5 (n ¼ 4) (6.18 
 1.08) 	 10�6 (n ¼ 5)

Ciprofloxacin (1.85 
 0.27) 	 10�5 (n ¼ 4) (1.41 
 0.38) 	 10�5 (n ¼ 3)

Dexamethasone (2.42 
 1.03) 	 10�5 (n ¼ 7) �
Metronidazole (1.59 
 0.43) 	 10�5 (n ¼ 5) (1.31 
 0.29) 	 10�5 (n ¼ 4)
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Fig. 16.34 Optical clearing at different depths in rabbit sclera during the 40 % glucose diffusion

experiment [234]
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lipoprotein (LDL), and high density lipoprotein (HDL)) in vascular tissues (porcine

aorta and human carotid endarterectomy tissue) [252, 253]. It is also known that

structural organization of cells and fibrils composing a tissue could significantly

impact the molecular permeability rate and, thus, allow early detection of tissue

abnormalities by quantifying permeability rate in normal versus pathological

tissues. For example, the permeability rate of 20 % glucose solution in normal

vascular tissues was calculated to be (6.80 
 0.18) 	 10�6 cm/s, while it signifi-

cantly increased during formation of early arteriosclerotic disease: (2.69 
 0.42) 	
10�5 cm/s [250].

The influx of lipoproteins is a significant factor in studying the physiological

mechanisms that contribute towards the formation of atherosclerosis in vascular

tissues. OCT can also be used to measure the perfusion through yet another

biological system, the intimal layer of the carotid arterial wall. This layer is

obtained from human carotid endarterectomy (CEA) specimens, which contain

normal healthy segments and diseased atherosclerotic segments that included

lipidic, calcific, hemorrhagic, and/or fibrotic components. The permeation rates of

glucose and different lipoproteins were studied at room temperature (20 �C) as well
as physiological temperature (37 �C). The results of these permeation studies are

summarized in Table 16.4 [236, 252, 253].

As discussed above and as described in general in Ref. [224], OCT in conjunc-

tion with uploading tissue by an OCA holds promise as a research tool for analysis

of identifying the boundaries between normal and diseased tissue in vitro and

in vivo. Depth- and time-resolved profiles for OCT signal at optical clearing

allow one to differentiate human cancer and normal breast tissues [254, 255]. The

permeability coefficients [(16.32)] and the percentages of OCT signal enhancement

[(16.33)] for normal and cancerous breast tissues have been investigated in vitro for

60 % glycerol [254], 20 % glucose, 40 % glucose, and 20 % mannitol [255]. The

OCT slope signals of breast tissues decreased as OCA diffusing into tissues. For

example, the permeability coefficient of glycerol in cancer tissues was 3.54-fold

larger than that in normal tissues. The permeability coefficient of 60 % glycerol was

(3.14 
 0.07) 	 10�5 cm/s in breast cancer tissues and (0.89 
 0.02) 	 10�5 cm/s

in normal breast tissues [254]. Obtained results indicate that the OCA permeability

coefficient in breast cancer tissue is prominently larger than that in normal breast

tissue, while the percentage of optical clearing is lower. The results suggest that

OCT has the ability to distinguish cancer tissue from different aspects [255] that are

related to tissue morphology and OCA impact on tissue.

Table 16.4 Permeation rates of lipoproteins and glucose in human carotid endarterectomy tissues

at 20 �C and 37 �C

Lipoprotein

Permeability (rate 
 standard deviation, cm/s) 	 105

Normal, 20 �C Normal, 37 �C Diseased, 20 �C Diseased, 37 �C
VLDL 1.13 
 0.26 1.20 
 0.25 1.50 
 0.21 1.75 
 0.34

LDL 3.16 
 0.37 4.77 
 0.48 1.97 
 0.34 2.01 
 0.23

HDL 1.57 
 0.26 2.42 
 0.24 2.01 
 0.32 2.43 
 0.31

20 % Glucose 3.51 
 0.27 3.70 
 0.44 6.31 
 0.61 5.70 
 0.48
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Pilot results on in vitro quantification of glucose diffusion permeability in

normal esophageal epithelium and esophageal squamous cell carcinoma (ESCC)

human tissues by using OCT technique were also reported [256]. The permeability

coefficient of 40 % glucose was found to be (1.74 
 0.04) 	 10�5 cm/s in normal

esophagus and (2.45 
 0.06) 	 10�5 cm/s in ESCC tissues. Therefore, a 1.41-fold

greater permeability coefficient than that for normal tissues was found for ESCC,

however, similar to breast tissue, the OCT light penetration depth for the diseased

tissue is significantly smaller than that of normal esophagus tissues in the same

time interval.

It was also found that the glucose permeability is nonlinear through the esoph-

agus tissue and increases with depth for both normal and ESCC tissues [257]. The

OCT images were acquired continuously for 120 min, and the depth-resolved and

average permeability coefficients for the 40 % glucose solution have been extracted

from experimental data using the OCT amplitude (OCTA) method [232–236]. The

depth-resolved permeability coefficient for 40 % glucose solution increases from

(3.30 
 0.09) 	 10�6 and (1.57 
 0.05) 	 10�5 cm/s at the mucous membrane of

normal esophagus and ESCC tissues to (1.82 
 0.04) 	 10�5 and (3.53 
 0.09) 	
10�5 cm/s at the submucous layer �742 mm apart from the epithelial surface of

normal esophagus and ESCC tissues, respectively. This result fits well with data

from Fig. 16.34, where difference between diffusivity of epithelial cells and stroma

is underlined. It is also important to note that the cancer epithelial cell layer

becomes 5.5 times more permeative than the normal tissue layer, but the perme-

ability of the stromal layer increases only 2.2 times. The results presented could

support the use of OCT in conjunction with OCA application in functional esoph-

ageal tissues imaging.

Another important application of OCT is for diagnostics of disease-caused

structural changes in dental tissues [258–260]. Monitoring of the molecular diffu-

sion processes was studied in hard tissues such as human tooth [261, 262] and nail

[263]. Diffusion of water and dental liquor is necessary for teeth functioning and

affects tooth hardness [264]. The permeability of dental tissues to exogenous

chemical agents and drugs is important for dental disease treatment and tooth

cosmetics [265]. The study of water and glycerol application to dentin samples

was implemented in two geometries [261, 262]: (1) the sample placed in a cuvette

and OCT-scanning performed through the liquid layer, covering the sample (front

application); (2) the sample glued to a window in the cuvette side face (back

application). The sample was coated with hermetic varnish except a window for

OCA diffusion and light penetration in the case of one side OCA application and

two windows on the opposite sides of the sample in the case of backward OCA

application. In both cases, OCT-scanning was performed repeatedly over a few

hours. The difference found between A-scans for front and backward OCA

application is due to competition between the mean attenuation and the back

reflectance coefficients. Both parameters decrease at application of diffusing

immersion agent, but reduction of the attenuation coefficient leads to OCT signal

increase from the sample depth, as the back reflectance decrease causes the

corresponding decrease of OCT signal. A remarkable finding is that, in both
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cases, the mean slope of the OCT signal decreases with time and the ultimate

damping time constants agree well. Backward OCA application is free of artifacts

introduced by the liquid layer over the sample and hence was used in further

experiments with other agents.

Similar measurements were carried out for other samples for water and 44 %

glycerol aqueous solution (summarized in Table 16.5). The results demonstrate

some correlation of the diffusion rate and time of OCT signal saturation with tissue

structure, i.e., the tubules’ diameter and their number density. The glucose diffusion

and glucose impact on the dentin permeability that is important for diabetes
mellitus patients were also studied. It has been found that the permeability coeffi-

cient for 35 % aqueous solution of glucose is about two orders of magnitude smaller

than that for water (naturally, due to the greater molecule size and, possibly, due to

molecular binding). The diffusion process of water in tooth samples was investi-

gated before and after the long-term (5 days) incubation of a sample with 35 %

glucose. The permeability coefficients of intact and incubated samples were found

to be (2.59 
 1.63) 	 10�4 cm/s and (3.86 
 0.39) 	 10�4 cm/s, respectively.

Thus, the long-term glucose impact on the tooth dentin results in irreversible

changes of the tissue properties that may result from the glycation-induced change

of the intertubular dentin density and, hence, the increased tubule looseness.

An in vivo study of molecular diffusion in a volunteer’s partly removed nail was

also performed [263]. OCT measurement allowed for identification of each tissue

layer (nail and underlying tissue) and evaluation of its optical thickness and

attenuation (scattering) coefficient. The effect of glycerol diffusion and mechanical

compression (see Sect. 16.8) was clearly seen for all layers.

Overall, these results demonstrate the capability of OCT technology to quantify

time- and depth-dependent diffusion processes in many soft and hard tissues.

Moreover, the difference in diffusion rates between normal and diseased tissues

measured with OCT could assist in tissue classification/pathology efforts.

16.7 Glucose Sensing

Significant efforts were undertaken in the field of glucose sensing in tissues with OCT

and encouraging results were obtained in several studies [240, 242, 245, 266–275].

Glucose concentration monitoring is based on the similar phenomena as tissue optical

Table 16.5 Tooth tissue structural and diffusion parameters obtained from microscopy and OCT

Agent

Sample

thickness, mm

Mean tubule

diameter, mm Saturation time, min Permeability rate, cm/s

Water 0.9 0.60 
 0.10 78 (3.04 
 0.13) 	 10�6

Water 1.3 2.30 
 0.15 9 (4.02 
 0.24) 	 10�5

Water 1.2 1.60 
 0.13 154 (2.09 
 0.65) 	 10�6

44 % glycerol 0.8 2.4 
 0.55 54 (4.91 
 0.67) 	 10�6
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clearing and drug delivery and uses matching of refractive indices of the interstitial

fluid, where glucose migrates from blood vessels, and tissue scattering constituents.

By registering changes in scattering that are seen as the OCT signal slope changes, it is

possible to evaluate changes in glucose concentration. Fortunately, as was proved in

pioneering papers by Esenaliev et al. [245] and Larin et al. [240, 242], a high

sensitivity of OCT slope measurement allows for in vivo monitoring of glucose at

physiological levels in tissues of animals and humans.

Glucose clamping experiments were performed in the animal studies [240]. The

clamping technique allowed slow, controlled intravenous administration of glucose

at desired rates to simulate normal physiological changes in blood glucose concen-

tration. A dextrose solution (50 % w/w) was administrated for approximately 1 h

using a digital pump at a rate of 1.2 mL per min. This resulted in an increase of

blood glucose concentration from a baseline level of 100 mg/dL (�5.5 mM) to

400 mg/dL (�22.2 mM). The OCTSS was measured at the depth from 300 to

400 mm and changed approximately 53 % in the range from 100 to 400 mg/dL.

The lag time between an increase of blood glucose concentration and a decrease of

the OCT signal slope was approximately 14 min and can be explained by glucose

diffusion from bloodstream to skin.

An 80 % decrease of the slope of the OCT signal at the depth of 380–480 mm as

the blood glucose increased from 144 mg/dL to 600 mg/dL (3.2 %/mM) was

observed in an experiment with rabbit lip [240]. Good linear correlation between

the OCT signal slope and blood glucose concentration with a correlation coefficient

of 0.93 and a p-value less than 0.01 was demonstrated.

For healthy human volunteer [242], the slopes changed significantly: �17 %,

with changes in glucose concentration from 90 to 140 mg/dL. These results also

demonstrated good correlation between changes in slopes of noninvasively mea-

sured OCT signals and actual blood glucose concentration. On average, the slope

changed 1.9 % per 10 mg/dL change of the blood glucose concentration.

16.8 Compression Clearing and Contrasting

A mechanical stress on a soft tissue in the form of compressing or stretching causes

a significant increase in its optical transmission due to less overall light scattering [175,

224, 236, 276–287]. For living tissues, the major mechanisms behind this phenomenon

are: (1) increased optical tissue homogeneity due to removal of blood and extracellular

fluid from the compressed site; (2) closer packing of tissue components, leading to

constructive interference (cooperative) effects; and (3) less tissue thickness.

The estimation of biomechanical properties of tissue is critical to many areas of the

health sciences, includingmonitoring of the tension in wound closures, skin flaps, and

tissue expanders. Optical and especially OCT techniques are helpful in such studies.

Askar’yan [277] was the first to study the propagation of a laser beam

through the soft tissue phantoms and human palm at mechanical compression.

The reduction of extinction coefficient after tissue compression and prolongation
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of optical clearing effect after removing pressure for some time interval were

successfully demonstrated.

As a tissue that is well-supplied with blood, the skin’s spectral properties can be

effectively controlled by applying an external localized pressure in in vivo exper-

iments when UV-induced erythema (skin redness) is developed [287]. For that

particular case, extra blood in the skin dermis resulting from a physiological

reaction to UV light is pushed out by compression, thus providing better light

transmittance within the bands of hemoglobin even the induced erythema without

compression is rather strong.

The squeezing-induced effects in tissues containing little or no blood, such as

eye sclera, are characterized by a marked inertia (a few minutes) [224, 284]. This

happens because of the relatively slow diffusion of water from the compressed site.

Due to water displacement from the interspace between collagen fibrils, concen-

tration of the proteins and mucopolysaccharides increases in this space. Since these

proteins and sugars have a refractive index closer to that of the collagen fibrils,

a more index-matched environment can be created.

On the other hand, compression reduces specimen thickness d, which might

increase the effective scatterer concentration inside the tissue. Therefore, compres-

sion may also give rise to an increase in tissue scattering coefficient ms. Sometimes

the increase in scatterer concentration is likely to be more dominant than the

reduction in index mismatch [175]. In addition, reduction of tissue thickness causes

an increase in local chromophore concentration, and thus the absorption coefficient

ma increases. However, the total effect on optical properties changes, which is

proportional to the product of (ms + ma)d, and is characterized by less light

attenuation due to the smaller thickness of compressed soft tissue (up to 72 %)

[175, 285, 286]; cooperative effects also may have a great influence in reduction of

the overall scattering [224].

Steady-state diffuse reflectometry with a variable source-detector separation rsd
allows one to characterize properties of light propagation in a tissue at mechanical

tension, including its anisotropy following the stretching direction [283]. At exter-

nal forced tension, more significant damping of scattering along the direction of

mechanical stress is expected. In vivo human experiments showed that the specular

reflection from skin changes with stretch [280]. For small values of skin stretch,

the specular reflectivity measured for He:Ne laser (l ¼ 633 nm) beam with the

45� angle of incidence increases linearly with strain, showing considerable

anisotropic properties.

All above-mentioned early studies of tissue compression have stimulated appli-

cation of this technology to OCT, where the penetration depth and image contrast

issues are critical. The authors of Ref. [279] used a hemispherically tipped glass rod

(borosilicate, nglass ¼ 1.474) 20 mm long with a 3-mm tip diameter, as a probe for

localized skin compression and concurrent OCT imaging at mean wavelength

1,310 nm (swept source OCT system). The glass rod did not add any perceivable

distortions to the OCT signal. It was demonstrated that for similar effective tissue

strain, air dehydration and mechanical compression produce similar changes in

refractive index and water volume fraction. These data directly prove the concept
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that mechanical compression may cause local water removal within compressed

tissue sites. This water may then be transported from the compressed site laterally

along interstitial pressure gradients, increasing local protein concentration.

Mechanical compression results in higher OCT signal intensity, i.e., higher contrast

and thus better imaging capability. The localized mechanical compression of skin

decreases tissue thickness and water content and increases refractive index and

OCT signal intensity. Mechanical loading may also decrease absorption and scat-

tering in the compressed region, particularly at 1,310 nm, near the 1,450 nm

absorption peak of water (low concentration of water due to its displacement).

The effect of mechanical compression on the contrast between epithelial and

stromal layers of human rectum ex vivo in OCT images was studied in Ref. [276].

Due to differentmechanical properties andwater content of these layers, the changes of

scattering properties induced by compression are different, which leads to better

contrasting of these layers in OCT images. The same group has reported studies on

continuousmechanical compression of human thin skin in vivo [282].TheOCT images

(mean wavelength 910 nm, axial and transverse spatial resolution of 15 and 25 mm in

air, respectively) were obtained for three male volunteers of different ages at low and

highmechanical pressures. The OCT probe was placed in a special holder allowing for

control of the force of pressure on the skin and keeping it constant. The probe was

pressed onto human skin with force varying from 0.4 N (pressure 0.07 N/mm2) to 2 N

(0.35 N/mm2) and was held in such a position for 10–15 min while the OCT images of

the skin were acquired continuously at a rate of one image every 5 s. The OCT signal

(A-scan) was averaged over the transverse direction in the region uniform in the

transverse (in respect to probe beam) direction of 200 mm-width (Fig. 16.35a); from

this averaged A-scan OCT signals (in dB) for particular layers were extracted; the

difference of these signals for neighboring layers was attributed as image contrast

corresponding to the ratio of the OCT signals indicated in dB (Fig. 16.35b, c). The

temporal dependencies of OCT image contrast for the epidermis–dermis junction

measured at low and high pressures are presented in Fig. 16.35b, c.

For the 23-year-old volunteer, the image contrast increased monotonously with

time for both the low- and high-pressure regimes. The maximal contrast was

reached much faster for the high pressure than for the lower, less than 1 min was

enough to reach the similar contrast for which at the low pressure more than 3 min

was needed. The skin of the older volunteer (49 years old) demonstrates an increase

in junction contrast, especially at the high-pressure regime that reaches a similar

maximum as for younger skin at the sixth min. Evidently, these changes could be

associated with the different dynamics of water inflow, in particular connected with

the different balance of free and bounded water for the young and aged skin.

16.9 Summary

In summary, we have discussed in this chapter the basic principles of an optical

coherence tomography system and have shown briefly its applications, both med-

ical and non-medical. The emphasis was placed on the low-coherence
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interferometry that consists of the building block for optical coherence tomography.

OCT based on the time modulation of the interference signal, i.e., modulation of

the time delay in order to increase the signal-to-noise ratio of the system, was

discussed, while other variations of OCT systems were left for readers to refer to

the existing literatures. Several features of OCT suggest that it will be an important

technique for both biomedical imaging and industrial applications. These features

include: (1) high axial resolution of 1–15 mm, one to two orders of magnitude

higher than conventional ultrasound; (2) noninvasive and non-contact, which

imply that the imaging can be performed without the contact with the sample and

without the need to excise the specimen; (3) high speed, enabling real-time imag-

ing; (4) flexibility, in that it can be integrated into almost all medical imaging

modalities; (5) cost-effectiveness and portability, because the system can be

implemented by optic-fibers commercially available in the telecommunication

industrials.

For further reading on OCT advanced systems and broader biomedical

applications, we recommend the following comprehensive OCT monographs:

[82, 135, 288].

Human tissue is highly scattering in nature to the near infrared light that is

usually used to illuminate the OCT systems. In the second part of this chapter, it

was shown that multiple scattering of tissue is a detrimental factor that limits OCT

imaging performance, for example, the imaging resolution, depth, localization, and

contrast. In order to improve the imaging capabilities for OCT systems, the multiple

scattering of tissue must be reduced.

The last part of this chapter introduced a novel technique, i.e., using

a biocompatible and hyperosmotic chemical agent to impregnate the tissue, to

enhance the OCT imaging performances through the tissue. The mechanisms for

such improvements, for example, imaging depth and contrast, were discussed, with

primary through the experimental examples. It is assumed that when chemical

agents are applied onto the targeted sample, there are two approaches concurrently

applied to the tissue. The imaging depth, or light penetration depth, is enhanced by

the refractive index matching of the major scattering centers within the tissue with

the ground material induced by the chemical agents, usually through the diffusions

of the interstitial liquids of tissue and the chemical agents. The imaging contrast

enhancement is caused by the tissue dehydration due to the high osmotic charac-

teristics of the chemical agents, which is also dependent on the mass transport of

chemical agents within tissue.

Additional information on tissue optical clearing mechanisms, biomedical appli-

cations, benefits, and limitations, including toxcicity issues, can be found in mono-

graphs, special issues of journals, and overview publications [168, 224, 236, 266,

289–298]. Tissue optical clearing is an exciting field of research, specifically in

further development of OCT technologies. In particular, it allows one to image of

superficial skin vessels using a compact low-power OCT Doppler system [299,

300]. The development of OCT technology in conjunction with optical clearing

stimulates designing of novel biocompatible OCAs and compositions with

enhancers [301, 302].
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Abstract

Analytical and numerical models for describing and understanding the light

propagation in samples imaged by optical coherence tomography (OCT) sys-

tems are presented. An analytical model for calculating the OCT signal based on

the extended Huygens-Fresnel principle valid both for the single- and multiple-

scattering regimes is derived. An advanced Monte Carlo model for calculating

the OCT signal is also derived, and the validity of this model is shown through

a mathematical proof based on the extended Huygens-Fresnel principle. From

the analytical model, an algorithm for enhancing OCT images is developed, the

so-called true-reflection algorithm in which the OCT signal may be corrected for

the attenuation caused by scattering. The algorithm is verified experimentally

and by using the Monte Carlo model as a numerical tissue phantom. Applica-

tions of extraction of optical properties from tissue are discussed. Finally, the

Wigner phase-space distribution function is derived in a closed-form solution,

which may have applications in OCT.

17.1 Introduction

Optical coherence tomography (OCT) has developed rapidly since its potential

for applications in clinical medicine was first demonstrated in 1991 [1]. OCT

performs high-resolution, cross-sectional tomographic imaging of the internal

microstructure in materials and biologic systems by measuring backscattered or

backreflected light.

Mathematical models [2–9] have been developed to promote understanding of

the OCT imaging process and thereby enable development of better imaging

instrumentation and data processing algorithms. One of the most important issues

in the modeling of OCT systems is the role of the multiple-scattered photons, an

issue, which only recently has become fully understood, the works of Thrane et al.
[10] and Turchin et al. [11] representing the most comprehensive modeling. Hence,

such modeling, capable of describing both the single- and multiple-scattering

regimes simultaneously in heterogeneous media, is essential in order to completely

describe the behavior of OCT systems.

Experimental validation of models on realistic sample structures, for example,

layered sample structures, would require manufacturing of complex tissue phan-

toms with well-controlled optical properties. However, a useful alternative to

validate the analytical predictions on such geometries is to apply a Monte Carlo
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(MC)-based simulation model [12], since there are few limitations on which

geometries that may be modeled using MC simulations. MC models for analyzing

light propagation are based on simulating the radiative equation of transfer by

tracing a large number of energy packets, each considered to represent a given

fraction of the incident light energy [13, 14]. Hence, as a numerical experiment, one

has full control of all parameters.

The scope of this chapter is the presentation of analytical and numerical models

that are able to describe the performance of OCT systems including multiple-

scattering effects in heterogeneous media. Such models, where the contribution to

the OCT signal from multiple-scattering effects has been taken into account, are

essential for the understanding and in turn optimization of OCT systems. Moreover,

establishing a valid MC model of OCT systems is important, because such a model

may serve as a numerical phantom providing data that are otherwise cumbersome to

obtain experimentally. In general, these models, analytical as well as numerical,

may serve as important tools for improving interpretation of OCT images.

17.1.1 Organization of This Chapter

The chapter is divided into four sections, covering specific topics in modeling OCT

systems. In Sect. 17.2, an analytical model for the detected OCT signal is derived

based on the extended Huygens-Fresnel principle. In the field of biomedical optics,

Monte Carlo simulations have already proved their value. In Sect. 17.3, an advanced

Monte Carlo model for calculating the OCT signal is presented, and comparisons

to the analytical model are made. The analytical model, in Sect. 17.4, is then used

to derive the optical properties of a scattering medium, which forms the basis of the

so-called true-reflection algorithm. The algorithm is verified using MC simulations

as well as experiments. The Wigner phase-space distribution function has been

proposed as an alternative to OCT. In Sect. 17.5, we demonstrate the applicability

of using the extended Huygens-Fresnel principle to calculate the Wigner phase-space

distribution function and to derive a novel method of OCT imagery.

17.2 Analytical OCT Model Based on the Extended Huygens-
Fresnel Principle

Since the first paper describing the use of the OCT technique for noninvasive cross-

sectional imaging in biological systems [1], various theoretical models of the OCT

system have been developed. The primary motivation has been optimization of the

OCT technique, thereby improving the imaging capabilities. The first theoretical

models were based on single-scattering theory [2, 3]. These models are restricted to

superficial layers of highly scattering tissue in which only single scattering occurs.

Single scattering or single backscattering refers to photons which do not undergo

scattering either to or from the backscattering plane of interest, that is, ballistic

photons.
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At larger probing depths, however, the light is also subject to multiple scattering.

The effects of multiple scattering have been investigated on an experimental basis

[4] and by using a hybrid Monte Carlo/analytical model [5], analysis methods of

linear systems theory [6], on the basis of solving the radiative transfer equation in

the small-angle approximation [7], a model based on the extended Huygens-Fresnel

(EHF) principle [8], and MC simulations [9]. Note that modeling using MC

simulations is treated in greater detail in Sect. 17.3.3.

In the present context, the main objective is the analysis of multiple-scattering

effects. As shown by several investigations, the primary effects of multiple scat-

tering are a reduction of the imaging contrast and resolution of the OCT system.

In Ref. [15], the authors suggested solving the multiple-scattering problem by

using the EHF principle [8] known from atmospheric propagation of laser beams

[16]. Their analysis contains one important inaccuracy because in their end result,

the ballistic component is included twice, leading to erroneous calculations. As

a result, their analysis should be applied with care. In addition, the effects of the

so-called shower-curtain effect [16] are not accounted for in their analysis. Thrane

et al. [10] succeeded in applying the EHF principle for the OCT geometry

(see below). Following their analysis, Feng et al. [17] aimed at expanding on the

use of EHF in modeling the OCT geometry. In particular, their aim is to simplify the

analysis, but several mistakes are introduced in the attempt: Firstly, an imaginary

lens is introduced with the purpose of obviating the shower-curtain effect, leading

to errors in the final calculation of the OCT signal. Secondly, an erroneous lateral

coherence length is introduced, that is, the lateral coherence length should be

calculated as resulting from reflecting off a rough surface and not, as done in Ref.

[17], a specular surface. Hence, their model should be approached with caution.

A statistical optics approach to adequately model the effects of multiple scatter-

ing was proposed by Karamata et al. [18]. However, their analysis, based on

a heuristic argument, is misleading and incorrect. The main error is due to their

assumption regarding spatial coherence, where it is alleged that transverse spatial

coherence is not degraded due to multiple scattering. The argument used by

Karamata et al. [18] is valid only for the case of a focused beam reflecting off

a rough surface with no scattering medium in between the reflection site and the

collection aperture (see, e.g., pages 210–211 of Ref. [19]). This is definitely not the

case for OCT in turbid media (i.e., tissue). The degradation of spatial coherence of

a beam propagating through a multiple-scattering media is well known and

documented in the literature (see Ref. [20] and references therein). Therefore, the

analysis given in Ref. [18] is not considered further, and the results and conclusions

should not be used in modeling light propagation in turbid media.

Recently, Turchin et al. [11] expanded the analysis of Dolin [7] to an OCT

geometry. Their analysis is based on the radiative transfer equation (RTE) in the

small-angle approximation, of which Arnush [21] first obtained the closed-form

solution. It should be noted that in this approximation, the solution of the RTE and

the EHF is identical [22, 23]. In general, the analysis of Ref. [11] is consistent

with that of the EHF model, which is presented below. However, technically there

are two important differences that need to be pointed out. Firstly, the choice of
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scattering phase function in Ref. [11]: as in Ref. [10], the forward scattered part is

modeled by a Gaussian distribution, but additionally a small backscattered frac-

tion is included. This way of taking into account tissue backscattering was

previously suggested by Raymer and coworkers [24] and discussed by Yura

et al. [23]. However, it was not included in the EHF analysis of the OCT geometry

[10], but it can be readily adopted [25]. Hence, the RTE [11] and EHF [10]

descriptions are equivalent. Secondly, Thrane et al. [10] present an analytic

engineering expression for the OCT signal current based on an accurate analytical

approximation for the irradiance distribution in the backscatter plane (see

Sect. 17.7 for details). Turchin et al. [11] do not use this approximation, and

consequently their end results require numerical computations, which yield

highly accurate values for the OCT signal current. They also obtain accurate

results in the extraction of optical scattering properties of the sample, which is

further addressed in at the end of this chapter. Furthermore, it is noted that the

analysis of Turchin et al. [11] is restricted to the special case where the focusing

lens in the sample arm is in direct contact with the tissue being investigated. This

is in contrast to the analysis of Ref. [10] where the ABCD ray-matrix formalism

was used to readily include an arbitrary configuration of the sample arm. Finally,

in contrast to the totally numerical results of Ref. [11], the multiple-scattering

EHF analysis presented below yields accurate analytic expressions for the OCT

signal for a wide range of optical configurations that are both amenable to

physical interpretation and are desirable for use in parametric studies for OCT

system optimization.

In this section, a general theoretical description [10, 26–28] of the OCT tech-

nique when used for imaging in highly scattering tissue is presented. The descrip-

tion is based on the EHF principle. It is shown that the theoretical model, based on

this principle and the use of mutual coherence functions, simultaneously describes

the performance of the OCT system in both the single- and multiple-scattering

regimes. In a standard OCT system [1] with diffuse backscattering from the tissue

discontinuity being probed, and a distance between the focusing lens and the tissue,

the so-called shower-curtain effect [16, 29, 30] is present. This effect has been

omitted in previous theoretical models [8]. However, it is demonstrated in this

section that inclusion of this effect is of utmost importance in the theoretical

description of an OCT system.

17.2.1 The Extended Huygens-Fresnel Principle

When an optical wave propagates through a random medium, for example, tissue,

both the amplitude and phase of the electric field experience random fluctuations

caused by small random changes in the index of refraction. Several different

theoretical approaches have been developed for describing these random amplitude

and phase fluctuations, based upon solving the wave equation for the electric field

of the wave or for the various statistical moments of the field. By assuming

a sinusoidal time variation in the electric field, it has been shown [31–34] that
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Maxwell’s equations for the vector amplitude E(R) of a propagating electromag-

netic wave through a non-absorbing refracting medium lead directly to

H2Eþ k2n2 Rð ÞEþ 2H E � H ln n Rð Þ½ � ¼ 0; (17.1)

where R denotes a point in space, k is the wave number of the electromagnetic

wave, and n(R) is the index of refraction whose time variations have been

suppressed. We now assume that the magnitude of the index of refraction fluctua-

tions is small in comparison with unity. Hence, the index of refraction

n Rð Þ ¼ n Rð Þh i þ nf Rð Þ, where nf (R) is the small fluctuating part of the index of

refraction with zero mean and a root-mean-square value much less than unity. This

assumption is in general valid for tissue [35]. In this case, it has been shown that the

last term on the left-hand side of (17.1), which is related to the change in polari-

zation of the wave as it propagates, is negligible if the wavelength of the radiation

l � 2p l0, where l0 is a measure of the smallest random inhomogeneities in the

medium [33, 34]. The structures that dominate light propagation in tissue, for

example, cells, have a size of 2 mm or more, which means that the criteria

for neglecting the depolarization term are fulfilled in the case of interest where

l � 1.0 mm. By dropping this term, (17.1) simplifies to

H2Eþ k2n Rð ÞE ¼ 0; (17.2)

which is now easily decomposed into three scalar equations, one for each compo-

nent of the field E. If we let U(R) denote one of the scalar components transverse to

the direction of propagation along the positive z-axis, then (17.2) may be replaced

by the scalar stochastic equation

H2U þ k2n2 Rð ÞU ¼ 0: (17.3)

Equation (17.3) cannot be solved exactly in closed form. Some early attempts to

solve (17.3) were based on the geometric optics approximation [36], which ignores

diffraction effects, and on perturbation theories widely known as the Born approx-

imation and Rytov approximation [32]. One approach to solving (17.3) by other

than perturbation methods was developed, independent of each other, by

Lutomirski and Yura [37] and by Feizulin and Kravtsov [38]. This technique is

called the extended Huygens-Fresnel (EHF) principle. As the name indicates, it is

an extension of the Huygens-Fresnel principle to a medium that exhibits a random

spatial variation in the index of refraction. That is, the field due to some arbitrary

complex disturbance specified over an aperture can be computed, for propagation

distances that are large compared with the size of the aperture, by superimposing

spherical wavelets that radiate from all elements of the aperture. This principle

follows directly from Green’s theorem [39] and the Kirchhoff approximation [39]

applied to the scalar wave equation together with a field reciprocity theorem

between an observation point and a source point of spherical waves in the random

medium. On the basis of this principle, the geometry of the problem, that is, the
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aperture field distribution, can be separated from the propagation problem, which is

determined by the way a spherical wave propagates through the medium. Further-

more, Yura and Hanson [40, 41] have applied the EHF principle to paraxial wave

propagation through an arbitrary ABCD system in the presence of random inho-

mogeneities. An arbitrary ABCD system refers to an optical system that can be

described by an ABCD ray-transfer matrix [42]. In the cases of interest in this

section, the ABCD ray-transfer matrix is real, and the field in the output plane is

then given by [40]

UðrÞ ¼
ð
U0ðpÞGðp; rÞdp; (17.4)

where r and p are two-dimensional vectors transverse to the optical axis in the

output plane and input plane, respectively. Throughout this chapter it is understood

that spatial integrals are to be carried out over the entire plane in question.

The quantity U0(p) is the field in the input plane, and G(p,r) is the EHF Green’s

function response at r due to a point source at p given by [37, 40]

Gðp; rÞ ¼ G0ðp; rÞ exp½i’ðp; rÞ�; (17.5)

where G0(p,r) is the Huygens-Fresnel Green’s function for propagation through an

ABCD system in the absence of random inhomogeneities and ’(p,r) is the random
phase of a spherical wave propagating in the random medium from the input plane

to the output plane. The Huygens-Fresnel Green’s function G0(p,r) is given by [40]

G0 p; rð Þ ¼ � ik

2pB
exp � ik

2B
Ap2 � 2p � rþ Dr2
� �� �

; (17.6)

where A, B, and D are the ray-matrix elements for propagation from the input plane

to the output plane. In the following, it is assumed that ’ is a normally distributed

zero-mean random process.

17.2.2 The OCT Signal

A conventional OCT system [1] consists of a superluminescent diode (SLD),

a Michelson interferometer with movable reference mirror, and a photodetector.

The rotationally symmetric sample arm geometry of the OCT system is shown in

Fig. 17.1. The tissue discontinuity being probed arises from a refractive index

discontinuity between two tissue layers (n 6¼ n1 in Fig. 17.1). Therefore, the

discontinuity, located at a depth z in the tissue, is characterized by a Fresnel

reflection coefficient Rd. A lens with focal length f is placed at a distance d from

the tissue surface. In the system of interest, the focal plane coincides with the tissue

discontinuity. Furthermore, the reference arm optical path length in the Michelson

interferometer is matched to the focal plane optical depth.
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In the case of human skin, light scattering in the bulk tissue is predominantly in

the forward direction for the wavelengths of interest in the NIR region [43]. Hence,

we neglect bulk backscattering and use the EHF principle [37, 38] to describe the

light propagation in the bulk tissue. This is justified by the fact that the EHF

principle is based on the paraxial approximation and therefore valid for small-angle

forward scattering. In particular, it can be shown that the paraxial approximation

is valid up to 30�, that is, 0.5 rad [42]. Because most tissues are characterized

by rms scattering angles below this limit, the EHF principle may be used to

describe light propagation in tissue, retaining both amplitude and phase informa-

tion. Also, the bulk tissue absorption is neglected [43]. Thus, the bulk tissue is

characterized by a scattering coefficient ms, a root-mean-square scattering angle

yrms or asymmetry parameter g [44], and a mean index of refraction n. Furthermore,

the bulk tissue is modeled as a material with scatterers randomly distributed

over the volume of interest. Note that in the present analysis, polarization effects

are excluded.

By mixing the sample field US reflected from the discontinuity in the tissue at

depth z, with the reference field UR on the photodetector of the OCT system, we

obtain that the heterodyne signal current i(z) can be expressed as [8]

iðzÞ / Re

ð
URðp; tÞU�

Sðp; tþ tÞdp
� �

; (17.7)

where the integration is taken over the area of the photodetector, Re denotes the real

part, and t is the difference between the propagation times of the reference

and sample beams. In practice, the heterodyne signal current i(z) is measured

over a time much longer than the source coherence time. In this case, it can be

shown that [8]

iðzÞ / gðtÞj jRe
ð
URðpÞU�

SðpÞdp
� �

; (17.8)

mixing
plane

lens, f

d

n n1

z

tissue
surface

tissue
discontinuity

Fig. 17.1 Sample arm

geometry of the OCT system

(From Ref. [10])
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where |g(t)| is the modulus of the normalized temporal coherence function of the

source (notice that g(t) is not related to the asymmetry parameter g).
Because the detailed structure of the tissue is unknown a priori, it is necessary

and appropriate to treat the optical distortions as a random process and, as is

commonly done in the literature, to specify certain measures of the average

performance, for example, the mean (i.e., ensemble average) square heterodyne

signal current. It can be shown that the mean square heterodyne signal current

i2ðzÞ� �
, which is proportional to the heterodyne signal power, is given by [8, 29]

i2ðzÞ� � ¼ 2a2 gðtÞj j2Re
ð ð

GSðp1; p2; zÞGRðp1; p2Þdp1dp2
� �

; (17.9)

where

GRðp1; p2Þ ¼ URðp1ÞU�
Rðp2Þ; (17.10)

GSðp1; p2; zÞ ¼ USðp1; zÞU�
Sðp2; zÞ

� �
(17.11)

are the mutual coherence functions of the reference and the reflected sample optical

fields in the mixing plane. The angular brackets denote an ensemble average both

over the statistical properties of the tissue and the reflecting discontinuity. For

simplicity, the heterodyne mixing process has been chosen to take place directly

behind the lens at the side facing the tissue, and p1, p2 are two-dimensional vectors

in this plane transverse to the optical axis. The quantity a is a conversion factor for

power to current and equals (qe�/hn), where qe is the electronic charge, � the

detector quantum efficiency, n the optical frequency, and h the Planck’s constant.

In the case of interest, the reference arm optical path length in the Michelson

interferometer is always matched to the sample arm optical path length, from

which it follows that |g(t)| ¼ |g(0)| ¼ 1 [8].

For the heterodyne detection scheme, the spatial coherence properties of the

sample field contained in the mutual coherence function GS are of utmost impor-

tance in the determination of the corresponding signal. In particular, if the spatial

coherence of the sample field is degraded with respect to the reference field, one

obtains a corresponding degradation in the signal-to-noise ratio.

The reference field and the input sample field USi in the lens plane impinging on

the sample are assumed to be of Gaussian shape and given by

URðp; tÞ ¼
ffiffiffiffiffiffiffiffi
PR

pw2
0

s
exp � p2

2

1

w2
0

þ ik

f

	 
� �
exp½ioRtþ ’RðtÞ�; (17.12)

USiðp; tÞ ¼
ffiffiffiffiffiffiffiffi
PR

pw2
0

s
exp � p2

2

1

w2
0

þ ik

f

	 
� �
exp½ioSt�; (17.13)
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where PR and PS are the powers of the reference and input sample beams, respec-

tively, w0 is the 1/e intensity radius of these beams in the lens plane, k ¼ 2p/l,
where l is the center wavelength of the source in vacuum,oR andoS are the angular

frequencies of the reference and input sample beams, respectively, and ’R is the

phase of the reference field relative to the input sample field.

In the determination of the mutual coherence function GS, we use the EHF

principle to obtain a viable expression for US(p;z), that is, the reflected sample

optical field in the mixing plane. Using (17.4), we have

USðp; zÞ ¼
ð
UBðr; zÞGðr; p; zÞdr; (17.14)

where UB(r;z) is the reflected sample field in the plane of the tissue discontinuity, r is
a two-dimensional vector in this plane transverse to the optical axis, and G(r,p;z) is
the EHF Green’s function response at p due to a point source at r, which includes the
effects of scattering in the interveningmedium. Combining (17.11) and (17.14) yields

GS p1; p2; zð Þ ¼
ð ð

UB r1; zð ÞUB r2; zð ÞG r1; p1; zð ÞG� r2; p2; zð Þh idr1dr2; (17.15)

where r1, r2 are two-dimensional vectors in this plane transverse to the optical axis.

For simplicity in notation, we omit in the following the explicit dependence of the

various quantities on z.
We next assume that the statistical properties of the bulk tissue and the tissue

discontinuity are independent and that the propagation to the tissue discontinuity is

statistically independent from the corresponding reflected propagation path. The

former seems to be a reasonable assumption for a medium like tissue. The latter

means that enhanced backscattering is neglected. Enhanced backscattering and the

criterion for neglecting it are discussed in Sect. 17.5. From these assumptions, it

follows that

UBðr1ÞU�
Bðr2ÞGðr1; p1ÞG�ðr2; p2Þ

� � ¼
UBðr1ÞU�

Bðr2Þi Gðr1; p1ÞG�ðr2; p2Þh i:� (17.16)

The first term on the right-hand side of (17.16) relates to both the mean value

over statistics of the bulk tissue in propagating from the lens plane to the tissue

discontinuity and the reflection statistics of the discontinuity. The second term

on the right-hand side of (17.16) relates to the corresponding average over

the statistics of the bulk tissue when propagating back from the discontinuity

to the mixing plane. Assuming diffuse backscattering from the tissue discontinu-

ity, we have [29, 45]

UBðr1ÞU�
Bðr2Þ

� � ¼ 4p
k2

dðr1 � r2Þ IBðr1Þh i; (17.17)
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where d(r) is the two-dimensional Dirac delta function and IB(r1) is the mean

backscattered irradiance distribution in the plane of the discontinuity. An adequate

analytic approximation for this mean backscattered irradiance distribution is

obtained by multiplying the approximate expression for the mean irradiance distri-

bution, derived in Sect. 17.2.3, by the reflection coefficient Rd. The expression,

which is valid for arbitrary values of the optical depth msz, is given by

IBðrÞh i ¼ RdPS

p
e�mSz exp �r2=w2

H

� �
w2
H

þ 1� e�mSzð Þ exp �r2=w2
S

� �
w2
S

� �
: (17.18)

The first term in the brackets on the right-hand side of (17.18) can be interpreted

to represent the attenuated distribution obtained in the absence of the inhomoge-

neities, and the corresponding second term represents a broader halo resulting from

scattering by the inhomogeneities. The quantities wH and wS are the 1/e irradiance
radii or spot sizes in the discontinuity plane in the absence and presence of

scattering, respectively, given by

w2
H ¼ w2

0 A� B

f

	 
2

þ B

kw0

	 
2

; (17.19)

w2
S ¼ w2

0 A� B

f

	 
2

þ B

kw0

	 
2

þ 2B

kr0

	 
2

: (17.20)

A and B are the ray-matrix elements for propagation from the lens plane to the

discontinuity plane. For the geometry of interest, A and B are given by A ¼ 1 and

B ¼ f ¼ d + z/n [42]. The quantity r0 appearing in (17.20) is the lateral coherence

length of a spherical wave in the lens plane due to a point source in the discontinuity

plane [29]. The lateral coherence length is discussed in detail in Ref. [10].

Combining (17.15), (17.16), and (17.17) and simplifying yield

GSðp1; p2Þ ¼
4p
k2

ð
IBðrÞh i Gðr; p1ÞG�ðr; p2Þh idr: (17.21)

Using (17.5), the second term in the integral on the right-hand side of (17.21)

may be written as

Gðr; p1ÞG�ðr;p2Þh i ¼ G0ðr; p1ÞG�
0ðr; p2ÞGptðrÞ; (17.22)

where G0(r,p) is the Huygens-Fresnel Green’s function when propagating from the

discontinuity plane to the lens plane andGpt is the mutual coherence function of a point

source located in the discontinuity plane and observed in the lens plane given by

Gpt ¼ exp½iffðp1Þ � fðp2Þg�h i: (17.23)
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The mutual coherence function Gpt contains the effects of the scattering inho-

mogeneities. Using (17.6), the Green’s function G0(r,p) is given by

G0ðr; pÞ ¼ � ik

2pBb
exp � ik

2Bb
Abr

2 � 2r � pþ Dbp
2

� �� �
; (17.24)

where Ab, Bb, and Db are the ray-matrix elements for backpropagation to the lens

plane. These quantities are given by Ab ¼ D ¼ 1, Bb ¼ B¼ d + z/n, and Db ¼ A¼ 1

[40]. In order to obtain an analytical solution, we have to use an approximate

expression for the mutual coherence function Gpt. The expression, derived in

Sect. 17.2.3, is given by

Gpt rð Þ ffi e�msz þ 1� e�mszð Þ exp �r2 r20
� �

; (17.25)

where r ¼ |p1 � p2|.
Substituting (17.10), (17.12), (17.18), (17.21), (17.22), (17.24), and (17.25) into

(17.9) and performing the indicated Gaussian integrations over p1,p2 and simpli-

fying yield

i2ðzÞ� � ¼ 2a2PRPSsb
p2



ð

e�mSz exp �r2=w2
H

� �
w2
H

þ 1� e�mSzð Þ exp �r2=w2
S

� �
w2
S

� �
dr;

(17.26)

where the effective backscattering cross section of the tissue discontinuity

sb ¼ 4pRd/k
2. It is important to note that the algebraically simple result given in

(17.26) is, strictly speaking, valid only for propagation geometries where A ¼ D, as
is obtained in the case of interest. Performing the integration over the discontinuity

plane in (17.26) and simplifying, we obtain the following expression for the mean

square heterodyne signal current

i2ðzÞ� � ¼ a2PRPSsb
pw2

H


 e�2msz þ 2e�mszð1� e�mszÞ
1þ w2

S

w2
H

þ 1� e�mszð Þ2 w
2
H

w2
S

2
4

3
5

� i2
� �

0
CðzÞ:

(17.27)

The quantity i2
� �

0
¼ a2PRPSsb=p wHð Þ2 is the mean square heterodyne signal

current in the absence of scattering, and the terms contained in the brackets are the

heterodyne efficiency factor C(z). A comparison between the analytic approxima-

tion of C(z), given in (17.27), and the exact numerical calculation is given in

Ref. [46]. Physically, C(z) can be looked upon as the reduction in the heterodyne

signal-to-noise ratio due to the scattering of the tissue. The first term in the brackets
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of (17.27) represents the contribution due to single scattering. The corresponding

third term is the multiple-scattering term, and the second term is the cross term.

Physically, the cross term is the coherent mixing of the unscattered and the

multiple-scattered light.

17.2.2.1 Dynamic Focusing: Diffuse Reflectance
When the focal plane coincides with the tissue discontinuity, that is, fA ¼ B with

A ¼ 1, we obtain from (17.19) and (17.20)

w2
H ¼ f

kw0

	 
2

;
w2
H

w2
S

¼ 1

1þ 2w0

r0ðzÞ
� �2

: (17.28)

The quantity r0(z) is the lateral coherence length of the reflected sample field in

the mixing plane. For lateral separations much less (greater) than r0(z), the field can
be considered to be mutually coherent (incoherent). Because of the diffuse back-

scattering from the tissue discontinuity, r0(z) is determined only by the propagation

back through the tissue from the tissue discontinuity to the mixing plane. As

a consequence, r0(z) is the lateral coherence length of a point source located in

the tissue discontinuity plane, as observed in the mixing plane. For the geometry of

interest, it can be shown [46] that

r0ðzÞ ¼
ffiffiffiffiffiffiffi
3

msz

s
l

pyrms
1þ ndðzÞ

z

	 

; (17.29)

where d(z) ¼ f � (z/n) and yrms � [2(1 � g)]1/2. The second term in the brackets of

(17.29) indicates that the lateral coherence length increases with increasing distance

between the tissue surface and the mixing plane.

This well-known dependence of the lateral coherence length on the position

of the scattering medium relative to the observation plane is the so-called

shower-curtain effect [29, 30]. In general, the shower-curtain effect implies

that the lateral coherence length obtained for the case when the scattering

medium is close to the radiation source is larger than for the case when the

scattering medium is close to the observation plane. Physically, this is due to the

fact that a distorted spherical wave approaches a plane wave as it further

propagates through a non-scattering medium. As a consequence, for example,

from a distance, one can see a person immediately behind a shower curtain, but

the person cannot see you. The effect is well known for light propagation

through the atmosphere as discussed by Dror et al. [30] but has been omitted

in previous theoretical OCT models [8]. However, due to the finite distance

between the focusing lens and the tissue, the effect is inevitably present in

practical OCT systems and could facilitate system optimization [46]. Finally,

the reflection characteristics of the tissue discontinuity play a vital role for the

shower-curtain effect.
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17.2.2.2 Dynamic Focusing: Specular Reflectance
If we, instead of diffuse backscattering, had a specular reflection at the tissue

discontinuity, the corresponding mutual coherence function for plane waves

would apply. Using this mutual coherence function, we have

CðzÞ ¼ e�2msz þ 1� e�2msz
� �w2

H

w2
S

� �
(17.30)

and

r0ðzÞ ¼
ffiffiffiffiffiffiffiffiffi
1

2msz

s
l

pyrms
: (17.31)

It is obvious from (17.31) that the shower-curtain effect would not be present in

the case of specular reflection at the tissue discontinuity, in contrast to the case of

diffuse backscattering. However, it is important to note that it is diffuse backscat-

tering which actually occurs in the case of (skin) tissue.

17.2.2.3 Collimated Sample Beam
In the case of a collimated sample beam, the expressions for wH and wS in (17.19)

and (17.20) need to be rewritten:

w2
H ¼ lim

f!1
w2
0 1� d þ z

n

f

	 
2

þ d þ z
n

kw0

	 
2
" #

¼ w2
0 þ

d þ z
n

kw0

	 
2

(17.32)

w2
S ¼ lim

f!1
w2
H þ 2 d þ z

n

� �
kr0

	 
2
" #

¼ w2
0 þ

d þ z
n

kw0

	 
2

þ 2 d þ z
n

� �
kr0

	 
2

; (17.33)

where it has been used that A ¼ 1 and B ¼ d + z/n and note that now B 6¼ f. In order
to find the heterodyne efficiency factor, these expressions must be inserted in

(17.27), and moreover, the expression for r0 should be chosen in accordance with

the reflection characteristics of the probed discontinuity.

17.2.2.4 Numerical Results
The heterodyne efficiency factorC(z) is shown as a function of depth z of the tissue
discontinuity in Fig. 17.2 for typical parameters of human skin tissue with diffuse

backscattering and the shower-curtain effect included (dashed) and specular reflec-

tion (solid), respectively. For comparison, we show the case of diffuse backscat-

tering with exclusion of the shower-curtain effect (dash-dot) and the case of pure

single scattering (dotted). At shallow depths, single backscattering dominates. Due

to multiple scattering, the slope is changed and C(z) becomes almost constant for

three cases (curves 1–3). The important difference is, however, that the change of

756 P.E. Andersen et al.



slope occurs at different depths. This is due to the shower-curtain effect leading

to an appreciable enhancement of C(z), and with it the heterodyne signal, which

is obtained by comparing curves 1 and 2 in Fig. 17.2. Physically, this increase in

the heterodyne signal is due to an enhanced spatial coherence of the multiple-

scattered light.

In Fig. 17.3, C(z) is shown as a function of depth z for ms ¼ 10 mm�1 and three

values of g within the range of validity of the EHF principle. The curves are

computed for the case of diffuse backscattering at the discontinuity and inclusion

of the shower-curtain effect. This figure demonstrates the degree of sensitivity of

the heterodyne efficiency factor with respect to changes in the asymmetry param-

eter. Moreover, in Fig. 17.4,C(z) is shown as a function of depth z for g¼ 0.95 and

three values of ms within the range of interest with respect to tissue [43]. The curves
are computed for the case of diffuse backscattering at the discontinuity and inclu-

sion of the shower-curtain effect. This figure demonstrates the degree of sensitivity

of the heterodyne efficiency factor with respect to changes in the scattering

coefficient.

Fig. 17.2 C(z) as a function
of z for diffuse backscattering
with the shower-curtain effect

included (curve 1) and for

specular reflection (curve 3).

Curve 2 is calculated for

diffuse backscattering without

the shower-curtain effect, and

curve 4 is the case of pure

single backscattering;

l ¼ 814 nm, ms ¼ 20 mm�1,

g ¼ 0.955 (yrms ¼ 0.3 rad),

n ¼ 1.4, f ¼ 5 mm,

w0¼ 0.5 mm (From Ref. [10])
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Fig. 17.3 C(z) as a function
of z for ms ¼ 10 mm�1 and

three values of g. The curves
are for the case of a diffuse

backscattering at the

discontinuity and inclusion of

the shower-curtain effect

(l ¼ 814 nm, n ¼ 1.4,

f ¼ 5 mm, w0 ¼ 0.5 mm)
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17.2.2.5 Choice of Scattering Function
In the present modeling of the OCT geometry, we use a Gaussian volume scattering

function [19], as discussed in Sect. 17.2.3 below. The motivation for this choice

of scattering function is the ability to obtain an accurate analytic engineering

approximation, valid for all values of the optical depth. In the case of the

Henyey-Greenstein scattering function [47], which is widely used in approximating

the angular scattering dependence of single-scattering events in some biological

media [43, 48], the corresponding analytic approximation is not as accurate as for

the case of a Gaussian scattering function. However, a numerical computation using

the exact expressions may be carried out instead. Hence, both scattering functions

may be used in the modeling of the OCT geometry presented in this chapter.

17.2.2.6 Signal-to-Noise Ratio (SNR)
Without loss of generality, an OCT system with shot-noise-limited operation is

considered in a calculation of the signal-to-noise ratio (SNR). The only significant

source of noise is the shot-noise caused by the reference beam. For a photoconductive

detector, the mean square noise power Np can then be expressed as [49]

Np ¼ 2aqeG2
caRlBwPR; (17.34)

where Rl is the resistance of the load, Gca the gain associated with the current

amplifier, and Bw the system bandwidth. The corresponding mean heterodyne

signal power S(z) is given by [50]

SðzÞ ¼ i2ðzÞ� �
G2

caRl; (17.35)

where i2ðzÞ� �
is given by (17.27). Hence, the mean signal-to-noise ratio SNR(z) is

given by

SNRðzÞ ¼ SðzÞ
Np

¼ ðSNRÞ0CðzÞ; (17.36)
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Fig. 17.4 C(z) as a function
of z for g ¼ 0.95 and three

values of ms within a range of

interest with respect to tissue.

The curves are for the case of

a diffuse backscattering at the

discontinuity and inclusion of

the shower-curtain effect

(l ¼ 814 nm, n ¼ 1.4,

f ¼ 5 mm, w0 ¼ 0.5 mm)
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where the signal-to-noise ratio in the absence of scattering (SNR)0 is given by

SNRð Þ0 ¼
�PS

2hnBw

sb
pw2

H

	 

: (17.37)

In the case of interest where the focal plane coincides with the tissue disconti-

nuity, we get the following expression for (SNR)0

SNRð Þ0 ¼
2�PS

hnBw

w0

f

	 
2

Rd; (17.38)

where it has been used that sb ¼ 4pRd/k
2.

Calculation of the Maximum Probing Depth
The maximum probing depth is of considerable interest in the characterization and

optimization of an OCT system when used for imaging in highly scattering tissue.

The maximum probing depth may be calculated by using the model presented

above. Details of the calculation are found in Ref. [27], where the calculation of

the maximum probing depth zmax is based on the minimum acceptable SNR in the

case of shot-noise-limited detection. In the calculations, a value of 3 is used as

the minimum acceptable signal-to-noise ratio, that is, SNR(zmax) ¼ 3.

An important conclusion of Ref. [27] is that, in general, zmax depends on the

focal length at small values of the scattering coefficient but is independent of the

focal length at larger values of the scattering coefficient. A similar behavior is

observed for zmax as a function of ms and the 1/e intensity radius of the sample beam

being focused. This behavior is due to multiple scattering of the light in the tissue.

At scattering coefficients found in human skin tissue [43, 51], for example, it is

concluded that the maximum probing depth is independent of the focal length

f. This is an important conclusion because the depth of focus and the lateral

resolution of the OCT system may then be chosen independently of zmax. For
example, if no scanning of the focal plane in the tissue is desirable and, therefore,

a large depth of focus has been chosen, the same maximum probing depth is

obtained as for a system with a short depth of focus where the focal plane is

scanned to keep it matched to the reference arm. This conclusion is not surprising

or contrary to assumptions already held in the field. However, the theoretical

analysis in this section provides a theoretical foundation for such statements.

Moreover, this agreement may also be taken as a further validation of the OCT

model presented here.

17.2.3 The OCT Lateral Resolution

As already discussed, the lateral resolution of an OCT system is determined by the

spot size at the depth being probed in the tissue. Therefore, we determine the mean
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irradiance distribution or the intensity pattern of the optical field as a function of the

probing depth z in the tissue. In highly scattering tissue, the mean irradiance

distribution, and with it the lateral resolution, is dependent on the scattering

properties of the tissue. The formalism presented in this chapter enables the

calculation of the lateral resolution in highly scattering tissue, which is shown

below.

For small-angle scattering, where the paraxial approximation is valid, the EHF

principle yields that the mean irradiance distribution is given by [40]

IðrÞh i ¼ k

2pB

	 
2 ð
KðrÞ exp ik

B
r � r

� �
GptðrÞd2r; (17.39)

where

KðrÞ ¼
ð
exp � ikA

B
r � P

� �
USiðPþ r=2ÞU�

SiðP� r=2Þd2P; (17.40)

and r ¼ p1 � p2. For an OCT system focusing at a depth z in the tissue, A ¼ 1 and

B ¼ f. The mutual coherence function Gpt can be expressed as [45]

Gpt ¼ expfi½fðp1Þ � fðp2Þ�gh i ¼ expf�s½1� bfðrÞ�g; (17.41)

where we have assumed that the phase f is a normally distributed zero-mean

random process. The quantity s is the phase variance, and bf(r) is the normalized

phase autocorrelation function for a point source whose origin is at the probing

depth z. It can be shown [52] that the phase variance s ¼ msz, which is equal to

the optical depth. The normalized phase autocorrelation function bf(r) is given
by [45]

bfðrÞ ¼

RL
0

dz0
R1
0

sðy; z0ÞJ0ðkpsyÞydy
RL
0

dz0
R1
0

sðy; z0Þydy
; (17.42)

J0 is the Bessel function of the first kind of order zero,

ps ¼ Bbðz0Þ
Bb

r; (17.43)

where Bb(z
0) is the B-matrix element for backpropagation from the probing depth z to

a distance z0 and s(y; z0) is the volume scattering or phase function with y being the

scattering angle. For the OCT geometry, Bb(z
0) ¼ z0/n for 0  z0  z, L ¼ d + z, and
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s(y; z0) ¼ s(y) for 0  z0  z, and zero otherwise. In this model, we use a Gaussian

volume scattering function, which in the small-angle approximation is given by

sðyÞ ¼ exp �y2=y20
� �

; (17.44)

where g ¼ cos yh i � 1� y2
� �

2= and y0 ¼ y2
� �1=2 � 2 1� gð Þ½ �1=2. Substituting

(17.43) and (17.44) into (17.42) and performing the indicated integrations yield

the following equation for the normalized phase autocorrelation function

bf rð Þ ¼
ffiffiffi
p

p
2

rf
r
erf r rf

.� �
; (17.45)

where erf(r/rf) denotes the error function and rf is the phase correlation length

given by

rf ¼ l

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� gÞp 1þ nd

z

	 

: (17.46)

Hence, the mutual coherence function Gpt is given by (17.41) with bf(r) given
by (17.45). Thus, for specific values of both s and g, the mutual coherence function

is completely determined, and for a given value of the initial optical wave function

USi, numerical results for the mean irradiance can be obtained directly from (17.39).

Here, USi is given by (17.13), and we get the following equation for the mean

irradiance distribution at the probing depth z in the tissue

I rð Þh i ¼ PS

2p f kw0=ð Þ2
ð1
0

exp � x2

4

� �
xJ0 uxð ÞGpt xw0ð Þdx; (17.47)

where J0 is the Bessel function of the first kind of order zero and

u ¼ r

f kw0=
(17.48)

is a normalized transverse coordinate.

As indicated above, numerical results can readily be obtained. However, it is

useful to have an analytic approximation so that OCT system parameter studies can

be performed. Examination of (17.41) reveals for large values of the optical depth

that Gpt is nonzero for s{1 � bf(r)} less than the order unity, that is, for bf(r) near
unity. Expanding bf(r) in powers of r and retaining the first two nonzero terms

yields from (17.45) that bf(r) � 1 � r2/3(rf)
2, from which it follows that

Gpt � exp �r2=r20
� �

; s >> 1; (17.49)
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where r0 ¼ rf(3/s)
1/2. We expect that the ballistic, that is, unscattered, component

of the irradiance pattern is proportional to e�msz. Thus, we approximate the mutual

coherence function as

Gpt � e�msz þ 1� e�mszð Þ exp �r2=r20
� �

: (17.50)

Substituting (17.13) and (17.50) into (17.39) and performing the integration

yield the following approximate expression for the mean irradiance distribution at

the probing depth z in the tissue

I rð Þh i � PS

p
e�msz exp �r2 w2

H

� �
w2
H

þ 1� e�mszð Þ exp �r2 w2
S

� �
w2
S

� �
: (17.51)

The first term in the brackets on the right-hand side of (17.51) can be interpreted

to represent the attenuated distribution obtained in the absence of the inhomoge-

neities, and the corresponding second term represents a broader halo resulting from

scattering by the inhomogeneities. The quantities wH and wS are the 1/e irradiance
radii in the absence and presence of scattering, respectively, given by

w2
H ¼ w2

0 A� B

f

	 
2

þ B

kw0

	 
2

; (17.52)

w2
S ¼ w2

0 A� B

f

	 
2

þ B

kw0

	 
2

þ 2B

kr0

	 
2

: (17.53)

For the OCT system, we have

wH ¼ f

kw0

; (17.54)

wS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
H þ 2f

kr0

	 
2
s

: (17.55)

It is only in the very superficial layers of highly scattering tissue that it is possible

to achieve diffraction-limited focusing. In this region, the lateral resolution is given

by 2wH. At deeper probing depths, the lateral resolution is dependent on the

scattering properties and given by 2wS. It is seen from (17.55) and (17.29) that

the lateral resolution is degraded due to multiple scattering when the probing depth

is increased. This is illustrated in Fig. 17.5, where the intensity pattern is shown as

a function of the probing depth z in the tissue using (17.51). Finally, from (17.55)

and (17.29), it is important to note that the shower-curtain effect leads to an

increased lateral resolution.
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17.3 Advanced Monte Carlo Simulation of OCT Systems

In the previous section, the extended Huygens-Fresnel model was applied to model

a generalized OCT setup, where the OCT signal from a diffusely reflecting discon-

tinuity within the sample was found. In the following, we refer to this model as the

EHF model. Also the so-called heterodyne efficiency factor C was investigated,

which describes the degradation of the OCT signal due to scattering. The pre-

dictions from the EHF model have been demonstrated to compare well with

experiments carried out on aqueous suspensions of microspheres [10]. In this

section, we describe the derivation of a Monte Carlo (MC) model of the OCT

signal. As stated in the introduction, our motivation for applying MC simulation is

to develop a model which may serve as a numerical phantom for further theoretical

studies.

It is important to note that the MC method only describes the transport of energy

packets along straight lines and therefore the approach is incapable of describing

coherent interactions of light. These energy packets are often referred to as photon

packets or simply photons, and this is adopted here. However, it should be empha-

sized that no underlying wave equation is guiding or governing these photons.

Accordingly, any attempt to relate these to real quantum mechanical photons

should be done with great care as argued in Ref. [53] regarding a suggested

approach of including diffraction effects into MC simulations [54]. An MC photon

packet represents a fraction of the total light energy, and for some applications,

especially continuous wave, it may be useful to think of the path traveled by

a photon as one possible path in which a fraction of the power flows. A collection

of photon packets may then be perceived as constituting an intensity distribution

due to an underlying field, and it can, accordingly, seem tempting to infer behavior
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Fig. 17.5 The intensity

pattern as a function of the

probing depth z in the tissue

(l ¼ 814 nm, ms ¼ 10 mm�1,

g ¼ 0.955 (yrms ¼ 0.3 rad),

n ¼ 1.4, f ¼ 5 mm,
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known to apply to fields upon photon packets. Consider, as an example, that one

wishes to determine whether the photon packets are able to enter an optical fiber. It

can then seem intuitively correct to restrict the access of photons impinging on the

fiber end to those which fall within the numerical aperture of the fiber. However,

such an angular restriction may not be correct, because the individual photon packet

do not carry information of the entire field and its phase distribution. It is therefore

not possible to determine whether a portion of the energy carried by a photon packet

will enter the fiber due to a mode match between the fiber mode and the field

underlying the collective intensity distribution of the photon packets. This discus-

sion is treated in greater detail in Ref. [12].

With the above discussion of MC photons in mind, it may seem futile to

investigate if MC simulation is applicable to estimate an OCT signal, which

is the result of heterodyne mixing, and thus depends upon the coherence properties

of the light. However, the problem may be reformulated to investigate whether

or not the effect of the lack of coherence information in an MC simulation may be

circumvented or at least minimized. Others [55–58] have attempted to model

similar optical geometries by interpreting the heterodyne process as a rejection

process in which the detected photons must conform to a set of criteria on position

and angle. We refer to such a set of criteria as a detection scheme. However, these

criteria were found by ad hoc considerations of the optical system, which may

easily lead to incorrect results as exemplified above. Instead a mathematical deri-

vation of the true criteria of the detection scheme will be given in this section.

In Sect. 17.3.1, the EHF principle is used to derive an expression for the

OCT signal depending on the intensity of the light only. This is obtained by

calculating the mixing of the reference and sample beams in the plane conjugate

to the discontinuity plane in the sample probed by the system. The result is

surprising, because the expression for the signal given in (17.9) depends on the

coherence properties of the light. However, it is shown that the formula used for

calculating the OCT signal in this particular plane is mathematically identical to the

result in (17.9). These results are valid for the, from a biomedical point of view,

important case of a signal arising from a diffusely reflecting discontinuity embed-

ded in a scattering sample. As a novelty, this proves the viability of MC simulation

to model the OCT technique, because it is shown that only intensity, and not field

and phase, is necessary for this case. In Sect. 17.3.2, the necessary advanced method

of simulating focused Gaussian beams in MC simulation is discussed. The results of

Sects. 17.3.1 and 17.3.2 are then combined in Sect. 17.3.3 to form an MC model of

the OCT signal. The results using this model are then compared to those of the EHF

model in Sect. 17.3.4.

17.3.1 Theoretical Considerations

The optical geometry of the sample arm is shown in Fig. 17.6, and it should be

noted that the enclosed section corresponds to the geometry used for the EHF

calculation in Sect. 17.2.2. An optical fiber end is positioned in the p-plane.
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The fiber emits a beam, which hits the collimating lens L1. The focusing lens L2 is

positioned in the r-plane, and in this plane, the beam is a Gaussian beam with 1/e
width, w0, of the intensity. The beam is focused by L2 upon a diffusely reflecting

discontinuity positioned at the depth zf inside a scattering sample a distance d from

L2. The sample is taken to be a slab infinite in the transverse direction. The part of

the light that is reflected from the discontinuity propagates out through the sample,

through lenses L2 and L1 to the optical fiber, where it is collected. The lenses L1 and

L2 have the focal length f and are taken to be identical, perfect, and infinite in radius.
This means that the q- and p-planes are conjugate planes with magnification one.

The OCT signal is produced by the mixing of the light from the reference and

sample arms on the photodetector of the OCT system. Due to the symmetry of the

system, in Sect. 17.2.2, the EHF prediction of the mixing between signal and

reference beam was conveniently calculated at the r-plane. The mean square of

the signal current i2
� �

is given by (17.9) and rewritten according to the notation in

Fig. 17.6 to yield

i2
� � ¼ 2a2jg ðtÞj2 Re

ðð
GRðr1; r2ÞGSðr1; r2Þ dr1dr2

� �
� Cr i20

� �
; (17.56)

where GR(r1,r2) ¼ UR(r1)UR
*(r2) is the cross correlation of the scalar reference

field, GS r1; r2ð Þ ¼ US r1ð ÞUS
� r2ð Þh i is the cross correlation of the sample field, and

r1 and r2 are vectors in the r-plane (see Fig. 17.6). Cr is the heterodyne efficiency

factor (defined in (17.27); subscript r refers to it being calculated in the r-plane),
which quantifies the reduction in signal due to scattering, and i0

2
� �

is the OCT

signal current in the absence of scattering. The angle brackets denote an ensemble

averaging over both the statistical properties of the scattering medium and the

discontinuity, and the function g(t) is the normalized temporal coherence function

of the field, where t is the time difference of propagation between the two fields.

It is important to note that by using the EHF principle, the investigation is

limited to the paraxial regime as discussed above. In addition, most tissues are

highly forward scattering in the near-infrared regime in which most OCT systems

operate. It is assumed that the coherence length of the light source is short enough

that signal powers from other reflections than the probed discontinuity are negligi-

ble. On the other hand, the coherence length is assumed long enough so that

the temporal distortion of the sample field, or the path length distribution of the

reflected photons, is assumed negligible compared to the coherence length of

0-d-d- f-d-3f

q-Planer-Plane
L2L1

p-plane

n1

z
zf

2w0

n0=1

Sample

Fig. 17.6 Sample arm setup

of the OCT system. The

lenses L1 and L2 are

considered to be identical,

perfect, and have infinite

radius. The setup is

essentially a 4F system

(From Ref. [12])
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the light source. Assuming that the optical path length of the reference beam and

sample beam reflected from the discontinuity are perfectly matched, then g(t) � 1.

To obtain the best comparison with the EHF model, the MC model presented in this

section adopts this approximation.

The approximation of g(t) � 1 is a justified approximation for highly forward

scattering tissues [8]. However, it does render the EHF model unsuitable to inves-

tigate the effect of scattering on the axial resolution of an OCT system in general,

because the coherence gate due to the limited coherence length of the light source is

not incorporated. Others have suggested using MC simulation and the total optical

path length traveled by a photon packet to determine the influence of the coherence

gate [9, 58, 59]. While this may very well be a valid approach, it is clear from the

above discussion of photon packets and coherence that, how intuitively correct it may

seem, this may not be the case. However, no efforts have been published to establish

the meaning of a photon packet in such a temporal mixing of fields, so future work is

required to establish such a relation. It is the intention that the MCmodel of the OCT

signal presented in this chapter may be instrumental in such studies.

The OCT signal depends upon the lateral cross correlation of the light from the

scattering sample (see (17.27)) and the lateral coherence length r0 of the sample

field in the r-plane for a single layer in front of the discontinuity is given by (17.29).
With a nonzero lateral coherence length, r0, it is seen that the OCT signal depends

heavily upon the coherence properties of the field from the sample. As discussed

above, an MC simulation does not describe the spatial coherence properties of light,

and thus, a direct simulation of (17.56) is not possible. Like in Sect. 17.2.2, we

assume that the discontinuity is diffusely reflecting and this infers that the lateral

coherence will be zero immediately after reflection. Our motivation for envisioning

the system geometry considered in Sect. 17.2.2 as part of a 4 F setup is to obtain

a conjugate plane to the q-plane, here the p-plane (see Fig. 17.6). Through the

conjugate relation, it is given that, in the absence of scattering, the lateral coherence

length in the p-plane will also be zero. Hence, the sample field will be delta-

correlated [19], and the OCT signal will only depend upon the intensities of the

reference and sample field. In Appendix A, we show that within the paraxial

regime, the sample field is delta-correlated even in the presence of scattering. We

also show that the heterodyne efficiency factor calculated in the p-plane Cp

is mathematically identical to the heterodyne efficiency factor calculated in the

r-plane, so that

Cp ¼
i2
� �
i20
� � ¼

Ð
IRðpÞ ISðpÞh id2pÐ
IRðpÞ IS0ðpÞh id2p ¼ Cr; (17.57)

where IR is the intensity at the reference beam and IS, IS0 are the received intensities
of the sample beam with and without scattering, respectively. The quantity p is

a vector in the p-plane (see Fig. 17.6). Equation (17.57) shows the viability of

applying an MC simulation to an OCT system provided a good estimate of the

intensity distribution of the sample field is achieved. This requires a method to
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simulate a focused Gaussian beam, and a novel method for modeling such a beam

using MC simulation is reviewed in Sect. 17.3.2. Note that the identity proven in

(17.57) is only strictly valid within the approximations of the EHF principle and

thus also within the paraxial regime. However, for geometries with scattering that is

not highly forward directed, we expect coherence effects to be of even less

importance, and thus, (17.57) should at least be a good first approximation even

when the paraxial approximation is not strictly valid.

17.3.2 Modeling a Focused Gaussian Beam with Monte Carlo
Simulation

Monte Carlo models have previously been applied to model the focusing of light

beams in tissue. The motivations have been to study the distribution of absorbed

power for photodynamic therapy (PDT) [60], the performance of confocal micros-

copy [55, 56, 59], the efficiency of 1- and 2-photon excitation microscopy [57, 61],

OCT [9], and the distribution within turbid media in general [60, 62]. In the absence

of scattering, the focusing behavior of the beam is simply determined from the

initial coordinates and propagation angles of the photons being launched.

By carrying out MC simulations, one may then determine the distortion caused

by scattering and other structures. Previously, two different ways of modeling the

focusing have been employed:

Geometric-focus method: The initial position of the photon launch is found

stochastically according to the initial intensity distribution, and the photon packets

are simply directed toward the geometric focus of the beam [9, 60, 62, 63]. The

geometric-focus method is obviously only a good approximation to a Gaussian

beam for a very hard focus, but even then, the infinite photon density of the

unscattered photons at the geometric focus may pose a problem.

Spot-focus method: After the initial position has been found as in the geometric-

focus method, the photon packets are then directed toward a random position within

an area in the focal plane of the beam [55–57]. The position within the chosen spot

in the focal plane may be chosen according to different probability distributions.

If future applications of the proposed MC model involve the use of the path lengths

of the received photon packets to study the effect temporal distortion of the light

due to scattering, the stochastic nature of the photon paths may pose a problem.

We have developed a method of choosing initial coordinates and angles for the

photons so that the full 3D spatial intensity distribution of a Gaussian beam, that

is, both the correct beam waist and finite spot size at focus, is obtained. This may

be realized by utilizing the hyperbolic nature of a Gaussian beam, and we denote

this approach the hyperboloid method. It is important to notice that this method

does not require more simulation time than the two methods discussed above.

Moreover, since the photons are still launched along straight lines, the incorpo-

ration of the scheme into most MC simulation programs for light propagation

will be straightforward. Details of the hyperboloid method may be found in

Ref. [12].
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As an illustration of the performance of the hyperboloid method, the intensity

distribution of a collimated beam has been found using three different methods: MC

with the hyperboloid method, MC with the geometric-focus method (the most

commonly used method in the literature), and an integral expression (see

(17.39)). The intensity distributions found using each method are shown in

Fig. 17.7. The modeled beam is a collimated beam with 1/e intensity radius

w0 ¼ 0.4 mm, which is focused by a lens with f ¼ 4.0 mm at a depth of 1.0 mm

into a scattering medium with ms ¼ 10 mm�1 and g ¼ 0.92. The light propagation

has been simulated using 50�109 photons for two sizes of the spatial discretization

grid, Dz ¼ 4 mm, Dq ¼ 0.5 nm, and Dz ¼ 2 mm, Dq ¼ 0.25 nm. The resulting

intensity distributions have all been normalized to unity at (q,z) ¼ (0,0).

In Fig. 17.7a and b, the axial intensity distributions predicted by the geometric-

focus and the hyperboloid method are shown, respectively. The dotted curves are

Fig. 17.7 The axial focus of a beam described in the text. All distributions have been normalized

to unity for (r, z) ¼ (0, 0). (a) The axial intensity estimated using the geometric-focus method.

Dashed curve is obtained with the larger grid and dotted curve with the smaller grid (see text).

(b) Similar curves obtained with the hyperboloid method. The solid curve is the intensity

distribution obtained from the integral expression (17.39). (c) The transverse intensity distribution
(small grid) in the focal plane: dotted curve: the geometric-focus method; dashed curve: hyper-

boloid method; solid curve: the integral expression
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the results of using the small grid size, whereas the dashed curves are the results of

using the larger grid size. The solid curve in Fig. 17.7b is the result found by using

integral expression in (17.39). For the large grid size, the geometric-focus method

overestimates the peak height relative to the integral expression with a factor of 14,

whereas the hyperboloid method underestimates the peak height with a factor of

0.5. We see that when the resolution is increased, the hyperboloid method

approaches the result of the integral expression in (17.39) to a factor of 0.95,

whereas the peak height estimated by the geometric-focus method increases even

further to a factor of 41. The latter is a result of the infinite photon density of the

unscattered photons in the geometric-focus method. It is noted that the high-

resolution curve for the hyperboloid method (dotted curve in Fig. 17.7b) seems

noisier than its counterpart from the geometric-focus method (dotted curve in

Fig. 17.7a). In fact, the variance of the data used for the two curves is practically

identical but less noticeable in Fig. 17.7a due to the scale necessary to show the

peak intensity estimated by the geometric-focus method. In Fig. 17.7c, the trans-

verse intensity distribution in the focal plane estimated by the geometric-focus

method (dotted), the hyperboloid method (dashed), and the integral expression

(solid) are plotted, respectively. From Fig. 17.7a and c, we see that the geomet-

ric-focus method is an inappropriate method for estimating the detailed intensity

distribution around the focus. Figure 17.7b and c show an excellent agreement

between the hyperboloid method and the integral expression. Thus, for modeling

applications, where spatial resolution is important, as in OCT, the hyperboloid

method should be used when doing MC simulation of focused Gaussian beam.

17.3.3 Monte Carlo Simulation of the OCT Signal

In Sect. 17.3.1, we found that the heterodyne efficiency factor of the OCT

signal may be found using the knowledge of the intensity distributions of the

sample and reference fields in the p-plane (see Fig. 17.6), where the fiber end is

situated:

Cp ¼
Ð
IRðpÞ ISðpÞh id2pÐ
IRðpÞ IS0ðpÞh id2p : (17.58)

In the EHF principle, the effect of a scattering medium is treated as a random

phase distortion added to the deterministic phase of the light as it propagates

through the medium. In the derivation of (17.58) (see Sect. 17.7), it is necessary

to assume that the phase distortion added to the light propagating toward the

discontinuity is statistically independent from the phase distortion added to the

light propagating away from the discontinuity. It is important to note that this

assumption is inherently fulfilled by MC methods such as that used by the

MCML computer code [64]: A photon is traced through a dynamic medium in

the sense that the distance to the next scattering event and scattering angle is

a random variable independent upon the past of the photon. Hence, after each
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stochastic event, the photon experiences a different realization of the sample.

Therefore, an ensemble averaging over the stochastic sample in (17.58) is carried

out through a single simulation. Moreover, to also obtain an averaging in the

modeling of the diffusely reflecting discontinuity, each reflected photon must

experience a new realization of the discontinuity. Thus, we use the macroscopic

intensity distribution of a Lambertian emitter [19] to sample the reflected angle:

IrðyrÞ ¼ IT cos yr: (17.59)

Here, IT is the reflected intensity at yr ¼ 0 and yr is the reflected angle. By

following the method outlined by Prahl et al. [65] of sampling a physical quantity

using a computer-generated pseudorandom, we obtain the relations

yr ¼ arcsin ðxÞ; (17.60)

’r ¼ 2pz; (17.61)

where ’r is the azimuthal angle of the reflected photon and x and z are both random
numbers evenly distributed between 0 and 1.

Accordingly, the method of simulating the OCT signal is carried out as follows.

The MC photon packet is launched from the focusing lens in the r-plane
(see Fig. 17.6) using the new hyperboloid method described in Sect. 17.3.2.

The interfacing with specular surfaces, such as the sample surface and the propa-

gation through the scattering medium, is carried out using the MCML computer

code. When a photon packet is reflected off the diffusely reflecting discontinuity,

(17.60) and (17.61) are used to determine the direction of the photon after reflec-

tion. As a photon exits the sample after interaction with the discontinuity, its

position and angle is used to calculate its position in the p-plane after propagation
through the 4F system. To evaluate (17.58), numerically consider that the m’th
photon packet exiting the medium contributes to the intensity at the point pm in the

p-plane by the amount

IS;m / wm

Dp2
; (17.62)

where wm is the energy, or weight, carried by the photon packet and Dp2 is

a differential area around pm. Using this and (17.58), the MC estimated heterodyne

efficiency factor CMC is then given by

CMC ¼
PM
m
IRðpmÞIS;mDp2

i20
� � ¼

PM
m
IRðpmÞwm

i20
� � ; (17.63)

where IR(p) is the intensity distribution of the reference beam in the p-plane, and
it is noted that the reference beam has a Gaussian intensity distribution of width wf
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in the p-plane. The signal in the absence of scattering i20
� �

may be either

simulated or calculated. The latter is straightforward, because with the conjugate

relationship between the p- and q-plane, the intensity distribution of the

sample beam will be identical to that of the reference beam in the absence of

scattering.

Equation (17.63) reveals the important detection criterion of the MC simulation

of the OCT signal: a photon must hit the p-plane within the extent of the reference

beam. While detection schemes of previously published MC models of OCT also

incorporate that photons must hit the detector, the novelty of this detection scheme

is the analytically derived size and necessary position in the p-plane. Furthermore,

contrary to these schemes, the model does not incorporate an angular criterion that

a photon packet must fulfill in order to contribute to the signal. It may seem

counterintuitive that photon packets contribute to the desired signal without penalty

regardless of angle of incidence upon the fiber in the p-plane. However, as dem-

onstrated in Ref. [12], the inclusion of an angular criterion related to the angular

extent of the incident beam, or equivalently the numerical aperture of the fiber,

yields incorrect results.

17.3.4 Numerical Validation

17.3.4.1 Beam Geometries for Numerical Comparison
A set of beam geometries has been selected for numerical comparison between the

EHF model and the MC model. These geometries are selected so that the two

approaches are compared for different degrees of focusing and distances between

the lens L2 and the sample. The selected cases are listed in Table 17.1 and are

referred to as cases 1 through 4, respectively.

For all cases, the mean refractive index of the sample before the discontinuity

and the surroundings are assumed to be matched so that n0 ¼ n1 ¼ 1. We wish to

investigate the effect of scattering on the OCT signal. A difference in the refractive

index between the sample and the surrounding will impose a Snell’s law refraction

at the interface, which in turn imposes a focus distortion not treated in the paraxial

approximation (siny � y) and thus not described by the EHF model. Such

a distortion will be difficult to separate from the effects of scattering and is thus

omitted here. As discussed in Ref. [62], there is only a severe distortion for very

tightly focused beams.

In all cases discussed in the following, the wavelength of the light is chosen

to be 814 nm, which is one relevant wavelength for biomedical applications of

OCT. The sample is assumed to exhibit scattering described by a Gaussian scatter-

ing function (see, e.g., Chap. 13 in Ref. [32]). The motivation for this choice is

to enable comparison to analytical models of the propagation of Gaussian beams

in random media [40] and the OCT signal (see Sect. 17.2.2), which both

apply the Gaussian scattering function. The comparisons presented here are

carried out for different degrees of scattering and for two relevant values of

the asymmetry parameter in tissue [43]: very highly forward scattering (g ¼ 0.99)
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and highly forward scattering (g ¼ 0.92). The value g ¼ 0.92 was the value

of the asymmetry factor in the experiments performed to validate the EHF

model by Thrane et al. [10] With these two cases, the two approaches are

compared for a sample geometry where the paraxial approximation is well

satisfied and for a sample geometry, which is close to the limit of the paraxial

approximation. Accordingly, it is expected that the best agreement will be found

for g ¼ 0.99.

Comparison
In Fig. 17.8, C is plotted for cases 1 through 4 as a function of the scattering

coefficient ms, and for reference, the case of single backscattering, that is,

Csingle ¼ exp(�2msz), has been included.

Three important observations may be made from Fig. 17.8. Firstly, we observe

fine agreement between the MC method and the EHF model for the four cases

tested. Thus, we consider these plots as validation of the MC model. Secondly, it is

inferred that the OCT signal for high optical depths is a result of multiple-scattering

effects in agreement with Sect. 17.2.2. This is seen by comparing the single-

scattering curve to the plots of the MC and EHF. Finally, an important result of

Sect. 17.2.2 was the inclusion of the so-called shower-curtain effect [29]. It is an

effect caused by multiple scattering and thus plays an important role in calculating

the OCT signal as the optical depth increases. Omitting this effect leads to an

underestimation of the OCT signal of several orders of magnitude. Due to the fine

agreement between the EHF model (with the shower-curtain effect included) and

the MC model, we obtain the important result that the MC model inherently takes

the effect into account.

For cases where the approximation of the EHF model is well satisfied, we

attribute the observed deviation between the EHF and MC models to be caused

by coherence effects in the intensity distribution of the sample field. Apparently,

from Fig. 17.8, the lack of coherence information leads to an underestimation ofC,

but the specific cause for this has yet to be determined. C is by definition unity in

the absence of scattering, and for large optical depths, coherence effects are

expected to be negligible. Accordingly, we expect the two models to agree for

small and large values of the optical depth of the discontinuity, whereas some

deviation is to be expected in the intermediate region. As a highly forward scatter-

ing event perturbs the field only to a small degree, it is expected to distort coherence

effects less than a more isotropic scattering case. In order to plot the relative

deviation as a function of the effective distortion of the coherence, we plot the

Table 17.1 Beam geometries for the four cases

Case number f [mm] d [mm] z [mm] w0 [mm] w0/f

1 16.0 15.5 0.5 0.125 0.008

2 8 7.5 0.5 0.4 0.05

3 0.5 0.0 0.5 0.125 0.25

4 16.0 15.0 1.0 4 0.25
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ratio CEHF/CMC as a function of the transport reduced optical depth of the discon-

tinuity given by

Str ¼ mzZf ð1� gÞ: (17.64)

The relative difference between the EHF model and the MC method behaves,

qualitatively, identical as a function of str independent of beam geometry and g.
This is illustrated in Fig. 17.9 for cases 2 (g ¼ 0.92 and 0.99), 3 (g ¼ 0.92), and

4 (g ¼ 0.92), respectively. The difference between the two approaches increases as

a function of str until str � 0.5 after which it evens out. We mainly attribute this to

the coherence effects in the intensity distribution discussed above. The more abrupt

behavior of the curve for geometry 4 is attributed to a higher numerical uncertainty

Fig. 17.8 Heterodyne efficiency factors estimated using, respectively, the EHF model and

the MC method for two cases of g. (a), (b), (c), and (d) show the estimated values for geometries

1, 2, 3, and 4 in Table 17.1, respectively. The solid line and dotted line curves are the results of the
EHFmodel for g¼ 0.99 and g¼ 0.92, respectively.Dash-dot-dot and dashed curves are the results
of the MC simulations for g ¼ 0.99 and g ¼ 0.92, respectively. Diamonds (♦) and squares (■)

mark the actual data points obtained by the MC simulation method. For comparison, the

exponential reduction in signal due to scattering obtained by a single-scatter model is shown as

a dash-dot curve
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in the case, caused by a more tightly focused beam. According to the new detection

scheme, this implies that fewer photons will contribute to the signal resulting in an

increased variance.

In summary, due to the fine agreement between the results of the EHF model and

MC simulations borne out in Figs. 17.8 and 17.9, we conclude that the MC

simulation presented in this section is a viable method of simulating the heterodyne

efficiency factor of an OCT signal.

17.4 True-Reflection OCT Imaging

The interpretation of conventional OCT images may be a difficult task. One reason for

this is the fact that an OCT signal, measured at a given position in a non-absorbing

scattering medium, is a result of not only the amount of light reflected at the given

position but also the attenuation due to scattering when the light propagates through

the scattering medium. Therefore, to make images, which give a direct measure of the

amount of light reflected at a given position, thereby making interpretation of OCT

images easier, it is necessary to be able to separate reflection and scattering effects.

In this section, we present the concept of a so-called true-reflection OCT

imaging algorithm [46] based on the analytical model described in Sect. 17.2.

With this algorithm, it is possible to remove the effects of scattering from conven-

tional OCT images and create so-called true-reflection OCT images. This kind of

post-processing is similar to the correction for attenuation well known in ultrasonic

imaging. In that field, a mathematical model describing the relationship between the

received signal and the two main acoustic parameters, backscatter and attenuation,

has been considered [66]. The model has then been used to guide the derivation of

a processing technique with the aim of obtaining ultrasonic images that faithfully

represents one acoustic parameter, such as backscatter [66]. Due to the similarity

Fig. 17.9 The relative

numerical difference between

the results of the EHF model

and the MC model from

Fig. 17.8 for a representative

selection of the considered

geometries. The ratio CEHF/

CMC is plotted for case 2 and

g ¼ 0.99 with symbols (♦)
and solid curve, for case 2 and
g ¼ 0.92 with symbols (■)

and dash-dot-dot curve, for
case 3 and g ¼ 0.92 with

symbols (▼) and dashed
curve, and for case 4 and

g¼ 0.92 with symbols (�) and
dotted curve (From Ref. [12])
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between the ultrasonic case and the situation encountered in OCT, this forms

a strong basis for introducing the concept of a true-reflection OCT imaging algo-

rithm. The principle of the true-reflection OCT imaging algorithm is demonstrated

experimentally by measurements on a solid scattering phantom in Sects. 17.4.2 and

17.4.3 on a heterogeneous sample simulated by using the MC model presented in

Sect. 17.3.

17.4.1 True-Reflection OCT Imaging Algorithm

It was shown in Sect. 17.2.2 that the mean square heterodyne signal current for light

reflected at depth z in the tissue may be expressed as i2ðzÞ� � ¼ i2ðzÞ� �
0
CðzÞ, where

i2ðzÞ� �
0
is the mean square heterodyne signal current in the absence of scattering

and C(z) is the heterodyne efficiency factor, which includes all of the scattering

effects. The maximum of the envelope of the measured interference signal corre-

sponds to i2ðzÞ� �� �1=2. Thus, by dividing the envelope of the measured interference

signal with C zð Þ½ �1=2, we are able to correct for the scattering effects, that is,

compensate for attenuation, and determine the envelope that would be obtained in

the absence of scattering. It is important to note that in addition to the system

parameters l, f, and w0, knowledge about ms, yrms, and n of the scattering medium is

necessary in order to enable calculation of C zð Þ½ �1=2. However, in practice, ms and

yrms may be obtained by fitting the expression for i2ðzÞ� �� �1=2 to a measured depth

scan of the homogeneous backscattering tissue using an estimated value of n and

the appropriate system parameters. Implementing this procedure as an option in the

imaging program provides the opportunity to make what may be labeled true-
reflection OCT images.

17.4.2 Experimental Demonstration of the True-Reflection OCT
Imaging Algorithm

The principle of the true-reflection OCT imaging algorithm is demonstrated exper-

imentally by measurements on a solid scattering phantom using a conventional OCT

system comprised by a superluminescent diode with a center wavelength of 814 nm

(22.8 nm spectral bandwidth (FWHM), 1.9 mW output power), a fiber-optic Michel-

son interferometer with movable reference mirror, and a silicon photodetector. The

two system parameters f and w0 are 16 mm and 0.125 mm, respectively [67].

The solid phantom having three discontinuities, A, B, and C, with identical

reflection coefficients, is shown in Fig. 17.10. It consists of scattering microspheres

(approximate diameter size 10 mm) in a polymer. The optical parameters of the

solid phantom, that is, the asymmetry parameter, the scattering coefficient, and the

absorption coefficient, were determined by carrying out integrating sphere and

collimated transmission measurements and using the inverse adding-doubling

method [68]. It turned out that the phantom had negligible absorption.
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In the experiment, 40 longitudinal (horizontal) scans are performed across the

step as indicated in Fig. 17.10. The distance between adjacent longitudinal scans is

10 mm, and only one longitudinal scan is taken in every lateral position. The light is

reflected at the air-phantom discontinuity A (z ¼ 0.0 mm) and at the two phantom-

air discontinuities at z ¼ 2.0 mm (B) and z ¼ 5.2 mm (C), respectively, which all

give a diffuse backscattering. The backscattering from the bulk of the phantom is

negligible and cannot be detected.

The original unprocessed envelopes of the 40 longitudinal scans are shown in

Fig. 17.11 with the use of a linear palette. The orientation is similar to the
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Fig. 17.10 A schematic of
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Fig. 17.11 The original unprocessed envelopes of the 40 longitudinal scans (From Ref. [67])
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orientation in Fig. 17.10. For a better visualization of the effect of the true-reflection

OCT imaging algorithm, the envelopes are shown as a 3D plot. The first signal from

the right is due to light reflected at the air-phantom discontinuity A, which will be

denoted the first discontinuity in the following. The signal from the phantom-air

discontinuity B at z ¼ 2.0 mm (the second discontinuity) and the signal from the

phantom-air discontinuity C at z ¼ 5.2 mm (the third discontinuity) cannot be

distinguished in Fig. 17.11. This is due to the scattering of the light in the phantom,

which attenuates the signal.

By using the true-reflection OCT imaging algorithm described above to correct for

the scattering effects, we get the envelopes shown in Fig. 17.12. The optical param-

eters of the solid phantom, which were used in the algorithm, are ms ¼ 1.815 mm�1,

yrms ¼ 0.1096 rad (g ¼ 0.994), and n ¼ 1.5. As expected, the three signals from the

discontinuities A, B, and C are nearly equal in strength after using the algorithm.

A plausible explanation of the lateral variations of the signal is speckle [19], which is

a well-known effect in OCT [69]. In addition, variation of the signal close to the step

(see Fig. 17.10) is likely due to a partly reflection of the beam.

The experimental errors of the measured values of ms and g of the solid phantom
have been estimated to be �5 % and �1 %, respectively. Values of ms +5 % and

�5 % have been used in the algorithm, but the changes of the signal levels were
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Fig. 17.12 The result of using the true-reflection OCT imaging algorithm on an OCT image of

a solid phantom having three discontinuities (pos. A, B, and C) with identical values of their

reflection coefficients (From Ref. [67])
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very small. This is in contrast to the observation when a value of g � 1 % was used

in the algorithm, and the envelopes are shown in Fig. 17.13. Note that the maximum

signal of the second discontinuity is now slightly larger than the signal from the first

discontinuity. However, the maximum signal levels of the second and third discon-

tinuities seem to be closer to the signal level of the first discontinuity as compared to

Fig. 17.12.

Figure 17.14 shows, for comparison, the envelopes obtained if only the single-

scattering term is used in the expression for C. Due to a large overestimate

of the signal from the third discontinuity in this case, the signals from the first

and second discontinuities are too small in amplitude to be observed in Fig. 17.14.

Thus, it is obvious that the single-backscattering model is not sufficient, and

furthermore, it demonstrates the importance of taking multiple-scattering effects

into account.

The experiment demonstrates the feasibility of the new algorithm for a homo-

geneously scattering medium. However, the algorithm may be extended to cover

heterogeneously scattering media, for example, skin tissue. True-reflection OCT
images may be easier to interpret than conventional OCT images, and improved

diagnosis may be envisioned due to a better differentiation of different

tissue types.
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Fig. 17.13 The envelopes of the 40 longitudinal scans when the true-reflection OCT imaging

algorithm has been used together with a value of g � 1 % (From Ref. [67])
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17.4.3 True-Reflection OCT Imaging on an MC-Simulated
Heterogeneous Multilayered Sample

The MCmodel presented in Sect. 17.3 may be used as a numerical phantom, which,

for example, could be used to investigate the performance of the EHF model

for sample geometries difficult to produce in the laboratory or for which one or

more of the approximations made in the EHF model do not hold. It is important to

note that the predictions from the EHF model have been demonstrated to compare

well with experiments carried out on single-layered phantoms consisting of aque-

ous suspensions of microspheres [10]. In this section, we demonstrate the true-

reflection OCT imaging algorithm on a heterogeneous multilayered sample using

the MC model following the outline in Ref. [70].

Multilayered structures are at best difficult to manufacture, and the simulation of

such structures using the MCML computer code is well established. Thus, we use

the MC model to simulate the OCT signal for a two-layer sample in order to

demonstrate the true-reflection OCT imaging algorithm on a heterogeneous sample.

Through the incorporation of the ABCD matrix formalism in the EHF theory, it is

straightforward to model the OCT system applied to a multilayered sample

(see Appendix A of Ref. [10]). Thus, to demonstrate the true-reflection algorithm,

we fit the two-layer EHF expression for the OCT signal to the MC simulation,
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Fig. 17.14 The envelopes obtained by using the true-reflection OCT imaging algorithm when

only the single-scattering term is used in the expression for C (From Ref. [67])
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extract the optical properties of the two layers, and use these values of the optical

properties in the algorithm to correct for the attenuation caused by scattering.

As in the previous MC simulations in Sect. 17.3, the refractive indices of the

sample and the surroundings are matched and equal to unity. The system parame-

ters in this case are l ¼ 800 nm, w0 ¼ 0.4 mm, and f ¼ 8.0 mm. The first layer is

0.3 mm thick and has a constant scattering coefficient of ms1 ¼ 5.0 mm�1 and

g1¼ 0.99. The second layer is 0.9 mm thick and has a constant scattering coefficient

of ms2 ¼ 10.0 mm�1 and g2 ¼ 0.92. The MC simulation of the mean square

heterodyne signal current is shown as squares in Fig. 17.15. The fit of the two-

layer EHF model to the MC simulation is shown as a solid line in Fig. 17.15, and the

hereby extracted optical properties ms and g (n is not a fitting parameter) of the two

layers are shown in Table 17.2 together with the input parameters of the MC

simulation. The relatively large point separation of the MC simulation in the

z-direction makes the gap between the last point of the first layer and the first

point of the second layer rather distinct in this case.

The small percentage difference shown in Table 17.2 between the MC input

parameters and the extracted parameters demonstrates the capability of the EHF

model to extract optical properties from a heterogeneous multilayered sample, for

example, human skin. The extracted optical properties of the two layers may now

be used in the true-reflection algorithm. Thus, the MC simulation of the OCT signal
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Fig. 17.15 MC simulation of

the OCT signal for a two-

layer sample (squares); EHF
fit to the first and second

layers (solid line); the MC

simulation of the OCT signal

after use of the true-reflection

algorithm (triangles
connected with a dashed line)
(From Ref. [70])

Table 17.2 The input parameters of the MC simulation, together with the extracted parameters

obtained by using the EHF model, and the percentage difference

Layer no.

Input ms
[mm�1]

Fitted ms
[mm�1] Difference [%] Input g Fitted g Difference [%]

1 5.00 4.92 �1.6 0.9900 0.9834 �0.67

2 10.00 10.22 2.2 0.9200 0.8586 �6.67
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after use of the true-reflection algorithm, that is, after correction for the attenuation

caused by scattering, is shown as triangles in Fig. 17.15 connected by a dashed line.

The distinct signal levels obtained for the two different layers after using the true-

reflection algorithm strongly indicate that a better differentiation of different tissue

types may be obtained in OCT images of real tissue by using the true-reflection

algorithm. This is expected to result in an improved diagnosis.

17.5 Applications of Modeling in OCT

Extraction of optical scattering parameters from OCT images is a method to obtain

more quantitative information from these images in order to improve the diagnostics,

that is, an alternative method of functional imaging. Accordingly, one may envisage

a novel functional imagingmethodwhere, in addition to tissuemorphology, parameters

such as the scattering parameters, g and/or ms, or mean refractive index are obtained. In

the following, the viability of the suggested approach in OCT is briefly discussed.

17.5.1 Extraction of Optical Scattering Properties from Tissues

As mentioned above, attenuation compensation is widely accepted within ultrasound

[66]. Therefore, it has also been among the first attempts to improve onOCT imagery.

In fact, attenuation compensation is a method to remove the attenuation caused by

scattering in OCT images. This should improve the diagnostic capabilities due to

a better differentiation of different tissue types. Until now, there have been few

attempts to do attenuation compensation in OCT images of tissue by using the

single-scattering OCT model [71]. However, due to the fact that multiple-scattered

photons contribute to the OCT signal, the single-scattering OCT model is insufficient

for this purpose. Attenuation compensation was verified on a single-layer phantom by

using an OCT model taking multiple-scattering effects into account [67].

The optical scattering properties themselves, however, also contain information

about the tissue. For example, cell mitochondria is affected or changed in several

malignant conditions, and through these changes, the scattering changes. Con-

versely, provided that information about the scattering properties can be obtained

with good accuracy and good (high) spatial resolution, new diagnostics can be

performed. This fact is one important motivation for attempting to extract optical

scattering properties in order to improve the diagnostic potential of OCT.

By using the single-scattering OCTmodel [2], studies have been carried out with

the aim to extract only the scattering coefficient ms from OCT images of tissue. This

approach was applied in various important applications. For example, glucose

monitoring was investigated by using the single-scatter approach [72] and more

recently expanded to include phase-sensitive OCT [73]. Although these investiga-

tions are of high clinical importance, more work is still needed in this area.

Determining optical scattering properties of blood is also of high importance. Faber

et al. [74, 75] demonstrated that the optical absorption spectra of oxygenated and
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deoxygenated hemoglobin, corrected for optical scattering, may be obtained by using

spectral OCT. The underlying OCT modeling was based on a single-scattering

approach. Subsequent investigations, however, have led to the conclusion that improved

modeling needs to be developed in order to satisfactorily include multiple-scattering

effects [76]. Single-scattering-based modeling might be applicable as demonstrated by

Kodach et al. [77] showing that anisotropy and scattering parameters can be obtained

from non-absorbing samples. It should be emphasized that the values for the anisotropy

(approximately 0.35) is much different from those of biological tissues (approximately

>0.85). Accordingly the results might not be transferred to biological tissues.

An important contribution by the group of van Leeuwen has been made in

in vitro characterization of atherosclerotic plaque [78]. Although the model applied

was based on a single-scattering model, their findings provide important data on the

optical scattering coefficient of these plaques, which may influence OCT-based

diagnostics in this area.

Provided an OCT model is used that takes into account multiple scattering, both

ms and the anisotropy factor g may be extracted. Extraction for a two-layer geom-

etry has been carried out [70, 79], where both ms and g were obtained for each

(tissue) layer. In Ref. [70], MC simulations were used as numerical phantom as

discussed in detail in the previous subsection.

A number of in vitro studies have been reported. Characterization of atheroscle-

rotic plaque using a single, multiple-scattering layer model has been reported [80].

The method of extracting the optical scattering properties was verified using well-

controlled and calibrated, single-layer tissue-like phantoms. The study provided the

optical scattering properties in the 1,300-nm range for lesions in different stages

including the anisotropy parameter. Based on the extracted parameters, normal tissue

could be separated from malignant tissue. It should be noted that some discrepancies

occur between the reported values for the scattering coefficients in Refs. [80] and

[78]. Possible explanations for the differences may be due to different sample

handling and fit to different models. The results reported in both Refs. [80] and

[78] are encouraging, although further studies are required to fully establish these

criteria and thereby demonstrate the feasibility of the method in this particular area.

InRef. [11], an excellent study presented a rigorous application of theRTEmodeling

(small-angle approximation) in the extraction of optical parameters. First, the authors

verified their modeling on a well-controlled tissue-like phantom. By estimating covari-

ance and confidence regions for the extracted optical properties, they point to specific

regimes of the OCT signal decay where extraction is likely to fail. These regimes

depend on both the optical properties and sample beam geometry. Hence, their findings

provide important insight of how to optimize the OCT system for a specific application.

The authors applied their method to cervical tissue (cervical dysplasia 2–3 and leuko-

plakia). In their in vitro investigation, they demonstrated that cervical dysplasia 2–3 and

leukoplakia could be distinguished on the basis of the extracted optical scattering

properties. Hence, their excellent contribution should be an encouragement for

expanding to other clinical applications and finally in vivo applications.

Related to this work, Samatham et al. [81] develop a method for extracting

optical properties of skin samples (from a mouse) based on reflectance-mode
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confocal laser scanning microscopy. Their approach might be relevant for optical

coherence microscopy and even find applications in OCT extraction of optical

properties in vivo.
In vivo studies are sparse; however, Kn€uttel et al. [82] took the approach of

extracting optical scattering properties and refractive index aiming at relating the

effects of skin hydration to the optical properties extracted from OCT images. Their

investigation showed the applicability of the approach and the potential in derma-

tology to provide new diagnostic information.

17.6 Wigner Phase-Space Distribution Function for the OCT
Geometry

Recently, the Wigner phase-space distribution [83] for multiple light scattering in

biological media has received considerable attention. This is because it has been

suggested by numerous authors that new venues for medical imaging may be based

on coherence tomography using measurements of Wigner phase-space distributions

[23, 24, 84–86]. It has been suggested that the Wigner phase-space distribution

is particularly useful for biomedical imaging because the phase-space approach

provides maximum information, that is, both space and momentum (angular)

information, about the light being used. This section is devoted to the derivation

of a closed-form solution for the Wigner phase-space distribution function [23]

obtained directly from the EHF [37] solution for the optical field.

In all cases considered in this section, as well as in Refs. [24, 84–86], the Wigner

phase-space distribution function is positive definite, and hence, the Wigner func-

tion and the specific radiance may be used interchangeably. We are primarily

concerned with a standard OCT propagation geometry shown in Fig. 17.1, and as

such, we consider a sample beam reflected at a discontinuity giving rise to diffuse

backscattering. This section deals with the reflection geometry only; for the trans-

mission geometry, the reader is referred to Refs. [23, 85].

17.6.1 General Considerations

Consider a cw quasi-monochromatic optical wave propagating through a non-

absorbing random small-angle scattering medium, reflecting off a discontinuity

giving a diffuse reflection, and subsequently propagating back to the initial plane.

Denote the resulting optical field in the initial plane, perpendicular to the optic axis,

by U(P), where P is a two-dimensional vector in this plane. For simplicity in

notation, we omit the time dependence. The Wigner phase-space distribution,

W(P,q), may be written as [87]

WðP; qÞ ¼
ð

dp

ð2pÞ2 UðPþ p=2ÞU�ðP� p=2Þh i exp½iq � p�; (17.65)
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where angular brackets denote the ensemble average. That is, the Wigner phase-

space distribution function is a two-dimensional Fourier transform of the indicated

mutual coherence function U Pþ p=2ð ÞU�ðP� p=2Þh i and, as such, contains

the same information about the optical field as does the mutual coherence function.

The quantity q is a transverse momentum, and in the small-angle approximation, its

magnitude q can be related directly to the scattering angle simply as q¼ 2ksiny/2�
ky, where is the free-space wave number. In addition, because in the small-angle

approximation the differential element of solid angle dO ¼ 2psinydy �
2pydy ¼ 2pqdq/k2, it is easily verified that the integral of W(P,q) over all q (i.e.,

over solid angle) equals the intensity I(P), that is, jU(P)j2, at the observation point

P. Hence, to within a multiplicative constant, the Wigner phase-space distribution

is equal to the specific radiance distribution of the optical field at the observation point

of interest for those cases where the Wigner phase-space distribution is positive

definite. To be specific, the specific radiance distribution N(P,y) ¼ k2W(P,ky) in

those cases.

Here, we neglect polarization effects, bulk backscattering, and enhanced

backscattering, which is obtained very close to the optical axis. In random media

where the scattering particles are large compared to the wavelength and the index of

refraction ratio is near unity, the bulk backscatter efficiency is much smaller than

the scattering efficiency. Moreover, the scattering is primarily in the forward

direction, which is the basis of using the paraxial approximation. Therefore, the

bulk backscattering may be neglected when considering the light propagation

problem, since its contribution is small. An example of this is skin tissue

(cell sizes of 5–10-mm diameter and index of refraction ratio of 1.45/1.4 ¼ 1.04).

It is well known that a medium with random scattering inhomogeneities will

produce an amplification effect of the mean intensity in the strictly backward

direction, as compared to the corresponding intensity obtained in the homogeneous

medium [88]. This so-called enhanced backscattering is due to multichannel coher-

ence effects (i.e., interference at a source point between waves transmitted in the

forward and backward directions by the same inhomogeneities in the medium).

Additionally, because of conservation of energy, enhanced backscattering is

accompanied by a corresponding reduction in intensity in directions close to the

strictly backward direction. In general, as discussed in Ref. [88], the linear dimen-

sion of the region surrounding the strictly backward direction where enhanced

backscattering is obtained is of the order or less than the transverse intensity

correlation length, l. The corresponding reduction of intensity occurs near the

surface of a cone of angle of the order l/Z, where Z is the (one way) propagation

distance in the medium. Strictly speaking, enhanced backscattering effects are

obtained in situations where the linear dimensions of the illuminated region, a, in
the backscattering plane satisfy a2 << lZ, where l is the wavelength. When the

radiation at some point P in the observation plane results from illuminated regions

that are large compared to [lZ]½, P will not be in the strictly backscattered direction

with respect to the reflected light and, as a consequence, enhanced backscattering

will not be manifested. In all cases considered here, a >> [lZ]½ and, therefore,

enhanced backscattering effects are neglected.
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As indicated in Fig. 17.1, the signal of interest results from diffuse reflection at

the discontinuity of interest only. As discussed above, the statistics of the forward

and back propagating optical waves are assumed here to be independent. This case

has been treated in Sect. 17.2, and from (17.21) with p1,2 ¼ P � p/2, the EHF

solution for the mutual coherence function for diffuse reflection in the discontinuity

plane, and observation in the lens plane, is given by

U Pþ p 2=ð ÞU� P� p 2=ð Þh i ¼ 4p
k2

ð
dr IB rð Þh iG0 r;Pþ p 2=ð ÞG�

0 r;P� p 2=ð ÞGpt rð Þ:
(17.66)

IBðrÞh i is the mean backscattered irradiance distribution in the plane of the discon-

tinuity, Gpt(p) is the mutual coherence function of a point source located in the

discontinuity plane and observed in the lens plane, where p¼ jp1� p2j, andG0(r,p)
is the Huygens-Fresnel Green’s function for homogeneous media given, in general,

by [40]

G0 r; pð Þ ¼ � ik

2pBb
exp � ik

2Bb
Abr

2 � 2r � pþ Dbp
2

� �� �
; (17.67)

where Ab, Bb, and Db are the (real) ABCD ray-matrix elements for backpropagation

through the optical system (because we are dealing with “real” ABCD optical

systems, we tacitly assume that B 6¼ 0). To be as general as possible, we assume an

arbitrary ABCD optical system between the lens and discontinuity planes, respec-

tively. For the OCT geometry, we have Ab ¼ Db ¼ 1 and Bb ¼ d + z/n, where d is the
distance from the lens to the tissue surface, n is the mean index of refraction of the

tissue, and z is the depth of the discontinuity. In (17.66), the positive definite quantity
Gpt is the mutual coherence of a point source located in the discontinuity plane and

observed in the initial lens plane, that is, the mutual coherence function for backward

propagation through the medium. This quantity is given by [45]

GptðpÞ ¼ exp �s 1� bfðpÞ
� �� �

; (17.68)

where the optical depth s ¼ msz. The quantity ms is the bulk scattering coefficient,

and bf(p) is the normalized phase autocorrelation function of a point source whose

origin is in the discontinuity plane given by [45]

bfðpÞ ¼
Ð z
0
dz0

Ð1
0

sðy; z0ÞJ0ðkpsyÞydyÐ z
0
dz0

Ð1
0

sðy; z0Þydy ; (17.69)

J0 is the Bessel function of the first kind of order zero,

ps ¼ Bb z0ð Þ
Bb

p; (17.70)
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where Bb(z
0) is the B-matrix element for backpropagation from the discontinuity

plane to a distance z0 and s(y;z0) is interpreted as the volume scattering function as

a function of position measured from the discontinuity plane in the optical system

[40]. Strictly speaking, (17.68) applies to the case where the scattering is in the

near-forward direction and all of the scattered light being contained within the

collection solid angle of the optical system being used. For propagation in an

inhomogeneous medium where appreciable light is scattered outside of the collec-

tion solid angle, the mutual coherence function of (17.68) becomes Gpt(p) ¼ exp

{�sW� sN[1� bf(p)]}, where the subscripts N andW refer to the near-forward and

wide-angle contributions to the optical depth, respectively [23, 24, 86]. That is, the

portion of the light scattered outside of the collection solid angle thus appears much

like an effective absorption coefficient for propagation in the near-forward direc-

tion. We note that all correlation functions of interest here can be expressed directly

in terms of the spectral densities via the relation s(y)¼ 2pk4Fn(ky), where Fn is the

three-dimensional spectrum of the index of refraction inhomogeneities, and we

have omitted the functional dependence on path length for notational simplicity

[52]. For the OCT geometry, we have s(y;z0)¼ s(y) for 0 z0  z, and 0 otherwise;
Bb(z

0) ¼ z0/n for 0  z0  z and Bb(z
0) ¼ z/n + z0 � z for z  z0  d + z.

In this section, it is tacitly assumed that we are dealing with a statistically

stationary and isotropic random medium. Then, it is well known that all second-

order spatial correlation functions of the optical field, such as Gpt(p), are functions
of the magnitude of the difference of the spatial coordinates and satisfy the identity

Gpt(�p) ¼ Gpt
*(p) [52].

Because the point source mutual coherence function given in (17.68) is valid for

arbitrary values of the optical depth s [52], the results given below for the Wigner

phase-space distribution function are valid in both the single- and multiple-

scattering regimes, that is, arbitrary values of s.
Substituting (17.66) and (17.67) into (17.65) and simplifying yield

W P; qð Þ ¼ 1

pB2

ð
dp

2pð Þ2 exp ip � q� kD

B
P

	 
� �
GptðpÞH pð Þ; (17.71)

where

H pð Þ ¼
ð
dr IB rð Þh i exp i

k

Bb
p � r

� �
(17.72)

is related to the Fourier transform of IB rð Þh i. In Ref. [23], it is shown that

H pð Þ ¼ RdGpt �pð ÞK �pð Þ ¼ RdG�
ptðpÞK �pð Þ; (17.73)

where Rd is the reflection coefficient of the discontinuity,

K rð Þ ¼
ð
dRUSi Rþ r 2=ð ÞU�

Si R� r 2=ð Þ exp �i
kA

B
r � R

� �
; (17.74)
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and USi(r) is the initial optical wave function. Substituting (17.73) into (17.71)

yields

W P; qð Þ ¼ Rd

pB2
b

ð
dp

2pð Þ2 GptðpÞ
�� ��2K �pð Þ exp ip � q� kDb

Bb
P

	 
� �

¼ Rd

2p2B2
b

ð1
0

dpp GptðpÞ
�� ��2KðpÞJ0 q� kDb

Bb
P

����
����p

	 

for axially symmetric USið Þ:

(17.75)

This is the required general solution for the Wigner phase-space distribution

function for diffuse reflection in the paraxial approximation. That is, for a given

initial optical wave function and a medium whose scattering function is known,

(17.75) is the solution for the Wigner phase-space distribution function, that is,

specific radiance. Note that I(P) ¼ R
W(P,q)dq ¼ RdP0/pBb

2, where P0 is the

transmitted power. As expected for diffuse reflection, the intensity in the observa-

tion plane is constant, independent of position.

17.6.1.1 Comments
For general scattering functions s(y), the integral indicated in (17.75) cannot be

obtained analytically, although numerical results can be readily obtained. However,

some general features of the Wigner phase-space distribution function can be

obtained by direct examination of the general formula. First, examination of

(17.75) reveals that, in general, the Wigner phase-space distribution attains its

maximum along the line given by P ¼ Bbq/kDb ¼ Bbu/Db. Additionally, because

Gpt(p) in (17.68) can be rewritten as

GptðpÞ ¼ e�s þ e�s exp sbfðpÞ
� �� 1

� �
; (17.76)

we can conclude, from (17.75) and (17.76), that, in general, the Wigner phase-space

distribution function consists of three terms. The square of the first term on the

right-hand side of (17.76), which corresponds to the ballistic photons, leads to an

attenuated distribution of what would be obtained in the absence of the scattering

inhomogeneities. The square of the corresponding second term represents a broader

halo resulting from multiple scattering in the medium. The third term is a cross term

between the ballistic and multiple-scattering contributions, respectively. Physi-

cally, the cross term is the coherent mixing of the unscattered and multiple-

scattered light.

Next, for sufficiently large values of the optical depth s, examination of (17.68)

reveals that Gpt is nonzero for s[1� bf(p)] less than the order unity, that is, for bf(p)
near unity. Expanding bf(p) in powers of p and retaining the first two nonzero terms

allows one to obtain asymptotic results. In the limit s>> 1, for all cases of practical

concern, the resulting width of jGpt(p)j2 is much narrower than K(p), and without

loss of generality, we may replace K(p) by its value at the origin K(0) ¼ P0, the

transmitted power (see (17.74)).
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17.6.2 Applications to Optical Coherence Tomography

It follows from the analysis in Sect. 17.2 that the signal-to-noise ratio (SNR) in
a standard OCT system can be expressed as

SNR ¼ constant
 Re

ðð
GR Pþ p 2= ;P� p 2=ð ÞGS Pþ p 2= ;P� p 2=ð ÞdPdp

� �
;

(17.77)

where denotes the real part and GR and GS are the mutual coherence functions of the

(deterministic) reference beam and sample beam in the mixing plane, respectively.

Because the Wigner phase-space distribution function and the mutual coherence

function are Fourier transform related (see (17.65)), the SNR can be rewritten as

SNR ¼ constant 
 Re

ðð
WR P;�qð ÞWS P; qð ÞdPdq

� �
; (17.78)

where WR andWS are the corresponding Wigner phase-space distribution functions

of the reference and sample beams, respectively. Equation (17.78) indicates, in

particular, that the SNR of a standard OCT system is related globally to the Wigner

phase-space distribution function of the sample beam. That is, images obtained

from standard OCT systems contain global, rather than local, information of the

Wigner phase-space distribution function of the sample beam. Improved OCT

imagery can thus only be obtained from systems that make use of the local

properties of the Wigner phase-space distribution function, rather than globally

where information is inevitably lost. Below, we derive expressions for the Wigner

phase-space distribution function of the sample beam for a standard OCT geometry

for both classes of scattering functions discussed in Ref. [23].

Consider an OCT system where the initial optical wave function (i.e., immedi-

ately following the lens) is given by

USiðrÞ ¼
ffiffiffiffiffiffiffiffi
P0

pw2
0

s
exp � r2

2

1

w2
0

þ ik

f

	 
� �
: (17.79)

For an OCT system, focusing at a tissue discontinuity at depth z, we then get the
following equation for K(r)

KðrÞ ¼ P0 exp � r2

4w2
0

� �
; (17.80)

and using (17.78), the heterodyne efficiency factor for the OCT signal for such

a system may be written as

C � SNR

SNR0

¼
Ð
K pð Þj j2 Gpt pð Þ�� ��2dpÐ

K pð Þj j2dp : (17.81)
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We now obtain analytic engineering approximations for the Wigner phase-space

distribution function, valid for all values of s, for bf that are quadratic near the

origin. Substituting (17.17) in Ref. [23] and (17.80) into (17.75) and simplifying

yield

W P; qð Þ ffi RdP04w
2
0

2pfð Þ2 e�2s exp �Q2w2
0

� �þ e�s 1� e�sð Þ ~r20
4w2

0

exp �Q2~r20
4

	 
�

þ 1� e�sð Þ2 ~r20
8w2

0

exp �Q2~r20
8

	 
� ;

(17.82)

where

1

~r20
¼ 1

r20
þ 1

4w2
0

; (17.83)

r0 ¼
ffiffiffi
3

s

r
l

pyrms

nf

z

	 

: (17.84)

Here,Q¼ |q� (k/f)P|. The first, second, and third terms on the right-hand side of

(17.82) represent the ballistic, cross, and multiple-scattering contributions to the

Wigner phase-space distribution function discussed below (17.76), respectively.

In the limit of s << 1, examination of (17.82) reveals that for P ¼ 0, the 1/e
transverse momentum width, Dq, of the Wigner phase-space distribution is given by

Dq ¼ 1/w0. Furthermore, in the limit s >> 1, Dq ¼ 2
ffiffiffi
2

p
~r�1
0 , where ~r0 ffi r0. In this

case, Dq/ z3/2 in the presence of the shower-curtain effect, which manifests itself in

the standard OCT geometry. For comparison, Dq / z1/2 in the absence of the

shower-curtain effect.

We have not been able to obtain a corresponding analytic approximation, valid

for all values of s, for the Henyey-Greenstein type of scattering function [23]. For

this case, we can only conclude that

W P; qð Þ ffi RdP0

2pfð Þ2 1� 2sð Þ exp �Q2w2
0

� �
; s << 1; (17.85)

and

W P; qð Þ ffi RdP0

p 2pfð Þ2
r0
s

� �2 1

1þ r0
s

� �2
q� k

f P
��� ���2	 
3=2

; s >> 1; (17.86)

where r0 ¼ {[lg½]/[2p(1 � g)]}[nf/z]. In the limit of s << 1, examination of

(17.85) reveals that for P ¼ 0, the 1/e transverse momentum width, Dq,
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of the Wigner phase-space distribution is given by Dq ¼ 1/w0. Furthermore, in the

limit s >> 1, it is obtained from (17.86) that Dq ¼ s/r0. In this case, Dq / z2 in the

presence of the shower-curtain effect. For comparison, Dq / z in the absence of

the shower-curtain effect.

It is important to note that for both types of scattering functions, the momen-

tum width increases with increasing depth as zg, with considerably larger values

of g being obtained in the presence of the shower-curtain effect. Furthermore,

the actual value of g is highly dependent on the details of the scattering

function [23].

As shown above, it is possible to determine the lateral coherence length of the

sample field from measurements of the Wigner phase-space distribution. As is

evident from (17.84), the lateral coherence length depends on the optical parame-

ters of the tissue, that is, n, ms, and yrms. Therefore, it is feasible to create images

based on measurements of the lateral coherence length as a function of position in

the tissue. In contrast to OCT signals used to create conventional OCT images, the

lateral coherence length is related only to the propagation of the light in the tissue,

and its magnitude is independent of the amount of light backscattered or reflected at

the probed depth.

In general, a discontinuity between two tissue layers is characterized by

a change of the scattering coefficient, the backscattering coefficient, and the

index of refraction. The relative change of the scattering coefficient and the

backscattering coefficient is markedly greater than the corresponding relative

change in the index of refraction [43]. In human skin tissue, for example, the

scattering coefficients of epidermis and dermis are 50 and 21.7 mm�1, respec-

tively, while the indices of refraction are lying in the range 1.37–1.5 [43]. On

this basis, it can be shown from the analysis above that an imaging system,

based on measurements of the lateral coherence length, may have a higher

sensitivity to changes in the scattering coefficient than the conventional OCT

system probing the corresponding change in the backscattering coefficient.

The higher sensitivity may lead to an improved contrast in the obtained

image. This model and the above discussion give more insight into the ideas

presented recently that new venues for medical imaging may be based on

coherence tomography using measurements of Wigner phase-space distributions

[23, 24, 84–86].

17.7 Appendix A

The 4F system described in Sect. 17.3.1 is inspected where we have designated

three transverse coordinate planes (see Fig. 17.6): the p-plane coinciding with the

optical fiber, the q-plane coinciding with the diffusely reflecting discontinuity

within the sample, and the r-plane coinciding with the right side of the

thin focusing lens at z ¼ �d. By applying approximations identical to those used

in Ref. [10], we now wish to show the following two statements. Firstly, that

the heterodyne efficiency factor, defined by the cross correlations of the sample
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and reference fields at the p-plane, may be written in terms of their respective

intensities only, so that

Cp ¼
i2
� �
i20
� � ¼ Ð

IRðpÞ IsðpÞh id2pÐ
IRðpÞ Is0ðpÞh id2p ; (17.A1)

where the integrals are taken over the p-plane and IR, IS pð Þh i, and IS0 pð Þh i are the
intensities of the reference, the ensemble average of the reflected light from the

discontinuity, and the ensemble average of the reflected light from the discontinuity

in the absence of scattering, respectively. Secondly, that this calculation of the

heterodyne efficiency factor C in the p-plane, Cp, is mathematically identical to

calculating C in the r-plane, Cr, as given by (17.57), so that

Cr ¼
Re

ÐÐ
GR r1; r2ð Þ GS r1; r2ð Þh idr1dr2

� �
Re

ÐÐ
GR r1; r2ð Þ GS0 r1; r2ð Þh idr1dr2

� �
¼ Re

ÐÐ
GR p1; p2ð Þ GS p1; p2ð Þh idp1dp2

� �
Re

ÐÐ
GR p1; p2ð Þ GS0 p1; p2ð Þh idp1dp2

� � ¼ Cp:

(17.A2)

To outline the derivation, the proof will be initiated by finding the field US due to

an initial field propagating from the r-plane toward the sample and reflecting off the

discontinuity. This field is then used to calculate the cross correlation

GS p1; p2ð Þh i ¼ US p1ð ÞUS
� p2ð Þh i, and it is shown that US is delta-correlated [19]

and thus the validity of (17.A1) is demonstrated. It is then demonstrated that the

obtained expression for Cp is identical to (17.81). Because we are only concerned

with the ratio C, any multiplicative constant not related to the properties of the

scattering medium is omitted.

Using the Huygens-Fresnel principle, the field at the p-plane, US, due to a field

immediately to the right of the focusing lens in the r-plane, Ur, is given by

Usðr; pÞ ¼
ð
UrðrÞGr�pðr; pÞd2r; (17.A3)

where Gr-p(r,p) is the Huygens-Fresnel Green’s function for propagation from the

r-plane to the p-plane. For a general ABCD matrix system, this Green’s function is

given by [40]

G0 r; pð Þ ¼ � ik

2pB
exp � ik

2B
Ar2 � 2r � pþ Dp2
� �� �

; (17.A4)

where A, B, and D are the matrix elements and the notation r denotes the length of

the vector r. For the propagation from r to p, A ¼ �1, B ¼ f, and D ¼ �1. The field
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at the r-plane due to a field, Uq, impinging upon the discontinuity is found using

the EHF principle

UrðrÞ ¼
ð
�ðqÞUqðqÞGf ðq; rÞ exp i’ðq; rÞ½ �d2q; (17.A5)

where Gf is the Green’s function for propagating the optical distance f given by

(17.A4) with the matrix elements A ¼ 1, B ¼ f, and D ¼ 1. ’(q,r) is the

stochastic phase added to the phase of a spherical wave propagating from q to r
due to the scattering medium, and �(q) is a complex reflection coefficient due to

the discontinuity. Calculating the cross correlation of the field US yields

Gsðp1; p2Þ ¼
ðððð

Gf ðq; rÞG�
f ðq0; r0ÞGr�pðr; p1ÞG�

r�pðr0; p2Þ

 hUqðqÞU�

qðq0Þi �ðqÞ�ðq0Þh i

 exp i’ðq; rÞ � i’ðq0; r0Þ½ �h id2rd2r0d2qd2q0;

(17.A6)

where primed variables are related to US
*, and we have assumed that the scattering

medium and the properties of the diffusely discontinuity are independent.

It should also be noted that in writing Uq qð ÞUq
� q0ð Þexp i’ q; rð Þ � i’ q0; r0ð Þ½ �� � ¼

Uq qð ÞUq
� q0ð Þ� �
 exp i’ q; rð Þ � i’ q0; r0ð Þ½ �h i, it has been assumed that the phase

distortion due to the scattering medium added to the field propagating from L2 to

the discontinuity is statistically independent of that added to the field propagating

from the discontinuity to L2. The validity of this assumption in MC simulations is

discussed in Sect. 17.3.3. Because the discontinuity is diffusely reflecting

�ðqÞ�ðq0Þh i ¼ ð4p=k2Þdðq� q0Þ, where d(r) is the two-dimensional Dirac’s delta

function [39]. This yields

Gsðp1; p2Þ ¼
ððð

Gf ðq; rÞG�
f ðq; r0ÞGr�pðr; p1ÞG�

r�pðr0; p2Þ

 IqðqÞ
� �

GPTðr� r0Þd2rd2r0d2q;
(17.A7)

where GPT is given by (17.41) and Iq is the intensity of the field Uq. The average

intensity Iq qð Þ� �
can be found from (17.39), and it is noted that the difference

vector, r, in (17.39) is independent of r and r0 in (17.A7). Now, invoking the sum

and difference coordinates R ¼ ½(r + r0) and r ¼ r�r0 and performing the

q-integration and the r-integration originating from (17.39) yield

Gsðp2; p2Þ ¼
ðð

exp � ik

2f
fp22 � p21 � r � ðp1 þ p2Þ þ 2R � ðp� p1Þg

� �

 GPTðrÞj j2Kð�rÞd2rd2R;

(17.A8)
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where we have used the relation

ð
exp½im � ðuþ vÞ�d2m ¼ ð2pÞ2dðuþ vÞ: (17.A9)

Carrying out the R-integration then yields

Gsðp2; p2Þ ¼dðp2 � p1Þ
ð
exp � ik

2f
p22 � p21 � r � ðp1 þ p2Þ

� �� �

 GPTðrÞj j2Kð�rÞd2r

(17.A10)

which shows the sample US to be delta-correlated, and thus, (17.A1) is proven.

To calculate (17.A1), we consider (17.A8) for the case p1 ¼ p2 ¼ p, which then

yields the intensity

IsðpÞh i ¼ Alens

ð
exp � ik

f
r � p

� �
GPTðrÞj2Kð�rÞd2r;�� (17.A11)

where Alens is the area of the focusing lens.

To find the OCT signal i2
� �

, we now insert (17.A11) into the numerator of

(17.A1)

i2
� � ¼ ðð

exp � ik

2f
ð�2r � pÞ

� �
GPTðrÞj j2Kð�rÞIRðpÞd2rd2p

¼
ð
GPTðrÞj j2 KðrÞj j2d2r;

(17.A12)

where we have used that the reference field impinging on the reference mirror may

be calculated using (17.39) with GPT ¼ 1 and A ¼ 1 and B ¼ f. Because the p-plane
is the conjugate plane to the plane of the reference mirror, the field here is identical

to that impinging upon the reference mirror. GPT is unity in the absence of

scattering, so it is now easy to see that C may be calculated through

Cp ¼
Ð
GPTðrÞj j2 KðrÞj j2d2rÐ

KðrÞj j2d2r : (17.A13)

Note that the integration is over the r-plane. It is seen that Cp is identical to Cr

given by (17.81). It has thus been proven that within the approximation of the EHF

principle, the heterodyne efficiency factor of the OCT system depends solely upon

the intensity distributions of the reference and sample fields in the p-plane.
Furthermore, it is straightforward to prove that this will be true for any conjugate

plane to a diffusely reflecting discontinuity plane within the sample.
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One should note that there exists an ambiguity between obtaining a delta func-

tion in (17.A10) and obtaining a finite area of the focusing lens in (17.A11). Firstly,

this area is irrelevant for the heterodyne efficiency factor, and no assumption of

a finite lens area is made in Sect. 17.2.2. Furthermore, it is easy to show that (17.

A13) is just as well obtained by inserting (17.A10) into (17.A2). Secondly,

a finite radius of the focusing lens would have yielded an Airy function in RA

(p1 � p2) instead of a delta function, where RA is the radius of aperture. Thus, if

the aperture is large, the sample fieldwill be essentially delta-correlated in the p-plane.
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Abstract

En face optical coherence tomography (OCT) delivers slices in the tissue with an

orientation similar to that of confocal microscopy and of thickness determined by

the coherence length of the broadband excitation source. En face OCT has

progressed along two main avenues, full-field and flying spot. In the flying spot

implementation, the path modulation introduced by the transverse scanners may

be employed to generate en face OCT images. En face OCT is a time domain

method. In an era dominated by spectral domain methods, en face OCT has unique

features not achievable via spectral domain methods, such as versatile operation in

A, B, C scanning regimes, compatibility with simultaneous confocal imaging,

dynamic focus, simultaneous imaging at several depths and measurement of

topography, and orientation of surfaces in a single frame

18.1 Different Scanning Procedures

To obtain 3D information about the object, any imaging system, operating on the

flying spot concept, is equipped with three scanning means, one to scan the object in

depth and two others to scan the object transversely. Depending on the order that

these three scanners are operated, and on the scanning direction associated with the

line displayed in the raster of the final image delivered, different possibilities exist.

18.1.1 A-Scan

Low-coherence interferometry has evolved as an absolute measurement technique

which allows high-resolution ranging [1] and characterization of optoelectronic

components [2, 3]. This technique typically outputs a one-dimensional (1D) reflec-

tivity profile in depth in the sample, called A-scan, as shown in Fig. 18.1 [4].

The first application in the biomedical optics field was for the measurement of

the eye length [5]. A low-coherence interferometry system is generally based on

a two-beam interferometer. The A-scan technique in time domain OCT is

facilitated by a technical advantage: when moving the mirror in the reference
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path of the interferometer, not only is the depth scanned but a radio frequency

carrier is also generated. The carrier frequency is the Doppler shift produced by the

longitudinal scanner itself (moving along the axis of the system, Z, to explore the

sample in depth).

18.1.2 A-Scan-Based B-Scan

By adding a transversal scanner to a low-coherence interferometer equipped to

produce A-scans, cross-sectional images can be obtained in the sample. The high

resolution of such images allows for tomographic investigation of the inside of the

object volume. To express this capability, researchers at MIT proposed to denom-

inate the technique as optical coherence tomography (OCT) [6]. B-scan OCT

images, analogous to ultrasound B-scan, are generated by collecting many

A-scans for different and adjacent transverse positions, as shown in Fig. 18.2(i).

B-scans are two-dimensional (2D) maps. The lines in the raster generated corre-

spond to A-scans, i.e., the lines are oriented along the depth coordinate.

The transverse scanner (operating along X or Y, or along the polar angle y in

polar coordinates in Fig. 18.1, with X shown in Fig. 18.2(i)) advances at a slower

pace to build a B-scan image. The imaging technology used to generate the image in

Fig. 18.2(i) is often referred to as longitudinal OCT, irrespective if time domain or

spectral domain principles are used. In time domain OCT, the signal bandwidth,

given by the speed the depth pixel size is scanned, determines an enlargement of the

Doppler frequency component in the spectrum of the photodetected signal.

The image bandwidth is practically identical with the signal bandwidth required

to process an individual A-scan (as the lateral movement of the beam is at a much

slower speed than the scanning in depth and does not contribute to any bandwidth

enlargement). The majority of time domain OCT reports in literature [7–11] refer to

this way of operation. Historically, the first OCT image was a B-scan image of the

retina [6] made from A-scans, using flying spot time domain longitudinal OCT

technology.

B-scan

x-y (transverse)

C-scan

A-scan

Y

X

−Z

θρ

T-scan

Fig. 18.1 Relative orientation of the axial scan (A-scan), transverse or 1D en face scan (T-scan),

2D cross-sectional or longitudinal slice (B-scan), and 2D en face or transverse slice (C-scan)

(Reproduced with OSA’s permission from [10] and copyright M. Seeger [4])

18 Flying Spot En-Face OCT Imaging 801



18.1.3 T-Scan-Based B-Scan

In en face OCT, the transverse scanner produces the fast lines in the image [12–14].

We call each such image line as a T-scan. This can be produced by controlling

either the transverse scanner along the X-coordinate or along the Y-coordinate or

(iii) 
C-SCAN IMAGES AND
3D SCANNING BASED

ON C-SCANS
(CONVENTIONAL
cSLO OPERATION

(ii) 
B-SCAN IMAGE

GENERATED FROM T-SCANS
(METHOD COMPATIBLE WITH

C-SCANNING) 

(i) 
B-SCAN IMAGE GENERATED

FROM A-SCANS
(CONVENTIONAL)

LONGITUDINAL OCT
SCANNING)

−Z

X

Y

−Z 

SLOW

SLOW

SLOW
FAST

X

−Z

X
SLOWEST

FAST

FAST

A-scans

T-scans

 (iv)
3D SCANNING BASED ON

B-SCAN SLICES AT
DIFFERENT POSITIONS Y

CURRENTLY USED BY
 SD-OCT SYSTEMS

Z

SLOW 

FAST

Y

X

SLOWEST

Fig. 18.2 Different modes of operation of the three scanners in a 3D flying spot imaging system.

Lateral scanning along the X and Y axes is implemented using an XY or a 2D transverse scanner in

both confocal microscopy (CM) and OCT systems. The scanning in depth along the axis Z, differs,

implemented using focus change in CM and OPD change in OCT (Reproduced with Elsevier’s

permission from [11])
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along the polar angle y, with the other two scanners fixed. The example in Fig. 18.2(ii)

illustrates the generation of a T-scan-based B-scan, where the X-scanner produces

the T-scans and the axial scanner advances slower in depth, along the Z-coordinate.

As it will be shown in this chapter, this procedure has a net advantage in comparison

with the A-scan-based B-scan procedure as it allows real-time production of OCT

transverse (or en face) images for a fixed reference path, images called C-scans.

18.1.4 C-Scan

C-scan images, as shown in Fig. 18.2(iii), are made from many T-scans along either

X, Y, r, or y coordinates, repeated for different values of the other transverse

coordinate Y, X, y, or r respectively in the transverse plane. The repetition of

T-scans along the other transverse coordinate is performed at a slower rate than that

of the T-scans, called the frame rate. In this way, a complete raster is generated.

In order to tomographically investigate the whole volume of the sample, different

transverse slices are collected for different depth values Z, either by advancing the

optical path difference in theOCT in steps after each complete transverse (XY) or (r,y)
scan, or continuously at a much slower speed than the frame rate. For correct sampling

in depth of the tissue volume, the speed of advancing in depth should be such that on

the duration of the frame, the depth variation be nomore than half the depth resolution.

18.1.5 Collecting 3D Data

3D complete information could be collected in different ways, either acquiring many

longitudinal OCT images (B-scans) at different en face positions [15, 16] or many en

face OCT images (C-scans) at different depth positions [17–19]. In principle, the

volume rendered by either procedure from the tissue should be equivalent. However,

the devices used to scan the object in the three directions are not identical. They are

chosen or designed according to the scanning method used, either longitudinal,

based on A-scans as in Fig. 18.2(i), or en face, based on T-scans as in Fig. 18.2(ii).

To produce longitudinal OCT images as in Fig. 18.2(i), two different categories

of devices can be employed, depending whether time domain (TD) or spectral

domain (SD)-OCT is used. In TD-OCT, a fast scanner to generate A-scans such as

a turbine-driven mirror [20] or a fast galvanometer mirror or a resonant scanner in

a spectral scanning line using a diffraction grating [21] is employed. Such fast axial

scanner is pairedwith a slower scanning device to perform the advance in the transverse

plane, using a piezo or a galvanometer scanner. In SD-OCT, FFT of the reading of

a linear camera in a spectrometer or FFT of the photodetected signal collected in the

time interval required for tuning a swept optical source leads to A-scans.

To produce B-scan en face OCT images as in Fig. 18.2(ii), a fast galvanometer

scanner, a resonant scanner, or a polygon mirror to generate T-scans is paired to

a slower scanning device for scanning the depth along depth, such as a translation

stage or a piezo device.
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This dedicated design determines the way the 3D information is collected using

the flying spot concept.

In confocal microscopy (CM), the depth scanning requires the axial movement

of a lens to alter the focus, as the lens is heavy, the scanning cannot be fast.

Electrically adjustable lenses may provide a solution for fast axial scanning in

CM; however, there is no motivation for development in that direction in view of

the much better resolution obtained using OCT.

OCT systems, using CCD cameras or arrays of sensors or arrays of emitters

eliminate the need of scanning the beam. However, the same scanning terminology

applies in such cases as well, where the ray scanning is replaced by different forms

of electronic scanning.

In spectral domain OCT, scanning strategies as described by (ii) and (iii) in

Fig. 18.2 cannot be implemented.

For 3D acquisition, either longitudinal B-scan OCT images are acquired at

different transverse coordinates as shown in Fig. 18.2(iv) or C-scan OCT images

are acquired at different depths as shown in Fig. 18.2(iii). Obviously, the longitu-

dinal OCT B-scans shown in Fig. 18.2(iv) can be replaced with the en face B-scans

in Fig. 18.2(ii).

18.2 Sampling Function in En Face OCT

In order to generate C-scan images at a fixed depth, a path imbalance modulator is

needed in order to create a carrier for the image bandwidth. This will obviously

require the introduction of a phase modulator in one of the arms of the interferom-

eter, which would complicate the design and introduce dispersion [22]. Research has

shown that the X or Y scanning device itself introduces a path modulation which

plays a similar role to the path modulation created by the longitudinal scanner

employed to produce A-scans or A-scan-based B-scans. Theoretical analysis has

shown that the generation of a C-scan OCT image can be interpreted as interrogating

the object with a specific sampling function. Depending on the position of the

incident beam on the scanner mirror and on the interface optics used, the sampling

function could look either as Newton rings or as a regular grid of lines. The sampling

function is in fact a fringe pattern in transverse section. Consequently, when the

beam scans the target, the OCT signal is modulated by this fringe pattern. As the

pattern is not regular, the transverse resolution varies across the target and different

frequencies result in contrast to the generation of A-scans, where the carrier fre-

quency is constant. However, for sufficiently large image size, the errors introduced

in the image by the variable sampling pattern can be neglected.

18.2.1 Newton Rings

Figure 18.3 shows the beam being deflected from point O on the galvanometer

mirror MX by tilting this mirror at different angles b. In this simplified approach,
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the distance between galvanometer mirrors MX and MY is neglected in comparison

with the distance z1 to lens L1, i.e., as regards scanning along Y, the beam may also

be considered as originating from point O. The conjugate point of O is O0, and
therefore, the optical path lengths of all the reflected rays measured between mirror

MX and O0 are equal. Let us consider a flat surface S as the object under test,

perpendicularly oriented to the system axis and intersected by the scanned beam at N.

The coherence surface S, defined by the length of the reference arm, is given by

the spherical surface of radius r centered in O0. For each scanning angle b, two
beams are superposed on the photodetector, one being reflected from the point

N and the second reflected by mirror M, which may be equivalently considered as

originating from point P on surface S. The optical path difference (OPD) between

the reference and the sensing arm is [12]

OPD ¼ 2ðO0N� O0PÞ ¼ 2
r

cos a
� r

h i
: (18.1)

Maxima are obtained when

OPD ¼ 2 M
l
2
; (18.2)

where l is the central wavelength and M an integer. The variation in the angle b
measured about the point O between adjacent rays corresponding to two maxima in

the photodetected signal is connected to the variation in angle ameasured about the

point O0 and is given by

MX

MY

SXY
r

S
Σ

N
P

O’’O’O

L1

DC

PD C2

C1SLD

ASO

z1 z2

αβ

MTSM

TY TX
L2

X

Y

Z

Fig. 18.3 SLD: Superluminescent diode; DC: directional coupler; C1, C2: microscope objec-

tives; M: mirror; MTS: micrometer translation stage; SXY: galvanometer scanning mirror system;

MX, MY: scanner mirrors; L1: lens; PD: photodetector; ASO: analogue storage oscilloscope; TX,

TY: triangle waveform generators (Reproduced with OSA’s permission from [12])
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db ¼ z2

z1
da ¼ z2

z1

lcos2a
2r sin a

� z2

z1

l
2ra

; (18.3)

where we have taken into account the distances z1 and z2 in Fig. 18.3 and assumed

small angles in (18.3). If mirror MX is driven by a triangular voltage signal of

amplitude U and frequency Fx, then

bðtÞ ¼ 4kUtFx; (18.4)

where k is measured in rad/V and represents the scanner angular efficiency. Using

(18.1), (18.2), (18.3), and (18.4), the frequency n at which maximums are encoun-

tered in the photodetected signal can be obtained as

n ¼ 8kUz1Fx

z2

ra
l
: (18.5)

A similar expression can be obtained by considering the speed of OPD

variation when performing A-scanning, in which case a reference mirror, M, is

moved at a constant speed, v, and the frequency of the Doppler beat signal amounts

to n ¼ 2v/l. Comparing this with (18.5) leads to an equivalent depth scanning

speed:

v ¼ 4kUx1Fx

z2
ra: (18.6)

The geometrical locus of the points on the surface S of maximum interference

according to (18.2) is described by rings of radius RM¼ O00N. For small angles and

a low-order M, the radius of such rings is given by

RM �
ffiffiffiffiffiffiffiffiffi
Mrl

p
; (18.7)

which shows that the locus of maximum interference is given by a similar relation

to that describing Newton rings. However, the configuration in Fig. 18.3 differs

from the Newton rings configuration presented in classical optics textbooks based

on a spherical element in contact with a planar element [23]. Here, the interfering

rays producing Newton rings are coming from two different arms of the

interferometer.

Given the coherence length lc of the source, the target area sampled by these

Newton rings is limited to

A � p
2
lcr: (18.8)

The analysis shows that the object is being interrogated with a sampling function

which in the particular case of the setup in Fig. 18.3 looks like concentric circles
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centered on the system axis. When the object is a mirror, the T-scans map the

sampling function and the returned signal is modulated in intensity at the frequency

n given by (18.5).

In order to improve the transverse resolution, another lens L2, may be placed in

O0. The previously obtained relations are still valid with r replaced by f2, the focal

length of lens L2.

An image from a mirror displays the sampling function pattern described by

Newton rings, as shown in Fig. 18.4. Such an image was obtained by using a lens L2

of 2.5-cm focal length and by driving the horizontal and vertical scanners with

signals at Fx ¼ 20 Hz (signal generator GX) and 0.25 Hz (signal generator GY),

respectively. The amplitude of both signals was 0.25 V, and galvo-scanners with

k ¼ 69.81 rad/V were used.

The main advantages of this imaging method are its simplicity and quick display

capability.

18.2.2 Grid Sampling Function

The incident beam direction is shifted by d away from the rotation center of the line

scanner, chosen to be the X-scanner in Fig. 18.5. For simplicity, let us consider that

the scanning head XY is reduced to one mirror, X. To obtain incidence of the beam

off-pivot on the X-mirror, the scanner is displaced toward the objective C2 in

Fig. 18.3 by a distance d, and then, the support holding the fiber and collimator

C2 is moved in such a way as to shift the launching beam parallel with itself by the

same distance d, toward lens L1. In this way, for b¼ 0, the incoming ray is incident

on the galvanometer mirror in a point B on the optical axis (of the lens L1), situated

at z1 – d away from lens L1. Two rays undergoing reflection at mirror MX are

shown in Fig. 18.5, when MX is tilted at an angle b/2 ¼ 0 (impact point B, ray

deflected by an angle b from the axis) and when MX is tilted at an angle b 6¼ 0

(impact point C). The ray deflected from C intersects the optical axis in A.

Fig. 18.4 Newton rings

sampling function. 50 mV/div

(185 mm/div) (Reproduced

with OSA’s permission

from [12])
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For small scanning angles b, the segment AB � d. In these circumstances, it can

be shown that the path imbalance OPD introduced between the central ray

(deflected from B along the optic axis) and the ray deflected from C at an angle b
from the optic axis is given by the equation [13]:

OPD � �2dbþ f2
z21
z22

b2: (18.9)

The first term in (18.9) can be intuitively thought of as arising from the double

pass of light along segment BC (to and from the object), although the exact

calculations are more elaborate. The second term gives the path imbalance respon-

sible for Newton rings imaging in which case the ray geometry and formula were

presented in the previous paragraph. Point A at a distance z1 in front of L1 and point

O0 at a distance z2 behind L1 (Fig. 18.3) are conjugate by virtue of L1.

The frequency of the photodetected signal due to scanning a mirror placed in the

focal plane of lens L2, perpendicular to the optic axis, is given by

n ¼ 8kFxU

l
½d� 4kUf2

z21
z22

Fxt�; (18.10)

where the same notations as in (18.5) were used. During a scan, the frequency n
varies between

nmin;max ¼ nc � nn ¼ 8kFxU

l
½d� f2

z21
z22

bm�; (18.11)

where nc is the central frequency and nn the frequency spread owing to the nonlinear
OPD dependence on b in (18.10) (this is also the maximum component in

the spectrum in the centered beam case in Fig. 18.3, Newton rings sampling

function case).

δ

≈δ

z1−δ

≈βδ

deflection
angle β

L1incoming
ray

MX(0)

MX(β/2)

MX
axis of
rotation

D
C

BA

Fig. 18.5 The object beam in

Fig. 18.3 is incident on the

galvanometer scanner at

a distance d away from the

center of rotation. Axes X and

Z (shown in Fig. 18.3) are in

the plane of the drawing

(Reproduced with OSA’s

permission from [13])
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Interference occurs as long as the jOPDj is less than the coherence length of the

source, lc. The maximum angle jbj for which jOPDj ¼ lc is bc. For jbj > bc, bm in

(18.11) is bc, while for jbj < bc, bm ¼ kU. Based on the Airy disk size of a pixel

defined on a target situated in the focal plane of lens L2 (focal length f2), for a beam

diameter D, the image bandwidth is

Bi ¼ 0:82
FxD

l
DX
f2

; (18.12)

where DX is the width of the T-scan on the target.

The linear term in (18.10) becomes dominant when the shift d is large enough,

giving a first limiting condition for theminimumvalue of d. A second condition results

from nc � nn > Bi. It can be shown that the second condition prevails, resulting in

d >
z1

z2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2lc þ 0:04D2

p
: (18.13)

A “carrier” is distinguishable as shown in Fig. 18.6 bottom left (beam displaced

by d ¼ 3 mm), in comparison with the nondisplaced beam spectrum shown in

Fig. 18.6 top left.
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Fig. 18.6 Spectra (left) of the photodetected signal (right) for optical beam centered (top) and
shifted by d ¼ 3 mm (bottom). z1 ¼ 14.5 cm, z2 ¼ 10.2 cm, triangular drive signal of amplitude

U ¼ 0.17 V, and frequency Fx ¼ 20 Hz applied to the X-scanner, Y-scanner not driven

(Reproduced with OSA’s permission from [13])
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For example, values of nc ¼ 6.86 kHz and nn ¼ 1.6 kHz are obtained from

(18.10), in agreement with Fig. 18.6 bottom left, when Fx ¼ 20 Hz, l ¼ 0.83 mm,

D ¼ 2 mm, f2 ¼ 3 cm, and DX ¼ 2 mm. Equation (18.12) gives Bi ¼ 5.27 kHz. To

produce a lateral scan DX ¼ 2 mm for z1 ¼ 14.5 cm and z2 ¼ 10.2 cm, the value of

the applied voltage is U ¼ 0.34 V. Using (18.13) with lc ¼ 31.9 mm, d should be

larger than 2.1 mm.

The sampling function takes the form of a grid of regular lines, as shown in

Fig. 18.7. This was obtained by driving the X- and Y-scanners with ramp signals of

amplitude 0.17 V, Fx ¼ 20 Hz, and Fy ¼ 0.2 Hz for d ¼ 3 mm and using the same

scanner head as that used to generate the sampling function in Fig. 18.4.

Using the conversion factor of 29 mm/mV, the period of the grid of lines on

the target is found to be about 6 mm which indicates that the minimum feature

size which can be imaged using this sampling function is 12 mm. In comparison

with the Newton rings case, the spatial sampling rate is constant across the area

displayed.

To reduce the contribution of 1/f noise, a high modulation frequency is desirable.

By driving the X-galvo-scanner with a ramp signal at a frequency of 300 Hz,

amplitude 2 V, and d ¼ 3 mm (maximum permissible by the size of the scanning

mirror), a value of nc in excess of 200 kHz was obtained.

Compared to the case of the nondisplaced beam Newton rings sampling func-

tion, the coherence surface now changes from spherical to conical. For small angles

b, the conical surface can be approximated with a plane perpendicular on the plane

of the diagram in Fig. 18.3, forming an angle 90� – j with the optical axis and

intersecting it in O00, with tanj � d=f2.
By generating a carrier, the features of the object in the center of the image are

now sampled at the same rate as those at the periphery of the image, in opposition to

the d ¼ 0 case (Newton rings). This method has similarities with topographical

methods such as Moiré fringe pattern imaging. The sampling function acts as

a selective topographic function, with only those features of the object sampled

for which jOPDj < lc.

Fig. 18.7 Grid sampling

function. Horizontal and

vertical scale: 10 mV/div

(Reproduced with OSA’s

permission from [13])
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In a different development, the frequency shift introduced by placing the inci-

dence point away from the pivot was suggested as a frequency shifting modality

essential in implementing a simple and effective solution to eliminate the mirror

terms in spectral domain OCT [24].

18.2.3 Using a Phase Modulator

Ideally, to ensure constant sampling rate within the C-scan image, a phase modulator

should be introduced in the interferometer. This is especially required for imaging

small size features, less than the sampling spatial period (determined by the distance

between Newton rings in Fig. 18.4 or the lines in the grid in Fig. 18.7). However, for

sufficiently large size images, a phase modulator may not be required. To illustrate

the contribution that phase modulation has to the creation of a C-scan image,

depending on its size, a phase modulator PM based on a piezo cylinder was

introduced in an OCT interferometer [14] and driven at 30 kHz. The X-galvo-

scanner was driven by ramp signals of frequency Fx ¼ 600 Hz and different

amplitudes U. The Y-galvo-scanner was not driven. Figure 18.8 shows the ratio

between the amplitudes of the components in the spectrum of the photodetected

current in a bandwidth of 5 kHz centered about 60 (90) kHz obtained with and

without the sinusoidal modulation of PM at 30 kHz. The amplitudes were averaged

over 100 measurements. These graphs show that for voltages over Uc ¼ 0.6 V,

corresponding to a lateral image size of 1.6 mm, the external phase modulation does

not add any noticeable contribution to the demodulated signal. Consequently, for

an image size larger than 1.6 mm, the phase modulation created by the X-galvo-

scanner is sufficient. Little enhancement is brought about by the PM in the range

0.3–0.6 V. For voltages applied to the X-scanner less than U3 ¼ 0.32 V, the

modulation introduced by a PM becomes more important, as proved by the graphs

in Fig. 18.8. This corresponds to a lateral image size of less than 0.8 mm for the

configuration used in Fig. 18.3, where L1 has a focal length of 12 cm and a lens L2

of 2 cm.

The carrier frequency needs to be larger than the bandwidth. Therefore, for video

rate OCT, only fast PMs can be used, which work at over few MHz, such as electro-

optic modulators. However, such modulators introduce dispersion [22].

Nondispersive modulation methods rely on piezo-vibration of tiny mirrors or on

stretching fiber. Such methods cannot however approach 1 MHz required for fast

OCT imaging. Utilization of such modulators limits the acquisition time. For

instance, in reference [19], microscopic size C-scan images of 0.6 � 0.35 mm of

a frog embryo were obtained with piezo-modulation at 120 kHz. The external phase

modulation was essential in this case, as the scanners were moved relatively slow

(acquisition of a 106 voxel in 5 min).

Transillumination tomography [25] has been demonstrated using the same

principle, where the phase modulator was implemented in fiber. Utilization of

a low-frequency phase modulator was made possible by the slow transverse scan-

ning (8 min for a 200� 50 pixels images), so the carrier frequency generated by the
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external phase modulator was much larger than the image bandwidth. The small

band required allowed a high dynamic range of 130 dB.

18.3 T-Scan-Based C-Scan and B-Scan OCT Images Acquired
from Different Objects

The images in Figs. 18.4 and 18.7 above display the sampling function when the

object is a flat mirror. When imaging scattering elements of a rough surface, or

a tilted surface, the sampling function is distorted. However, a C-scan image could

still be generated, as proven by the examples below.

18.3.1 Profilometry

Four C-scan images at 20-mm depth intervals are shown in Fig. 18.9 obtained from

the rough surface of a 5 pence coin.

What is important for imaging is the generation of fringe cycles when the

features are at coherence. The amplitudes of these cycles are rectified and presented

as proportional brightness on the screen. The roughness itself, compounded with the

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
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Fig. 18.8 Ratio of the amplitudes of the 60 kHz (and 90 kHz) components in the spectrum with

and without the sinusoidal modulation applied to the phase modulator versus the amplitude U of

the ramp signal driving the X-scanner. Fx ¼ 600 Hz, the Y-galvo-scanner not driven (Reproduced

with SPIE’s permission from [14])
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aberrations of the interface optics, introduces phase changes which lead to the

modulation of interference signal under the form of spikes. The variations in the

signal due to roughness may be denser across the transverse coordinate than that

due to the sampling function. If such variation exists, then it is presented as an ac

voltage to the rectifier. The amplitudes of the spikes so generated in the

photodetected signal are proportional to the local reflectivity, and a high detailed

image can be produced.

When imaging very small features, it is expected to “see” the sampling function

superposed on the image [12, 13]. The sampling function is noticeable in Fig. 18.9,

especially in the image in the top raw right.

In practice, when scanning a beam over tiny features, a similar effect to that

encountered in anemometry happens. In anemometry, the beam is stationary and

particles intersect the beam. The interference pattern is modulated by fluctuations

of the moving particles.

The same happens in en face OCT, where the particles (object features) are

stationary and the beam is scanned over. The fluctuations in the interference signal

strength are rectified and produce brightness variation in images from scattering

targets, such as tissue, as demonstrated below.

Fig. 18.9 Images obtained

from a 5 pence coin. The

reference path was increased

in steps of 20 mm between top
left and bottom right image;

370 mm/div both horizontally

and vertically (Reproduced

with OSA’s permission

from [12])
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18.3.2 T-Scan-Based B-Scan Images

Figure 18.10 presents a T-scan-based B-scan OCT image using a broadband SLD as

a source [26], which determines an axial resolution of 3.2 mm in the retina. The

image in Fig. 18.10, collected from the retina in the eye of a volunteer, shows with

high resolution the succession of layers in the retina structure.

18.3.3 En Face OCT for Art Restoration

A particular application direction is that of assessing the capability of OCT for art

conservation. We have proven that en face OCT can be used to monitor the

thickness of varnish layers during conservation work of painting [27].

En face OCT is particularly suited to the imaging of underdrawings, since

it can produce an image at the depth at which the underdrawing is located [28].

In addition, OCT in general offers greater resolution and dynamic range than

any direct imaging method. Figure 18.11 shows that the en face OCT image

of underdrawing on a test panel is far superior than even the images from the

state-of-the-art infrared camera SIRIS using InGaAs technology [29]. The liquid

droplets of the ink and the direction in which it is drawn can be seen in the C-scan

OCT image.

OCT can be used not only for paintings but for imaging of transparent art

objects, such as glass, faience, ceramics, and wood. C-scan OCT images of an

Egyptian core-formed glass sample are shown in Fig. 18.12.

Some details of the 3D structure of the colored glass threads can be observed to

a depth of approximately 500 mm. The principle feature of the images is the clear

demarcation between the glaze and quartz layers [30].

ILM
NFL
GCL
IPL
INL
OPL
ONL
ELM
IS/OS

NasalTemporal500 μm

100 μm
RPE
CC
C

Fig. 18.10 En face ultrahigh-resolution OCT B-scan of the macular region of the human retina

in vivo. ILM: the inner limiting membrane; NFL: nerve fiber layer; GCL: ganglion cell layer; IPL:

inner plexiform layer; INL: inner nuclear layer; OPL: outer plexiform layer; ONL: outer nuclear

layer; ELM: external limiting membrane; IS/OS: junction between the inner and outer photore-

ceptors; RPE: retinal pigment epithelium; CC: choriocapillaris; C: choroid (Reproduced with

OSA’s permission from [26])
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Images in Figs. 18.9, 18.10, 18.11, and 18.12 demonstrate the capability of the

T-scanning procedure in building C-scan and B-scan OCT images from a large

variety of objects, from the surface, as well as from inside of rough structures and

tissue, without recurring to an external modulator.

Fig. 18.11 Near-infrared images of a painted patch of two layers of lead-tin yellow over

underdrawing of bone black in gum executed with a quill pen: (a) color image; (b) near-infrared
Vidicon image; (c) near-infrared image from SIRIS, an InGaAs camera; (d) 1,300-nm OCT image,

obtained by averaging C-scan OCT images collected from the depth interval between the hori-

zontal lines in (e), where the underdrawing information is located; (e) B-scan OCT image obtained

from T-scans along the line marked in the images (a) and (d) (Reproduced with International

Council of Museums’s permission from [28])

Fig. 18.12 Egyptian core-formed glass sample (British Museum Research Laboratory,

No. 36458). Left: photograph (Reproduced with permission of the British Museum Research

Laboratory); Right: C-scan OCT slices at 100-mm depth intervals (Copyright, Michael

Hughes [30]). The 3D structure of the colored glass layers can be observed. The scale bar is 2 mm
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18.4 Parallel OCT

The time to investigate the tissue in volume using en face OCT could be reduced by

simultaneously acquiring several C-scan OCT images from different depths.

This can be achieved by using multiple optical paths interferometer configurations.

Several such configurations are presented.

18.4.1 Multiple Coupled Interferometers

Several interferometers, sharing the object arm toward the sample, tuned to differ-

ent optical path differences, can provide simultaneously multiple C-scan OCT

images from different depths. A configuration with two coupled interferometers

is shown in Fig. 18.13. Light from a pigtailed superluminescent diode, SLD, is

injected into a single-mode directional coupler, DC2. The transmitted light from

one of the output ports is injected into a second single-mode coupler, DC1, while

the light from the other port is directed to mirror M2. The elements in the object arm

following DC1 up to the tissue are similar to those used in Fig. 18.3.

Two Michelson interferometers are formed using this arrangement. The refer-

ence arm in each interferometer consists of a microscope objective, C1 (C2), and

a mirror, M1 (M2). Mirrors M1 and M2 are vibrated by two electrostrictive

elements, EE, driven by sinusoidal generators G1 and G2 at f1 ¼ 30 kHz and

f2 ¼ 22.5 kHz, respectively. Both mirrors are mounted on the same computer-

controlled translation stage, TS. The tissue required a range of exploration in depth

of 1 mm. Therefore, to generate distinct images, the difference between the depths

of the two interferometers was chosen 1/4 from the range, i.e., 250 mm. This was

adjusted by shifting the supports of the fiber ends and collimators C1, C2 relative to

mirrors M1 and M2. Two photodetectors, PD1 and PD2, collect the returned optical

O

PD2 PD1

SLD
C1 M1

DC1
DC2

TS

LPFR

MX

SXY

O’

L1
C3

C2 M2

BPF 
(2f1)

PC

G2,f2

G1,f1

EE

EE

TX

L2

ME

LPFR

BPF 
(2f2)

HRMY

Fig. 18.13 SLD: superluminescent diode (850 nm); C1, C2, C3: microscope objectives; DC1,

DC2: directional couplers; M1, M2: mirrors; PD1, PD2: photodetectors; SXY: orthogonal galvo-

scanners; MX(MY): mirror of the X(Y) scanner; ME: model eye consisting of a lens, L2, and HR,

human postmortem retina; BPF: band-pass filter; R: rectifier; LPF: low-pass filters; TS: computer-

controlled translation stage; EE: electrostrictive element; G1, G2; sinusoidal generators

(Reproduced with OSA’s permission from [31])
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signals. After photodetection, the signals in the two channels are band-pass filtered

(BPF) at 2f1 (2f2) in order to avoid the residual intensity modulation on the

fundamental frequency.

The signals are then rectified (R) and low-pass filtered (LPF). The amplitude

of the driving signals was adjusted to maximize the modulation at 2f1 and 2f2.

The triangle generator TX drives the horizontal line scanner, MX, and triggers the

acquisition of the two analog signals via an A/D interface. Data acquisition and

hardware commands are synchronized under the control of a LabVIEW™ Virtual

Instrument (VI). This VI also produces incremental voltage steps via a D/A

interface to drive the vertical scanner, MY. The method is illustrated by acquiring

and simultaneously displaying two en face images from the retina of a postmortem

human eye, collected from different depths [31]. With MX driven at 20 Hz, peak to

peak amplitude 1 V, and MY driven over 100 steps from �0.5 V to 0.5 V, the

images in Fig. 18.14 were obtained. It can be noticed that the upper image in the set

for z ¼ 250 mm becomes similar to the lower image in the set for z ¼ 0 mm. Due to

the low-frequency phase modulation and scanning rate used, the display of the pairs

of images required 3 s.

The production of two images is not done at the expense of speed or signal-to-

noise ratio in the first interferometer. The addition of a second coupler (and

interferometer) is compensated for by a corresponding increase in optical power,

so there is no penalty for adding a second interferometer (if one neglects the

increase in Rayleigh scattering due to longer fiber lengths).

However, the image quality obtained in the second interferometer may not be as

good as in the first interferometer, as shown in the following.

This method could be extended to display several layers in depth by applying the

principle illustrated in the setup in Fig. 18.15. The diagram in Fig. 18.15 shows the

concept extended to 4 interferometers.

Considering the power from the SLD launched into the fiber to be P0, the

photodetectors to have sensitivity Z, the directional couplers DC to have zero

loss, the reflectivity of mirrors Mj to be Rj, and the eye to return a fraction O of

the incident power (both Rj and O adjusted to include coupling losses in and out of

fiber), the photodetected signal delivered by the last photodetector, PDn, is given by

in ¼ ZP0

O

22n
þ 1

4

Xn

j¼1

Rj

22ðn�jÞ þ
ð�1Þn�1

2n

ffiffiffiffiffiffiffiffiffi
ORn

p
gðdOnÞ cosð2pl dOnÞ

þ
Xn�1

j¼1
cjðnÞ

ffiffiffiffiffiffiffiffi
ORj

p
gðdOjÞ cosð2pl dOjÞ

þ
Xn

j;p¼1
ejpðnÞ

ffiffiffiffiffiffiffiffiffiffi
RpRj

p
gðdpjÞ cosð2pl dpjÞ

2
6666664

3
7777775
; (18.14)

where g stands for the modulus of the optical field correlation function, dOj is the

OPD in interferometer j, dpj is the OPD between mirrors Mj and Mp, cj and ejp are

numerical coefficients, and l is the central wavelength of the SLD. The first two

terms represent a bias; the third one is the useful signal, periodic with components

at multiples of fn. The fourth term represents interference events between the object
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wave and the waves reflected by the reference mirrors in the interferometers closer

to the object, j ¼ 1,. . .n-1. These are periodic terms at multiples of frequencies fj
which can be sufficiently attenuated by band-pass filters tuned to fn, if the frequency

values fj are correctly selected. The last term represents interference events between

the signals reflected by the mirrors Mj and Mp with p ¼ j. These are insignificant

when the OPD increment from mirror to mirror exceeds the coherence length (due

to the small value of g(dpj) in (18.14)). For instance, in the configuration shown in

Fig. 18.13, d12¼ 250 mm, which is much longer than the 25 mm coherence length of

the source.

It can be shown that from one interferometer to the next, the object power

decreases with the reference power increasing by the same factor. Consequently,

a similar amplitude for the useful interference signal given by the third term in

(18.14) results for all photodetectors.

An increase in the number of layers should be accompanied by a corresponding

increase in the optical source power to ensure sufficient signal strength in comparison

to noise. For safety reasons, the power of the beam should be limited to a safety value

Ps, with P0/2
n¼ Ps in the third term in (18.14). It is clearly seen that the useful term is

maintained constant as n increases if the source power is correspondingly increased.

This increase in power is feasible with existing large bandwidth optical sources. The

images in Fig. 18.14 were obtained with an SLD of 0.7 mW optical power. In

principle, up to Ps ¼ 1 mW CW power could be injected in the eye at 800 nm [32]

when the beam is scanned.Given that the average power of solid state large bandwidth

lasers [33], such as a Kerr lens mode-locked Ti:Al2O3 laser, can exceed 400 mW,

a very large number of interferometers may in principle be operated simultaneously.

Another important constraint on increasing the number of layers (and accord-

ingly of interferometers) derives from the fact that the interferometers are not

C1

C4

C3

OUT

PD1

DC

DC

DC

DC

C2

C

SLD

PD2

PD3

TS

PD4

Fig. 18.15 System with four couplers (interferometers) for the simultaneous display of four en

face layers. SLD: superluminescent diode; DC:50:50 single-mode directional couplers; PD1-4:

photodetectors; M1-4: mirrors; TS: computer-controllable translation stage; C1-5: microscope

objectives; OUT: object under test (Reproduced with OSA’s permission from [31])
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physically independent. The interference signal from the first interferometer is

present on the photodetector in the second interferometer, the interference signal

from the second is present in the third interferometer, and so on. The electronics in

the nth interferometer has to filter out n � 1 interference signals, as given by the

fourth term in (18.14).

In addition, the higher the number n, the higher the bias in (18.14) and the shot

noise. These two contributions act as a noise source. The noise given by the fourth

term in (18.14) can be reduced by a correct selection of frequencies fj.

Electrostrictive and tiny piezo-elements can vibrate millimeter size mirrors slightly

over 100 kHz. For a 20-Hz period of the signal applied to the horizontal scanner,

a bandwidth enlargement of up to 0.5 kHz was measured. With Q¼ 20 for the band-

pass filter, a minimum carrier frequency of at least 20 kHz is needed. In the range

20 � 100 kHz, 4 carriers could be placed safely, in such a way that no multiples of

any one carrier fit inside the bandwidth of any other channel and the nearest

component is at least 4 kHz away from the tuned frequency. Higher modulation

frequencies could be achieved by using electro-optic crystals, in which case,

another unmodulated crystal should be placed in the sensing arm to compensate

for dispersion.

The contribution to noise of the constant power on the detector, represented by

the first two terms in (18.14), could be kept low only by reducing the bandwidth,

i.e., increasing the image acquisition time. Considering that all BPFs have the same

bandwidth, that all the unwanted interference signals (the fourth term in (18.14)) are

largely attenuated, and assuming O<<Rj ffi 1, a calculation in the shot noise

limited case based on the shot noise value given by the second term in (18.14)

reveals that compared to the first interferometer, the signal-to-noise ratio decreases

by about 4 dB in the second interferometer, by 7 dB in the third interferometer, and

10 dB in the fourth interferometer.

The diagrams in Figs. 18.13 and 18.15 represent proofs of concept configura-

tions; however, they may suffer from excess photon noise. To reduce such noise,

a balance photodetection configuration is required. A possible solution is described

in the next paragraph.

18.4.2 Simultaneous C-Scan OCT Imaging at Two Depths Using
a Double Path Electro-optic Modulator

Simultaneous en face OCT imaging at multiple depths and rejection of excess

photon noise are possible using an integrated modulator. A configuration with

two channels [34] is shown in Fig. 18.16. The scheme employs only one interfer-

ometer with radio frequency multiplexing-demultiplexing.

The configuration is based on two single-mode couplers. Light from a pigtailed

superluminescent diode, SLD, is injected into a single-mode coupler, DC1.

The SLD delivers 120 mW to the object, has a central wavelength at 860 nm, and has

a spectral FWHM of 18 nm. Assuming a Gaussian spectral profile, the coherence

length, lc ¼ 32 mm, gives a depth sampling interval of 16 mm in air. In the object
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arm, the light propagates from the port S via a microscope objective, C1,

the galvanometer scanner head, SXY, and then, passes through lens L1,

focal length 6 cm to the object, O. Two sawtooth generators, RX and RY, drive

mirrors MX and MY of the SXY galvo-scanning head. The transmitted light

from the other port of DC1 (the reference beam), which is of much higher power

than the signal beam, is transferred via ferrule, F, to the integrated optic Mach-

Zehnder modulator, IOMZM. The ferrule F is in direct contact with the input guide

of the IOMZM (Fig. 18.17).

The light at its output is collected via a microscope objective, C2, and then rerouted

by mirrors M1 and M2 to the second coupler DC2. The two IOMZM electrodes

are driven by sinusoidal signals from two generators G1 and G2 at f1 ¼ 1.5 MHz

and f2 ¼ 5 MHz, respectively. The mirrors serving to recirculate the light in the

reference arm are mounted on a computer-controlled translation stage TS to enable

coherence matching of the reference and the object arm. Polarization controllers,

FPC1,2, are mounted in the sensing and in the reference arms. Two photodetectors,

PD1 and PD2, collect the returned optical signals from the coupler DC2.

The photodetected signals are applied to the two inputs of a differential

amplifier, DA, in a balanced detection configuration. After DA, the signal is

split into two electronic channels, each equipped with a notch filter, NF1 and

NF2, and band-pass filters, BPF1 and BPF2, a rectifier, R, and a low-pass filter,

LPF. The system has consequently two channels, providing two C-scan OCT

images. Two variable scan rate frame grabbers are used to simultaneously display

the two images.
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Fig. 18.16 Experimental setup for en face OCT imaging at two depths (Reproduced with

Elsevier’s permission from [34])
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Sawtooth signals, of 700 Hz and of 2 Hz, are applied to the X- and Y-galvanometer

scanners, respectively. For an image size of 150 � 150 pixels, the image bandwidth

required is �100 kHz.

Modulating only one electrode at a time and processing the signal received from

a mirror used as a target on the corresponding frequency, the correlation profile

shown in Fig. 18.18 was obtained. Channel 2 uses the straight guide (undelayed)

and exhibits a FWHM sectioning interval of 40 mm. Channel 1 uses the bent

waveguide (delayed) and exhibits 120 mm. The sectioning intervals in both
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Fig. 18.17 Depth sectioning

interval of the two channels

measured using a mirror as

object, normally oriented to

the system axis

Z (Reproduced with

Elsevier’s permission

from [34])

Fig. 18.18 Simultaneous

C-scan OCT imaging at two

depths from a 5 pence coin.

Transverse size: 3 � 3 mm

(Reproduced with Elsevier’s

permission from [34])
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channels larger than the value of 16 mm (given by half of the coherence length lc)

shows dispersion in the system with a larger dispersion component in the bent

waveguide channel.

The simultaneous en face OCT imaging at two depths is illustrated using a 5

pence coin as object, O (the coin has a diameter of 18 mm). The amplitude on the

two galvanometer scanners was such as to cover an area of 3� 3 mm at the back of

the lens L1. Both BPFs were set at pass bands of �100 kHz and the low-pass filter

cutoff was adjusted to �150 kHz. The coin is an example of a two-layer object in

depth separated by �60 mm, one layer, the plane of the coin background and the

second layer, the top of the embossed letters. In channel 1 (Fig. 18.18, bottom), the

background around the letter R is displayed, while in channel 2 (Fig. 18.18, top),

the top of the letter R and some of the areas surrounding the letter G, showing

that the coin is inclined with respect to the OZ axis.

The first implementation of such modulator and its coupling to the configuration

was such that it could not be applied successfully to obtain images from tissue.

Especially the presence of dispersion in the curved waveguide affected the achiev-

able performances of the system. Progress in the technology of integrated optic

modulators and more efficient coupling into fiber are envisaged in the near future.

This will allow such a configuration to be applied to imaging of tissue.

18.4.3 Multiple Path Interferometer Configuration

The solutions previously studied exhibited increased losses with the number of

channels [31] or mismatched dispersion in multiple path modulators [34]. These

problems limited the number of channels to a reduced number, and the waveguide

modulator solution in [34] is not reconfigurable either.

In this paragraph, a different configuration is presented which allows interrogation

of multiple depths separated by an interval which could be easily adjusted from zero to

values less, larger, or much larger than the coherence length of the optical source. Key

to the new configuration presented is the use of recirculating loops in both reference

and sample arms of a low-coherence interferometer [35], as shown in Fig. 18.19.

Light from a broadband source, BBS, centralwavelength 1,060 nm, full width at half

maximum 50 nm (Multiwave Photonics, Porto, Portugal), is split into a main sample

arm and a main reference arm by the directional coupler, DC. Each main arm of the

interferometer incorporates an acousto-optic frequency shifter, AOFS1 (AOFS2), which

shifts the optical frequency upward by the frequency of the driving signal f1, (f2).

The setup is based on a Mach-Zehnder interferometer, where each main arm

feeds a separate optical ring, with adjustable path length. To compensate for the

losses, identical semiconductor optical amplifiers, SOA1 and SOA2 (QPhotonics,

QSOA-1050), are incorporated in the two rings. In this way, multiple depths can

be interrogated, separated by the difference between the optical path lengths of the

two rings, OPLDiff.

The multiple delays thus introduced are encoded on the frequency given by the

beating of signals at f1 and f2. After the AOFS1 (AOFS2), light is injected into the
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main loop as well as into a sample (reference) ring via a coupler DC1b (DC2b).

Optical isolators I1a, I1b (I2a, I2b) placed at the input and at the output of the SOA1

(SOA2) protect their operation from stray reflections. The amplified light is

reinjected into the main loop by a coupler DC1a (DC2a). For every pass of light

through the sample (reference) ring, the optical frequency is shifted, by f1 (f2).

The main sample arm contains an optical circulator C, microscope objective MO1,

a pair of orthogonal galvo-scanners SXY, and a lens L1, sending 1 mW toward the

sample. Its focal length of 2 cm and the MO1 � 10 determine a spot size on

the sample of 10 mm. The multiple waves from the reference path interfere with

the multiple waves from the sample path at the directional balanced coupler BC,

producing a beat f ¼ njf1 � f2j ¼ nDf, where n is the number of recirculations of

light in the two rings. The BC output signals are sent to a balanced photodetector

unit, consisting of two pin photodetectors, PD1 and PD2, and a differential

amplifier, DA. In this way, the OCT signal collected by en face imaging of the

target is placed around a carrier of frequency nDf. The AOFS1 is driven at

f1 ¼ 40 MHz, while AOFS2 is driven from a generator which allows tuning of f2
to adjust Df.

A radio frequency spectrum analyzer RF-SA can be tuned on different frequen-

cies nDf. This operates as a tunable band-pass filter (BPF). The signals at nDf are
generated simultaneously, and in principle, a signal processing interface can be

designed to process all images at nDf simultaneously.
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Fig. 18.19 Multiple paths configuration for en face OCT (Reproduced with OSA’s permission

from [35])
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For a 500-Hz line rate, the bandwidth of the OCT signal is in the range of hundreds

of kHz. Therefore, f2 has been chosen as 41 MHz to determine a carrier frequency

Df ¼ 1 MHz.

The optical path length in the rings can be adjusted using the micrometer screws

of the translation stages, TS, that allow axial movement of microscope objectives,

MO4–MO7, and fiber receptacles together. The difference in the optical paths of the

two rings, OPLDiff, can thus be adjusted. The number of recirculation passes

through the rings determines the number of C-scan OCT images that can be

collected for different depth positions of the coherence gate, at intervals determined

by OPLDiff measured from the depth in the sample where the main OPD is zero.

Fig. 18.20 Simultaneously generated C-scan OCT images of a Drosophila larva with its dorsal

side up (posterior to the right) from five different depths, selected when the RF-SA was tuned on

f ¼ 1 MHz (a), 2 MHz (b), 3 MHz (c), 4 MHz (d), and 5 MHz (e) (Reproduced with OSA’s

permission from [35])
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To prove such capability, the system was used to simultaneously acquire images

from a Drosophila in its third larval instar stage prepared as described in [36]. Five

such C-scan OCT images are shown in Fig. 18.20. The OPLDiff was set on 50 mm. In

this way, multiple interference signals were produced via multiple recirculations at

progressive 50-mm steps in depth in the fly. Images of 2.1 mm (horizontal) and

1.1 mm (vertical) in size were obtained by driving two galvo-scanners with ramps at

500 and 2 Hz, respectively (each image of 500 lines).

18.4.4 Multiple Delay Element in the Reference Arm

We have been exploring the possibility of reducing the time required for measure-

ment of the cornea shape by taking multiple transverse scans at different depths at

the same time. This application is different from the task in previous paragraphs, of

collecting C-scan images at different depths. Here, we are interested in the topog-

raphy of single-layer objects only, and a simplified method is proposed, based on en

face OCT imaging, where all C-scans at several depths are superposed together. To

this goal, a reference path composed of multiple optical path lengths is used. This is

achieved by introducing a multiple delay element (MDE) in the OCT reference arm

[37]. An MDE is constructed from stacked thin microscope glass slides.

We will refer to an MDE-equipped OCT system as an MDE-OCT. A MDE-OCT

C-scan image is obtained in the time normally required to obtain a single C-scan,

yet it contains the information needed to determine the three-dimensional shape

of curved objects, with applications in topography of the cornea. Since the mea-

surement time is reduced in comparison with either scanning at multiple depths

in case of a C-scan-based OCT system or at different polar orientations in case

of a B-scan-based OCT system, the result is less affected by eye movement. Using

this method, the axial position of or the radius of a spherical object can be measured.

The schematic diagram of the en face MDE-OCT setup is shown in Fig. 18.21.

The system employs a two-coupler configuration, and the source is a 1,300-nm

superluminescent diode sending 1-mW optical power toward the cornea. The depth

resolution of the system is 18 mm in air. A low numerical aperture is used, by

employing an achromatic lens of 4-cm focal length between the XY scanning block

and the cornea. A galvanometric optical scanner pair is used to transversely scan the

beam across the cornea in the transverse plane (X, Y). The X-scanner is driven at

500 Hz while the Y-scanner at 2 Hz. The axial position of the scan is controlled by

moving the mirrors M which are mounted on a 1-mm-precision translation stage,

TS. The reference beam intersects the MDE, which generates multiple optical path

delays. A combined C-scan image is generated that is formed from the superposition

of C-scan OCT images obtained for each optical path in theMDE in the reference arm.

18.4.4.1 Eye Topography
Topography of an eye obtained with an MDE with five plates is shown in Fig. 18.22.

The combined C-scan OCT image can be used to generate cornea topography, as

the height of the cornea shape is coded in the radius of contours corresponding to
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the interface between air and the cornea. The acquired multiple contours C-scan is

measured and analyzed by a computer program, identifying cornea surface loca-

tions that are placed at a specific axial distance, which can be used to produce

a three-dimensional cornea topography dataset.

The method can be extended to measurement of topography of any single-layer

reflective object. In the time required to produce one combined C-scan frame

(the same as the time required for a single C-scan), all contours are obtained.

The same principle was also tested using a full-field OCT setup and a 2D camera

[38] to measure the curvature of a metal ball in one shot.

Fig. 18.22 (a) MDE-OCT C-scan image of the cornea of a volunteer and (b) cornea elevation

map obtained from the image at (a) (Reproduced with SPIE’s permission from [37])
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Fig. 18.21 Diagram of the multiple delay OCT system (SLD: superluminescent diode; DC1,

DC2: single-mode directional couplers; L: lenses; M: mirrors; MDE: multiple delay element with

three layers, which introduces four different length reference paths; TS: translation stage; O: object

to be measured) (Reproduced with SPIE’s permission from [37])
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18.5 Pixel-to-Pixel Correspondence En Face OCT and Confocal
Imaging

It is simply to note that once the OCT image is oriented en face, it has the same

aspect with that of images generated by using confocal microscopy (CM) [39, 40].

The following five reasons have led to a new imaging instrument [41] which blends

together the two principles, OCT and CM:

1. In both imaging technologies, the en face OCT and CM, the fast scanning is en

face and the depth scanning (optical path change in the OCT case and focus

change in the CM case) is much slower (performed at the frame rate).

2. The better the depth resolution, the more fragmented the C-scan OCT image

looks like. A single C-scan image from the tissue may contain only a few

fragments and may be challenging to interpret.

3. In order to produce a B-scan OCT image, adjacent imaging instruments are

required to guide the OCT system in directions perpendicular to the optical axis,

toward the part of the tissue to be imaged.

4. The usefulness of the C-scan OCT images for the ophthalmologists can be

greatly improved if the fragments of the fundus sampled by OCT channel are

uniquely put in correspondence with fundus images produced by a CM channel.

5. In addition, the ophthalmologists have built large data bases of SLO images for

diseased eyes. In order to exploit this knowledge in the interpretation of C-scan

OCT images, it would be useful to produce simultaneously an SLO image.

Having a witness image, with sufficient contrast, could lead to an improvement

in the overall OCT imaging procedure for retinal assessment.

In order to implement a dual OCT/CM channel imaging instrument, a confocal

channel was added to the en face OCT system by making the most of the components

used to generate the OCT image. The two C-scan images produced by the two channels

are naturally pixel-to-pixel correspondent [41, 42]. This helps with the guidance,

especially in imaging the eye. When imaging the retina, the confocal channel provides

an image similar to that of a confocal scanning laser ophthalmoscope (SLO) [43].

The combination of confocal imaging and imaging based on interference for

scattering media has already been discussed in microscopy [44, 45].

A possible configuration for a dual-channel OCT/CM (SLO) instrument is

shown in Fig. 18.23. Light from a pigtailed superluminescent diode, SLD, is

injected into a single-mode directional coupler, DC1. Light in the object arm

propagates via the microscope objective C3 and plate beam splitter PB and then

enters the orthogonal scanning mirror pair, MX and MY. The converging lens L1

sends the beam toward the object under investigation, typically the retina, HR, of

the human eye, HE. Lens L1 brings the fan of rays to convergence at the eye lens,

EL. The reference beam is directed via microscope objectives C1 and C2 and the

corner cube CC to coupler DC2. The corner cube CC is mounted on a computer-

controlled translation stage, TS, used to alter the reference path length. The light

back reflected from the object and transferred via DC1 to DC2 interferes with the

reference signal in the coupler DC2. Two photodetectors, PD1 and PD2, collect the

signal, and their outputs are applied to the two inputs of a differential amplifier, DA,
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in a balanced detection configuration. The OCT signal is then demodulated in the

demodulator block, DMOD, which drives the OCT input of a dual variable scan

frame grabber, VSG, under control of a personal computer, PC.

Ramp generators TX,Y drive the transverse scanners equipped with the mirrors

MX and MY, respectively, and also trigger signal acquisition by the frame grabber.

OCT configuration with balance detection is chosen here in order to attenuate

(a) the intensity modulation resulting from vibrations in the translation stage,

TS, moving the corner cube, CC; (b) the excess photon noise, not possible with

an unbalanced configuration when the OCT acquires data fast [46]. As an

additional bonus, recirculation of the reference power avoids a large power

beam being sent back to the SLD, known being that these devices are prone

to oscillations.

A separate confocal receiver is used based on a plate beam splitter PB

(or a directional coupler), which reflects a percentage w of the returned light from

the object to a photodetector PD3 via a lens L2 and a pinhole H. The confocal signal

is subsequently amplified in A and applied to the other input of the variable frame

grabber VSG.

Two types of photodetectors are employed, silicon pin diodes for the photode-

tectors PD1 and PD2 in the OCT and an avalanche photodiode (APD) for the

photodetector PD3 in the separate confocal receiver.

18.5.1 Choosing the Beam Splitter Ratio

Different criteria can be devised to find the most suitable value for the percentage of

light, w, diverted by the beam splitter PB toward the confocal receiver. However,

due to the fact that the two systems employ different principles, comparisons of

parameters to be balanced are difficult. An optimum design should address the

trade-off between w and the confocal channel depth resolution. The larger the

percentage of light w, the higher the intensity of the signal collected by the confocal
photodetector, PD3, which allows for a smaller size for the pinhole H to be used

before reaching the noise floor. The smaller the pinhole size, the better the depth

resolution in the confocal channel [36]. However, at the same time, with the

increase in w, the signal-to-noise ratio in the OCT image worsens, as quantitatively

described in reference [39].

18.5.2 Dual-Channel OCT/CM for Imaging the Retina
(the OCT/SLO Instrument)

The en face OCT/SLO system described in Fig. 18.23 was applied to imaging

several conditions of the eye. The scanning procedure is similar to that used in any

SLO system, where the fast scanning is en face to produce a T-scan (as in Fig. 18.1,

this determines the line rate, using the scanning mirror MX) and the frame scanning

is much slower (at the frame rate, using the scanning mirror MY). The MXmirror is
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driven with a ramp at 500 Hz, while the MYmirror is driven with a ramp at 2 Hz. In

this way, a C-scan OCT image in the plane (x, y) is generated at constant depth. The

next C-scan OCT image at a new depth is then generated by altering the length of

the reference path of the OCT interferometer by controlling the translation stage TS

in the reference path and repeating the (x, y) scan.

The system can operate in different regimes [10]. In the B-scan OCT regime, only

one galvo-mirror of the galvanometer scanning pair is driven with a ramp

at 500 � 1,000 Hz, and the translation stage is moved for the depth range required

in 0.2–1 s. In this case, an OCT B-scan image is produced either in the plane (x,z) or

(y,z). A B-scan OCT image from the optic nerve in the plane (x,z) is shown at the top

of the left pair of images in Fig. 18.24. The multilayer structure is clearly visible.

In the C-scan OCT regime, one galvo-scanner is driven with a ramp at

500–1,000 Hz and the other galvo-scanner with a ramp at 1–5 Hz. In this way,

a C-scan image, in the plane (x,y), is generated, at constant depth. Then the depth is

changed by moving TS in the reference arm of the interferometer, and a new C-scan

image is collected.
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Fig. 18.23 Detailed schematic diagram of the apparatus using a plate beam splitter to divert

light to a confocal receiver. SLD: superluminescent diode; C1, C2, C3: microscope objectives;

DC1, DC2: directional couplers; TS: computer-controlled translation stage; CC: corner

cube; M1, M2: mirrors; MX, MY: orthogonal galvanometer mirrors; TX(Y): ramp generators;

DMOD: demodulation block; L1: convergent lens; PD1, PD2: photodetectors; DA: differential

amplifier; PD3 and A: photodetector and amplifier respectively for the confocal receiver; H:

pinhole; PB: plate beam splitter; HE: patient’s eye; EL: eye lens; HR: human retina; PC: personal

computer; VSG: dual input variable scan frame grabber for displaying and manipulating

two images simultaneously (Reproduced by permission of the Institution of Engineering and

Technology from [41])
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An example of such C-scan OCT image is shown at the top of the right pair of

images in Fig. 18.24. The bottom images in Fig. 18.24 are confocal, and they do

not bear any depth significance. The brightness of each pixel in the confocal

image is an integration of the signal received over the depth of focus determined

by the interface optics and the pinhole in the confocal channel. Because the

focus is not changed when altering the path imbalance in the OCT, the linear

variation of the intensity received along the axis X in Fig. 18.24 bottom left

and the (x,y) map of the intensity in Fig. 18.24 bottom right do not change with

the depth z.

The combination of the C-scan OCT and C-scan SLO imaging was tested on eyes

with pathology, such as exudative ARMD, macular hole, central serous retinopathy,

RPE detachment, polypoidal choroidal vasculopathy, and macular pucker [11].

OCT/SLO images of a case of central serous retinopathy are shown in the top of

Fig. 18.25. A pattern of concentric alternating dark and light rings are seen in the

C-scan OCT image (right). This results from the convex splaying of adjacent hyper-

and hyporeflective layers of the sensory retina. There is no border of intense

hyperreflectivity as seen in an RPE detachment.

The images in Figs. 18.24 and 18.25 show two challenging features of the high-

resolution C-scan imaging: patchy fragments and display of depth structure for the

tilted parts of the tissue. The combined display of sections in the eye is extremely

CC 

Optic 
disc 

RNFL 
RPEPL 

RPE 
and 
CC

RNFL

Lamina 
cribrosa 

Fig. 18.24 Pair of images from the optic nerve acquired with the standalone OCT/confocal

system. Top images: OCT, Bottom images: confocal. Left: B-scan regime at y ¼ 0; Right: C-scan
regime. The C-scan OCT image on the right is collected from the depth shown by the double arrow
in the B-scan OCT image in the left. RNFL (bright): retinal nerve fiber layer; PL (dark):
photoreceptor layer; RPE (bright): retinal pigment epithelium; CC (bright): choriocapillaris.

3 mm horizontal size in all images, Left: vertical coordinate in the OCT image is 2 mm depth

measured in air, while in the confocal image, it corresponds to the acquisition time of the B-scan

OCT image, 0.5 s. The lateral variations of the shades indicate lateral movements of the eye

during the acquisition. Right: vertical coordinate is 3 mm (Reproduced with OSA’s permission

from [10])
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useful in interpreting these images. Similar aspect looking images with those

produced by the SLO channel are obtained in real time using C-scan OCT.

The confocal image in the dual-channel OCT/confocal system was found helpful

in orientating and positioning the eye. It was much more difficult to align the eye

using the OCT channel alone, as an image is displayed only when at coherence.

18.5.3 Beam-Splitter-less OCT/CM(SLO) Instrument

18.5.3.1 Sequential En Face OCT/SLO Imaging
Switching off the reference beam in a configuration as that in Fig. 18.23 removes

the high value of photodetected intensity and the noise associated with the high-

power reference beam falling on the photodetectors. In this way, the photodetectors

can reproduce a noise-free SLO signal. Elimination of the constant terms means

that high-gain photodetectors such as avalanche photodiodes (APD)s and

photomultipliers can be employed, which however need to be swapped for low-

gain photodetectors such as pin diodes when the reference beam is reinstated on the

photodetectors in the OCT regime. A technical solution is presented in Ref. [47],

where APDs are used in both regimes, and a self-switching APD regime is

employed based on the voltage drop on the resistors in series with the APDs. The

advantage of such a configuration is its simplicity and also its efficiency in using the

whole signal returned from the retina to produce either an OCT or an SLO image,

i.e., no splitting of the signal is required.

Fig. 18.25 Central serous

retinopathy. Top: SLO (left)
and C-scan OCT image

(right). Bottom: B-scan OCT
image, lateral size 22� and
1.3 mm in depth (measured in

air). The B-scan image was

collected along the line in the

middle of the SLO image, as

shown in the inset beneath the
B-scan, on the right. The SLO
image in the inset underneath

on the left is the image

simultaneously generated by

the SLO channel when the

system operates in the B-scan

regime. The verticality of lines

proves that the eye has not

moved laterally during the

B-scan acquisition

(Reproduced with Elsevier’s

permission from [11])
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18.5.3.2 Quasi-simultaneous En Face OCT/SLO Imaging
Quasi-simultaneous imaging in the two regimes, OCT and CM, is achieved by

using a chopper instead of the opaque screen, chopper which is controlled via

a synchronization mechanism. This allows line-by-line operation, with a fast

switching on the fly between the two regimes of operation, during the raster line

of a dual frame image. The sensitivity of the OCT channel is not lowered, since no

splitter is required. An additional difficulty was raised by the need to employ

avalanche photodetectors (APD) in order to achieve sufficient signal-to-noise

ratio in the CM channel. Low-noise electronics and optimization of APD voltage

combined with the optical power level in the reference beam lead to a signal-to-

noise ratio in the OCT regime close to that achieved when using PIN

photodetectors.

The system [48], as shown in Fig. 18.26, is based on a two-splitter low-

coherence hybrid interferometer optimized for broad bandwidth sources. Light

from a superluminescent diode (SLD, Superlum, Moscow) centered at 810 nm

with an 18-nm bandwidth is launched into the system through a single-mode optical

fiber port and then is split by a plate beam splitter, BS, into an object and reference

arm. The returned light from both arms is then routed into a second splitter,

a broadband single-mode directional coupler, DC. In the object arm of the inter-

ferometer, a pair of XY galvanometer scanners is employed to direct the beam via

the interface optics to the object.

A Fourier domain-optical delay line scheme in the reference arm is employed for

dispersion compensation and depth scanning. This works in transmission and

exhibits low losses by traversing the diffraction grating only twice [49]. The

delay line uses a diffraction grating DG, a lens L, and a tilting mirror GS in a 2f

configuration. The grating disperses a collimated beam, which is then imaged by an

achromatic lens L at a distance f away. A galvanometer scanner, GS, with its pivot

located in the other focal plane of the lens, causes a linear phase ramp on the

spectrum and redirects the rays back to the DG through L. Here, the spectrum

is recombined into a collimated beam. The outgoing beam exits the DG at

a different point, O’, parallel to the incoming beam. The amount of mirror tilt,

y, translates into a group delay for the output beam. This is based on the well-known

property of the Fourier theorem that a linear phase in frequency domain corre-

sponds to a group delay in time domain. To eliminate the walk-off, mirrors M1 and

M2 are used to send the recombined beam back to GS, where the angular tilt is

descanned.

A chopper (SR540, Stanford Research Systems) is used to square-wave modu-

late the intensity of the reference beam. The chopper is powered by an adjustable

voltage power supply, which is set to rotate the chopper at a repetition frequency of

500 Hz. The TTL pulses delivered by the chopper are then fed into a function

synthesizer (8116A Pulse/Function Generator, 50 MHz, Hewlett-Packard) that

outputs a triangle waveform at 500 Hz to drive the line scanner. Mechanical and

electric delays in the scanners require adjustment of the correct timing when the

reference beam is toggled on and off. A delay is introduced by the block “line

trigger delay” in the line delivering the TTL signal to the line frequency generator,
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and this is adjusted accordingly, in order to synchronize the start of ray deflection

over the object with the moment of toggling the reference beam power on and off.

The chopper’s frequency was sufficiently stable not to require any adjustments

during the imaging. The frame scanner in the XY-pair is driven by a vertical signal

generator, VGS, with a sawtooth waveform at 1.5 Hz. The system operates differ-

ently during each ramp of the triangle sent to the line scanner. A similar approach

was reported for generation of quasi-simultaneous OCT/OCT images with different

depth resolutions [50], where a different coherence length source was used during

each ramp. Here, the same source is employed, but the regime of operation is

toggled from OCT to SLO synchronous with the X-scanner.

The system can be used to generate cross-sectional images by using either

transverse priority or depth priority scanning, and it is suitable for compensating

the dispersion when scanning in depth [51]. However, for the present study, we used
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Fig. 18.26 Schematic diagram of the quasi-simultaneous en face OCT/SLO system. SLD,

superluminescent diode (Superlum 361); BS, beam splitter; DC, broadband directional coupler;

DG, diffraction grating; M1 and M2, mirrors; GS, galvano scanner mirror; APD1,2 avalanche

photodetectors; VSG, vertical signal generator; HSG, horizontal signal generator; S, summing

amplifier; DA, differential amplifier; DMOD, demodulator block; R1,2, ballast resistors; r1,2
determine the sensitivity of the photodetection (Reproduced with SPIE’s permission from [48])
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only T-scans, where the carrier for the image bandwidth was created by the path

modulation introduced by the galvo-scanner determining the line in the final raster

[12, 13]. The detection unit employs two avalanche photodetectors, APD1 and

APD2 (Mitsubishi PD1002). Essential for the operation regime here is their self-

switching [52] depending on the optical power applied and the value of the ballast

resistors, r1 and r2. Therefore, we have designed a special amplifier board which has

allowed adjustment of the ballast resistor values and of the transimpedance in order

to optimize the S/N ratio.

The CM signal is provided by the summing amplifier (S), where the two

photodetected signals collected from resistors r1 and r2 are added up. The OCT

signal is available at the output of the differential amplifier (DA) after demodula-

tion in the demodulator block (DMOD). A dual-channel variable frame grabber

(BitFlow, Raven) is used to display the two images.

Ideally, during the first half ramp applied to the line galvo-scanner (X), of 1ms
(ascending slope), the reference beam is on and the system provides the OCT signal

(while the CM channel is saturated). During the second half ramp of 1ms
(descending slope), the reference beam is blocked and the confocal signal is

displayed (while the OCT channel provides a distorted CM image). For every

line of 2ms in the raster, 1ms corresponds to the OCT regime and the next to the

SLO (CM) regime of operation. Images of the optic nerve area obtained in these

two regimes are shown in Fig. 18.27. The delay in producing SLO and OCT images

is small, equal to the ramp duration; therefore, images can be considered as quasi-

simultaneously obtained. They are, however, pixel-to-pixel correspondent.

In practice, there is a delay between the signal applied to the transversal scanner

and the actual galvo-mirror tilt, as well as other delays in the electronics circuitry,

which requires correction via the “line trigger delay.” The OCT and SLO images

captured by the system are mirror-inverted with respect to the median of the frame

grabber display window.

Fig. 18.27 Pairs of quasi-simultaneous C-scan OCT (top)/confocal (bottom) images of the optic

nerve in vivo at different depths in theOCTchannel. Image size: 4mm(horizontal)� 7.5mm(vertical).

The images here have been cropped from the originals, and the OCT images were horizontally reverted

to correspond to the SLO images (Reproduced with SPIE’s permission from [48])
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18.5.4 Dual OCT/CM in Imaging Drosophila Embryos

For microscopy, 1,300 nm is better suited due to less scattering. However, combi-

nation with CM requires a highly sensitive photodetector.

As avalanche photodiodes for this wavelength do not exist, a second optical

source, emitting at 970 nm was used to drive a silicon APD amplifier [53], as shown

in Fig. 18.28. Arrhythmia in Drosophila heart [54] was studied using such an en

face OCT system. It was also found useful to record Doppler shifts of the signal

after carefully positioning the beam on the heart and stopping the lateral scanning.

Noninvasive live recording of the heart activity with the system provided series

parameters from heart organ and single cardiomyocyte level.

Such a dual OCT/CM system was used to image Drosophila embryo and larval

heart, by simultaneously acquiring OCT C-scan images with high depth resolution

and CM images with low speckle noise.

The system could be easily switched to B-scan imaging. The imaging instrument

has proven useful in distinguishing certain tissue structures in late embryo stage, as

shown in Fig. 18.29, and monitoring the movement of the heartbeat cycle with high

resolution. Although the acquisition speed could not cover all the process of the

cardiac cycle, the system proved to be a useful tool in investigating some of the

heart functions.

Fig. 18.28 The anatomy of

the dual OCT/CM imaging

system. SLD:

superluminescent diode; MO

and MOi: microscope

objectives; BSi: beam

splitters; Li: achromatic

lenses; PDi: photodetectors,

APD: avalanche

photodetector; PM: phase

modulator; TS: translation

stage; M: flat mirrors; DA:

differential amplifier; SX, SY:

galvanometer scanning

mirrors (Reproduced with

SPIE’s permission from [53])
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18.5.5 Dual En Face OCT/CM in Imaging the Anterior Chamber
of the Eye

Continuous examination from the cornea to the lens is not possible using the same

optical design confocal microscope [55]. The reflection from the tear film in front of

the epithelium is 2 %. If a confocal instrument is built to image the lens, then it can

be used for imaging the cornea with limited success. The low numerical aperture of

the interface optics precludes separation of the different layers in the cornea from

the strong reflection at the air-tear film interface. Due to the low reflectivity of the

transparent tissue in the anterior eye structure, there is a lack of contrast.

OCT addresses all these disadvantages and ensures the same depth resolution

from the cornea level up to very deep in the anterior chamber [56].

An OCT/CM instrument was reported for collecting images from the cornea and

the anterior chamber [57]. An SLD at 850 nm which delivers 300 mW to the eye was

used, depth resolution in air slightly below 20 mm.

To visualize the cornea only, a numerical aperture of the interface optics of 0.1

was used. This gave a transverse resolution of better than 20 mm and a depth of

focus of 0.25 mm in both the OCT and confocal channel (the values are larger than

those theoretically expected due to aberrations). The C-scan images in Fig. 18.30

show the multilayer structure of the cornea. The top raw shows sections from the

epithelium.

The Bowman layer is visible in transverse section; its separation from the

epithelium is transferred to the distance between the external contour and first

internal contour. The bottom raw displays C-scan OCT images from the

endothelium.

In order to collect images in the anterior chamber as deep as from the lens,

a lower NA aperture interface optics was used, of 0.02. This gives a long depth of

focus with the disadvantage that the signal strength is just sufficient to allow

visualization of the most important features in the anterior chamber. Figure 18.31

shows a couple of pairs of C-scan images so obtained, confocal and OCT, deep in

Fig. 18.29 Dual C-scan OCT (bottom) and CM (top) images of the heart of the Drosophila third

instar larvae. The heart wall (white arrow) and the lumen (stars) of the heart at the contracting

(systolic) and resting (diastolic) were recorded. Image size: 900 � 600 mm (Reproduced with

SPIE’s permission from [53])
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the anterior chamber. The iris and the lens are visible. The images have been

collected at a rate of 1 frame of pair images per second. The images in the

top raw are the confocal images. Scanning deep in the anterior chamber using the

OCT channel, the iris appears at a depth of 3.5 mm. The irregularities of the iris rim

37 μm

557 μm 569 μm 584 μm

65 μm 102 μm

Fig. 18.30 C-scan OCT images of the cornea, 3 � 3 mm. All depths are measured in air relative

to the top of the cornea (Reproduced with SPIE’s permission from [57])

Fig. 18.31 Pairs of confocal (top) and OCT (bottom) C-scan images deep in the anterior

chamber. Confocal images show the Purkinje reflections and the iris. Deeper, the lens is seen,

offset from the optic axis, around the third Purkinje image. Differential axial separation between

OCT images is 0.12 mm measured in air. Lateral size: 6 � 6 mm (Reproduced with SPIE’s

permission from [57])

838 A. Podoleanu



and the meshwork-like structure of the iris stroma are clearly visible at this

magnification.

Then, at 4 mm depth, the lens becomes visible. The images in the bottom raw in

Fig. 18.31 show the C-scan sections around the Purkinje reflected spots. The offset

of the lens from the center of the image indicates how sensitive C-scan imaging is at

off-axis orientation in comparison with the B-scan OCT imaging. The Purkinje

reflections may be useful in aligning the eye axially, information difficult to handle

when generating B-scan OCT images. The first two Purkinje images are visible in

the confocal channel in Fig. 18.31. The clinical value of C-scan OCT images for

examination of the anterior segment can be demonstrated with a variety of exam-

ples where the pathology in question is so asymmetric that single B-scan OCT

images are inadequate to image the anatomy [58].

The advantage of the C-scan perspective is further demonstrated in a series of

images (Fig. 18.32) of a cornea with keratoconus fitted with a rigid gas-permeable

contact lens. While the cross-sectional OCT on the right shows the lens well fitted

to the cornea, the coronal perspective on the left side, right image, actually reveals

the fine disparity between the peak of the keratoconus nipple and the surrounding

apex of the cornea.

18.5.6 Dual En Face OCT/CM in Dentistry

Several reports [59, 60] proved the ability of OCT to provide high-resolution

images of dental tissues including caries lesion in enamel. However, these early

reports on time domain OCT as well as the current reports on spectral OCT refer to

longitudinal OCT imaging only. The information which can be collected cutting the

object axially is obviously limited. It would be more natural to generate C-scan

OCT slices in the tooth as their orientation is similar to that we are used to see when

looking through a microscope. Therefore, en face OCT was extended to the imaging

of dental tissue structures.

Fig. 18.32 Rigid contact on keratoconic cornea. Left: pair of camera image (left) and C-scan

OCT image (right). The C-scan OCT image shows the apex of cornea surrounded by thin outline of

contact lens. The distance to the outer ring reveals the fluid space between the nipple on the apex of
the cornea and the lens. Right: B-scan OCT image shows the contact lens on the cornea but does

not reveal the fine profile of the nipple. The inset image shows the orientation of the B-scan cut

along a vertical line over the eye (Reproduced with Springer’s permission from [58])
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18.5.6.1 Evaluation of Demineralization
Demineralization of bovine teeth [61, 62] was assessed employing a dual imaging

OCT/CM system. The teeth were painted with two coats of a nonfluorescent acid-

resistant colorless nail varnish, except for an exposed window (2 � 2 mm) on the

labial surface of the teeth. Caries-like lesions were then produced on each window

by 3-day demineralization of the teeth in acidic buffer solution, as described in

reference [63]. A pair of en face OCT image and confocal image is displayed in

Fig. 18.33. Both C-scan and B-scan OCT images showed the caries lesion as

volumes of reduced reflectivity. The caries appears bright in the confocal image.

The confocal image displays an integral of the reflectivity over a large depth, 1 mm,

and therefore, the high reflectivity of the superficial layer is expected to dominate

any confocal variations in depth.

Again, the confocal channel was instrumental in guiding the investigation.

18.5.6.2 Investigation of Material Defects of Dental Prostheses and of
Microleakage at Prosthetic Interfaces

An important goal in conservative dentistry is the evaluation of the microleakage in

cavities filled with restorative materials. Presently, the methods used for assessing

marginal microleakages are invasive and are performed in vitro only [64]. The OCT

potential for clinical evaluation of dental restoration [65] has been demonstrated on

interfaces between enamel and dental amalgam.

En face OCT was also proved instrumental in imaging gaps between the dental

interfaces and material defects [66]. For best stability of orthodontic appliances,

ideally, the resin shape should match the tooth shape. OCT can identify mismatches

of the resin and the tooth shape. Voids may occur due to contraction caused by the

curing process or due to an inadequate application of the composite resin. OCT has

Fig. 18.33 Single frame of

C-scan OCT and confocal

images from a bovine tooth

showing the demineralized

part. Lateral size: 5 � 5 mm.

Depth in the OCT image,

0.25 mm from the top of the

tooth (Reproduced with

SPIE’s permission from [61])
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the potential for both investigating the bracket bonding technique as well as

assessing the material defects inside the used composite resin.

All-ceramic restorations have recently entered the field of prosthodontics, offer-

ing improvements in esthetics. Early detection of substance defects within their

layers is important in order to plan corrections before the restorations are inserted

into the oral cavity.

En face OCT imaging was also used to investigate the apical microleakage after

laser-assisted endodontic treatment [67] using a high-power 980-nm laser diode.

Laser irradiation has the ability to remove debris and smear layer from the root

canal walls following biomechanical instrumentation. After biomechanical prepa-

ration of the radicular spaces, the second important step in the endodontic treatment

is the root canal filling. En face OCT imaging proved that laser processing leads to

good preparation of root canal filling and reduction of microleakage, as investigated

by producing images as shown in Fig. 18.34. Such images allow identification of

a large numbers of defects within the control group.

These studies have proven that by versatile use of C-scans and B-scans, OCT can

detect early caries lesions, show the depth of the lesion into the tissue, image and

quantify the level of demineralization, and identify defects in dental structures.

18.5.7 Combination of Dual En Face OCT/CM(SLO) with
Fluorescence Imaging

18.5.7.1 Applications in Ophthalmology
The dual-channel OCT/CM(SLO) instrument can in principle be customized to

perform fluorescence imaging of either the indocyanine green (ICG), fluorescein, or

both. ICG angiography and OCT appear well suited to operate together because

they share similar spectral bands. The most widely used band for retinal OCT is

820–920 nm, while ICG is usually excited at 806 nm and fluoresces in the band

810–860 nmwith a peak at 830 nm. Operating in similar bands allows the same source

to be used for ICG excitation as well as for the production of an OCT image.

Fig. 18.34 Dual C-scan

images, confocal (A) and
OCT (B); lateral size:
1 � 1 mm in both channels;

(a) gutta-percha cone, (b) root
canal sealer, (c) root canal
walls, (d) microleakage area

(Reproduced with Springer’s

permission from [67])
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A chromatic splitter [68, 69, 70] is used in Fig. 18.35 to divert some of the light

to a separate confocal receiver. This separates the retina-scattered light at the

excitation wavelength 792 nm guided into the OCT channel, from the fluorescence

signal, centered at 830 nm, guided toward the fluorescence confocal receiver. The

residual transmission of the chromatic splitter (approx. 4 %) at the OCT wavelength

is sufficient to generate an SLO image.

The fluorescence signal and the residual signal at the excitation wavelength are

separated by a chromatic splitter, a cold mirror with a transition wavelength ltr
between the excitation band and the ICG fluorescence band. To enhance the

contrast of fluorescence in the confocal receiver, a supplementary filter “fluores-

cence emission filter” is used in the fluorescence channel to attenuate any excitation

band light that penetrated the chromatic splitter. Superlum Moscow developed

a comparatively powerful SLD for this project, with an output power of 5-mW

ex-fiber at l¼ 792 nm and Dl¼ 21 nm spectral full width half maximum (FWHM)

which determines a depth resolution in the tissue in the OCT channel of less than

9 mm (considering an index of refraction n � 1.4).

Figure 18.36 further demonstrates the utility of the system in evaluation of

a retina of a patient with polypoidal choroidal vasculopathy, a peculiar variant of

neovascular macular degeneration [70]. Figure 18.36a–c presents the coronal aspect

captured at 15, 28, and 60 s after the ICG injection.

Figure 18.36d shows the display in the B-scan regime, captured at 3 min and 18 s

after the injection. The C-scans on the left were the last images collected in the

OCT and ICG channels just before switching the instrument to the B-scan regime.
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Fig. 18.35 Combined OCT/SLO/ICG system (MX, MY: galvanometer mirrors of the XY scan-

ning pair); the confocal channels display a standard SLO image and an ICG fluorescence image

(Reproduced with OSA’s permission from [69])
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The lateral size is the same as that of C-scan images, while the vertical axis is

oriented along the depth coordinate.

The ICG angiography images reveal a leash of abnormal vessels which originate

near the nerve, extend inferotemporally, and terminate with bulbous endings.

Fig. 18.36 ICG/OCT/SLO sets of a patient with polypoidal choroidal neovascularization. (a)
Early arterial phase of ICG sequence reveals lobular choroidal vessels. OCT depth is within the

choroid and shows evidence of shadowing. (b) Mid-arterial-venous phase demonstrates leash of

deep abnormal vessels with hyperfluorescent bulbous endings. OCT image outlines the overlying

serous elevation surrounding the vessels and hot spots. (c) Full venous phase of the ICG angiogram

shows increased leakage at vessel endings. The OCT reveals the outlines of the serous cuff around

the vessels and enlarging fluorescence accumulations. (d) Late-phase ICG with B-scan OCT

through area of leakage (top left). The OCT reveals corrugated elevation of the RPE. The SLO

image in the lower right (collected at the same time with the B-scan) confirms good alignment with

minimal movement artifacts. The Z-axis of the B-scan is expanded by the configuration of the

multichannel display producing an exaggeration of the aspect ratio. In all C-scan images, lateral

size: 12� � 12�; B-scan OCT image, lateral size 12� and 1.3 mm in depth (measured in air)

(# Copyright 2009 IOVS, [70])
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The accompanying OCT images capture the sausage-shaped cuff of fluid surround-

ing the vessels which accounts for the lumpy polypoidal appearance in the SLO

images in the upper left quadrants of the display and in the cross-sectional B-scan

OCT in Fig. 18.36d upper right. The overlay channel in Fig. 18.36a–c bottom right

highlights the relationship between the vascular structures and the anatomic effect

of the fluid leakage by displaying the vessels within the resulting cavitations.

The pixel-to-pixel correspondence inherent in the design of this system allows

an integrated and potentially more accurate analysis of the association between

morphology and function within the retina and choroid than is currently possible

with separate instruments.

In these images, blood vessels are well defined in the ICG images while

inconsistently revealed within the OCT images. At the same time, the depth

resolution in the ICG channel is orders of magnitude lower than the OCT axial

resolution, and morphology cannot be assessed accurately. Therefore, we believe

that such a system can have valuable applications by combining the complementary

information supplied by the two data channels. Regions of leakage, visible in the

ICG image, can be selectively examined in depth by acquiring B-scan cross

sections in the OCT channel.

18.5.7.2 Applications in Microscopy
The combination of OCT/CM imaging with fluorescence concept, as implemented

in Fig. 18.35, can also be extended to microscopy. However, here, a large variety

of fluorophores have excitation wavelengths in visible. This requires a technical

solution with two sources to implement configurations similar to that in Fig. 18.28.

For imaging fast events, however, such as monitoring the movement of the heart

wall in Drosophila, spectral domain OCT is better suited. As described in Ref. [36],

a CM channel and a fluorescence channel produce C-scan images, while the OCT

channel produces B-scan OCT images along cuts decided by observing the CM or

fluorescence image. Such a system may also incorporate two sources. In Ref. [36],

the fluorescence channel was tuned on the fluorescence emission of green fluores-

cein protein, and excitation was produced with a separate laser, at 488 nm, while the

OCT channel used a longer wavelength to benefit from less scattering of 840 nm.

18.5.8 Synergy Between the Channels

When a confocal channel is added to an OCT imaging instrument, further versatility

is gained. The same orientation of both images relative to the object investigated is

possible with en face OCT only. The design described above ensures a strict pixel-to-

pixel correspondence between the two C-scan images (OCT and confocal). This

helps in two respects: for small movements of the tissue, the confocal image can be

used to track the movements between frames and for subsequent transverse alignment

of the OCT image stacks; for large movements, like blinks when imaging the eye or

movement of the Drosophila larva in microscopy, the confocal image gives a clear

indication of the OCT frames which need to be eliminated from the collected stack.
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As a reference for the aligning procedure, the first artifact-free confocal image in the

set is used. For example, in Fig. 18.24 bottom left, in the left inset in Fig. 18.25

bottom, and in Fig. 18.36d bottom right, lateral movements of the eye, if any, would

distort the sequence of confocal traces. Each horizontal line in the confocal image

corresponds to a depth position. The relative eye movement, proven by any lateral

deviation of vertical shadows, can easily be transferred to the B-scan OCT image for

correction.

18.5.9 New Challenge

New imaging technology brings not only new information to the clinician but, with

it, the requirement of interpretation. En face OCT is no exception in this respect.

The OCT images shown so far illustrate the challenges in interpreting and using the

C-scan images.

First, the C-scan OCT image looks fragmented, and on its own, such an image

cannot be interpreted. The higher the resolution of the OCT system, the more

fragmented the C-scan OCT image looks like [14, 17, 18]. As the imaging

proceeds at a few frames a second, the inherent eye movements may result in

significant changes in the size of fragments sampled out from the tissue.

The fragmentation (Figs. 18.9 and 18.24 right) is especially visible when imaging

inclined layers.

Second, variations in tissue inclination with respect to the coherence wave

surface alter the sampling of structures within the depth in the tissue, producing

novel slice orientations [71] which are often challenging to interpret. The bright

patches in the OCT image represent the intersection of the surface of optical path

difference (OPD) ¼ 0 with the tissue.

Additional complication is brought about the particular way the tissue is

scanned. The retina is scanned, with a fan of rays converging on the eye pupil,

so the surface of OPD ¼ 0 is an arc circle with the center in the eye pupil.

When the depth is explored, the radius of the arc is altered. If the arc has a small

radius, it may just only intersects the top of the optic nerve with the rest of the arc

in the aqueous. The radius of the arc is changed by changing the length of one of

the arms of the interferometer in the OCT channel to explore the retina up to the

RPE and choroid.

When scanning the cornea and the skin, the scanning ray is moved parallel

to itself and with a normal to the tissue. Any curvatures in the tissue will

alter the curvature of the C-scan image. When imaging the cornea, for instance,

the pixels in the C-scan images in Fig. 18.30 do not belong to a plane perpen-

dicular to the eye axis but to a curved surface. Normally, the curvature of deep

C-scan surfaces follows the curvature of the external surface of the tissue, while in

B-scan images, deep layers are curved against the external surface curvature

of the tissue.

The layers at the back of the eye are also not planar, and this complicates the

interpretation of the image even further.
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Consequently, despite cutting images en face, along the T-scan direction, C-scan

images may display the structure in depth like in any B-scan OCT image. For

instance, the C-scan images in Fig. 18.30 top raw display the Bohman layer.

As far as the fragmentation problem is concerned, this can be addressed by

providing a confocal image which guides the user and by collecting many C-scan

images at different depths and subsequently building the 3D profile. However, the

display of structures in depth in the C-scan OCT images requires education of the

interpretation process.

18.5.10 Adaptive Optics-Assisted En Face OCT/CM(SLO)

The transverse resolution in OCT imaging is governed by the optics of the eye and

its aberrations. In a flood-illuminated eye, adaptive optics (AO) was employed to

demonstrate that transverse resolution could be improved to the point where it was

possible to distinguish the cones in the fovea [72]. AO utilizes two devices

operating in closed loop. In an AO closed loop system, a wave front sensor

(WFS) [73] measures the deviations of the wave front from a plane and uses this

information to actuate a wave front corrector, a deformable mirror, or a liquid

crystal [74].

A flying spot ophthalmoscope incorporating AO elements [75] was reported

with an estimated resolution of 2.5 mm transverse and 100 mm axial.

The application of AO correction to the OCT/SLO dual imaging system would

appear to be a natural fit; however, it is not straightforward. Implementing AO in

OCT raises a number of issues not present in the simpler cases of the scanning laser

ophthalmoscope or the fundus camera. Matching the beam diameter to that of the

corrector, to the aperture of the XY transverse scanner, with the size of the lenslet

array in the Shack-Hartmann wave front sensor and with the SLO confocal receiver

aperture raises constructive and engineering problems.

Figure 18.37 shows a schematic diagram of an OCT/SLO system, where aber-

rations are reduced by using a closed adaptive optics loop [76]. A superluminescent

diode, SLD, is used with central wavelength at 831 and 17 nm bandwidth (which

determines a depth resolution of approximately 13 mm in the eye). The source beam

is collimated and then split by a beam splitter (90 % transmission), BS1, into

a reference and a probing beams. The probing beam is reflected by the deformable

mirror, DM, and then sent via a Badal defocus corrector, BDC, then via the XS and

YS galvo-scanners to the subject’s eye. The YS and XS scanners are driven at 2 and

700 Hz, respectively.

A series of telescopes built using pairs of spherical mirrors are used. Mirrors

have been chosen rather than lenses to avoid the stray reflections from lens surfaces

that may affect the performance of the wave front sensor, WFS. These telescopes

conveniently alter the diameter of the beam in order to match the aperture of

different elements in the probing path and convey a probing beam of 6 mm in

diameter through the subject’s pupil plane. The telescopes also ensure that the
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subject’s pupil plane is conjugate to the XS, YS, and DM planes. The system uses

a double-pass configuration [77].

This and the utilization of large focal length mirrors determined a large size

layout, and in consequence, the object and reference arms are quite long (the object

arm is 	5 m in length one way).

This may lead to thermal fluctuations of the optical path difference and

launching problems. Therefore, an isolated optical bench was used.

Light scattered back from the patient’s retina passes a second time through the

object arm and reaches a second beam splitter, BS2 (1 % transmission). Light

transmitted through BS2 is collected by a Shack-Hartmann WFS. Light reflected at

BS2 reaches a third beamsplitter, BS3, to divert 30%of the incoming beam to the SLO

channel and transmit the rest into the OCT channel. In both channels, light is injected

into single-mode fibers. This ensures a high confocal parameter in both channels and

good spatial rejection of multiple-scattered light. The other end of the fiber in the SLO

channel is connected to an avalanche photodiode. In the OCT channel, light is guided

toward a single-mode directional coupler, DC, where it interferes with that coming

from the reference arm. Both output fibers from the DC are connected to two pin

photodetectors in a balanced photodetection unit. The last focusing element and the

fiber end in the reference arm are fixed on a translation stage that has a range of 2.5 cm,

useful to allow coherence matching for different lengths of the volunteer’s eyes.

Figure 18.38 left shows two pairs of en face OCT/SLO images collected at two

different depths in the OCT channel [71]. The blobs in the bottom images, delivered

WS

CCD LA
BS2

BS3

Channel Channel
OCT

Reference DC

SLO

Balanced
Detector

Signal
Processing

Avalanche
Photodiode 

Signal
Processing

Source

SLD

BS1
DM

Fixation
Target

BDC

XS

YS

Fig. 18.37 Adaptive optics-assisted en face OCT/SLO system; BS1, BS2, BS3: beam splitters;

DM: deformable mirror; BDC: Badal defocus corrector; XS: X-scanner; YS: Y-scanner; WS:

wave front sensor; LA: lenslet array; DC: directional coupler (Reproduced with OSA’s permission

from [76])
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by the SLO channel, are photoreceptors, well resolved due to the AO closed loop. In

the top images, delivered by the OCT channel, the blobs are fragmented by fringes;

this illustrates that even after round-trip traversal of several hundred of microns

through a scattering tissue such as the retina, the signal retains specular reflection

characteristics.

The en face OCT/SLO instrument is particularly well suited for identifying the

depth origin of the regular pattern seen in the SLO image. Using the pixel-to-pixel

correspondence, the pattern can be traced to the depth shown in the OCT B-scan.

Clear pattern regularity seen in the SLO images can be associated to the layer in

depth exhibiting such regularity in the B-scan [11]. The determination of depth

origin of patterns seen in small size imaging of the fovea using fundus cameras and

SLOs is consistent with the explanation previously given for an en face OCT system

without AO correction [78] and for an AO corrected FD-OCT system [79].

The studies by the OCT groups in Vienna and Kent on small size imaging

employing T-scan-based OCT suggest that when combined with AO, this is supe-

rior to the A-scan-based OCT combinations because the T-scan-based OCT method

is compatible with dynamic focus. Dynamic focus is critical if aberrations are well

corrected, since the resulting confocal profile narrowing in the core of the OCT

channel markedly reduces the signal outside focus. Despite this, the majority of

recent reports on OCT/AO refer to combinations of SD-OCT with AO emphasizing

the better S/N ratio or higher acquisition speed of the SD-OCT method in compar-

ison with the TD-OCT, without considering the negative impact that a good AO

correction could have on the sensitivity variation with depth, due to shrinkage of the

confocal profile. This phenomenon is easily counterbalanced in time domain OCT

by implementing dynamic focus.

Fig. 18.38 Pairs of C-scan OCT and SLO images simultaneously acquired and displayed via AO

closed loop correction in an OCT/SLO system (each image size: 330 � 500 mm; top: OCT C-scan

image; bottom: SLO image; the depth in the OCT channel is at the junction of inner segment and

outer segment (left) and approximately 50 mm above (right), displaying microvasculature)

(Reproduced with OSA’s permission from [76])
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18.6 Coherence-Gated Wave Front Sensor

18.6.1 Insensitivity to Depth Variations of Aberrations of
a Standard Shack-Hartmann Wave Front Sensor

Due to the limited numerical aperture in the beams associated with each microlens

in the lenslet array, a Shack-Hartmann wave front sensor has little sensitivity to the

position in depth in the object where the signal comes from. This makes the Shack-

Hartmann wave front sensor (SH/WFS) insensitive to depth variations of aberra-

tions, or more precisely, the spots are deviated from the ideal wave front grid by

quantities which represent averages of aberrations over the depth of focus of the

equivalent confocal microscopy channel associated with each microlens in the

lenslet array.

Due to the insensitivity to depth mentioned above, stray reflections from the

interface optics cannot be rejected, and therefore, supplementary spatial filters need

to be employed in the interface optics. However, when imaging the eye, reflections

from the cornea and the eye lens cannot be entirely attenuated using spatial filters.

To address the problems mentioned above, en face OCT can be applied, in its

version of full field, to implement coherence-gated wave front sensing. In opposition

Piezo

RM

G

RND BK7

BS2

BS1

OS

L2

OND

LA
BS3 L4

M1

L1

L5 CCD

L3

DM

Fig. 18.39 Schematic diagram for the evaluation of full-field en face optical coherence tomog-

raphy applied to a Shack-Hartmann wave front sensor. OS: optical source; OND: neutral density

filter in the object path; RND: neutral density filter in the reference path; RM: reference mirror;

BS1 and BS2: 50/50 beam splitters; BS3: 55/45 beam splitter; LA: lenslet array; BK7: dispersion

compensating glass; DM: deformable mirror; L1: 10� microscope objective; L2: 3 cm focal

length lens; L3: 15 cm focal length lens; L4 and L5: 7.5 cm focal length lenses (Reproduced with

OSA’s permission from [80])
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to the paragraphs above, where the beam was scanned over the target, in the full-field

OCT, the target is illuminated over all its transversal pixels at once. The same

happens in an SH/WFS. A collimated beam is sent toward the whole aperture of

the optics whose wave front needs correction, a lens or the eye lens in ophthalmology.

18.6.2 Time Domain En Face Coherence-Gated Wave Front Sensor

A preliminary study has investigated the interference on a CCD array between

multiple beamlet outputs by the lenslet array and a reference beam provided by the

same optical source used to illuminate the target [80]. The schematic diagram of

such a coherence-gated SH/WFS is shown in Fig. 18.39. This is driven by a source

with large bandwidth (a superluminescent diode) and operates based on principles

of phase-shifting interferometry to recover a C-scan image of the spot pattern.

Due to the aberrations encountered by the beam toward and backward from the

target (in double-pass configurations) or coming from the target only (in single pass

configurations), the beamlets suffer various deflections on the CCD array.

Irrespective of these deflections, interference with the reference beam still takes

place, as the reference beam is uniformly spread over the CCD array.

Figure 18.40 shows the SH spots on the CCD camera. The images in the top raw

were obtained with the DM flat, while the images on the bottom raw were obtained

Fig. 18.40 Images in the top row were of the SH spots with no deformation of the mirror. Images

in the bottom row were obtained with further aberrations introduced by deforming the DM,

obtained by applying�0.18 V on electrode 30 of the DM. Images in the left column were obtained

with the reference arm blocked and according to the conventional procedure in an SH/WFS while

in the right column, images were obtained based on the principle of time domain coherence-gated

SH/WFS (Reproduced with OSA’s permission from [80])
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with the DM deformed by applying �0.18 V to its electrode number 30. Images in

the left column were obtained with the reference arm blocked, and therefore, the SH

spots correspond to a conventional SH/WFS. These images contain SH spots due to

the stray reflections from lens L2 (seen as thick diagonal small traces), superposed

on the SH spots created by the object, DM.

The images in the right column were obtained with the reference beam on and

after using four phase-shift steps. These images represent spatial cropping of spots

as determined by the coherence gate. The SH spots due to reflections from lens L2

were totally eliminated, and the only SH spots in the image are due to the object. If

the reference arm is blocked and the same phase-shifting algorithm was applied,

most of the SH spots disappeared, apart from small remnants due to random shot

noise. All images had 400 by 400 pixels, the camera was run at 10 Hz, and the

system provided an en face image of SH spots (after phase shifting) at 2.5 Hz.

Furthermore, when working with 200 by 200 pixels2, the camera operated at 40 Hz

and an en face image of SH spots could be delivered at 10 Hz. Using a camera with

a higher frame rate could increase the acquisition speed even further [81]. Success-

ful elimination of stray reflections opens the possibility of using lenses in a double-

pass configurations as presented in Fig. 18.37 for imaging the retina and extending

the SH/WFS principle to microscopy.

18.7 Conclusion

The method of en face OCT offers certain advantages. First, T-scans can be used to

generate B-scans as well as coronal-plane-oriented scans (C-scans) [17, 26]. This

allows quick alternating imaging sessions in orthogonal planes by instantly

switching scanning regimes [51]. Second, the technology is compatible with live

and simultaneous generation of a conventional fundus image (coronal-plane ori-

ented) [11], or similar to that produced by scanning laser ophthalmoscopy (SLO). In

microscopy, simultaneous pixel-to-pixel correspondence is achievable with

a confocal microscopy channel. Such combinations also open the avenue towards

fluorescence imaging and the possibility of assembling multiple imaging channels

in the same instrument.

The en face OCT belongs to the category of time domain OCT methods. The

sensitivity and acquisition speed in en face OCT is therefore less than in spectral

domain OCT. However, spectral domain OCT methods present the following disad-

vantages: (1) decay of sensitivity with optical path difference, (2) all points in the A-

scan are measured under the same focus position, and (3) mirror terms. En face OCT

does not present such disadvantages. However, when imaging the retina of the human

eye with spectral domain OCT, disadvantages (1) and (2) have little significance. In

terms of (1), this is because the retina is thin, approx. 1 mm, so the decay of sensitivity

in 1 mm range can be tolerated by an instrument with an axial range of over 5 mm

typically. In terms of (2), this is because the human eye length is relatively large,

determining a depth range for the confocal profile comparable with the retina

thickness. Therefore, fixed focus can be tolerated.
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However, disadvantage (2) can become a stumbling point when imaging smaller

eyes, such as the case of animal eyes.With lengths of several mm, the confocal profile

becomes smaller than the retina thickness. If spectral OCT is performed, then needs to

be repeated for different focus positions. This disadvantage may also become more

evident as progress toward improving AO technology applications to the eye imaging

continues. An ideal correction for the human eye can lead to a confocal profile

narrower than 10 % of the retina thickness of the human eye [75].

In addition, if transversal resolution is paramount, then high-focus interface

optics is needed, which requires dynamic focus, applicable to time domain OCT

methods only. En face OCT is ideal for dynamic focus as the focus adjustment

needs to be performed at a slow speed, determined by the frame rate, and not at the

line rate required by A-scan based time domain OCT.

Due to recent achievements in the increase of the acquisition speed of swept

source based OCT applied to eye imaging [82], return to time domain OCT

(including en face OCT) looks unlikely. However, with the tendency in extending

OCT to fields outside ophthalmology, such as to microscopy, where the sample is

stationary and high transversal resolution is required, time domain OCT will have

a role to play.
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single-mode fibers, and optimal polarization modulation schemes will be

described. Processing of PS-OCT signals to extract polarization properties of

tissue, such as birefringence, optical axis orientation, and diattenuation, will be

explained.

19.1 Introduction

Optical coherence tomography (OCT) is an emerging technology for minimally

invasive high-resolution imaging (1–10 mm) of tissue in two or three dimensions up

to a depth of 2–3 mm [1]. OCT images tissue reflectivity by measuring the spatially

resolved backscattered intensity in turbid media. In contrast to ultrasound, the

velocity of light prohibits time-resolved measurement of the time delay of short

temporal pulses backscattered from tissue. OCT measures the time delay by means

of interferometry. OCT instrumentation uses a spectrally broadband light source

and a two-beam interferometer (e.g., Michelson) with the reflector in one path (i.e.,

sample arm) replaced by a turbid medium. Depth ranging in the turbid medium is

possible because interference fringes are observed only for light in sample and

reference arms that has traveled equal optical path lengths to within the source

coherence length. By scanning optical path length in the reference arm and ampli-

tude detection of the interference fringes, a depth scan (A-scan) can be recorded

that maps sample reflectivity. Temporal coherence length of the source light

determines axial resolution of a system, while numerical aperture of the focusing

optics determines lateral resolution. The availability of sources with shorter coher-

ence length over the past decade has increased the axial (depth) resolution of OCT

from 15 mm to approximately 1 mm. Lateral scanning mechanisms allow two- and

three-dimensional recording of images from consecutive A-scans. Although light is

frequently treated as a scalar wave, many applications require a description using

transverse electromagnetic waves. The transverse nature of light is distinguished

from longitudinal waves (e.g., sound), by the extra degree of freedom, which is

described by the polarization state of light. Polarization-sensitive OCT (PS-OCT)

uses the information encoded in the polarization state of the recorded interference

fringe intensity to provide additional contrast in images of the sample under study.

PS-OCT provides high-resolution spatial information on the polarization state of light

reflected from tissue that is not discernible using existing diagnostic optical methods.

In this chapter, a review will be presented of PS-OCT, the theory of calculation of the

Stokes vectors, implementation of PS-OCT in fiber-based systems for clinical appli-

cations, and recent results in the field of dermatology and ophthalmology.

19.1.1 Optical Properties of Tissue That Influence Polarization

Scattering is the principle mechanism that modifies the polarization state of light

propagating through biological tissue. The polarization state of light after a single

scattering event depends on the scatterer, direction of scatter, and incident
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polarization state. In many turbid media such as tissue, scattering structures have

a large variance in size and are distributed/oriented in a complex and sometimes

apparently random manner. Because each scattering event can modify the incident

polarization state differently, the scrambling effect of single scattering events

accumulates, until finally the polarization state is completely random (i.e.,

uncorrelated with the incident polarization state).

An important exception is when the media consists of organized linear struc-

tures, such as fibrous tissues that can exhibit form birefringence. Many biological

tissues exhibit form birefringence, such as tendons, muscle, nerve, bone, cartilage,

and teeth. Form birefringence arises when the relative optical phase between

orthogonal polarization components is nonzero for forward scattered light. After

multiple forward scattering events, relative phase difference accumulates and

a delay (d) similar to that observed in birefringent crystalline materials (e.g.,

calcite) is introduced between orthogonal polarization components. For organized

linear structures, the increase in phase delay may be characterized by a difference

(Dn) in the effective refractive index for light polarized along, and perpendicular to,
the long axis of the linear structures. The phase retardation, d, between orthogonal

polarization components is proportional to the distance x traveled through the

birefringent medium

d ¼ 2pDnx
l

: (19.1)

The advantage in using PS-OCT is the enhanced contrast and specificity in

identifying structures in OCT images by detecting induced changes in the polari-

zation state of light reflected from the sample. Moreover, changes in birefringence

may, for instance, indicate changes in functionality, structure, or viability of tissues.

19.2 Theory

19.2.1 Historical Overview

Application of laser interferometry to characterize the polarization state of light

reflected from optical components was reported by Hazebroek and Holscher in

1973 [2]. More recently, bright broadband light sources that emit in a single spatial

mode have provided the basis for novel applications in testing of optical compo-

nents and biomedical imaging. For example, Newson et al. [3] constructed

a combined Mach-Zehnder/Michelson interferometer (configured in tandem) that

used a low-coherence semiconductor light source and polarization-sensitive detec-

tion to measure temperature changes in a birefringent fiber. Kobayashi et al. [4]

reported an early demonstration of a polarization-sensitive fiber Michelson inter-

ferometer using a low-coherence light source for testing optical components.

The emphasis in optical coherence tomography (OCT) has been on the recon-

struction of two-dimensional maps of tissue reflectivity while neglecting the
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polarization state of light. In 1992, Hee et al. [5] reported an optical coherence

ranging system able to measure the changes in the polarization state of light

reflected from a sample. Using an incoherent detection technique, they demon-

strated birefringence-sensitive ranging in a wave plate, an electro-optic modulator,

and calf coronary artery. In 1997, the first two-dimensional images of birefringence

in bovine tendon were presented, and the effect of laser-induced thermal damage on

tissue birefringence was demonstrated [6], followed in 1998 by a demonstration of

the birefringence in porcine myocardium [7]. To date, polarization-sensitive OCT

measurements have attracted active interest from several research groups. Potential

biomedical applications that are being explored include determination of thermal

injury for burn depth assessment [8] and retinal nerve fiber layer birefringence

determination for early detection of glaucoma [9, 10]. For an overview of the earlier

developments in PS-OCT and a discussion of the theory in the context of bulk

optical interferometers, we refer to de Boer and Milner [11].

19.2.2 Stokes Vector and Poincaré Sphere

The Stokes vector is composed of four elements, I, Q, U, and V (sometimes denoted

S0, S1, S2, and S3), and provides a complete description of the light polarization

state. Historically, Stokes vectors were developed because they describe observable

quantities of light. I, Q, U, and V can be measured with a photodetector and linear

and circular polarizers. Let us call It the total light irradiance incident on the

detector, I0�, I90�, I+45�, and I�45� the irradiances transmitted by a linear polarizer

oriented at an angle of, respectively, 0�, 90�, +45�, and �45� to the horizontal. Let

us define also Irc and Ilc as the irradiances transmitted by a circular polarizer opaque

to, respectively, left and right circularly polarized light. Then, the Stokes parame-

ters are defined by

lI ¼ It;

Q ¼ I0� � I90�ð Þ;
U ¼ Iþ45� � I�45�ð Þ;
V ¼ Irc � Ilcð Þ:

(19.2)

After normalizing the Stokes parameters by the irradiance I, Q describes the

amount of light polarized along the horizontal (Q ¼ +1) or vertical (Q ¼ �1) axes,

U describes the amount of light polarized along the +45� (U ¼ +1) or –45�

(U ¼ �1) directions, and V describes the amount of right (V ¼ +1) or left

(V ¼ �1) circularly polarized light. Figure 19.1 shows the definition of the nor-

malized Stokes parameters with respect to a right-handed coordinate system, where

we have adopted the definition of a right-handed vibration ellipse (positive V
parameter) for a clockwise rotation as viewed by an observer who is looking toward

the light source. Positive rotation angles are defined as counterclockwise rotations.
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For practical reasons, the Stokes vector is sometimes represented in the Poincaré

sphere system [12], where it is defined as the vector between the origin of an x-, y-,

z-coordinate system and the point defined by (Q,U,V). The ensemble of normalized

Stokes vectors with the same degree of polarization (0 < P < 1) defines a sphere

with radius that varies between 0 for natural light and 1 for totally polarized light

(Fig. 19.2).

The Poincaré sphere is a convenient geometrical tool to analyze change in

polarization state due to linear, circular, or elliptical birefringence. The transfor-

mation by a linear retarder of a Stokes vector representing the incident polarization

state is given by a rotation around an axis in the Q-U plane of the Poincaré sphere.

The orientation of the rotation axis corresponds to the orientation of the optic axis

with respect to the horizontal. For example, when the optic axis of the linear

retarder is at 45� with respect to the horizontal, the rotation axis on the Poincaré

sphere is coincident with the positiveU-axis. The angle of rotation about the axis on

y

x Q=1 U=1 V=1Q=−1 U=−1 V=−1z

Fig. 19.1 Definition of the Stokes parameters with respect to a right-handed coordinate system.

The light is propagation along the positive z-axis, that is, toward the viewer. Q and U describe

linear polarizations in frames rotated by 45� with respect to each other. The V parameter describes

circular polarized light

V

-V

-Q

Q

-U

U

Fig. 19.2 Poincaré sphere

representation of the Stokes

parameters (Adapted from

[12])
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the Poincaré sphere equals the amount of phase retardation. From the Poincaré

sphere, it is clear that a circular polarization state (V ¼ +/�1) is always perpen-

dicular to a rotation axis in the Q-U plane and, thus, will always be modified by

a linear retarder, regardless of the orientation of the optic axis. When a linear

polarization state is incident parallel to the optic axis of a linear retarder, the state is

unchanged. The retardation and orientation of the optic axis of a linear retarder can

be determined from the transformation of the Stokes vector in the Poincaré sphere

by finding the three-dimensional rotation matrix with a rotation axis in the Q-U
plane that describes the transformation. Circular birefringence (optical activity) is

a rotation around the V-axis. Linear dichroism, that is, the differences in the

absorption and scattering coefficients for linearly polarized light, is described by

an evolution of the Stokes vector over an arc in the Poincaré sphere toward the

equator (Q-U plane). Circular dichroism, that is, the differences in the absorption

and scattering coefficients for circularly polarized light, is described by an

evolution of the Stokes vector over an arc in the Poincaré sphere toward the poles

(V ¼ 1 or V ¼ �1). A more detailed description of these transformations in the

Poincaré sphere is given in Sect. 19.4.4.

19.2.3 Calculating the Stokes Parameters of Reflected Light

Combining the principles of interferometric ellipsometry and OCT, the depth-

resolved Stokes parameters of reflected light can be determined. Polarimetry

requires in general four measurements of the intensity in preselected polarization

states to determine the Stokes vector of light. An interferometric technique, how-

ever, allows recovery of not only the intensity but also the relative phase between

the electromagnetic fields in orthogonal polarization states. Preserving this phase

information allows determination of the Stokes vector of the reflected light as

a function of depth in the sample with a single measurement. The amplitude and
relative phase of the interference fringes in each orthogonal polarization channel

will be used to derive the depth-resolved Stokes vector of reflected light. The use of

interferometry to characterize the polarization state of laser light specularly

reflected from a sample was first demonstrated by Hazebroek and Holscher [2]. In

their work, coherent detection of the interference fringe intensity in orthogonal

polarization states formed by He-Ne laser light in a Michelson interferometer was

used to determine the Stokes parameters of light reflected from a sample. Using

a source with short temporal coherence adds path length discrimination to the

technique, since only light reflected from the sample with an optical path length

equal to that in the reference arm within the coherence length of the source will

produce interference fringes. When using incoherent detection techniques, only two

of the four Stokes parameters can be determined simultaneously. In the present

analysis, we demonstrate that coherent detection of the interference fringes in two

orthogonal polarization states allows determination of all four Stokes parameters

simultaneously. Before giving a mathematical description, the principles underly-

ing calculation of the Stokes vector will be discussed. We assume that the
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polarization state of light reflected from the reference arm is perfectly linear, at an

angle of 45� with the horizontal axis. After the polarizing beam splitter in the

detection arm, the horizontal and vertical field components of light in the reference

arm will have equal amplitude and phase. Light reflected from the sample will

interfere with that from the reference, and the amplitude and relative phase
difference of the interference fringes in each polarization channel will be propor-

tional to the amplitude and relative phase difference between horizontal and

vertical electric field components of light in the sample arm. The electric field

vector of light reflected from the sample arm can be reconstructed by plotting the

interference term of the signals on the horizontal and vertical detectors along the

x and y axes, respectively.

Figure 19.3 shows a reconstruction of the electric field vector over a trace of

38 mm. The plot does not reflect the actual polarization state reflected from the

sample, since the light has made a return pass through the quarter wave plate in the

sample arm before being detected. The plot indicates change in polarization state

from a linear to an elliptic state as a consequence of tissue birefringence.

The Stokes parameters can be determined from the detected interference fringe

intensity signals. Figure 19.4 shows three examples interference fringes detected in

the orthogonal polarization channels that correspond to Stokes parameters Q ¼ 1,

U ¼ 1, and V ¼ 1, respectively. For instance, if the interference fringes are max-

imized on one detector, and minimal on the other, the polarization state is linear in

either the horizontal or vertical plane, which corresponds to the Stokes parameter Q
being 1 or �1. If the interference fringes on both detectors are of equal amplitude

and in phase, or p out of phase, the polarization state is linear, at 45� with the

Fig. 19.3 Evolution of the electric component of the electromagnetic wave of the reflected light

propagating through birefringent mouse muscle. The electric field is reconstructed from the

horizontal AH and vertical AV polarized components and relative phase of the interference fringes.

The displayed section is a small part of a longitudinal scan. Length of the section is 38 mm in

a sample with refractive index n ¼ 1.4. The beginning of the section shows the reflection from the

sample surface modulated by the coherence envelope. The inserts show cross sections of the

electric field over a full cycle perpendicular to the propagation direction taken at, respectively, 5.7

and 35.7 mm from the beginning of the section. As can be seen from the inserts, the initial

polarization state of reflected light is linear along one of the displayed axes, changing to an

elliptical polarization state for reflection deeper in the tissue (Reprinted from [13] with permission

of the Optical Society of America)
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horizontal or vertical, corresponding to the Stokes parameterU being 1 or�1. If the

interference fringes on both detectors are of equal amplitude and are exactly p/2 or
�p/2 out of phase, the polarization state is circular, corresponding to the Stokes

parameter V being 1 or �1.

In the more mathematical description given in Refs. [11, 14, 15], the Stokes

vector was calculated by Fourier transforming the interference fringes in each

channel over a length of approximately the coherence length, and computing the

relative phase difference and amplitude of the Fourier components at each wave

number.

In conclusion, determination of the amplitude and relative phase of interference

fringes in orthogonal polarized detection channels gives access to all four Stokes

parameters, while applying an incoherent detection technique that does not com-

pute the relative phase between fringes in orthogonal detection channels allows

determination of only two of the four Stokes parameters from a single A-line scan.

19.2.4 The Degree of Polarization

The complete characterization of the polarization state of reflected light by means

of the Stokes parameters permits the calculation of the degree of polarization P,
defined as

P ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þ U2 þ V2

p
I

: (19.3)

For purely polarized light, the degree of polarization is unity, and the Stokes

parameters obey the equality I2 ¼ Q2 þ U2 þ V2, while for partially polarized light,

the degree of polarization is smaller than unity, leading to I2 > Q2 þ U2 þ V2.

Natural light, characterized by its incoherent nature, has (by definition) a degree of

Vert. Ch.
Q

U

V

Horiz. Ch.

Vert. Ch.

Horiz. Ch.

Vert. Ch.

Horiz. Ch.

Fig. 19.4 Determination of

the Stokes vector from the

detected interference fringe

amplitude and phase in the

horizontal and vertical

polarized detection channel.

From top to bottom, examples

of fringe amplitude and phase

are given for three Stokes

vectors, Q ¼ 1, U ¼ 1, and

V ¼ 1, respectively
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polarization of zero. An interferometric gating technique such as OCTmeasures only

the light reflected from the sample arm that does interfere with the reference arm

light. On first inspection, this suggests that the degree of polarization will always be

unity, since only the coherent part of the reflected light is detected. We will

demonstrate, however, that the degree of polarization can be smaller than unity and

is a function of the interval Dz over which the degree of polarization is calculated.

An input beam with P < 1 can be decomposed into purely polarized beams

(P ¼ 1). After propagation through an optical system, the Stokes parameters of the

purely polarized beam components are added to give the Stokes parameters for the

original input beam. In Bohren and Huffman’s words, “If two or more quasi-

monochromatic beams propagating in the same direction are superposed incoher-
ently, that is to say there is no fixed relationship between the phases of the separate

beams, the total irradiance is merely the sum of individual beam irradiances. Because

the definition of the Stokes parameters involves only irradiances, it follows that the

Stokes parameters of a collection of incoherent sources are additive” ([16], p. 53).

Implicit in our analysis is that a broadband OCT source may be viewed as an

incoherent superposition of beams with different wave numbers or wavelengths and

the observation that scattering and polarization properties of samples have

a spectral dependence.

If the source was monochromatic, the degree of polarization of reflected light as

measured in a PS-OCT system would always be 1. However, an OCT source ideally

is broadband to obtain high axial resolution. In addition, the polarizarion properties

of the sample will have a spectral dependence, meaning that different wavelength

will be reflected from the sample in different polarization states. As an example,

consider an OCT source emitting two monochromatic beams in the same

polarizaton state at different wavelength, and assume that the light reflected from

the sample at these two wavelengths is in orthogonal polarization states. Using the

above quoted description by Bohren and Huffman, Stokes parameters of incoher-

ently superposed beams are summed, and the light source has a degree of polari-

zation of unity, while the light reflected from the sample has a degree of

polarization of zero, that is, the reflected light is completely unpolarized. For

a broadband source, the degree of polarization of reflected light is determined by

the vector sum of Stokes vectors at independent wavelengths, divided by the sum of

intensities over the independent wavelengths. Using the Poincaré sphere represen-

tation, one can visualize that the magnitude of a sum of Stokes vectors will be

greatest if the direction of all components is collinear. For instance, directly after

a polarizer, all wavelength components are in the same polarization state, and the

Stokes vectors add collinearly, resulting in a degree of polarization of unity. For the

reflected light, the Stokes vectors for different wavelengths are not necessarily

collinear, leading to a degree of polarization that can be smaller than unity.

As stated above, the degree of polarization for light reflected from a particular

depth in the sample depends on the length of the interval Dz over which the

degree of polarization is calculated. This can be understood by considering that

the wavelength resolution in Fourier transform spectrometry is proportional to the

scan range. For instance, two wavelengths can only be discriminated if the number
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of oscillations within a scan range Dz differs by an integral number. Thus, the

number of independent wavelengths that contribute to the vector sum of Stokes

vectors depends on the length of the interval Dz. The longer the interval, the more

independent wavelengths contribute to the vector sum, increasing the probability

that the length of the vector sum is smaller than the sum of intensities, which leads to

a degree of polarization less than unity. When the interval Dz is so small that the

wavelength resolution is coarser than the spectral width of the source, there will be

only one independent wavelength, and the degree of polarization is necessarily unity.

An alternative argument will lead to the same conclusion. The reconstruction of

the electric field vector in Fig. 19.3 shows that the Stokes parameters can be

determined over a single cycle of the field, where at each cycle the degree of

polarization will be (very close to) unity. The Stokes parameters over an interval Dz
are the sum of the Stokes parameters of single cycles of the electric field vector

within the interval. The degree of polarization P of the depth-resolved Stokes vector

will be a function of the interval length Dz, since Stokes parameters can vary from

cycle to cycle.

The reduction of the degree of polarization with increasing depth, which is

demonstrated in Fig. 19.6, can be attributed to several factors: first, spectral

components that may have traveled over different paths with equal lengths through

the sample; second, spectral dependence of the Stokes parameters of light forward

or backscattered by (irregularly shaped) particles; third, presence of multiple

scattered light and speckle in the pupil of the sample arm; fourth, a decrease in

the signal to noise ratio. Note that elastic (multiple) scattering does not destroy the

coherence of the light in the sense of its ability to interfere with the source light (or

the reference arm light). However, spectral phase variations within or between

polarization channels may reduce the coherence envelope in a manner similar to the

effect of dispersion. Inelastic interactions, such as incoherent Raman scattering or

fluorescence, do destroy the coherence and interference with source light is lost.

19.3 Determination of the Sample Polarization Properties

From the Stokes parameters, the birefringence and optic axis of the sample can be

determined, assuming that the orientation is constant with depth. The values of Q
and U depend on the choice of the reference frame (i.e., the orientation of the

polarizing beam splitter in the detection arm). The reference frame, or laboratory

frame, is determined by the orientation of orthogonal polarization states exiting the

polarizing beam splitter, which in our case is along the horizontal and vertical axes.

The Mueller matrix for an ideal retarder is given by

1 0 0 0

0 C2 þ S2 cos d SCð1� cos dÞ �S sin d
0 SCð1� cos dÞ S2 þ C2 cos d C sin d
0 S sin d �C sin d cos d

0
BB@

1
CCA; (19.4)
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where C ¼ cos2a, S ¼ sin2a, with a the angle of the optic axis with the horizontal,
and d the retardance. Equation (19.4) is the Mueller matrix representation of a linear

retarder, with d ¼ k0zDn, k0 the wave vector, z the distance traveled through the

birefringent material, and Dn the birefringence. Upon specular reflection inside the

sample, the Stokes parameters U and V change sign. The angle a of the optic axis of
the Mueller matrix for the linear retarder on the return pass changes sign because

the coordinate handedness is changed (the propagation direction of the light is

reversed). After the return pass through the retarder, the combined Mueller matrix

of propagation, reflection, and return pass is given by

1 0 0 0

0 C2 þ S2 cos d SCð1� cos dÞ �S sin d
0 �SCð1� cos dÞ �S2 � C2 cos d �C sin d
0 �S sin d C sin d � cos d

0
BB@

1
CCA; (19.5)

with d ¼ 2k0zDn. For example, when right circularly polarized light is incident

onto a sample with linear retardance, the reflected light polarization state can be

defined by the product of the Stokes vector (1,0,0,1) and the above matrix. The

reflected light Stokes vector is

I
Q
U
V

0
BB@

1
CCA ¼

1

� sin 2a sin 2k0zDn
� cos 2a sin 2k0zDn
� cosð2k0zDnÞ

0
BB@

1
CCA: (19.6)

From (equation 19.6), it is immediately clear that the birefringence can be

determined from the Stokes parameter V and the optic axis orientation a can be

determined from the Q and U parameters, tan a ¼ Q U= .

Figure 19.5 shows a graphical depiction of the transformation of a Stokes vector

due to a birefringent medium as described in (19.6). An incident circular polariza-

tion state is shown that is transformed by a rotation over an angle (d) around an

optical axis in the Q-U plane oriented at angle 2a.

19.3.1 Depth-Resolved Imaging of Stokes Parameters

As an example, two-dimensional images of the spatially resolved Stokes parameters

of light reflected from ex vivo rodent muscle are shown in Fig. 19.6. Rodent muscle

was mounted in a chamber filled with saline and covered with a thin glass cover slip

to avoid dehydration during measurement. Figure 19.6 shows images of Stokes

parameters for right circularly polarized incident light. Several periods of normal-

ized U and V, cycling back and forth between 1 and �1, are observed in muscle,

indicating that the sample is birefringent, further demonstrated by the averages of

the Stokes parameters over all depth profiles in Fig. 19.7a.
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To verify experimentally the orientation of the optical axis, light incident on the

sample was prepared in three linear polarization states with electric fields parallel,

perpendicular, and at an angle of 45� to the experimentally determined optical axis

of the birefringent muscle. Figure 19.7b shows the average of the normalized

Stokes parameter Q over all depth profiles at the same sample location. The

negligible amplitude of oscillation in Q for light polarized parallel and perpendic-

ular to the optical axis verified the experimentally determined orientation. When

light is incident at an angle of 45� to the optical axis of the sample,Q oscillates with

increasing sample depth as expected for a birefringent sample. The similarity of the

reflected intensity for circular, parallel, and perpendicular light (shown in

Fig. 19.7c) indicates that the polarization state changes are not due to dichroism

V

−V

−Q

Q

−U

U

S

F
2 α

δ

Fig. 19.5 Rotation of the

Stokes vector for a circular

polarization state (1,0,0,1) by

a birefringent medium with

retardation d and optic axis at

an angle a with respect to the

horizontal plane. F and

S denote fast and slow optic

axis orientation, respectively

Fig. 19.6 PS-OCT images of ex vivo rodent muscle, 1 � 1 mm, pixel size 10 � 10 mm. From left
to right, the Stokes parameter I, normalized parameters Q, U, and V in the sample frame for right

circularly polarized incident light, and the degree of polarization P. The gray scale to the right
gives the magnitude of signals, 35 dB range for I, from 1 (white) to�1 (black) forQ,U, and V, and
from 1 (white) to 0 (black) for P (Reprinted from [14] with permission of the Optical Society of

America)
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of the muscle fibers. The birefringence Dn was determined by measuring the

distance of a full V period, which corresponds to a phase retardation of

p ¼ k0zDn, giving Dn ¼ 1.4 � 10�3.

19.3.2 Polarization Diversity Detection

To summarize, PS-OCT is important not only to measure birefringence but also for

accurate interpretation of OCT images. Most fibrous structures in tissue (e.g.,

muscle, nerve fibers) are form birefringent due to their structural anisotropy. Single

detector OCT systems can generate images that show structural properties by

a reduction in tissue reflectivity, solely due to polarization effects. Polarization

diversity detection is defined as the depth-resolved measurement of the I compo-

nent of the Stokes vector of light reflected from the sample. Intuitively, one might

expect that use of unpolarized sources may be advantageous for polarization

diversity detection.

Fig. 19.7 Averages of Stokes parameter I and normalized parameters Q, U, and V in the sample

frame over all depth profiles of, respectively, (a) rodent muscle, right circular incident polariza-

tion, (b) rodent muscle, linear incident polarization, parallel, perpendicular, and at 45� with the

optical axis, (c) rodent muscle, right circular, parallel, and perpendicular incident polarization, (d)
in vivo rodent skin, right circular incident polarization (Reprinted from [14] with permission of the

Optical Society of America)
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Although a polarized light source was assumed, the presented analysis is easily

extended to include unpolarized sources. An unpolarized source can be described

by the addition of two orthogonally polarized sources that are mutually incoherent.

The interference fringes at the detector(s) need to be analyzed separately for the two

pure polarization states, and the total interference fringe pattern at the detector(s) is

given by the sum of the fringe patterns generated by each pure polarization state.

An OCT system with an unpolarized source and a single detector does

not necessarily provide polarization diversity detection. On the contrary, this

system is even more sensitive to polarization effects than a system with

a polarized source.

Consider polarized source light incident on a birefringent sample acting as linear

retarder with optic axis at 45� with respect to the incident light polarization axis.

The polarization state of reflected light from some depth has undergone a p phase

retardation and is orthogonal to the incident polarization state. Since orthogonally

polarized states cannot interfere, light from the sample and reference arms do not

produce interference fringes. The same holds for each of the orthogonally polarized

states in the decomposition of an unpolarized source into linear states at 45� and

�45� with the optic axis. Therefore, for the unpolarized source, no interference

fringes will be detected. Suppose now that the decomposition of the unpolarized

source is chosen differently for the above-mentioned birefringent sample such that

the two orthogonal linearly polarized mutually incoherent states are along and

perpendicular to the optic axis. Both orthogonal polarization states reflected from

the sample are unaltered by the birefringence and will produce interference fringes

with the reference arm light. However, at the same depth as above, the interference

fringes for orthogonal polarization states are exactly p out of phase and cancel after

summation on the single detector, and no interference fringe pattern is observed.

Thus, in this example, the unpolarized source will not produce interference fringes

at one depth regardless of the orientation of the optic axis (as is expected from

symmetry arguments). In contrast, a polarized source would produce interference

fringes if the state is polarized (partially) along the optic axis.

19.3.3 Summary

PS-OCT systems can be constructed with bulk optical components. These systems

are too cumbersome to work with for practical application of this technique in

a clinical setting. For portable, robust systems, implementation of the technique in

optical fiber is necessary. In addition, probing with a single polarization state results

in incomplete polarization properties’ information of the sample. As an example,

consider a circular polarization state incident on a birefringent sample. At some

point in depth, this circular state will be converted to a linear state. If at this depth

the optical axis of the sample changes to one collinear with the linear polarization

state, the polarization will remain unchanged, that is, no change in polarization state

will be detected. To remedy this erroneous result, the sample needs to be interro-

gated with more than one polarization state. In the next section, implementation of
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PS-OCT systems in optical fiber will be described, and optimal polarization mod-

ulation schemes will be discussed to accurately determine the polarization proper-

ties of samples under study.

19.4 Fiber-Based PS-OCT Systems

Previous PS-OCT systems were air-spaced interferometers using bulk optical

components that allowed precise control over the polarization state of light in the

sample and reference arms [5–7, 14, 17]. Fiber-based interferometers offer distinct

advantages in terms of system alignment and handling but pose design problems

due to polarization changes induced in optical fibers. Polarization-maintaining

(PM) fibers have a large birefringence with a beat length of 2–3 mm. The energy

of wave components along the primary axes of the fiber is preserved, but the

relative phase is lost due to the difference in experienced optical path length. In

order to determine the Stokes parameters, such phase information is needed [14].

Recently, an OCT system was demonstrated where the difference in optical path

length in PM fiber was compensated for by splicing two matching sections with

orthogonal orientation of the optic axis [18].

19.4.1 Polarization Mode Dispersion and Differential Group Delay

Single-mode (SM) fibers (and the above-described compensated PM fibers) have

polarization mode dispersion (PMD). Due to random birefringence, induced by

core ellipticity, noncircularly symmetric stresses, and fiber bends, SM fibers prop-

agate two nearly degenerate orthogonal polarization states. Differential phase delay

(DPD) and differential group delay (DGD) between these two states cause, respec-

tively, an evolution of the polarization states along the fiber and a broadening of the

interferogram in an OCT system. With respect to DPD, which describes fiber

birefringence, and thus the polarization state change while the light propagates

through the fiber, the spectral dependence should be kept minimal to minimize the

effect of spectral components transforming to different polarization states. DGD,

which describes the difference in group delay between orthogonal polarization

states, should at least result in an optical path length difference less than the source

coherence length. The mode coupling length h describes the distance in the fiber

with a constant orientation of the optic axis. It can be interpreted similarly to the

mean free path (the distance between scattering events) in a random walk model of

light diffusion. For fiber length L shorter than the mode coupling length h, DPD and

DGD are directly proportional to fiber length. This relationship changes to a square

root dependence for L >> h, indicating the underlying one-dimensional random

walk nature of PMD [19]. We used a single-mode fiber (Corning SMF-28) with

a PMD � 0:1½ps ffiffiffiffiffiffi
km

p� � if L > h and � 0:1
ffiffiffiffiffiffi
km

p ffiffiffi
h

p ½ps km=
� � if L < h, resulting in

an optical path length difference between orthogonal polarization states that is in

either case less than 2 mm for 4.4 m of fiber.
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19.4.2 Fiber-Based PS-OCT Instrument

In Fig. 19.8, a single-mode fiber-based PS-OCT system is presented, which was

described earlier [20]. A low-coherence source (AFC Technologies) with a FWHM

bandwidth of 80 nm centered at 1,310 nm was polarized by a bulk polarizer and

coupled back into the fiber. Quarter and half wave plates before the polarizer were

used to select the polarization state of the source with the highest power (8 mW).

Quarter and half wave plates after the polarizer prepared the polarization such that

after a short fiber length (15 cm) the light emerged with equal magnitude wave

components parallel and perpendicular to the optic axis of a bulk electro-optic

polarization modulator (New Focus 4104). The modulator allows control of the

polarization state over a grand circle on Poincaré sphere.

A four-step driving function, where each step introduces a p 2= phase shift,

cycles the light over four Stokes vectors. In Fig. 19.9, the numbered black dots

on the black grand circle indicate the polarization states immediately after the

modulator, before a fiber 2 � 2 coupler. Due to the sample arm fiber circular and

linear birefringence (or equivalently the DPD), the polarization state at the tip of the

sample arm fiber is unknown. However, in a lossless fiber (with a total DGD smaller

than the coherence time of the light), the transformations in Poincaré sphere are

orthonormal, preserving the angles between the four Stokes vectors. The numbered

gray dots on the gray grand circle in Fig. 19.9 indicate a possible realization of the

four polarization states at the fiber tip. The sample arm consists of a fiber with

a collimator and focusing lens, mounted on a motorized linear translation stage.

In the reference arm, a static polarization controller is aligned such that for all

four polarization states, half of the light is transmitted through a PM fiber pigtailed

phase modulator (JDS Uniphase) which by its structure polarizes the light.

The PM fiber is also used to couple the light into a rapid-scanning optical delay

Fig. 19.8 Schematic of the fiber-based PS-OCT system
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line (RSOD) [21, 22], which was operated with the spectrum centered on the galvo

mirror. The RSOD thus only generates a group delay and no phase delay; the carrier

of the interferometric signal at the detector is only generated by the phase modu-

lator. The phase modulator is driven by a sawtooth waveform at 1 MHz, generating

a maximum 2p phase shift after double passage.

In the detection arm, a static polarization controller before the polarizing beam

splitter is aligned such that the reference arm light is split equally over both

detectors. Electronic signals were high pass filtered, amplified, and digitized by

a 12-bit dual-channel 10 M samples/s per channel A/D board (Gage Applied

Sciences Inc.).

19.4.3 Fiber-Based PS-OCT Data Processing

Data processing consists of lock-in detection in software of the sine and cosine

components at the reference frequency of 1 MHz. The sine and cosine components

of 5-mm segments in each A-line (depth profile) of 2 mm length are processed to

obtain the Stokes parameters as described earlier [14, 23]:

V

-V

-Q

Q

1

-U

U

4
1

1

2

3

4

2
3

Fig. 19.9 The black dots numbered 1 through 4 on the black grand circle and axes show the four

polarization states with 90� retardance increments after the polarization modulator. The gray dots
numbered 1 through 4 on the gray grant circle show a possible realization of the polarization states

at the sample arm fiber tip. In the absence of polarization-dependent loss, the 90� angle between
the Stokes vectors after the polarization modulator is maintained at the sample arm fiber tip. The

random orientation of circular and linear birefringence in the fiber transforms the light after the

polarization modulator by a rotation in the Poincaré sphere
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I ¼ sin2H þ cos2H þ sin2V þ cos2V ;

Q ¼ sin2H þ cos2H � sin2V � cos2V ;

U ¼ 2sinH � sinV þ 2cosH � cosV ;
V ¼ 2sinH � cosV � 2cosH � sinV :

(19.7)

Figure 19.10 shows 16 images of the four Stokes parameters for each of the four

input states. A close look at these images reveals that the Stokes parameter images

Q, U, and V for input polarization state 1 and 3 form an (nearly) identical pair that

only differs in sign. In the images, this is apparent by an opposite gray scale color.

Input polarization states 2 and 4 form a similar pair. The four input states form two

pairs of orthogonal polarizations. In the Poincaré sphere representation, two orthog-

onal states are collinear vectors pointing to opposite points on the sphere. In

a purely birefringent medium, two orthogonal states will undergo the exact same

transformation and one Stokes vector can be obtained from the corresponding

orthogonally polarized vector by a mirror operation in the origin. The pairs 1,3

and 2,4 carry independent information and are necessary to determine tissue

birefringence properties. The lack of control over the polarization state incident

on the sample due to the unknown polarization state change in the sample arm fiber

could lead to the undesirable situation that the polarization state for pair 1,3 is linear

and aligned with the optic axis of the medium. In this case, the polarization state

will remain unchanged while propagating through the birefringent medium. In the

Poincaré sphere representation, the incident Stokes state is collinear with the

rotation. However, Stokes vector pair 2,4 is oriented at an angle of 90� with pair

Fig. 19.10 Stokes parameter

images I, Q, U, and V for each

of the four input polarization

states for in vivo human skin.

Image size is 2 � 2 mm, gray

scale coded on a logarithmic

scale for the I parameter, and

linearly gray scale coded from

black to white for Q, U, and V
values between 1 and �1
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1,3, which was collinear with the axis of rotation. Thus, pair 2,4 makes a right

angle with the rotation axis and, thus, will be transformed over a grand circle.

In conclusion, any set of two polarization states that make an angle of 90� in

the Poincaré sphere will necessarily be transformed by sample birefringence. In

contrast, a collinear set (180� angle in the Poincaré sphere) is not necessarily

transformed by sample birefringence. By calculating a single rotation matrix that

transforms both pairs simultaneously, the birefringence of the sample can

be determined, regardless of the actual realization of the polarization states

at the fiber tip or the orientation of the sample optic axis. Pure diattenuation in

the sample will lead to different transformations for orthogonally polarized

Stokes vector pairs; the Stokes vectors of a pair do not remain collinear.

The effect of diattenuation in the measurement can be eliminated by averaging

these 16 images as follows: for each pair of orthogonal incident polarizations, the I
images are averaged by addition and the Q, U, and V images are averaged by

subtraction since they have opposite signs. Any diattenuation contribution to the

transformation of the remaining two Stokes vectors is eliminated. The resulting

eight images (one set of I, Q, U, and V images per input pair) define two Stokes

vectors that are described by lengths I1 and I2 and three component (Q, U, and V)
vectors I1 and I2 with unit length (Fig. 19.11).

The incident polarization states I1 and I2 are now determined by the polarization

state of light returning from the surface of the sample. I1 and I2 are compared to

Stokes vectors returning from deeper in the sample, denoted by states I1
0 and I2

0.
The calculation involves first determining an optic axis and then a degree of phase

retardation about that axis. A single rotation, for example, from I1 to I1
0, determines

a plane of possible optic axes spanned by the sum and cross product of the two

states. The intersection of the two planes, one determined by I1 and I1
0 (Fig. 19.12b)

and the other determined from I2 and I2
0 (Fig. 19.12c), is taken as the overall optic

axis, A (Fig. 19.12d). The final step in the analysis is determining the degree of

phase retardation over this optic axis. y1 may be defined as the degree of rotation

aboutA that takes I1 to I1
0, and y2 is defined analogously. The expectation is that the

two rotation angles are equal; however, in practice, they differ slightly due to noise.

The overall phase retardation is taken as the intensity weighted average of

the angles

y ¼
I1
!0��� ��� y1 þ I2

!0��� ��� y2
I1
!0��� ���þ I2

!0��� ��� : (19.8)

These values are encoded on a gray scale with black and white representing

rotation of 0 and p radians, respectively. A more elaborate expression for (19.8) was

given in B.H. Park et al. [24].

Currently, a single rotation matrix is calculated at each depth in the sample,

which assumes that the optical axis is constant. In a more advanced approach, the
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rotation matrix could be calculated between consecutive Stokes vectors along

a depth profile, which would take into account variations in the orientation of the

optic axis with depth. The total encountered birefringence would be the sum of the

absolute values of the consecutive rotation angles. However, the presence of

speckle noise would likely lead to a significant overestimation of the total phase

retardation.

Fig. 19.11 Polarization-sensitive OCT images of in vivo human skin of the (inside) ventral

forearm. (a) Conventional intensity image averaged from four scans with different incident

polarizations. (b) Retardation phase map indicating the minimum amount of retardation to shift

the incident polarization vector to the polarization state reflected back from a given depth. (c)
Orthogonality image depicting the value of the cross product of the Stokes vectors. The remaining

six images depict the polarization components of the Stokes vectors of the backscattered light for

the pairs of polarizations that have been averaged: polarization 1 (d) Q, (e) U, (f) V, polarization 2
(g) Q, (h) U, (i) V
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19.4.4 Polarization Modulation Schemes

In order to evaluate the optimal choice of polarization states with which to inter-

rogate the sample to determine the polarization properties, the possible polarization

changes in the sample will be analyzed in the framework of Jones matrices and

transformations in the Poincaré sphere. In the description discussed so far, the

amplitude and the electric field components in orthogonal polarization channels

were used to calculate the Stokes vector, and the polarization properties of tissue

were analyzed by transformations in the Poincaré sphere. Equivalently, the ampli-

tude and the electric field components can be used to perform an analysis using

Jones matrix formalism [25, 26]. A Jones matrix is a complex 2 � 2 transfer matrix

describing the transformation of the electric field components propagating through

matter. Since a common phase factor can be extracted, a Jones matrix has seven

independent variables. The polarization properties can be separated into four

fundamental effects: linear birefringence (LB), circular birefringence (CB), linear

diattenuation (LD), and circular diattenuation (CD). A sample that acts as

l2

v

U Q

l�1

l�1

l1xl�1

l1+l�1

l1

P1

l1

l�2

l�2

P2

A

l2×l�2

l2+l�2

l2

Fig. 19.12 These figures illustrate an example of a birefringence calculation. The polarization

states at the surface, I1 and I2, are depicted on Poincaré sphere along with the polarization states

reflected from a particular point in the sample, I1
0 and I2

0. Plane P1 is determined from I1 and I1
0.

Plane P2 is determined from I2 and I2
0. The intersections of planes P1 and P2 are taken as the

combined optic axis A (Reprinted from [8] with permission of the Society of Photo-Optical

Instrumentation Engineers)
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a polarizer can be described by diattenuation. The transmission Jones matrices for

the above-described effects are given by, respectively,

LB:
cos a � sin a
sin a cos a

� �
e�id=2 0

0 eid=2

� �
cos a sin a
� sin a cos a

� �
; (19.9)

CB:
cos g sin g
� sin g cos g

� �
; (19.10)

LD:
cos a � sin a
sin a cos a

� �
P1 0

0 P2

� �
cos a sin a
� sin a cos a

� �
; (19.11)

CD:
eip=4 �eip=4

e�ip=4 e�ip=4

� �
P1 0

0 P2

� �
e�ip=4 eip=4

�e�ip=4 eip=4

� �
; (19.12)

with a the orientation of the birefringence or diattenuation optic axis with the

horizontal, d and g the linear and circular phase retardance, respectively, and P1

and P2 the diattenuation coefficients with a value between 0 and 1.

A sample can be described by the matrix product of these Jones matrices. Since

these matrices do not commute, the order does matter. The corresponding trans-

formations in the Poincaré sphere for these four effects are depicted in Fig. 19.13.

The transformation in the Poincaré sphere for a product of Jones matrices is given

by a subsequent application to the Stokes vector of the corresponding transforma-

tions in the Poincaré sphere.

As discussed previously, a single polarization state will not suffice to determine

uniquely the polarization properties, since the incident state could coincide with the

optic axis for birefringence, or the convergence point for diattenuation. For bire-

fringent tissue and a circular input polarization state, the polarization state will be

converted to a linear state at some depth in the tissue. If at that depth the orientation

of the optic axis changes to be collinear with the linear polarization state, no

additional change in the polarization state will be detected from that depth on.

The minimal number of polarization states needed to uniquely determine the

polarization properties in reflection is two. Due to the Jones reversibility theorem,

the Jones matrix for light propagating forth and back through the same optical

element is transpose symmetric [27]. Because of this symmetry, the number of

independent parameters in the Jones matrix is reduced from seven to five [26].

A single measurement results in three known quantities: the electric field ampli-

tudes in orthogonal polarization channels and their relative phase. Two measure-

ments with different polarization states yield six known quantities, more than

sufficient to determine the five independent parameters in the Jones matrix [26].

The elimination of two independent parameters in the Jones matrix is

a consequence of the cancellation of circular birefringence and circular

diattenuation upon forth and back propagation through the same optical element.
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This can be verified by taking the matrix product of the Jones matrix for reflection

sandwiched between the Jones matrix for circular birefringence or circular

diattenuation, respectively. The resulting matrix is a diagonal matrix with opposite

sign of the diagonal elements, representative of the Jones matrix for reflection.

The effects of circular birefringence and circular diattenuation are eliminated from

the resulting matrix.

The optimal choice for the two polarization states with which to probe the

sample is given by two states that make a right angle in the Poincaré sphere

representation [8, 10, 20, 28], for example, a V ¼ 1 and a Q ¼ 1 pair, or a Q ¼ 1

and a U ¼ 1 pair. As is evident from the transformations associated with birefrin-

gence as depicted in Fig. 19.13, if one state is an eigenvector of the transformation,

the other state of the pair will trace out the longest arc on the sphere under the

transformation.

Fig. 19.13 Representation of the transformations in the Poincaré sphere for linear and circular

birefringence (top panel) and linear and circular diattenuation (bottom panel). Linear birefringence
is described by a rotation around an axis in the Q-U plane (in this example the Q-axis). Circular
birefringence is described by a rotation around the V-axis. Linear diattenuation is described by

a transformation of the Stokes vector over trajectories converging toward a point on a grant circle

in the Q-U plane (in this example the Q ¼ 1 point). Circular diattenuation is described

by a transformation of the Stokes vector over trajectories converging toward the poles on

the V-axis. Diattenuation is associated with loss. In these examples, the Stokes vectors were

normalized on the intensity to obtain length unity
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The optimal choice for two polarization states was based on the assumption of

probing the sample in sequential A-lines (depth profiles) with two states. In the next

section, the Jones formalism will be expanded to analyze the result of polarization-

sensitive OCT configurations that incorporate optical fiber. At the end,

a polarization modulation scheme will be discussed where the polarization state

will be modulated within a single A-line. In the latter case, the optimal polarization

states are opposite in the Poincaré sphere representation (i.e., a horizontal and

a vertical polarization state) with the assumption that the phase in the interference

fringes between the two polarization states is stable.

19.4.5 Jones Formalism

The nondepolarizing polarization properties of an optical system can be completely

described by its complex Jones matrix, J, which transforms an incident polarization

state, described by a complex electric field vector, E ¼ H; V½ �T , to a transmitted

state, E0 ¼ H0; V 0½ �T , and can be decomposed in the form J ¼ JRJP ¼ JP0JR0 [29].

Birefringence, described by JR, can be parameterized by three variables: a degree of

phase retardation � about an axis defined by two angles, g and d. Diattenuation,
described by JP, is defined as d ¼ P2

1 � P2
2

� �
P2
1 þ P2

2

� ��
and can be parameterized

by four variables, where P1 and P2 are the attenuation coefficients parallel and

orthogonal, respectively, to an axis defined by angles G and D. These seven

independent parameters, along with an overall common phase eic, account for all
four complex elements of a general Jones matrix J. Assuming that birefringence

and diattenuation arise from the same fibrous structures in biological tissue and thus

share a common axis (d ¼ D and g ¼ G) [25], the number of independent param-

eters is reduced by two. An incident and reflected polarization state yield three

relations involving the two orthogonal amplitudes and the relative phase between

them [9]. Therefore, it is possible to use the six relationships defined by two unique

pairs of incident and reflected polarization states to exactly solve for the Jones

matrix of a sample.

In general terms, a PS-OCT system sends polarized light from a broadband

source into the sample and reference arms of an interferometer, and reflected light

from both arms is recombined and detected. Define Jin as the Jones matrix

representing the optical path from the polarized light source to the sample surface,

Jout as that going from the sample surface to the detectors, and JS as the round-trip
Jones matrix for light propagation through a sample [30]. This nomenclature can be

applied to all PS-OCT systems, ranging from bulk-optic systems [5–7, 9, 17, 31], to

those with fibers placed such that they are traversed in a round-trip manner [32], to

time-domain [20, 33] (Fig. 19.14) and spectral-domain [34] PS-OCT systems with

the unrestricted use of optical fiber and nondiattenuating fiber components, and

even for retinal systems [35], where the polarization effects of the cornea can be

included in Jin and Jout. The electric field of light reflected from the sample surface,

E, can be expressed as E ¼ eicJoutJinEsource, where c represents a common phase

and Esource represents the electric field of light coming from the polarized source.
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Likewise, the electric field of light reflected from some depth within the tissue may

be described by E0 ¼ eic
0
JoutJSJinEsource. These two measurable polarization states

can be related to each other such that E0 ¼ eiDcJTE, where JT ¼ JoutJSJ
�1
out and

Dc ¼ c0 � c.
If the optical system representing Jout is nondiattenuating, Jout can be treated as

a unitary matrix with unit determinant after separating out a common attenuation

factor. JS can be decomposed into a diagonal matrix JC ¼ P1e
i�=2; 0; 0; P2e

i�=2
	 


,

containing complete information regarding the amount of sample diattenuation and

phase retardation, surrounded by unitary matrices with unit determinant that define

the sample optic axis. JT can be reformed such that

JT ¼ JoutJSJ
�1
out ¼ Jout JAJCJ

�1
A

� �
J�1
out ¼ JUJCJ

�1
U , where JU ¼ JoutJA. Since unitary

matrices with unit determinant form the special unitary group SU(2) [36], JU must

also be a unitary matrix with unit determinant by closure and can be expressed in

the form

JU ¼ eib
Cye

i f�’ð Þ �Sye
i fþ’ð Þ

Sye
�i fþ’ð Þ Cye

�i f�’ð Þ

� �
: (19.13)

An alternative formulation for JT can be obtained by combining information

from two unique incident polarization states, H0
1; H0

2; V0
1; V0

2½ � ¼
eiDc1JT H1; eiaH2; V1; eiaV2

	 

, where a ¼ Dc2 � Dc1. The polarization prop-

erties of interest can be obtained by equating the two expressions for JT to yield

sourcep.c.

o.c.

scanning
handpiece

R.S.O.D.

p.

Jin

Jout

JS

f.p.b.
detectors

p.m.

Fig. 19.14 Schematic of the fiber-based PS-OCT system (p.c. polarization controller,

p. polarizer, p.m. polarization modulator, o.c. optical circulator, R.S.O.D. rapid-scanning optical

delay, f.p.b. fiber polarizing beam splitter). Jin, Jout, and JS are the Jones matrix representations for

the one-way optical path from the polarization modulator to the scanning handpiece, the one-way

optical path back from the scanning handpiece to the detectors, and the round-trip path through

some depth in the sample, respectively (Reprinted from Fig. 19.1 of Ref. [30] with permission of

the Optical Society of America)
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eiDc1
P1e

i� 2= 0

0 P2e
�i� 2=

" #
¼ Cy Sy

�Sy Cy

� �
e�if 0

0 eif

" #
H0

1 H0
2

V0
1 V0

2

� �
:

H1 eiaH2

V1 eiaV2

� ��1
eif 0

0 e�if

" #
Cy �Sy

Sy Cy

� �
(19.14)

In principle, parameters y, f, and a can be solved for with the condition that

the off-diagonal elements of the matrix product on the right-hand side of (19.14)

are equal to zero. In practice, real solution cannot always be found, as measure-

ment noise can induce nonphysical transformations between incident and trans-

mitted polarization states. To account for this, (19.14) can be solved by

optimizing parameters y, f, and a to minimize the sum of the magnitudes of

the off-diagonal elements. In principle, this can be achieved using two unique

incident polarization states to probe the same volume of a sample. However,

when two orthogonal incident polarization states are used [32], birefringence

cannot be retrieved under all circumstances [37]. A better choice is to use two

incident polarization states perpendicular in a Poincaré sphere representation to

guarantee that polarization information can always be extracted [20, 24, 33–35,

38]. The degree of phase retardation can easily be extracted through the phase

difference of the resulting diagonal elements, and the diattenuation by

their magnitudes. It should be noted that these phase retardation values range

from �p to p and can therefore be unwrapped to yield overall phase retardations

in excess of 2p.
As a control measurement, a series of OCT intensity images with varying single

linear incident polarization states were acquired from chicken tendon and muscle

tissue. The orientations for which the reflected polarization states from within

the tissue varied minimally as a function of depth were chosen as those where

the incident state was aligned parallel or orthogonal to the sample optic axis.

The corresponding intensity profiles described attenuation parameters P1 and P2,

from which depth-resolved control diattenuation plots were derived. PS-OCT

scans were then acquired of the same tissue regions. After correcting for

slight imbalances between the gains for the two orthogonal detectors,

depth-resolved plots of both diattenuation and phase retardation were calculated.

The resulting single-pass diattenuation plots are shown in Fig. 19.15. Numerical

simulation revealed that the average angular displacement of a polarization state on

the Poincaré sphere for a small diattenuation, d, is approximately 40dð Þ�. Given that
the a standard deviation of the order of 5� for individual polarization states reflected
from the surface was found, the control and PS-OCT-derived diattenuation per unit

depth of chicken muscle, 0:0380� 0:0036=mm versus 0:0622� 0:0533=mm,

and tendon, 0:5027� 0:0353=mm versus 0:3915� 0:0365=mm, were within

reasonable agreement. These diattenuation values correspond to angular displace-

ment on the order of 1:5� 2:5�=mm and 15� 20�=mm for muscle and tendon,

respectively. The slopes of the respective phase retardation plots, 179:7�=mm and
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1184:4�=mm for tendon, are well within expected parameters. The angular

displacement of the Stokes vectors as a result of diattenuation is negligible com-

pared with those due to birefringence in both cases, implying that for these samples,

birefringence can be determined with accuracy even ignoring diattenuation.

A relative optic axis can be derived from f and y, given in Stokes parameter

form by A ¼ 1; C2fC2y; C2fS2y; S2f½ �T . However, determination of this rel-

ative optic axis in a fiber-based system has a fundamental ambiguity. All members

of the SU(2) group can be mapped to rotations in SO(3), and so Jout, JA, and JU all

represent rotations in a Poincaré sphere representation. This means that JC, JS, and
JT are related by unitary transforms and are equivalent except for their respective

coordinate systems. Therefore, the amount of phase retardation and diattenuation in

JC, JS, and JT is the same. The three matrices differ only in their eigenvectors, and

their optic axis equivalents, in a well-defined manner dictated by Jout. In other

words, the optic axis of JT is the product of the sample optic axis defined by JA and

the fiber transformations represented by Jout.
Due to the round-trip nature of detected light propagation in tissue, the circular

components of birefringence and diattenuation in the sample cancel. Only the

linear components of these properties can be measured using PS-OCT. In mathe-

matical terms, the optic axes of JS, defined by its eigenvectors, can represent only

linear birefringence and diattenuation; the V-component (describing circular

Fig. 19.15 Single-pass diattenuation as a function of depth. The open triangles and squares

represent control diattenuation values of chicken tendon and muscle, respectively, calculated from

comparison of the reflectivity profiles for linear incident polarization states along and orthogonal

to the fiber direction. The solid triangles and squares are diattenuation values derived from

PS-OCT images acquired from the same tissues. Linear least-squares fits are shown for all plots

(Reprinted from Fig. 19.3 of Ref. [30] with permission of the Optical Society of America)
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polarization effects) of the equivalent Stokes vector must equal zero. Therefore, all

possible optic axes for JS lie on the QU-plane of a Poincaré sphere. Since JT and JS
differ only by an overall rotation of their coordinate systems, the plane of all

possible optic axes for JT can be rotated off the QU-plane to some arbitrary plane

passing through the origin. The optic axes of JT can then have circular components

that are entirely due to rotations of the coordinate system arising from system fiber.

To verify this analysis, PS-OCT images were taken of a chicken muscle sample, its

surface oriented orthogonal to the incident beam, and rotated in 40� increments to

span a full 360�. Details of the fiber-based PS-OCT system, capable of imaging at

2,048 depth scans per second, were presented by Pierce et al. [33]. It should be

noted that the sample itself was rotated and that the fibers in the system were left

untouched. Two different analysis methods, the vector-based method and the

Jones-matrix-based method, were used to analyze the data, providing nearly

identical results. The resulting optic axes, along with a plane determined by

least-squares fitting, are shown in the inset of Fig. 19.16. The rotation away from

the QU-plane is evident, as is the coplanarity of the calculated optic axes.

One method of determining optic axis orientation is to simply determine the

orientation as an angle on this tilted plane, as shown in Fig. 19.16. The resulting

orientations, relative to that at 0�, are plotted as a function of the set orientation and
show that the relative optic axis orientation can be recovered accurately. A second

method is to rotate the calculated plane of optic axes back down onto the QU-plane

of the Poincaré sphere. The change in coordinate system due to optical fibers in the

system can be decomposed into two parts: a rotation within the plane of possible

measured optic axes and a tilting of the plane about some arbitrary axis in the QU-

plane. The rotation within the plane causes an overall offset in the calculated

orientation that has been discussed in previous publications [32, 37–39] and implies

that only relative orientation angles, not absolute angles, can be determined from

a fiber-based PS-OCT system. The tilting of the plane leads to what can be termed

a p-ambiguity, or an indeterminacy in the sign of the orientation angle [39].

One proposed method to compensate for this tilting uses the reflection from the

surface of a sample to determine the rotation needed to tilt the plane back onto the

QU-plane by solving E ¼ eicJTinJinEsource, where Jin represents the sample arm fiber

only [32]. Four possible solutions to Jin can be found that map to two unique

rotations in SO(3) corresponding to common phase factors c differing by p. In
geometrical terms, this is the equivalent of the fact that there are two ways to rotate

the plane of measured optic axes onto the QU-plane of the Poincaré sphere (face-up
and face-down). This results in an ambiguity in the sign of the orientation angle. In

other words, as the set optic axis orientation of a sample rotates in one direction, the

measured optic axis orientation, depending on the correction chosen, could move in

either direction. Thus, the sign of the orientation angle cannot be determined

explicitly, only the absolute value, or magnitude, of change from one location to

the next. The slope of Fig. 19.16, relating the calculated orientation to the set

orientation for a set of data where the same correction could be used throughout,

could be positive or negative with equal validity. This p-ambiguity is inherent to all
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fiber-based PS-OCT systems and implies that although the relative optic axis within

an image can be determined, the direction of change in optic axis orientation cannot

be compared from image to image absolutely without a priori knowledge.

19.4.6 Rapid Polarization Modulation Within an A-Line (Depth
Profile)

The polarization modulation schemes presented above assumed that the polariza-

tion was modulated between consecutive A-lines (depth profiles). Yamanari et al.

presented in 2008 a polarization modulation scheme where the polarization was

rapidly modulated within an A-line (depth profile) [40]. Modulation within an

A-line removes the arbitrary phase a in (19.14) that was introduced to account for

phase instabilities between consecutive A-line scans in the Jones matrix formalism.

Eliminating the arbitrary phase a by the fast modulation scheme also alters the

choice of optimal incident polarization states: the optimal polarization states

become opposite in the Poincaré sphere representation (i.e., a horizontal and

a vertical polarization state) under the condition that the phase a in the interference
fringes between the two polarization states is stable.
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Fig. 19.16 Calculated optic axis orientation as a function of set orientation relative to 0� (squares,
measured orientation; lines, linear fit to the data). As a result of the p-ambiguity (see text), the

measured orientation can have both a positive and a negative slope with equal likelihood. Inset,
Poincaré sphere representation of the calculated optic axes (arrows) for various set orientations of
the tissue sample optic axis. The plane (dashed circle) in which these optic axes lie was determined

by least-squares fitting (Reprinted from Fig. 19.1 of Ref. [39] with permission from the Optical

Society of America)
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19.5 Future Directions in PS-OCT

The potential biological and medical applications of PS-OCT are just beginning to

be explored. Much work remains for further development of PS-OCT. We antici-

pate progress will proceed in three major areas; these include instrumentation,

biological and medical applications, and data interpretation/image processing.

Many clinical applications of PS-OCT require a fiber-based instrument that can

record images at high frame rates. Especially the progress made in SD-OCT and

OFDI allow for high-speed systems [41–44]. Because many components in biolog-

ical materials contain intrinsic and/or form birefringence, PS-OCT is an attractive

technique for providing an additional contrast mechanism that can be used to

image/identify structural components. Moreover, because functional information

in some biological systems is associated with transient changes in birefringence, the

possibility of functional PS-OCT imaging should be explored. PS-OCT may hold

considerable potential for monitoring, in real-time, laser surgical procedures

involving birefringent biological materials. Because many laser surgical procedures

rely on a photothermal injury mechanism, birefringence changes in subsurface

tissue components measured using PS-OCT may be used as a feedback signal to

control laser dosimetry in real time. The loss of birefringence in thermally dena-

tured collagen might provide a means for in vivo burn depth assessment [6, 8, 45].

Changes in birefringence of the retinal nerve fiber layer might provide an early

indication of the onset of glaucoma. Finally, many features of PS-OCT interference

fringe data require additional interpretation and study. Because polarization

changes in light propagating in the sample may be used as an additional contrast

mechanism, the relative contribution of light scattering and birefringence-induced

changes requires further study and clarification. In principle, one would like to

distinguish polarization changes due to scattering and birefringence at each position

in the sample and utilize each as a potential contrast mechanism. In conclusion, we

anticipate PS-OCT will continue to advance rapidly and be applied to novel

problems in clinical medicine and biological research.
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This is an imaging modality that combines Doppler principles with optical

coherence tomography to image tissue structure and blood flow velocity

Z. Chen (*) • G. Liu

Department of Biomedical Engineering, Beckman Laser Institute, University of California, Irvine,

Irvine, CA, USA

e-mail: z2chen@uci.edu, gangjun@gmail.com

V.V. Tuchin (ed.), Handbook of Coherent-Domain Optical Methods,
DOI 10.1007/978-1-4614-5176-1_20, # Springer Science+Business Media New York 2013

889

mailto:z2chen@uci.edu
mailto:gangjun@gmail.com


simultaneously. We will review the principle and technology of D-OCT and

illustrate a few examples of its applications.

20.1 Introduction

Noninvasive techniques for imaging in vivo blood flow are of great value for biomed-

ical research and clinical diagnostics where many diseases have a vascular etiology or

component. In dermatology, for example, the superficial dermal plexus alone is

particularly affected by the presence of disease (e.g., psoriasis, eczema, scleroderma),

malformation (e.g., port-wine stain, hemangioma, telangiectasia), or trauma (e.g.,

irritation, wound, burn). In these situations, it would be most advantageous to the

clinician if blood flow and structural features could be isolated and probed at user-

specified discrete spatial locations in either the superficial or deep dermis. In ophthal-

mology, many ophthalmic diseases may involve disturbances in ocular blood flow,

including diabetic retinopathy, low tension glaucoma, anterior ischemic optic neuritis,

and macular degeneration. For example, in diabetic retinopathy, retinal blood flow is

reduced and the normal autoregulatory capacity is deficient. Ocular hemodynamics is

altered in patients with glaucoma, and severe loss of visual function has been

associated with reducedmacular blood flow. Simultaneous imaging of tissue structure

and blood flow can provide critical information for early diagnosis of ocular disease.

Finally, three-dimensional mapping of microcirculation may also provide important

information for the diagnosis and management of cancer. It is known that the

microvasculature of mammary tumors has several distinct differences from normal

tissues. Tumor vasculature provides significant additional information for the differ-

entiation of benign and malignant tumors [1]. The mapping of in vivo blood changes

following pharmacological intervention is also important for the development of

antiangiogenic drugs for cancer treatment.

Currently, techniques, such as Doppler ultrasound (DUS) and laser Doppler

flowmetry (LDF), are used for blood flow velocity determination. DUS is based

on the principle that the frequency of ultrasonic waves backscattered by moving

particles is Doppler shifted. However, the relatively long acoustic wavelengths

required for deep tissue penetration limit the spatial resolution of DUS to approx-

imately 200 mm. Although LDF has been used to measure mean blood perfusion in

the peripheral microcirculation, high optical scattering in biological tissue prevents

its application for tomographic imaging.

Optical coherence tomography (OCT) is a noninvasive imagingmodality for cross-

sectional imaging of biological tissue with micrometer scale resolution [2]. OCT uses

coherence gating of backscattered light for tomographic imaging of tissue structure.

Variations in tissue scattering due to inhomogeneities in the optical index of refraction

provide imaging contrast. However, in many instances and especially in the early

stages of disease, the change in tissue-scattering properties between normal and

diseased tissue is small and difficult to measure. One of the great challenges for

extending the clinical applications of OCT is to find more contrast mechanisms that

can provide physiological information in addition to morphological structure.
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Doppler OCT (D-OCT) (also named optical Doppler tomography (ODT)) com-

bines the Doppler principle with OCT to obtain high-resolution tomographic

images of static and moving constituents simultaneously in highly scattering bio-

logical tissues [5–7]. The first use of coherence gating to measure localized flow

velocity was reported in 1991, where the one-dimensional velocity profile of the

flow of particles in a duct was measured [3]. In 1997, the first two-dimensional

in vivo D-OCT imaging was reported using the spectrogram method [4, 5]. The

spectrogram method uses a short-time fast Fourier transformation (STFFT) or

wavelet transformation to determine the power spectrum of the measured fringe

signal [4–9]. Inasmuch as detection of the Doppler shift using STFFT requires

sampling the interference fringe intensity over at least one oscillation cycle, the

minimum detectable Doppler frequency shift, fD, varies inversely with the STFFT

window size [7–10]. Therefore, velocity sensitivity, spatial resolution, and imaging

speed are coupled. This coupling prevents the spectrogram method from achieving

simultaneously both high imaging speed and high velocity sensitivity, which are

essential for measuring flow in small blood vessels where flow velocity is low [4–6].

Phase-resolved D-OCT was developed to overcome these limitations [10, 11].

This method uses the phase change between sequential line scans for velocity image

reconstruction [10–13]. Phase-resolved D-OCT decouples spatial resolution and

velocity sensitivity in flow images and increases imaging speed by more than two

orders of magnitude without compromising spatial resolution and velocity sensi-

tivity [10, 11]. The minimum flow velocity that can be detected using an A-line

scanning speed of 1,000 Hz is as low as 10 mm/s while maintaining a spatial

resolution of 10 mm. The significant increases in scanning speed and velocity

sensitivity make it possible to image in vivo tissue microcirculation in human

skin [10, 11, 14]. A real-time phase-resolved D-OCT system that uses polarization

optics to perform Hilbert transformation was demonstrated [13]. A number of real-

time, phase-resolved D-OCT systems using hardware and software

implementations of a high-speed processor have also been reported [15, 16].

One of the limitations of using the Doppler shift to study blood flow is that the

Doppler shift is only sensitive to the flow velocity parallel to the probing beam.

However, in many biological cases where flow direction is not known, Doppler

shift measurement alone is not enough to fully quantify the flow. Furthermore, there

are many clinical applications, such as ocular blood flow, in which vessels are in the

plane perpendicular to the probing beam.

Several methods have been reported to measure the vector flow, including

multiple angle measurements. However, sequential measurements with different

angles of incident beam will only be useful for measuring steady state flow.

A dual-channel, optical low-coherence reflectometer has been demonstrated that

performs simultaneous measurements from two incident beams with different

angles from two polarization channels [17]. The advantage of the dual-channel

method is that two incident angle measurements are performed simultaneously.

The disadvantage is that probing beams involve polarization optics and may not

be suitable for endoscopic applications. A method to measure transverse flow

velocity using the bandwidth (standard deviation) of the Doppler spectrum was
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reported in 2002 [18]. The advantage of this technique is that a single measure-

ment of the Doppler spectrum will provide both transverse and longitudinal flow

velocity.

In many clinical applications, the mapping of the microvasculature is more

important than the measurement of the flow velocity. Doppler variance (or standard

deviation) tomography developed by our group provides an excellent method for

mapping microvasculature [11, 12, 14, 19–22]. It was demonstrated that Doppler

variance imaging has the advantages of being less sensitive to the pulsatile nature of

the blood flow and the complex variation of incident angle. Recently, several

groups have successfully extended a number of similar methods for mapping

blood vessel networks. Yasuno et al. demonstrated an intensity-based binarization

method named scattering optical coherence angiography (S-OCA) to map fine

vasculature in the retinal and choroid layers [23–25]. Wang et al. proposed

a method called optical microangiography (OMAG) technology to separate the

static and moving signals with a modified Hilbert transform that remove low-

frequency static signals [26–28]. Szkulmowski et al. designed a joint spectral and

time domain OCT for the detection of capillary level blood vessels [29, 30]. In

addition, intensity variation-based methods have also been proposed for mapping

blood vessels [31–35].

Due to its exceptionally high spatial resolution and velocity sensitivity, D-OCT has

a number of applications in biomedical research and clinical medicine. Several bio-

medical applications of D-OCT have been demonstrated, including screening vasoac-

tive drugs, monitoring changes in image tissue morphology and hemodynamics

following pharmacological intervention and photodynamic therapy, evaluating the

efficacy of laser treatment in port-wine stain patients, assessing the depth of burn

wounds, mapping cortical hemodynamics for brain research, and imaging tumor

microvasculature [7, 8, 10–12, 14, 20, 36–39]. Clinical application of D-OCT

in ophthalmology and gastrointestinal tracts has also been demonstrated [19, 22, 27,

40–49].

In this chapter, we will review the principle and technology of D-OCT and

describe a few examples of potential applications of D-OCT.

20.2 Principle and Technology of D-OCT

20.2.1 Doppler Principle

D-OCT combines the Doppler principle with OCT to obtain high-resolution tomo-

graphic images of static and moving constituents in highly scattering biological

tissues. When light backscattered from a moving particle interferes with the refer-

ence beam, a Doppler frequency shift (fD) occurs in the interference fringe:

fD ¼ 1

2p
ðks � kiÞ � v; (20.1)
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where ki and ks are wave vectors of incoming and scattered light, respectively, and

v is the velocity of the moving particle (Fig. 20.1). Since D-OCT measures the

backscattered light, assuming the angle between flow and sampling beam is y, the
Doppler shift equation is simplified to

fD ¼ 2V cos y
l0

; (20.2)

where l0 is the vacuum center wavelength of the light source. Longitudinal flow

velocity (velocity parallel to the probing beam) can be determined at discrete user-

specified locations in a turbid sample by measurement of the Doppler shift. Trans-

verse flow velocity can also be determined from the broadening of the spectral

bandwidth due to the finite numeric aperture of the probing beam [18].

20.2.2 Spectrogram Method

The optical system of D-OCT is similar to that of OCT. The primary difference is in

signal processing. Figure 20.2 shows a D-OCT instrument that uses a fiber-optic

Michelson interferometer with a broadband light as a source [4, 6–8]. Light from

a broadband partial coherence source is coupled into a fiber interferometer by a 2 � 2

fiber coupler and then split equally into reference and target arms of the interferometer.

Light backscattered from the turbid sample is coupled back into the fiber and forms

interference fringes with the light reflected from the reference arm. High longitudinal

(axial) spatial resolution is possible because interference fringes are observed only

when the path length differences between the light from the sample arm and reference

VT = Vsinθ

V

Probing beam

θ

VL = Vcosθ

Fig. 20.1 Schematic of flow

direction and probe beam

angle
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arm are within the coherence length of the source. A rapid-scanning optical delay

(RSOD) line is used for group phase delay and axial scanning. Because RSOD can

decouple the group delay from the phase [50], an electro-optical phase modulator is

introduced to produce a stable carrier frequency. Temporal interference fringe inten-

sity (GD-OCT(t)) is measured by a single-element silicon photovoltaic detector, where

t is the time delay between light from the reference and sample arms, and is related to

the optical path length difference (D) by t ¼ D/c. The interference fringe intensity

signal is amplified, band-pass filtered, and digitized with a high-speed analog-to-

digital (A/D) converter. The signal processing is carried out at the same time as data

is transferred to the computer, and real-time display can be accomplished with the use

of a digital signal processing board.

Time-frequency analysis can be used to calculate the Doppler shift. Signal

processing algorithms to obtain structural and velocity images from recorded

temporal interference fringe intensities using the spectrogram method are illus-

trated in Fig. 20.3.

The spectrogram is an estimate of the power spectrum of the temporal interfer-

ence fringe intensity (ĜODTðti; fjÞ) in the i’th time delay window [51]. The power

spectrum of the temporal interference fringe at the i’th pixel corresponding to time

delay ti in the structural and velocity images is calculated by a short-time fast

Fourier transformation (STFFT) or a wavelet transformation:

|STFT|2

Doppler 
Shift

ODT  
Velocity Image 

ODT 
Structural Image ΓODT(τi,t) ΓODT(τi, fm)

ΓODT(τi,fo)
Λ

Λ

Centroid

Frequency
 Filter 

Fig. 20.3 Signal processing algorithms for D-OCT structural and velocity images

Broadband
Partial Coherence

Source

Phase Modulator

Lateral Scan
A/D Converter
& Digital Signal

Processing  

Sample

2x2 coupler

Reference Arm

Optical Delay Line

Axial Scan

Sample Arm

Photodiode

Fig. 20.2 Schematic of the prototype D-OCT instrument
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ĜODTðti; fmÞ ¼
��STFT�f m;GODTðtÞ

���2; (20.3)

where fm is the discrete frequency value. A tomographic structural image is

obtained by calculating the value of the power spectrum at the phase modulation

frequency (f0). Because the magnitude of the temporal interference fringe intensity

decreases exponentially with increasing depth in the turbid sample, a logarithmic

scale (20.4) is used to display the D-OCT structural images:

SODTðiÞ ¼ 10 � log ĜODTðti; foÞÞ:
�

(20.4)

Fluid flow velocity is determined from the Doppler frequency shift (fD), which is
the difference between the carrier frequency established by the optical phase mod-

ulation (f0) and the centroid (fc) of the measured power spectrum at the i’th pixel:

vODTðiÞ ¼ lofD
2�n cosðyÞ ¼

loðfc � foÞ
2�n cosðyÞ ; (20.5)

where we have assumed ks ¼ �ki and y is the angle between ki and v (20.2). The

centroid of the measured power spectrum is determined by

fc ¼
X
m

fmĜODTðti; fmÞ
�X

m

ĜODTðti; fmÞ: (20.6)

Lateral and axial spatial resolutions are limited by the beam spot size and source

coherence length (Lc). Velocity resolution is dependent on pixel acquisition time

(Dtp) and the angle (y) between flow velocity (v) and the incoming light direction

(ki) in the turbid sample; velocity resolution may be improved with a smaller angle

(y) or longer pixel acquisition time (Dtp).
Figure 20.4 shows the first in vivo structural and blood flow images from a chick

chorioallantoic membrane (CAM), which is a well-established model for studying

the microvasculature and the effects of vasoactive drugs on blood vessels [4]. In the

structural image (Fig. 20.4a), the lumen wall, chorion membrane, and yolk sac

membrane are observed. In the velocity image (Fig. 20.4b), static regions (v ¼ 0)

in the CAM appear dark, while blood flowing at different velocities appears as

different brightnesses on the gray scale. The velocity profile taken from a horizontal

cross section passing through the center of the vessel is shown in Fig. 20.4c.

20.2.3 Phase-Resolved D-OCT Method

Although spectrogram methods allow simultaneous imaging of in vivo tissue

structure and flow velocity, the velocity sensitivity is limited for high-speed imag-

ing. When STFFT or a wavelet is used to calculate flow velocity, the resolution is

determined by the window size of the Fourier transformation for each pixel [4–6].
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The minimum detectable Doppler frequency shift, fD, varies inversely with the

STFFT window size (i.e., DfD � 1/Dtp). With a given STFFT window size, velocity

resolution (vD-OCT(min)) is given by

vODTðminÞ ¼ DfDðminÞ lo
2�n cosðyÞ : (20.7)

Because pixel acquisition time is proportional to the STFFT window size, the

image frame rate is limited by velocity resolution. Furthermore, spatial resolution,

Dxp, is also proportional to the STFFT window size. Therefore, a large STFFT

window size increases velocity resolution while decreasing spatial resolution. This

coupling between velocity sensitivity, spatial resolution, and imaging speed pre-

vents the spectrogram method from achieving simultaneously both high imaging

speed and high velocity sensitivity, which are essential for measuring flow in small

blood vessels where flow velocity is low [4–6].

Phase-resolved D-OCT overcomes the compromise between velocity sensitivity

and imaging speed by using the phase change between sequential scans to construct

flow velocity images (Fig. 20.5) [10, 11, 13, 14].
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The phase information of the fringe signal can be determined from the complex

analytical signal ~GðtÞ, which is determined through analytic continuation of the

measured interference fringe function, GðtÞ, using a Hilbert transformation [10, 13]:

~GðtÞ ¼ GðtÞ þ i

p
P

ð1
�1

GðtÞ
t� t

dt ¼ AðtÞeifðtÞ; (20.8)

where P denotes the Cauchy principle value, i is the complex number, and A(t) and

fðtÞ are amplitude and phase of ~GðtÞ, respectively. Because the interference signal

GðtÞ is quasi-monochromatic, the complex analytical signal can be determined by [13]

~GðtÞ ¼ 2

ðþ1

0

ðþt

0

Gðt0Þ expð�2pivt0Þdt0 expð2pivtÞdv; (20.9)

where t is the time duration of the fringe signal in each axial scan.

A digital approach to determine the complex analytical signal using Hilbert

transformation is shown in Fig. 20.6, where FFT denotes the fast Fourier transfor-

mation and H(n) is the Heaviside function given by

HðvÞ ¼ 0 v < 0

1 v � 0

(
; (20.10)
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and FFT�1 denotes the inverse fast Fourier transformation. Multiplication of the

Heaviside function is equivalent to performing an operation that discards the

spectrum in the negative frequency region.

The Doppler frequency shift (fn) at n’th pixel in the axial direction is determined

from the average phase shift between sequential A-scans. This can be accomplished

by calculating the phase change of sequential scans from the individual analytical

fringe signal [10, 11]:

fn ¼ Df
2pT

¼ 1

2pT

XnM
m¼ðn�1ÞM

XN
j¼1

tan�1 Im~Gjþ1ðtmÞ
Re~Gjþ1ðtmÞ

 !
� tan�1 Im~GjðtmÞ

Re~GjðtmÞ

 !" #
:

(20.11)

Alternatively, the phase change can also be calculated by the cross-correlation

method [10, 11]:

fn ¼ 1

2pT
tan�1

Im
PnM

m¼ðn�1ÞM

PN
j¼1

~GjðtmÞ � ~G�
jþ1ðtmÞ

" #

Re
PnM

m¼ðn�1ÞM

PN
j¼1

~GjðtmÞ � ~G�
jþ1ðtmÞ	

" #
0
BBBB@

1
CCCCA; (20.12)

where ~GjðtmÞ and ~G�
j ðtmÞ are the complex signals at axial time tm corresponding to

the jth A-scan and its respective conjugate; ~Gjþ1ðtmÞ and ~G�
jþ1ðtmÞ are the complex

signals at axial time tm corresponding to the next A-scan and its respective conju-

gate; M is an even number that denotes the window size in the axial direction for

each pixel; N is the number of sequential scans used to calculate the cross corre-

lation; and T is the time duration between A-scans, which can be the delay between

sequential A-scans or sequential B-scans. Because T is much longer than the pixel

time window within each scan used in the spectrogram method, high velocity

sensitivity can be achieved.

Phase-resolved D-OCT decouples spatial resolution and velocity sensitivity in

flow images and increases imaging speed by more than two orders of magnitude

without compromising spatial resolution and velocity sensitivity. In addition,

because two sequential A-line scans are compared at the same location, speckle

modulations in the fringe signal cancel each other and, therefore, will not affect the

phase difference calculation. Consequently, the phase-resolved method reduces

speckle noise in the velocity image. Furthermore, if the phase difference between

Γ(t) FFT × H(v) Band Pass Filter FFT−1 ~
Γ(t)

Fig. 20.6 Block diagram for calculating complex analytical signal using Hilbert transformation
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sequential frames is used, then the velocity sensitivity can be further increased.

Real-time imaging with velocity sensitivity on the order of 10 mm/s has been

demonstrated.

A Doppler flow image is very sensitive to environmental disturbances, such

as sample motions. However, because we are interested in the relative motion

of blood flow with respect to the tissue, motion artifacts can be minimized by

choosing the tissue as a stable reference point for phase measurement in each axial

scan [12].

In addition to digital processing of the fringe signal using Hilbert transformation,

the complex analytical signal can also be achieved through hardware implementa-

tion. Optical Hilbert transformation using polarization optics has been implemented

for real-time phase-resolved D-OCT imaging [13]. Real-time D-OCT imaging

using hardware demodulation of the D-OCT signal has also been demonstrated

by several groups [15, 16, 52].

20.2.4 Phase-Resolved Fourier Domain D-OCT

Fourier domain OCT (also named spectral domain OCT) uses the spectral informa-

tion from the interference signal for tomographic image reconstruction. It was first

developed by Fercher et al. in 1995 [53]. It has the advantage that no optical delay

line is required. Recently, it has also been demonstrated that Fourier domain OCT

can achieve high signal to noise ratio over time domain OCT [54–56]. In addition,

there is no need to scan the reference arm [54, 57]. However, it requires a high-speed

spectrometer or a high-speed spectral sweeping source. Two methods have been

developed to employ the Fourier domain technique: a spectrometer-based system

that uses a high-speed line-scan camera [58, 59] or a swept laser source-based

system that uses a single detector [60–64].

Fourier domain D-OCT combines Doppler principle with Fourier domain OCT

[65–67]. A schematic diagram of a spectrometer-based Fourier domain D-OCT

system is shown in Fig. 20.7. The signal from the Michelson interferometer is

directly coupled to a spectrometer that records the spectral fringe pattern. The

temporal interference fringe can be calculated by a Fourier transform of the spectral

fringe pattern. The Doppler shift can then be determined from the phase shift

between sequential scans using the phase-resolved D-OCT algorithm described in

previous sections.

To understand spectral domain D-OCT, we first look at the relation between time

and spectral domain fringe signals. Let us denote U(t) as a complex-valued analyt-

ical signal of a stochastic process representing the field amplitude emitted by a low-

coherent light source and �UðnÞ as the corresponding spectral amplitude at optical

frequency n. The amplitude of a partially coherent light coupled into the interfer-

ometer at time t is written as a harmonic superposition

UðtÞ ¼
ð1
0

UðnÞe2pintdn: (20.13)
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Because the stochastic process of a partially coherent light source is stationary,

cross spectral density of UðnÞ satisfies

U
�ðnÞUðn0Þ� � ¼ SoðnÞdðn� n0Þ; (20.14)

where So(n) is the source power spectral density and d(n – n0) is the Dirac delta

function. Assuming that light couples equally into the reference arm and sample arm

with a spectral amplitude of U0ðnÞ, the light coupled back to the detectors from the

reference, UrðnÞ, and sample, UsðnÞ, is given by (20.15) and (20.16), respectively:

UrðnÞ ¼ e2pinð2LrþLdÞ=cKrðnÞeiarUoðnÞ; (20.15)

UsðnÞ ¼ e2pinð2LsþLdÞ=cKsðnÞeiasUoðnÞ; (20.16)

where Lr and Ls are the optical path lengths from the beam splitter to the reference

mirror and sample, respectively; Ld is the optical path from the beam splitter to the

detector; and Kr(n)e
iar(n) and Ks(n)e

ias(n) are the amplitude reflection coefficients of

light backscattered from the reference mirror and turbid sample, respectively.

The total power detected at the interferometer output is given by a time-average

of the squared light amplitude

Pd ¼ UsðtÞ þ UrðtÞj j2
D E

: (20.17)

Combining harmonic expansions for Us(t) and Ur(t) and applying (20.14) when

computing a time-average, total power detected is a sum of three terms representing

reference (Ir), sample (Is), and the interference fringe intensity (GD-OCT(Dd)):

Pd ¼
ð1
0

PrðnÞ þ PsðnÞ þ PODTðnÞð Þdn
¼ Ir þ Is þ GODTðDdÞ

(20.18)
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Source  

Lateral Scan
Optical  spectrometer

Sample
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Fig. 20.7 Schematic diagram of a spectral domain D-OCT instrument

900 Z. Chen and G. Liu



with

PrðnÞ ¼ SoðnÞ KrðnÞj j2; (20.19)

PsðnÞ ¼ SoðnÞ KsðnÞj j2; (20.20)

PODTðnÞ ¼ 2SoðnÞKrðnÞKsðnÞ cos 2pnDd=cþ asðnÞ � arðnÞ½ 	; (20.21)

and

Ir ¼
Z1
0

PrðnÞdn; (20.22)

Is ¼
Z1
0

PsðnÞdn; (20.23)

GOCTðDdÞ ¼
Z1
0

PODTðnÞdndn; (20.24)

where Dd determines the optical phase delay between light traveled in the sample

and reference arms. Light scattered from a moving particle is equivalent to

a moving phase front; therefore, Dd can be written as

Dd ¼ Dþ �nvzt; (20.25)

where D is the optical path length difference between light in the sampling and

reference arms, vz is the velocity of a moving particle parallel to the probe beam,

and �n is the refractive index of flow media. To simplify the computation, we assume

as and ar are constant over the source spectrum and can be neglected. The spectral

domain fringe signal, PD-OCT (n), is simplified to

PODTðnÞ ¼ 2SoðnÞKðnÞrKsðnÞ cos 2pnðDþ �nvztÞ=c½ 	: (20.26)

The corresponding time domain signal, GODTðDÞ, is given by

GODTðDÞ ¼ 2

Z1
0

SoðnÞKðnÞrKsðnÞ cos 2pnðDþ �nvztÞ=c½ 	dn: (20.27)

Equation 20.26 shows that PD-OCT(n) contains information on both location and

velocity of moving particles. Spectral interference fringe intensity of single

20 Doppler Optical Coherence Tomography 901



backscattered light from the static particle (vz ¼ 0) is a sinusoidal modulation of the

power spectral density. A moving particle in the sample path results in a phase shift

in the spectral domain signal. A comparison of (20.26) and (20.27) shows that there

is a Fourier transformation relation between the spectral domain and time domain

signal. The phase shift due to the moving particle can be determined from the

Fourier transformations of two sequential spectral fringe signals. The Doppler

frequency can then be calculated using (20.11) or (20.12) of the phase-resolved

method.

20.2.5 Transverse Flow Velocity Determination

One of the limitations of using Doppler shift to determine the flow is that

the technique is only sensitive to longitudinal flow velocity (flow velocity along

the probing beam direction, VL). If one knows the flow direction, Doppler

shift measurement can fully quantify the flow. However, in many biological

cases where flow direction is not known, Doppler shift measurement alone is

not enough to fully quantify the flow. Furthermore, there are many clinical

cases, such as ocular blood flow, where vessels are in the plane perpendicular

to the probing beam. When flow direction is perpendicular to the probing beam

(VT), the Doppler shift is not sensitive to transverse blood flow. Therefore,

a method to measure transverse flow velocity is essential to clinical applications

of D-OCT.

We have developed a method that uses standard deviation of the Doppler spectra

to determine the transverse flow [18]. The technique is based on the fact that

D-OCT imaging uses a relatively large numeric aperture lens in the sampling

arm. The beam from different sides of the edges will produce different Doppler

shifts f1 and f2 as indicated in Fig. 20.8 [18]. Consequently, the Doppler spectra will
be broadened by the transverse flow. In a simple geometrical consideration, the

broadening can be calculated as

f1 ¼ 2V cos y� gð Þ l= ; (20.28)

f2 ¼ 2V cos yþ gð Þ l= ; (20.29)

B ¼ f1 � f2 ¼ 4V sin yNAeff

l
: (20.30)

If we assume that the incident beam has a Gaussian spectral profile and contri-

butions from Brownian motion and other sources independent of the macroscopic

flow velocity are included, we can find a linear relation between standard deviation

of the Doppler spectra and transverse flow velocity, VT ¼ Vsiny:

s ¼ pV sin yNAeff

8l
þ b; (20.31)
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where b is a constant and NAeff is the effective numeric aperture. The standard

deviation can be determined from the measured analytical fringe signal:

s2 ¼ 1

2p2T2
1�

PnM
m¼ðn�1ÞM

PN
j¼1

~GjðtmÞ � ~G�
jþ1ðtmÞ

�����
�����

1
2

PnM
m¼ðn�1ÞM

PN
j¼1

½~GjðtmÞ � ~G�
j ðtmÞ þ ~Gjþ1ðtmÞ � ~G�

jþ1ðtmÞ	

0
BBBB@

1
CCCCA;

(20.32)

where ~GjðtmÞ and ~G�
j ðtmÞ are the complex signals at axial time, tm, corresponding to

the jth A-scan and its respective conjugate; ~Gjþ1ðtmÞ and ~G�
jþ1ðtmÞ are the complex

signals at axial time, tm, corresponding to the next A-scan and its respective

conjugate; M is an even number that denotes the window size in the axial direction

for each pixel; N is the number of sequential scans used to calculate the cross

correlation; and T is the time duration between A-scans.

The measured standard deviation as a function of transverse flow velocity is

shown in Fig. 20.9. It is found that above a certain threshold level, the Doppler

bandwidth is a linear function of flow velocity, and the effective numerical aperture

of the optical objective in the sample arm determines the slope of this dependence.

This result indicates that standard deviation can be used to determine the transverse

flow velocity.

Since both longitudinal, VL, and transverse flow velocity, VT, can be measured by

the Doppler shift and standard deviation, respectively, flow direction can be

determined from a single measurement of the Doppler fringe signal [11, 68, 69].

Figure 20.10 shows the angle of the flow direction measured by the Doppler shift

and standard deviation. The result indicates that the angle determined by the

Doppler shift and standard deviation of the Doppler spectrum fits with the predicted

value very well.

θ
γ

f1f2

V

Fig. 20.8 Effect of

numerical aperture and

transverse flow velocity on

Doppler bandwidth
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We have demonstrated that an arbitrary velocity vector can be determined from

a single measurement by generating multiple Dk vectors with different path length

delays simultaneously [71]. A beam divider which has three parts with different

thicknesses of 0, t, and 2 t was inserted in the sample arm as shown in Fig. 20.11a.

After passing through the focusing lens, the divider produced five independent Dk’s
and divided a probe beam to have five independent viewpoints and path length

delays (Fig. 20.11b). Figure 20.11c shows Doppler images of a scattering fluid

flowing through a microtube from a single scan. The five Doppler images corre-

spond to five different Dk with different path lengths. The velocity vector field can
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be quantified by solving a three-dimensional minimization problem from five

Doppler images. The results are shown in Fig. 20.11d and has good agreement

with the actual values [71].

20.2.6 Microvasculature Mapping and Optical Microangiogram

The mapping of microvascular network is essential for diagnosis and management of

many diseases that have a vascular etiology. Although phase-resolved D-OCT pro-

vides high-sensitivity measurement of flow velocity, the technology is very sensitive

to phase stability of the OCT system, the motion artifact, and the orientation of the
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vasculature. In applications where absolute flow velocity is less important than vessel

distribution, Doppler variance (or standard deviation) tomography developed by

our group provides an excellent method for mapping microvasculature [11, 12, 14,

19–22]. It was demonstrated that Doppler variance has the advantage of being less

sensitive to the pulsatile nature of the blood flow and the complex variation of incident

angle. Doppler/phase variance technology has been used for imaging three-

dimensional retina and choroid vessels for angiography and for imaging localized

ischemic stroke in a mouse model [20, 35].

For a phase-stable system, Doppler phase variance can be calculated from the

standard deviation of the measured analytical fringe signal:

s2 ¼ 1

2p2T2
1�

PnM
m¼ðn�1ÞM

PN
j¼1

~GjðtmÞ � ~G�
jþ1ðtmÞ

�����
�����

1
2

PnM
m¼ðn�1ÞM

PN
j¼1

½~GjðtmÞ � ~G�
j ðtmÞ þ ~Gjþ1ðtmÞ � ~G�

jþ1ðtmÞ	

0
BBBB@

1
CCCCA:

(20.33)

Doppler phase variance is not sensitive to gradient phase changes and can be used

without bulk motion correction for in vivo imaging [22]. In the phase-instable situation

where there is phase jumping or jittering between adjacent A-lines, the variance value

will be affected greatly by the abrupt change in phase terms. The phase instability

may produce artifacts, and the performance of the phase variance methods will

be degraded. An intensity-based variance method can minimize the artifact from the

phase instability [31–35]. The intensity-based variance can be calculated by [35]

s2 ¼ 1

2p2T2
1�

PnM
m¼ðn�1ÞM

PN
j¼1

_

GjðtmÞ �
_

G�
jþ1ðtmÞ

��� ���
�����

�����
1
2

PnM
m¼ðn�1ÞM

PN
j¼1

½_GjðtmÞ � _

G�
j ðtmÞ þ

_

Gjþ1ðtmÞ � _

G�
jþ1ðtmÞ	

0
BBBB@

1
CCCCA:

(20.34)

Intensity-based methods do not require a phase-stabilized system and can be

used for a phase-instable situation, such as a swept source-based Fourier domain

OCT system. Figure 20.12 shows an optical microangiogram of choroidal blood

vessels using intensity-based Doppler variance imaging with a swept source OCT.

Depth-resolved choroidal blood vascular networks are clearly visible.

20.3 Applications of D-OCT

The high velocity sensitivity and high imaging speed of phase-resolved D-OCT

have made it possible to image in vivo tissue microcirculation. We describe in the

following sections a few examples of applications.
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20.3.1 Drug Screening

Noninvasive drug screening is essential for the rapid development of new drugs. To

demonstrate the potential applications of D-OCT for in vivo blood flow monitoring

after pharmacological intervention, the effects of nitroglycerin (NTG) on the CAM

artery and vein were investigated [7]. Changes in arterial vascular structure and blood

flow dynamics are shown in Fig. 20.13-I, where Figs. 20.13A and B are structural and

velocity images, respectively, before, and Figures A0 and B0 are after, topical appli-
cation of NTG. The arterial wall can be clearly identified, and dilation of the vessel

after nitroglycerin application is observed in the structural images. Although velocity

images appear discontinuous due to arterial pulsation (Figs. 20.13B and B0), enlarge-
ment of the cross-sectional area of blood flow is evident. Peak blood flow velocity at

the center of the vessel increased from 3,000 to 4,000 mm/s after NTG application.

The effects of NTG on CAM venous blood flow are shown in Fig. 20.13-II,

where Figs. 20.13A and B are structural and velocity images, respectively, before,

and A0 and B0 are corresponding images after, topical application. Dilation of the

vein due to nitroglycerin is observed in both structural and velocity images. In

contrast to the artery, the peak velocity at the center of the vein decreased from

2,000 to 1,000 mm/s after NTG application.

NTG is a vasodilator used in the treatment of ischemic and congestive heart

disease. Figure 20.13 indicates that the degree of CAM arterial dilation is greater

than the venous in response to NTG. This is probably due to the reversal of

Fig. 20.12 Optical

microangiogram of choroidal

blood vessels using intensity-

based Doppler variance

imaging (From Ref. [35])
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oxygenation in the CAM vasculature where arteries and veins are oxygen poor and

rich, respectively, because the embryo oxygenates itself from the surrounding air

through the shell. The reversal of oxygenation could result in a reversal in selec-

tivity, making NTG arterioselective in the CAM.
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20.3.2 In Vivo Blood Flow Monitoring During Photodynamic
Therapy (PDT)

The potential application of D-OCT for in vivo blood flow monitoring during PDT

was investigated in rodent mesentery after benzoporphyrin derivative (BPD) injec-

tion and laser irradiation (Fig. 20.14) [7]. D-OCT structural and velocity images,

respectively, were recorded before laser irradiation (Figs. 20.14A and A0), 16
(Figs. 20.14B and 14B0) and 71 min after laser irradiation (Figs. 20.14C and

14C0). The results indicate that the artery goes into vasospasm after laser exposure,

and compensatory vasodilatation occurs in response to PDT-induced tissue

hypoxia.

The pharmacokinetics of the PDT drug can also be studied with D-OCT. D-OCT

images were taken at different intervals between photosensitizer injection and laser

irradiation. Rodents were given a PDT sensitizing drug 20 min, 4 h, and 7 h before

mesenteric laser irradiation, and the changes in arterial diameter and flow were

calculated from D-OCT images (Fig. 20.15). The results indicate that the effects of

PDT are strongly dependent on the time interval between drug injection and light

irradiation. For a drug-light time interval of 20 min, the arterial diameter

(Fig. 20.15a) decreased by 80% after light irradiation followed by a rebound with

vasodilative overshoot. Mesenteric arterial flow (Fig. 20.15b) mirrored changes in

diameter with an initial reduction with a subsequent rebound. These effects are

significantly reduced with longer postinjection times due to progressive diffusion of

the photosensitizer out of the vasculature. These results suggest that characterizing
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intratumoral hemodynamics by D-OCT not only provides insight into understand-

ing the mechanism(s) of PDT but could also be used to monitor the progress of

treatment in real time.

20.3.3 D-OCT Images of Brain Hemodynamics

D-OCT has also been used to image brain hemodynamics in the cerebral cortex of

the brain. The cerebral cortex is generally believed to be composed of functional

units, called “columns,” that are arranged in clusters perpendicular to the surface

of the cortex [73]. Alterations in the brain’s blood flow are known to be coupled to

regions of neuronal activity [73]. A number of techniques, such as positron-

emission tomography (PET), functional magnetic resonance imaging (fMRI),

and diffuse reflectance spectra, have been used to study brain hemodynamics.

However, the resolution of PET and fMRI is too low to resolve the columns.

Although optical spectral reflectance techniques can map out en face cortex

hemodynamics, it does not provide depth resolution. Currently, two-photon

microscopy has been used for mapping cortex activity. However, this technique
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requires the injection of a fluorescent dye and has limited penetration depth. The

noninvasive and tomographic capability of D-OCT makes it an ideal technique for

mapping depth-resolved blood flow in the cortex. Figure 20.16 shows an en face
D-OCT image of in vivo blood flow in the rat cerebral cortex. The parietal cortex

of an anesthetized rat was imaged through a dural incision. This preliminary

investigation demonstrated that D-OCT can map blood flow in the cortex with

high axial resolution. D-OCT shows great promise in brain research for imaging

the entire depth of the cortex, and it can be used to measure stimulus-induced

changes in blood flow [8] and to evaluate and monitor brain ischemia and

trauma [20, 36].

20.3.4 In Vivo Monitoring of the Efficacy of Laser Treatment of
Port-Wine Stains

The high spatial resolution and high velocity sensitivity of D-OCT has many

potential clinical applications. The first clinical application of D-OCT is the

in vivo monitoring of the efficacy of laser treatment of port-wine stains (PWS)

[10, 11, 14]. PWS is a congenital, progressive vascular malformation of capillaries

in the dermis of human skin that occurs in approximately 0.7% of children.

Histopathological studies of PWS show an abnormal plexus of layers of dilated

blood vessels located 150–750 mm below the skin surface in the dermis, having

diameters varying on an individual patient basis, and even from site to site on the

Fig. 20.16 D-OCT image of

in vivo blood flow in the rat

cerebral cortex
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same patient, over a range of 10–150 mm. The pulsed dye laser can coagulate

selectively PWS vessels by inducing microthrombus formation within the targeted

blood vessels. However, currently there is no technique to evaluate efficacy

of therapy immediately after the laser treatment. Phase-resolved Doppler OCT

provides a means to evaluate the efficacy of laser therapy in real time.

Figure 20.17 shows D-OCT structural and flow velocity images of a patient

with PWS before and after laser treatment, respectively. For comparison, we also

include a histology picture taken at the same site. The vessel location from the

D-OCT measurement and histology agree very well. Furthermore, the destruction

of the vessel by laser can be identified since no flow appears on the Doppler flow

image after laser treatment. This result indicates that D-OCT can provide

a fast semiquantitative evaluation of the efficacy of PWS laser therapy in situ
and in real time.

20.3.5 Three-Dimensional Images of a Microvascular Network

It is known that the microvasculature of mammary tumors has several distinct

differences from normal tissues. Three-dimensional images of a microvascular

network may provide additional information for cancer diagnosis. This can be

accomplished in D-OCT by stacking the 2-D scans together [12]. Figure 20.18

Fig. 20.17 Phase-resolved Doppler OCT images taken in situ from PWS human skin. (a)
Structural image; (b) histological section from the imaged site; (c) Doppler standard deviation

image before laser treatment; and (d) Doppler standard deviation image after laser treatment

(From Ref. [14])
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shows multiple blood vessels imaged in human skin from a patient with a PWS

birthmark. Different colors represent different signs of the Doppler shift, which

depends on the angle between the direction of the flow and probing beam. The

convoluted nature of the blood vessels is consistent with the typical vasculature

observed in PWS patients.

20.3.6 Imaging and Quantification of Flow Dynamics in MEMS
Microchannel

Currently, there is great interest in miniaturizing biochemical analysis instruments

on a small chip using the microelectromechanical systems (MEMS) technology.

One of the most important components in BioMEMS is microfluidic flow handling,

including microfluidic channel, valve, and mixing chamber. However, currently

there is no technology that can measure and quantify the structure and flow

dynamics of BioMEMS devices simultaneously. Conventional metrology and

imaging techniques, such as scanning transmission electronic microscopy, has been

widely used in the semiconductor industry. However, it is not versatile enough to

image BioMEMS devices consisting of different materials. In addition, it is also

a destructive technique that requires coating. More importantly, these techniques

cannot image and measure flow dynamics in microfluidic devices. Particle imaging

velocimetry can produce velocity field maps over a large region within the focal plane

of the imaging system. However, it cannot provide a cross-sectional structure and

velocity imaging for complex geometries. For many BioMEMS devices for biomed-

ical diagnosis, the structural dimension is on the order of 10–500 mm, and flow

dynamics depends strongly on the surface characteristics of the microfluidic channel.

Fig. 20.18 Three-

dimensional D-OCT images

of multiple blood vessels in

human skin from a patient

with a PWS birthmark (From

Ref. [12] )
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A nondestructive imaging and metrology technique that can image both structure and

flow velocity of a microfluidic device simultaneously is essential for the development

of integrated system technologies for BioMEMS applications [67, 74].

D-OCT can provide cross-sectional imaging of channel geometry and flow

velocity within a microfluidic channel with a spatial resolution on the order of

a micrometer and a velocity sensitivity of 10 mm/s. Figure 20.19a shows an

S-shaped polymer microchannel with a cross-sectional dimension of 30�150 mm.

D-OCT structural and velocity images are shown in Fig. 20.19b and c, respectively.

The scan is perpendicularly through three parallel channels. The structure of three

channels is clearly visible in Fig. 20.19b. The upper surface of the PDMS channel

layer and the interface between the PDMS layer and glass substrate can also be

observed. The velocity image provides a background-free picture of the velocity of

the moving intralipid. The velocity profile along the horizontal direction near the

center of the channel is shown in Fig. 20.19d. The velocity profile in each channel is

close to a parabolic shape, which agrees with the predicted profile of a pressure

driven laminar flow. The direction of the flow velocity is also shown.

One of the best examples to show the advantage of D-OCT is to diagnose

velocity and mixing pattern in a bubble-train flow through a meandering

microchannel [76, 77]. Two liquids are to be mixed in liquid slugs spaced by gas

bubbles. Convective two-liquid mixing is enhanced by not only the alternating
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(b) structural image; (c) velocity image; and (d) velocity profile (From Ref. [75])

914 Z. Chen and G. Liu



curvature of the meandering microchannel but also the gas bubble. Scattering

particles are seeded in only one of the two liquids to make a contrast. Fourier

domain Doppler OCT is able to image interfaces among three fluids (two liquids

and gas) and velocity as well. Figure 20.20 shows transient mixing patterns

enhanced by the bubble-train flow.

In addition to imaging mixing patterns, D-OCT can also be used to simulta-

neously image and quantify the secondary flow, which plays a critical role in

mixing in microchannels [77]. Aqueous suspension of polystyrene beads with

a diameter of 0.2 mm and concentration of 20.5 mg/cc was injected into both inlets

of the Y branch device of a meandering microchannel with a square cross section as

shown in Fig. 20.21. The probe beam of the D-OCT was adjusted to be approxi-

mately perpendicular to the plane of the microchannel (x-z plane). Because primary

flow is in the x-z plane and the probe beam is in the y-direction, D-OCT is not

sensitive to the primary flow in such a probe configuration. Consequently, only the

secondary flow along the y-direction will contribute to the Doppler signal. The

y-component of the secondary flow velocity Vy(x,y,z) was imaged and quantified

with D-OCT (Fig. 20.21). Counter-rotating vortices in the x-y and y-z planes as well
as alternating flow direction of the secondary flow at different depths in the

x-z plane can be clearly visualized. This result clearly demonstrates that D-OCT

can be used to image and quantify secondary flow [77].

In addition to imaging, D-OCT can also be used to measure osmotic mobility,

quantify size of the scattering particle, and study flow dynamics of microfluid in

microchannels of different materials, geometry, and surface treatment [67, 76–81].

20.3.7 In Vivo Imaging of Human Retinal Blood Vessel and Vascular
Network

OCT has become the one of the standard clinical diagnostic tools for retinal and

glaucoma diseases. As a functional extension of OCT, Doppler OCT can provide

useful information for the diagnosis and management of vascular-related eye

diseases.

Fig. 20.20 Transient mixing patterns enhanced by the bubble-train flow in a meandering

microchannel (From Ref [77])
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D-OCT has been used to quantify blood velocity profiles in human retina blood

vessels, determine vessel boundaries, and analyze time-dependent bidirectional

flow dynamics in retinal artery-vein pairs [19, 22, 27, 40–46, 49]. However, the

blood flow is pulsatile, and the flow is changing within the cardiac cycle.

The development of high-speed Fourier domain D-OCT allows fast scanning of

a single blood vessel multiple times over a cardiac cycle. Spectral Doppler wave-

forms can be obtained by performing spectral analysis of the time sequences of

Doppler images [45]. The quantitative information, such as maximum velocity

envelope, mean velocity envelope, and flow-volume rate envelope, can be derived

accordingly [45]. Doppler-angle-independent flow indices, such as flow resistance

and flow pulsatility, can be determined from this measurement [45]. The spectral

Doppler method provides an alternative way to quantify retinal blood flow with

Doppler-angle-independent flow indices that may provide insight on the retinal

flow in many vascular-related eye diseases. Figure 20.22 shows the spectral Dopp-

ler wave forms that show the change of axial velocity and flow-volume rate within

a time span of 7.9 s [45].

Another application of D-OCT in ophthalmology is imaging the human

retina and choroid microvascular network, which provides important information
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for the diagnosis and management of ocular diseases, such as glaucoma, diabetic

retinopathy, and age-related macular degeneration. In contrast to traditional

angiography methods, such as fluorescein angiography (FA) and indocyanine

green angiography (ICGA), D-OCT is a label-free technique and has three-

dimensional imaging capability. By extracting the en face images from the 3D

image volume, the FA or ICGA-like angiography images can be obtained. In

addition, the projection images can be obtained by summing up the en face images

at different depths [19, 22, 27, 40–42, 45, 46, 49]. Figure 20.23 shows the projection

OCT structure, Doppler variance and color Doppler images of human retina.

The images were obtained by summing up all the layers below the retinal pigment

epithelium layer. Color Doppler projection images can provide information about

the blood vessel, such as blood flow direction (pink and blue colors represent

different directions), blood flow speed, etc. However, due to the pulsatile nature

of human blood flow, the blood flow direction and blood flow speed are not constant

inside a single blood vessel. The incident angle dependent nature of Doppler

OCT makes the situation more complex. A Doppler variance projection image

provides a fine microvascular network image which is more continuous and results

in a better mapping of the vascular network. This image is similar to images

from traditional angiography. However, D-OCT has the advantage of being

contrast agent free and the capability to section vesicular mapping in different

depth regions.
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20.4 Conclusion

D-OCT is a rapidly developing imaging technology with many potential applica-

tions. New developments in all components of an OCT system can be integrated to

a D-OCT system, including new light sources for high-resolution OCT, new scan-

ning probes for endoscopic imaging, and new processing algorithms. Integration of

D-OCT with other functional OCT, such as polarization-sensitive OCT, spectro-

scopic OCT, and second harmonic OCT, can greatly enhance the potential applica-

tions of this technology. Given the noninvasive nature and exceptionally high spatial

resolution and velocity sensitivity, functional OCT that can simultaneously provide

tissue structure, blood perfusion, birefringence, and other physiological information

has great potential for basic biomedical research and clinical medicine.
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Abstract

In this chapter, Doppler OCT signals (OCTmagnitude and flow velocity profile) for

low and high scattering media are analyzed. For low scattering media, we demon-

strate the use of the single scattering model to determine the optical properties of

the sample. For high scattering media, the effects of multiple scattering are stronger

and the single scattering description breaks down. An alternative approach, based
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on Monte Carlo simulations, is proposed as it gives a more appropriate description

of the Doppler OCT signal by taking into account multiple scattering effects. Using

Monte Carlo simulations, we analyze the deviation of the OCT slope from the value

predicted by the single scattering model and analyze the distortions in the measured

Doppler OCT flow profile. Monte Carlo simulations are compared to Doppler OCT

measurements for Intralipid and blood.

21.1 Introduction

Optical coherence tomography (OCT) is a relatively new biomedical imaging

technique that is used in clinical diagnostics, treatment monitoring, and disease

prevention (screening). OCT is based on low-coherence interferometry and pro-

vides micrometer resolution images of turbid media up to a few millimeters deep.

Besides morphological images, OCT also can be used to determine functional tissue

parameters such as the light attenuation coefficient [1], (blood) flow [2], and tissue

birefringence [3]. Since its invention [4], OCT has been applied in ophthalmology,

vascular imaging, dermatology, and many other areas.

In this chapter, we analyze the Doppler OCT signal in low and high scattering

media. For low scattering media the Doppler OCT signal is well described by the

single scattering model, which is discussed in Sect. 21.2 As described in Sect. 21.3

optical properties such as the scattering coefficient, the scattering cross section, and

the scattering anisotropy can be extracted directly from the OCT signal using the

single scattering model. The single scattering model also provides a good descrip-

tion of the Doppler OCT signal and is used to quantify flow. In Sect. 21.4 we show

that for high scattering media, the single scattering approximation is no longer an

appropriate model to describe the Doppler OCT signal. To describe the Doppler

OCT signal for high scattering media, we use Monte Carlo simulations, as explained

in Sect. 21.5 to simulate the Doppler OCT signal as shown in Sect. 21.6. We focus

on Intralipid and blood as scattering media as they differ in their scattering coeffi-

cient and scattering anisotropy. Finally in Sect. 21.7 we compare the Monte Carlo

simulations to the Doppler OCT measurements for Intralipid and blood.

We observed good agreement between our simulations and the measurements.

21.2 Single Scattering Description of the Doppler OCT Signal

In its most basic form, OCT is based on single backscattering imaging. Light

incident on the sample travels in a ballistic straight path through the scattering

medium until a single backscatter event reflects the light back into the sample arm

optics. Multiple scattered light is rejected by the combination of confocal detection

and coherent gating. In confocal detection, axial and lateral out of focus light is

rejected due to the lower back-coupling efficiency. Moreover, out of focus light has

traveled a longer path length and therefore is mapped onto larger depths in the

sample, thereby reducing its effect on the shallower OCT signals. For low scattering
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media multiple scattered light is efficiently rejected from the OCT signal and the

single scattering approximation is a valid description for the OCT signal.

For the single scattering approximation of the OCT signal, we assume a loss less

time-domain OCT system without focus tracking. The OCT detector current idet(z)
as a function of depth z, is equal to the backscatter profile of the sample as

a function of z convoluted with the complex coherence function g (2z/c) [5]. For
a single perfect mirror in air positioned in the sample arm located at z¼ 0, the OCT

detector current signal is

idetðzÞ ¼ �Re g
2z

c

� �� �
� rmirrorhðzÞdðzÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pref Psample

p
; (21.1)

where � is the detector conversion factor from the incident light power to the

electric current, Re{} is the real part of the complex coherence function, c is

the speed of light, rmirror is the field reflection coefficient of the mirror, h(z) is the
confocal point spread function [6], d(z) ¼ 1 for z ¼ 0 and d(z) ¼ 0 for all other z.
The powers Pref and Psample are the powers incident on the reference and sample

arm, respectively. Performing the convolution in (21.1) and taking the square of the

OCT signal at z ¼ 0, we find

idet z ¼ 0ð Þ2��
mirror

¼ �2 r2mirrorPref Psample; (21.2)

where it is assumed that h(0) ¼ 1, i.e., the mirror is in the focus of the sample arm

focusing lens. For a scattering medium without absorption, the situation is more

complicated. A one-dimensional single scattering model is assumed where

homogenously distributed scatterers all add coherently to the OCT signal. Assum-

ing that the OCT signal for a homogenous scattering medium is the sum of all

scattering contributions, the detector current is

idetðzÞ ¼ �Re g
2znmed

c

� �� �
� hðzÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pref Psample

p ffiffiffiffiffiffiffiffiffiffi
mb;NA

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp �2mszð Þ

p
; (21.3)

with nmed the group refractive index of the medium, mb,NA the effective backscat-

tering coefficient (quantifying the part of the light that is backscattered into the

detection numerical aperture (NA) of the OCT system). The scattering coefficient ms
is equal to the concentration of scatterers C and their cross section ss, i.e., ms ¼ Css.
The factor 2 in the exponent of (21.3) accounts for the round-trip attenuation to and

from depth z. In a scattering medium with attenuation ms, the amplitude of the OCT

signal can be found by extrapolating the attenuated OCT signal to z¼ 0. The square

of the OCT signal at the interface is

idet z ¼ 0ð Þ2��
scat

¼ �2
lc

nmed
Pref Psamplemb;NA Q; (21.4)
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where the coherence length lc is defined in single pass according to Schmitt et al. [7]

and Goodman [5]. Note that this coherence length definition is a factor (p/8ln2)1/2�
0.75 smaller than the commonly used definition related to the axial resolution in

OCT that is defined as the full width at half maximum of the Gaussian–shaped

coherence point spread function of the OCT amplitude [8].

The constant Q describes the heterodyne intensity back-coupling efficiency

from a scattering medium compared to that of a mirror and ranges from 0 to 1.

There are two main reasons that cause a reduction of the heterodyne detection

efficiency Q for a homogenous distribution of scatterers compared to a mirror

to values less than 1. First, the OCT magnitude for a sum of scatterers depends on

the random axial position of the scatterers in the sample (causing speckle).

As a result, the envelope of the OCT signal (e.g., the mean value of the speckle

pattern) is smaller than the addition of all individual particle envelopes. Second,

the OCT backscatter efficiency for small particles depends on the lateral

offset of the scatterer in the focused beam. For particles not on the optical axis,

the spherical wave originating from a particle is less efficiently coupled back

to the single mode fiber compared to the planar wavefront reflected from the

mirror.

From this analysis, it can be observed that mb can be determined by dividing

(21.2) by (21.4). The backscattering coefficient is

mb;NA ¼ idet z ¼ 0ð Þ2��
scat

idet z ¼ 0ð Þ2��
mirror

nmedr
2
mirror

lcQ
¼ pNAms; (21.5)

with the backscattering coefficient mb equal to the scattering coefficient times the

phase function integrated over the NA in the backscattering direction, pNA. Note that
by taking the ratio of two OCT measurements additional loss factors in the OCT

system do not influence the determination of mb. In the absence of absorption, the

scattering coefficient ms can be determined from the slope of the OCT signal. For

media with absorption and described by the single scattering approximation, light

travels in a ballistic way and Beer’s law can be applied to calculate the total OCT

attenuation coefficient mt, which equals mt ¼ ms + ma. Consequently, ms can be

obtained by subtracting the absorption coefficient from the total attenuation coef-

ficient obtained from the slope of the OCT signal. The scattering phase function in

the backscattering direction can be obtained by integrating the scattering

phase function p(y) over angles from p-NA to p. The phase function integrated

over the NA, pNA, describes the fraction of scattered photons that are detected by the
OCT system, i.e., pNA ¼ mb,NA=ms. Consequently, pNA can be determined using

(21.5) and ms

pNA �
Zp

p�NA

pðyÞ2p sinðyÞdy ¼ mb;NA
ms

¼ nmedr
2
mirror

lcQms

idetðz ¼ 0Þ2��
scat

idetðz ¼ 0Þ2��
mirror

: (21.6)
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Since pNA is related to the phase function, the scattering anisotropy g can be

determined from a determination of pNA if the NA and the shape of the phase

function is known a priori.

In the single scattering approximation, light is backscattered once and the

Doppler frequency shift fDoppler of the backscattered light is determined by the

incident angle y, refractive index of the medium n, wavelength l, and the flow

speed v according to

fDoppler ¼ 2vn

l
cos y: (21.7)

Note that for forward scattering the Doppler frequency shift is zero.

21.3 Determination of Optical Properties and Flow from
Doppler OCT Signals of Low Scattering Media

The optical parameters of low scattering media are determined using a home-built

time-domain OCT system, which is described in detail in Ref. [9]. The time-domain

OCT system is based on a filtered Fianium light source with the center wavelength

at 1,300 nm. The axial resolution of this system is 9.7 � 0.1 mm as was determined

from the full width at half maximum of the OCT magnitude point spread function.

The Gaussian beam waist of the focusing lens is 9.6 � 0.2 mm, corresponding to

a numerical aperture NA¼ 0.043� 0.001. Prior to the experiment, the OCT system

is calibrated for quantitative measurements of the backscattered power. Due to the

limited dynamic range of the OCT system, the power from the mirror is measured

using different calibrated neutral density filters in the sample arm. From the

dependence of the OCT signal on the optical attenuation the reflected power and

the OCT magnitude can be directly compared to the signals for the scattering

sample in (21.6) (i.e., with no optical attenuation in the sample arm).

OCT measurements on suspensions of scatterers are performed in a 1 mm thick

glass cuvette, placed in the sample arm at �70� angle relative to the incident beam.

The sample arm beam is focused at the first glass-medium interface. Measurements

for every solution are performed independently for five times, averaging 100

A-scans per measurement. After background subtraction the OCT signal magnitude

is corrected for the confocal point spread function [6], the optical path length is

converted to depth using the refractive index of water [10]. The OCT attenuation

coefficient is determined with a two parameter single exponential fit of the mea-

sured OCT signal in depth. To reduce the effects of multiple scattering, the

concentration of scatterers is kept low to create samples with scattering coefficients

below 5 mm�1 (as calculated with Mie theory). In addition, only OCT signals

starting at �60 mm depth after the sample front surface and extending 190 mm in

depth is used for fitting the single exponential decay. The scattering coefficient ms is
calculated by subtracting the water absorption coefficient (ma¼ 0.2 mm�1) from the

fitted attenuation coefficient mt. Finally, the scattering cross section ss is calculated
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by dividing the scattering coefficient by the known particle concentration. The OCT

signal amplitude at the front glass-sample interface is determined from the expo-

nential fit by extending the fitting line to zero depth, as is shown in Fig. 21.1. The

zero depth location is determined from the crossing of the OCT signal with the

vertical drop line at half height of the OCT signal. Using our calibration method, the

OCT signal magnitude is determined on an absolute scale in mW1/2 units, which is

indicated in Fig. 21.1 on the right hand side scale for a measurement of a scattering

medium for 400 nm diameter particles. The peak of the backscattered power in the

heterodyne (OCT) signal is of the order of 90 pW.

Polystyrene microspheres (Thermo Scientific, USA) are used as scatterers with

the concentration of the sample calculated based on the used dilution (1 wt%

concentration). The microspheres have mean diameters of 203 � 5, 400 � 9, 596

� 6, 799 � 9, and 994 � 10 nm and size distribution standard deviations of 4.7,

7.3, 7.7, 4.8, and 10 nm, respectively. Mie calculations are performed based on

mean diameters to calculate the scattering cross section and phase function of the

polystyrene particles. The refractive index of water (nwater ¼ 1.32 [10]) and

polystyrene are used (npolyst ¼ 1.57 [11]) as input. From Mie calculations, the

scattering anisotropy, i.e., the g of these microspheres, is calculated to be: 0.07,

0.29, 0.62, 0.73, and 0.81 for increasing sphere diameter. Also, from the calculated

phase functions, the scattering efficiency in the backscattering direction pNA is calcu-
lated by integrating the phase function over the NA of the sample arm focusing lens.

Measurements performed on Intralipid samples are used as an example of

our technique to a polydisperse medium. Intralipid is an aqueous suspension of

polydisperse lipid droplets, which is often used as a tissue phantom for

optical measurements. To reduce any effects of multiple scattering, we performed

measurements for low concentrations Intralipid (0.63, 1.25, and 2.5 wt%).
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Fig. 21.1 OCT measurement of backscattered power from a suspension of 400 nm diameter

polystyrene microspheres in water. The vertical scale on the left is converted to absolute units of

square root of power using the power calibration and is indicated on the right. The attenuation

coefficient is determined from the single exponential decay fit (solid red line); the amplitude of the

OCT signal from the sample surface is determined by extending the exponential (dashed red line)
fit to intersect with a drop line at zero depth (dashed blue line)
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The samples are prepared by dilution of a single batch of 20 wt% Intralipid

(Fresenius-Kabi) with deionized water. The refractive indices used for Mie calcula-

tions of Intralipid are: nwater¼ 1.32 [10] for water; nlip¼ 1.46 for lipid droplets [12].

From an OCT measurement as shown in Fig. 21.1, the scattering coefficient for

a solution of particles is determined. Figure 21.2a shows the scattering cross section

of polystyrene microspheres for the different diameters obtained from the scattering

coefficient. The experimental results are compared to Mie calculations and good

agreement is observed (typical error is within 10 %). Consequently, it can be

assumed that multiple scattering effects are negligible and that the single scattering

model is valid for a description of the OCT signal. From the data in Fig. 21.2a and

the measured OCT magnitude at the interface, pNA is determined using (21.6).

Measurements of pNA for all diameters are used to calculate the average heterodyne

intensity back-coupling efficiency Q ¼ 0.26 � 0.04, which is used to compare pNA
to Mie calculations in Fig. 21.2b. The experimental points match the

calculated values reasonably well and the oscillations in pNA due to the

particle diameter dependent lobe structure of the backscattering efficiency are

clearly observable.

The phase function in the backscattering direction pNA can be used to estimate

the average size of the scatterers and, consequently, g. To determine the average

diameter, the crossing point of the horizontal line through the experimental pNA and
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the calculated pNA curve for varying scatterer size has to be found. The obtained

crossing point specifies the average particle diameter (Fig. 21.2b). Finally, the

average particle diameter corresponds to a scattering anisotropy g (Fig. 21.2c).

To demonstrate our method on non-calibrated samples we apply it to Intralipid,

which is a polydisperse suspension of scatterers. Following the same procedure as

for polystyrene microspheres, pNA of Intralipid is determined. For low particle

concentration, pNA is independent of the concentration of scatterers and the pNA
values for all measured Intralipid concentrations (1.30 	 10�4, 1.26 	 10�4 and

1.11 	 10�4 for 0.63, 1.25 and 2.5 wt% Intralipid, respectively) are averaged.

The resulting value, pNA ¼ (1.22 � 0.21) 	 10�4, is plotted in Fig. 21.2b. Note

that although the refractive indices of polystyrene spheres and Intralipid droplets

are different, this has negligible influence on the calculated pNA. From Fig. 21.2b,

the crossing point of the line of the calculated pNA of polystyrene microspheres and

the measured pNA of Intralipid corresponds to a particle diameter of 438 � 21 nm.

Consequently, from Fig. 21.2c where we calculate g for varying particle diameter,

this particle diameter corresponds to the scattering anisotropy g ¼ 0.35 � 0.03.

This value agrees very well with previously reported measurements of g for

Intralipid at 1,300 nm g ¼ 0.32 � 0.07 [13].

Doppler OCT experiments are conducted on a home-built spectral-domain (SD)

OCT system operating at a center wavelength lc ¼ 1,300 nm wavelength [14].

Doppler OCT measurements are performed by calculating the incremental phase

change per A-line [15]. For low scattering media quantitative flow measurements

can be performed using Doppler OCT. Figure 21.3 shows a Doppler OCT

flow measurement on a 0.5 vol% Intralipid solution flowing through a glass

capillary with 0.55 mm inner and 0.98 mm outer diameter. After calibration of

the Doppler angle y, quantitative flow measurements can be performed. The

parabolic flow profile, predicted by the Navier–Stokes equations, is accurately

measured using Doppler OCT.
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21.4 Multiple and Dependent Scattering Effects in Doppler OCT
Measurements of High Scattering Media

For low scattering media, the single scattering model is a good description of the

Doppler OCT signal. At high particle concentrations and/or high scattering cross

sections the scattering coefficient becomes high and multiple scattering is much

stronger. Due to the nonzero collection NA and coherence length, multiple scattered

light cannot be sufficiently rejected from the Doppler OCT signal, thereby affecting

the measured Doppler OCT signal. As a result, the single scattering approximation

is no longer valid and a quantitative analysis of the Doppler OCT signals is much

more difficult.

Multiple scattering can lead to non-single-exponential decay, thereby making

a quantitative determination of the scattering coefficient more difficult [16, 17].

Moreover, since in OCT the path length of the detected light is mapped one on one

to a geometrical location in the sample, multiple scattering can also affect depth

ranging and it can lead to spatial resolution loss [18]. For Doppler OCT flow

measurements, it has been shown theoretically [19], with Monte Carlo (MC)

simulations [20], and experimentally [21] that multiple scattering can increase or

decrease the Doppler frequency for light penetrating deep into highly scattering

media. Consequently, for a quantitative analysis of Doppler OCT data, e.g., to

correctly determine flow and/or shear rate parameters [22], the effect of multiple

scattering has to be taken into account.

In addition to multiple scattering, the scattering coefficient is also influenced by

coherent light scattering effects, i.e., due to close packing of particles the coherent

addition of light can lead to a reduction in the scattering coefficient. This effect is

called dependent scattering; a dependence of the scattering strength on the separa-

tion between the particles. In this case, the scattering coefficient ms does not follow
the linear relation ms ¼ Css, but instead the Mie scattering cross section ss depends
in a complex way on particle concentration C and therefore the relation ms¼ Css(C)
holds. As already shown in other light scattering experiments [23, 24], dependent

scattering leads to a reduction in the scattering coefficient and thus can lead to

a decrease of the OCT signal attenuation. In addition, the single scattering approx-

imation of the scattering coefficient does not hold anymore and the scattering

coefficient, in general, cannot be described as the sum of the contributions from

the single scatterers. In this case, the scattering cross section becomes concentration

dependent and coherent addition of waves scattered from different particles has to

be taken into account.

To study multiple and dependent scattering effects, we perform Doppler

OCT measurements of Intralipid and diluted blood solutions under flow with the

SD-OCT system. For both samples the scattering strength varies with particle

concentration. However, blood has a much higher scattering coefficient and

scattering anisotropy than Intralipid. We will observe how these two effects

influence multiple and dependent scattering.

As a scattering medium we use Intralipid. For Intralipid, we use dilutions

of a single batch of 20 wt% Intralipid (Fresenius-Kabi) with distilled water. The
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Intralipid (particle) volume concentration is calculated from the dilution of the

batch solution by assuming that only the soybean oil and the egg-phospholipid are

in the solid state, with the rest of the constituents (glycerol and water) in solution

[25]. For blood, fresh porcine blood is drawn and anticoagulated before use. It is

washed, centrifuged at 3,500 rpm, and the supernatant is replaced with phosphate

buffered saline. Solutions with varying hematocrit (HCT) are made from the initial

solution by adding phosphate buffered saline to the blood. For every solution

a sample is taken right after the Doppler OCT measurement and analyzed with an

XE-5000 automated hematology system to determine the mean cell volume (MCV)

and HCT. Flow is generated by a precision syringe pump (Perfusor fm, B. Braun

AG) that pumps the Intralipid solution at a flow of 50 or 100 mL/h through

a 500 mm thickness glass flow cuvette with rectangular cross section.

Similar to the measurements with the time-domain OCT system, the SD-OCT

signal magnitude is corrected for the signal background, confocal point spread

function, and in addition, the spectral-domain depth detection sensitivity. Optical

path length is converted to physical depth by dividing with an effective refractive

index based on the relative concentrations of water (nwater ¼ 1.32 [10]) and/or

Intralipid (n ¼ 1.46, soybean oil) and hemoglobin (nHb ¼ 1.40, extrapolated from

[26]). The Doppler frequencies are converted to flow using (21.7), the estimated

refractive index, and the measured Doppler angle y.
The OCT signal attenuation coefficient is determined by a 2-parameter

single exponential fit (attenuation rate mOCT and amplitude) over a range in the

cuvette where the signal shows a single exponential decay. Since the OCT signal

at any depth z (path length) in the sample is attenuated by absorption according to

exp(�maz), the fitted OCT attenuation coefficient is corrected for absorption

by subtraction of the water and/or HCT dependent ma from mOCT. In this

way, the OCT attenuation coefficient due to scattering only is obtained, which we

call mOCT,s.
Figure 21.4a and b show Doppler OCT measurements for 23 vol% Intralipid and

(c) and (d) for HCT ¼ 15 % blood. These concentrations are the highest concen-

trations we measured for Intralipid and blood. For Intralipid, the OCT signal

attenuation is well described by a single exponential fit over the whole depth

range of the cuvette, described by mOCT,s ¼ 4.9 mm�1. At this scattering coefficient

the Doppler flow profile is not a parabola, as would be expected, but is severely

distorted. The flow profile maximum is shifted from the center of the cuvette toward

smaller depths and a large offset is observed at the bottom boundary of the cuvette.

For blood, the OCT signal in the first 150 mm increases, thereafter it decreases with

a single exponential decay, as described by mOCT,s ¼ 4.9 mm�1. The Doppler OCT

flow profile for blood is distorted and shows, similar to Intralipid, a large offset at

the bottom boundary of the flow profile.

The fits to the OCT signal decay in depth result in an estimation of mOCT,s for
both Intralipid and blood as a function of concentration and is shown in Fig. 21.5.

For both samples mOCT,s increases nonlinearly with increasing concentration. For

Intralipid, mOCT,s is relatively close to ms as reported in literature [12, 13]. For

similar volume concentrations mOCT,s for blood is close to that for Intralipid.
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However, we expect it to be much larger, since the scattering coefficient ms for
blood is known to be much higher [27] than for Intralipid [12, 13].

21.5 Monte Carlo Simulations of Light Tissue Interaction in
Scattering Media

Monte Carlo (MC) simulations are a powerful tool for simulating signals for

a variety of experimental arrangements. Monte Carlo simulations of light tissue

interaction have been widely used in OCT and Doppler OCT [18, 20]. Monte Carlo

simulations of light tissue interaction are based on calculating the trajectories of

a large numbers of photons randomly propagating in a scattering medium. Optical

properties of the medium such as absorption coefficient, scattering coefficient, and

scattering anisotropy determine the length and the shape path of individual photon

trajectories. We use a traditional MC algorithm for simulation of light propagation

in multilayered media described in Ref. [28], which is modified for simulation of

OCT and Doppler OCT signals by accounting for the coherence gating and the

geometry of the sample arm (shown in Fig. 21.6). Details of the Monte Carlo

algorithm for OCT signal simulation can be found in [20]. To improve the calcu-

lation performance, a parallel message-passing-interface-based MC code was

implemented on a computer cluster system based on Intel Xeon 3 GHz processors.

For the simulation of a single OCT A-line scan, the trajectories of 1011 photons
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were generated and analyzed. The incoming photons are modeled in the form of

a pencil beam. Photons are considered to be coherent if their single pass optical path

length is within half a coherence length of their maximum penetration depth. The

outgoing photons are detected using a finite size detector located at the focal

distance from the medium under study. We performed MC simulations for the

SD-OCT system geometry and media describing Intralipid and blood. The sample

arm geometry of this setup is shown in Fig. 21.6.

21.6 Monte Carlo Simulations of the Doppler OCT Signal

21.6.1 Monte Carlo Simulations of Doppler OCT Signals from
Intralipid

To determine the role of multiple and dependent scattering on the OCT and Doppler

OCT signal, we performed MC simulations using the developed MC code. First, we

focus on Intralipid solutions, which have intermediate scattering coefficient and

low scattering anisotropy. Figure 21.7 shows the simulated OCT signal as a function

of depth calculated for the measured mOCT,s for three Intralipid concentrations (in

Fig. 21.5). These simulations are performed using a Henyey-Greenstein function

with g ¼ 0.33 as a valid approximation of scattering phase function of Intralipid

[13]. As can be seen from the figure, the simulated OCT signal decay is close to

the expected scattering coefficient mOCT,s, but for all Intralipid concentrations the

slope of the single exponential part of the simulated OCT attenuation, indicated

on the right hand side of the graph, is slightly lower (�13 %) than the input ms.
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This phenomenon is clarified by an analysis of the contribution of multiple scattered

photons, as is shown in Fig. 21.8.

Focusing on the highest Intralipid concentration, as shown in Fig. 21.8, the OCT

signal from the single (back) scattered photons has an attenuation of ms, as expected.
However, due to the finite collection numerical aperture and coherence length,

multiple scattered photons are also detected. For depths larger than 200 mm the

number of multiple scattered photons (scattered more than one time) exceeds

the number of single scattered photons and since multiple scattered photons are

found to have a lower attenuation rate with depth, their addition to the OCT signal

from the single backscattered photons leads to a decrease of the attenuation

coefficient from ms to mOCT,s. Therefore, the OCT signal attenuation becomes

slightly non-single exponential as it changes from mainly single backscattering

Fig. 21.6 Schematics of the

sample arm configuration

with focusing lens and flow

cuvette. MC simulations are

based on the geometry and

experimental parameters: lc is
the coherence length of the

source, f is the focal length of

the sample arm lens, lc is the
OCT center wavelength, NA
is the numerical aperture of

the lens, and y is the Doppler

angle
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(depth < 200 mm) to mainly multiple scattered (depth > 200 mm). From the MC

simulations, we derive that we consistently underestimate the single scattering

coefficient ms by �13 % if we compare the MC simulations to the measured OCT

signal attenuation slope.

Next, we perform MC simulations of the Doppler OCT signal for flowing

Intralipid. Figure 21.9 shows the simulated OCT Doppler signal using a normalized

input flow for three different Intralipid concentrations. It demonstrates that for

increasing Intralipid concentration the flow maximum shifts to a larger depth

(+5 % relative to the center) and that the Doppler frequency at the rear border of

the cuvette increases (+29 % of the peak flow), both are observed in our measure-

ments (see Fig. 21.4b). Also, the peak flow decreases. This effect is difficult to

observe in our measurements due to the flow variations of the syringe pump,

dependence of the Doppler frequency on the refractive index of the Intralipid,

and incidence angle variations due to the refractive index of the Intralipid. As

expected, for single scattered photons the simulated Doppler flow profile is equal to

the input parabolic flow profile (not shown).

21.6.2 Doppler OCT Signals for Varying Anisotropy Factor

In comparison with the single scattering description of the OCT signal, multiple

scattering decreases the slope of the OCT signal in depth and affects the Doppler

OCT flow profile at large depths. In general, these multiple scattering effects

increase with increasing scattering coefficient. However, the effect of the scattering
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anisotropy g is more complicated, especially on the Doppler OCT flow profile.

Figure 21.10 shows MC simulations using a constant ms ¼ 5 mm�1 and varying g
(using a Henyey-Greenstein phase function). The simulations are performed for our

experimental geometry. The absorption of the scattering medium is considered to

be negligible small.

Figure 21.10a shows that the slope of the OCT signal decreases with increasing g
due to increasing amounts of multiple scattered photons in the OCT signal. For

g¼ 0, the slope of the OCT signal attenuation is close to that described by the single

scattering model, which means that for this scattering anisotropy multiple scattered

photons are effectively filtered out from the beam. For high scattering anisotropies

(e.g., g ¼ 0.95) many of the multiple scattered photons stay in the beam, thus
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contributing to the OCT signal and decreasing its slope. This is further indicated in

the inset where mOCT,s is estimated from the single exponential part of the decay and

plotted against g. Figure 21.10b shows MC simulations for the Doppler OCT flow

profiles at three different scattering anisotropies. For g ¼ 0, the input flow profile is

accurately reproduced because the Doppler OCT signal is formed mostly by single

scattered photons. For g ¼ 0.6 the flow profile is significantly distorted, and finally

for g ¼ 0.9, the flow profile again is slightly distorted, however, for this g the

contribution of multiple scattered photons is significant. This effect can be

explained by the interplay between the Doppler shift per scattering event and the

average number of scattering events that a detected photon experiences. For very

low g, the Doppler shift per scattering event is very large, however, these photons

are very rapidly scattered sideways out of beam and do not contribute to the OCT

signal. On the other hand, for very high g, photons are scattered mainly in the

forward direction. These photons stay in the beam and contribute to the OCT signal,

however, they have a very low Doppler shift per scattering event (strictly forward

scattered photons have zero scattering angle and do not gain any Doppler shift).

Therefore, the effect of multiple scattering on the measured Doppler OCT flow

profile is largest at intermediate g, i.e., g ¼ 0.6 where a significant fraction of the

detected light is multiple scattered and these multiple scattered photons also

experience a significant Doppler shift per scattering event. Forward scattering,

which occurs at high g, also leads to the appearance of a small peak at the backside

interface of the Doppler flow profile (Fig. 21.10b) even though the specularly

reflected beam does not hit the detector (the capillary is tilted relative to the

probe beam). This peak is formed by multiple (forward) scattered photons that

are not present in the case when only single scattering is dominant.

21.6.3 Monte Carlo Simulations of Doppler OCT Signals from Blood

For high scattering media, such as blood, the effect of multiple scattering is

expected to be much stronger than for Intralipid. For the OCT attenuation, this

results in an underestimation of the scattering coefficient and a nonlinear increase

of the scattering coefficient with HCT [17]. These effects are attributed to multiple

scattering and concentration-dependent scattering, respectively. Here we use Monte

Carlo (MC) simulations to model the Doppler OCT signal for flowing blood. It is

well known that the Henyey-Greenstein function is not a good approximation for

the red blood cell (RBC) phase function [29]. In addition, the experimentally

obtained mOCT,s of blood is inadequately low to expect a good result of MC

simulation using this parameter as input scattering coefficient. Therefore, the

scattering cross section of an RBC is estimated using the discrete dipole approxi-

mation (DDA), calculated with the ADDA code [30]. The calculations are

performed for lc ¼ 1,300 nm using the RBC’s dimensions (determined from the

measured MCV as input parameter. The RBCs are modeled by oblate spheroid

particles, this shape being the simplest nonspherical approximation for the RBC.

For the refractive index contrast ratio we choose jmj ¼ 1.05 [26]. The refractive

index of the medium is estimated at nmed ¼ 1.33. The ratio of the short over the long
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axis lengths of the oblate spheroid is estimated to be 0.25 using Ref. [31]. As output

of the DDA calculations, we obtain Mueller matrices for all scattering angles. For

oblate spheroids, these Mueller matrices are calculated for two extreme orientations

(short axis in the direction of the beam and short axis perpendicular to the beam).

The M11 Mueller matrix elements (isotropic polarization scattering) are integrated

over all scattering angles to obtain the scattering cross section and g. The scattering
cross sections ss are converted to ms using the concentration C derived from the

measured HCT and MCV values and the relation ms ¼ Css, no concentration-

dependent scattering effects are accounted in this calculation. The average phase

function p(y) is calculated, using the phase functions p0(y) and p90(y) and the

scattering coefficients ms,0 and ms,90 at the two extreme orientations, according to

[32] p(y) ¼ (ms,0p0(y) + ms,90p90(y))/(ms,0 + ms,90). The results of the calculations are
shown in Fig. 21.11.

As expected, the calculated scattering coefficients for blood are significantly

higher than the measured OCT scattering attenuation coefficient mOCT,s. For very
low HCT the difference between the calculated scattering coefficient and mOCT,s
decreases. Figure 21.11a also shows the scattering coefficient determined by

Roggan et al. [27] with the integrating sphere method at l¼1,300 nm and

HCT ¼ 5 % for human RBCs. Since the size of human RBCs is close to those of

porcine RBCs [33] we expect that this value closely matches our DDA calculations,

as is observed. Figure 21.11(b) shows the phase function integrated over the polar

angle. The MC simulation uses the calculated RBC orientation-averaged phase

function as input. The corresponding scattering anisotropy is g ¼ 0.98.

Using the ms and phase function calculated with DDA as described above,

we performed MC simulations for HCT ¼ 8 %. This is the highest measured

HCT below 10 % for which the linear relation between scattering coefficient

and concentration holds (see Fig. 21.5 and Refs. [34, 35]) and avoids any

concentration-dependent scattering effects.

Figure 21.12 shows the results of the MC simulations calculated with

ms ¼ 27 mm�1 (HCT ¼ 8 %, Fig. 21.11), ma ¼ 0.37 mm�1, and the orientation-

averaged phase function. MC simulations are shown for the sum of all detected

photons and for contributions according to the number of scattering events N
a detected photon experienced. As can be seen, higher scattering orders are mainly

deeper in the sample. The rise of the OCT signal in the first 100 mm is due to the

buildup of higher scattering order signals. At the backside of the cuvette, most of

photons have experienced more than 20 scattering events. The decay as a function

of depth indicates much lower attenuation of the OCT signal compared to the single

scattering model, i.e., mOCT,s¼ 3.8 mm�1 versus ms¼ 27 mm�1. Remarkably, mOCT,s
estimated from the MC simulated OCT signal corresponds very well to the

experimentally measured value (see Fig. 21.5). In Fig. 21.12b one can see that the

Doppler OCT flow profile clearly deviates, albeit by a small amount, from

a parabola, especially at the back end of the cuvette due to the multiple scattered

photons contribution. Such a small deviation at a relatively high number of scatter-

ing events can be only explained by the high g of blood, which results in a very low
Doppler shift per scattering event.
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21.7 Comparison of Monte Carlo Simulations and Doppler OCT
Measurements

To estimate the scattering coefficient of Intralipid at 23 vol% for which the

experimental data and the MC simulation show good agreement, we performed

a series of calculations for varying scattering coefficient. Good agreement is

observed using ms ¼ 5.6 mm�1 as input parameter (see Fig. 21.13a). The input ms
is 15 % higher than the scattering coefficient estimated from the OCT slope with the

single scattering model (mOCT,s ¼ 4.9 mm�1). A relatively good single-exponential

fit is also achieved for lower Intralipid concentrations (not shown). From

a comparison of our OCT measurements and MC simulations, we conclude that

for all Intralipid concentrations the scattering coefficient ms is approximately 15 %

higher than the measured OCT signal attenuation rate due to multiple scattering

effects. The MC simulation of Doppler OCT flow profile is compared to the

experimental data and shown in Fig. 21.13b. Good agreement can be observed

between the MC simulation and the measurements. Especially notable is that the

offset of the flow at the deepest cuvette wall increases with Intralipid concentration

in accordance with the measurements.

For blood with HCT ¼ 8 % a good agreement in experimental and simulated

OCT signal slopes was obtained with ms¼ 27 mm�1. This value is also predicted by

the DDA calculation using the simplified RBC model. The comparison of experi-

mental and simulated data is shown in Fig. 21.13c. The increasing OCT signal at the
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first glass/blood interface and the slope of the OCT signal as well as the small peak

at the second blood/glass interface are well reproduced by the MC simulation. In

Fig. 21.13d it can be observed that the MC simulation of the Doppler OCT flow

profile matches the measured flow profile and is close to the single scattering

model parabolic flow profile. The increase of the Doppler frequency at the second

blood/glass interface is reproduced by the MC simulations albeit that the distortion

of the MC simulated flow profile is larger than measured. For Doppler OCT

measurements with HCT smaller than 8 %, similar agreement between Doppler

OCT measurements and MC simulations is observed with the deviation between the

single scattering model and measurements being smaller (not shown).

From our consistent agreement between the simulations and the measurements

for both OCT signal attenuation and Doppler OCT data supports the interpretation

of our data. Multiple scattering influences flow parameters measured with Doppler

OCT such as peak flow, peak flow location, flow volume, and shear rate.

To accurately quantify these parameters from Doppler OCT measurements in

highly scattering media, multiple scattering effects have to be taken into account.

21.8 Conclusion

In this chapter, we have compared the Doppler OCT signals for low and high

scattering media. We have shown that the single scattering model is an appropriate

description for low scattering media. For low scattering media, parameters such as

the scattering cross section, scattering anisotropy, and Doppler flow profile can be

directly determined from the Doppler OCT signal.

For high scattering media, the single scattering model does not describe the OCT

signal very well. Usually, the slope of the OCT signal is much lower than the

scattering coefficient of the medium and the Doppler OCT flow profile is distorted.

Both effects are caused by multiple scattered light that contributes to the OCT

signal. The difference between the single scattering model description and the

measured Doppler OCT signal depends on parameters of the sample under study

(e.g., anisotropy factor) and parameters of the OCT setup (e.g., coherence length).

We have shown that the scattering anisotropy is of paramount importance in the

quantification of multiple scattering effects. For a medium with low scattering

anisotropy (e.g., Intralipid, with g ¼ 0.32 at 1,300 nm) the difference between the

real scattering coefficient and the scattering coefficient estimated from the slope of

the OCT signal is quite small. For the medium with a high scattering anisotropy

(e.g., blood, with g ¼ 0.98 at 1,300 nm) the scattering coefficient is much higher

than predicted from the slope of the OCT signal using the single scattering descrip-

tion. Doppler OCT flow profiles are most strongly distorted at intermediate g ~ 0.6.

Acknowledgments A. V. Bykov acknowledges Finnish Funding Agency for Technology and

Innovation (Tekes), FiDiPro project, No. 1027 21 2010. J. Kalkman is supported by the IOP

Photonic Devices program managed by the Technology Foundation STW and Agentschap NL.

The authors thank D. J. Faber, V. M. Kodach, T. G. van Leeuwen, J. vanMarle, and G. J. Streekstra.

942 A.V. Bykov and J. Kalkman



References

1. F.J. van der Meer, D.J. Faber, D.M. Baraznji Sassoon, M.C. Aalders, G. Pasterkamp, T.G. van

Leeuwen, Localized measurement of optical attenuation coefficients of atherosclerotic plaque

constituents by quantitative optical coherence tomography. IEEE Trans. Med. Imaging. 24,
1369–1376 (2005)

2. Z. Chen, T.E. Milner, S. Srinivas, X. Wang, A. Malekafzali, M.J.C. van Gemert, J.S. Nelson,

Noninvasive imaging of in vivo blood flow velocity using optical Doppler tomography. Opt.

Lett. 22, 1119–1121 (1997)

3. J.F. de Boer, T.E. Milner, M.J.C. van Gemert, J.S. Nelson, Two-dimensional birefringence

imaging in biological tissue by polarization-sensitive optical coherence tomography. Opt.

Lett. 22, 934–936 (1997)

4. D. Huang, E.A. Swanson, C.P. Lin, J.S. Schuman, W.G. Stinson, W. Chang, M.R. Hee,

T. Flotte, K. Gregory, C.A. Puliafito, J.G. Fujimoto, Optical coherence tomography. Science

254, 1178–1181 (1991)

5. J.W. Goodman, Statistical Optics (Wiley, New York, 1985)

6. T.G. van Leeuwen, D.J. Faber, M.C. Aalders, Measurement of the axial point spread function

in scattering media using single-mode fiber-based optical coherence tomography. IEEE J. Sel.

Top. Quant. Electron. 9, 227–233 (2003)

7. J.M. Schmitt, A. Kn€uttel, R.F. Bonner, Measurement of optical properties of biological tissues

by low-coherence reflectometry. Appl. Opt. 32, 6032–6042 (1993)

8. C. Akcay, P. Parrein, J.P. Rolland, Estimation of longitudinal resolution in optical coherence

imaging. Appl. Opt. 41, 5256–5262 (2002)

9. V.M. Kodach, J. Kalkman, D.J. Faber, T.G. van Leeuwen, Quantitative comparison of the

OCT imaging depth at 1300 nm and 1600 nm. Biomed. Opt. Express 1, 176–185 (2010)

10. M. Daimon, A. Masumura, Measurement of the refractive index of distilled water from the

near-infrared region to the ultraviolet region. Appl. Opt. 46, 3811–3820 (2007)

11. A. Unterhuber, B. Povazay, B. Hermann, H. Sattmann, W. Drexler, V. Yakovlev, G. Tempea,

C. Schubert, E.M. Anger, P.K. Ahnelt, M. Stur, J.E. Morgan, A. Cowey, G. Jung, T. Le,

A. Stingl, Compact, low-cost Ti:Al2O3 laser for in vivo ultrahigh-resolution optical coherence

tomography. Opt. Lett. 28, 905–907 (2003)

12. H.J. van Staveren, C.J.M. Moes, J. van Marle, S.A. Prahl, M.J.C. van Gemert, Light scattering

in Intralipid-10 % in the wavelength range of 400–1100 nm. Appl. Opt. 30, 4507–4514 (1991)
13. C. Chen, J.Q. Lu, H. Ding, K.M. Jacobs, Y. Du, X. Hu, A primary method for determination of

optical parameters of turbid samples and application to intralipid between 550 and 1630 nm.

Opt. Express 14, 7420–7435 (2006)

14. J. Kalkman, A.V. Bykov, D.J. Faber, T.G. van Leeuwen, Multiple and dependent scattering

effects in Doppler optical coherence tomography. Opt. Express 18, 3883–3892 (2010)

15. L. Wang, Y. Wang, S. Guo, J. Zhang, M. Bachman, G.P. Li, Z. Chen, Frequency domain

phase-resolved optical Doppler and Doppler variance tomography. Opt. Commun. 242(4–6),
345–350 (2004)

16. L. Thrane, H.T. Yura, P.E. Andersen, Analysis of optical coherence tomography systems

based on the extended Huygens–Fresnel principle. J. Opt. Soc. Am. A 17(3), 484–490 (2000)

17. D.J. Faber, T.G. van Leeuwen, Are quantitative attenuation measurements of blood by optical

coherence tomography feasible? Opt. Lett. 34(9), 1435–1437 (2009)

18. R.K. Wang, Signal degradation by multiple scattering in optical coherence tomography of

dense tissue: a Monte Carlo study towards optical clearing of biotissues. Phys. Med. Biol.

47(13), 2281–2299 (2002)

19. H.T. Yura, L. Thrane, P.E. Andersen, Analysis of multiple scattering effects in optical

Doppler tomography. Proc. SPIE 5861, 5861B (2005)

20. A.V. Bykov, M.Y. Kirillin, A.V. Priezzhev, Monte Carlo simulation of an optical coherence

Doppler tomography signal: the effect of the concentration of particles in a flow on the

reconstructed velocity profile. Quant. Electron. 35(2), 135–139 (2005)

21 Doppler Optical Coherence Tomography Signals 943



21. J. Moger, S.J. Matcher, C.P. Winlove, A. Shore, The effect of multiple scattering on velocity

profiles measured using Doppler OCT. J. Appl. Phys. D. 38(15), 2597–2605 (2005)

22. T.G. van Leeuwen, M.D. Kulkarni, S. Yazdanfar, A.M. Rollins, J.A. Izatt, High-flow-velocity

and shear-rate imaging by use of color Doppler optical coherence tomography. Opt. Lett.

24(22), 1584–1586 (1999)

23. G. G€obel, J. Kuhn, J. Fricke, Dependent scattering effects in latex-sphere suspensions and

scattering powders. Waves Rand. Comp. Med. 5, 413–426 (1995)

24. G. Zaccanti, S. Del Bianco, F. Martelli, Measurements of optical properties of high-density

media. Appl. Opt. 42, 4023–4030 (2003)

25. R. Michels, F. Foschum, A. Kienle, Optical properties of fat emulsions. Opt. Express 16,
5907–5925 (2008)

26. M. Friebel, M. Meinke, Determination of the complex refractive index of highly concentrated

hemoglobin solutions using transmittance and reflectance measurements. J. Biomed. Opt. 10,
064019 (2005)

27. A. Roggan, M. Friebel, K. D€orschel, A. Hahn, G. M€uller, Optical properties of circulating
human blood in the wavelength range 400–2500 nm. J. Biomed. Opt. 4, 36–46 (1999)

28. L. Wang, S.L. Jacques, L. Zheng, MCML – Monte Carlo modeling of light transport in multi-

layered tissues. Comput. Methods Programs Biomed. 47(2), 131–146 (1995)

29. A.N. Yaroslavsky, I.V. Yaroslavsky, T. Goldbach, H.-J. Schwarzmaier, Influence of the

scattering phase function approximation on the optical properties of blood determined from

the integrating sphere measurements. J. Biomed. Opt. 4(1), 47–53 (1999)

30. M.A. Yurkin, V.P. Maltsev, A.G. Hoekstra, The discrete dipole approximation for simulation

of light scattering by particles much larger than the wavelength. J. Quant. Spectrosc. Radiat.

Transfer 106, 546–557 (2007)

31. A.V. Cardoso, A.O. Camargos, Geometrical aspects during formation of compact aggregates

of red blood cells. Mater. Res. 5, 263–268 (2002)

32. V.M. Kodach, D.J. Faber, J. van Marle, T.G. van Leeuwen, J. Kalkman, Determination of the

scattering anisotropy with optical coherence tomography. Opt. Express 19, 6131–6140 (2011)
33. J.E. Smith, N. Mohandas, S.B. Shohet, Variability in erythrocyte deformability among various

mammals. Am. J. Physiol. 236, 725–730 (1979)

34. J.M. Steinke, A.P. Shepherd, Role of light scattering in whole blood oximetry. IEEE Trans.

Biomed. Eng. 33, 294–301 (1986)

35. M. Meinke, G. M€uller, J. Helfmann, M. Friebel, Empirical model functions to calculate

hematocrit-dependent optical properties of human blood. Appl. Opt. 46, 1742–1753 (2007)

944 A.V. Bykov and J. Kalkman



Optical Coherence Tomography: Principles
and Applications of Microvascular Imaging 22
Beau A. Standish, Adrian Mariampillai, Michael K. K. Leung, and
I. Alex Vitkin

Contents

22.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 946

22.2 Brief Overview of Optical Vascular Detection Methods and Representative Uses . . . 947

22.3 Microvascular Imaging with Optical Coherence Tomography . . . . . . . . . . . . . . . . . . . . . . . . 950

22.3.1 Phase-Resolved Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 953

22.3.2 Power-Based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 955

22.4 Contrast Agents to Improve Microvascular Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 959

22.5 Representative Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 961

22.5.1 Vascular OCT for Retinal Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 961

22.5.2 Vascular OCT Monitoring of Photodynamic Therapy . . . . . . . . . . . . . . . . . . . . . . . . 962

22.5.3 Vascular OCT in a Murine Window Chamber Model . . . . . . . . . . . . . . . . . . . . . . . . 965

22.5.4 Vascular OCT for Radiation Response Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . 967

22.6 Conclusion, Challenges, and Future Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 969

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 970

B.A. Standish (*) • A. Mariampillai

Department of Electrical and Computer Engineering, Ryerson University, Toronto, Canada

e-mail: standish@ee.ryerson.ca, a.mariampillai@ryerson.ca

M.K.K. Leung

Departments of Medical Biophysics and Radiation Oncology, University of Toronto, Toronto,

Canada

e-mail: michaelkk.leung@utoronto.ca

I.A. Vitkin

Departments of Medical Biophysics and Radiation Oncology, University of Toronto, Toronto,

Canada

Division of Biophysics and Bioimaging, Ontario Cancer Institute/University Health Network,

Toronto, Canada

e-mail: Alex.Vitkin@rmp.uhn.on.ca

V.V. Tuchin (ed.), Handbook of Coherent-Domain Optical Methods,
DOI 10.1007/978-1-4614-5176-1_22, # Springer Science+Business Media New York 2013

945

mailto:standish@ee.ryerson.ca
mailto:a.mariampillai@ryerson.ca
mailto:michaelkk.leung@utoronto.ca
mailto:Alex.Vitkin@rmp.uhn.on.ca


Abstract

Microvascular detection and quantification with optical coherence tomography

is an exciting and growing research field and is the topic of this chapter.

Specifically, the fundamental principles of OCT microvascular imaging are

described, encompassing phase-resolved and power-based methods, and the

use of exogenous contrast agents. Representative biomedical applications of

microvascular OCT imaging are presented, with emphasis on treatment moni-

toring and tissue response assessment. A discussion of outstanding challenges

and future outlook concludes the chapter.

22.1 Introduction

A healthy vascular supply is essential for normal function in biological tissues,

whereas anomalies in the vascular supply are associated with disease processes

such as abnormal cellular proliferation in cancer [1], age-related macular degener-

ation [2], and atherosclerosis [3]. Of these examples, cancer represents one of the

most diverse environments for neovasculature as the pathophysiology of solid

tumors constantly recruits and develops new microvascular networks in a process

called tumor angiogenesis. If these modified vascular networks can be identified

early in the disease progression, then appropriate risk stratification/screening strat-

egies may benefit patient management; further, therapies aimed at disrupting the

neovascular supply, and monitoring the efficacy of this disruption, may enable

more efficacious treatments.

Tumor vessels are chaotic, lack hierarchy, and exhibit abnormal spatial patterns

and volumetric densities. Tumor endothelial cells lining its vessel walls also have

different phenotypic properties compared to those in normal vasculature [4]. As

a consequence, tumor vasculature has functional abnormalities such as unstable

velocity and direction of blood flow, high vascular resistance, and structural

fragility. Furthermore, flow is often erratic, displaying stasis or even reversal in

certain vessels [5]. As there are such drastic differences between normal and tumor

blood vessels, these may provide contrast mechanisms for the detection of cancer

(potentially at its premalignant or early stage) along with monitoring strategies for

developing and optimizing vascular-targeted therapies.

Clinical imaging methods such magnetic resonance imaging (MRI), computed

tomography (CT), positron emission tomography (PET), and ultrasound (US) all

have the ability to detect various aspects of tissue blood flow but lack the spatial

resolution to directly image the microscopic vascular structures such as capillaries,

venules, arterioles, or the lymphatic vessels. Therefore, the scope of this book

chapter will focus on optical methods that can detect in vivo microvascular net-

works. Currently, vascular detection and assessment methods used for cancer

prognosis largely rely on ex vivo microscopic examination of static vessel struc-

tures in resected tissue specimens. Following biopsy and fixation, vessels are

stained, and metrics such as planar 2D microvessel density (MVD, used to assess
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tumor angiogenesis) and 2D intercapillary distance (ICD, thought to indicate tumor

oxygenation) are derived [6]. In several human tumor types, particularly breast

cancer, these can serve as independent prognostic factors to predict relapse-free and

overall survival in patients [7]. MVD can also be used to stratify patients for

different treatment regimes and may be predictive of their response to chemother-

apy [8]. One method to obtain these vascular metrics is by counting individual or

clusters of endothelial cells lining the insides of the vessel walls. Usually, only

regions with the highest MVD, or “hot spots,” are analyzed on the purported basis

that these areas are most biologically important [7].

This histological “gold standard” for microvascular assessment has many impor-

tant flaws. It is disruptive and painful to the patient, suffers from poor sampling

statistics associated with localized tissue excision, is limited to 2-dimension (2D)

analysis of thin planar tissue slices, reports on vessel anatomy and structure, and is

generally unable to provide useful information on blood flow physiology and or

functionality. Furthermore, the counting process is laborious, somewhat subjective,

and is prone to variations in the number of vessels highlighted by the staining

process depending on the antibody used [9]. Hence, MVD and other vessel archi-

tectural metrics are difficult to use and incorporate into the existing patient man-

agement process supported by standard pathology services. These histologically

derived detection methods have a major additional shortcoming in that they are not

practical for continuous patient monitoring, as physical biopsy specimens are

required. Therefore, there exists an extensive opportunity to develop new noninva-

sive in vivo imaging techniques to compliment biopsy for tissue microvascular

detection, such as high-resolution optical imaging strategies to directly visualize

microcirculation details. This represents a paradigm shift from the ex vivo, geo-

metrical/anatomical assessment of the tissue microvasculature (as reported by

histology) for tumor detection/diagnosis and therapy response, to that of in vivo

physiologically relevant metrics of blood perfusion. Several promising in vivo

optical techniques, such as diffuse correlation spectroscopy, confocal microscopy,

laser speckle contrast imaging, and optical coherence tomography, are under

development to detect and quantify microvascular blood flow. These and other

promising novel approaches (e.g., photoacoustics [10, 11]) may assume

a significant role in biomedicine through detection, quantification, and response

monitoring of various pathologies with significant microvascular involvement.

22.2 Brief Overview of Optical Vascular Detection Methods and
Representative Uses

Diffuse correlation spectroscopy (DCS) has been used in vivo to monitor the

relative blood flow fraction (rBF) as a function of various treatment parameters in

photodynamic therapy (PDT, see Sect. 22.5.2) in animal tumor models, with

promising correlations to the biological endpoint of tumor growth delay [12]. The

major components of a DCS system are a CW laser, a non-contact probe with

multiple delivery and detector fibers, and a camera to collect the diffusely reflected
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light [13]. Employing an optical switching methodology, the light is directed

through each of the source delivery fibers in a consecutive manner, followed by

collection via the detection fibers. The detected signal intensity fluctuations of the

diffuse light are sensitive to the motion of tissue scatterers within the sampled

volume of tissue for the particular excitation – detection fiber geometry – and hence

can give a relative indication of blood flow within the interrogated volume of tissue.

For example, Yodh et al. [12] have shown that PDT-induced changes in the DCS-

derived rBF metric were predictive of the treatment response. Specifically, mice

that exhibited a slower decline in the rBF during the PDT treatment went on to have

slower-growing tumors. An advantage of this technique is that it can continuously

and noninvasively monitor tissue blood flow, as the probes do not require contact

with tissue. However, this technique has several disadvantages; for example, the

overall size of the DCS distal probe implies that primarily only near-surface regions

contribute to the detected signal. Moreover, DCS is a bulk tissue assessment tool,

presenting its metrics averaged over the sampling volume. In other words, it lacks

the ability to resolve localized regions of tissue blood flow, since the technique does

not directly image or visualize the tissue microvasculature. This is potentially an

important limitation: in vascular-targeted therapies, such as prostate PDT, for

example, optimal monitoring techniques should be able to provide spatially

resolved (laterally and in-depth) local vascular feedback for targeted pathology

regions or for nearby organs at risk, such as sensitive urethral or rectal wall

structures.

Confocal microscopy is a widely used optical microscopy technique for exam-

ining tissue that has been resected, preserved, and histologically stained to yield

submicron resolution images, with the additional benefit of functional assessment

via fluorescent markers. This technique is the gold standard for imaging ex vivo

tissue microvasculature referred to earlier, where bloods vessels can be identified

through the histochemical staining of vascular endothelial cells [14]. The function-

ality of vessels can be assessed using exogenous contrast agents that are injected

into the circulatory system prior to tissue excision and fixation. In addition to its

important ex vivo microscopy role, several attempts at its in vivo extension have

been recently reported in the context of intravital microscopy and microendoscopy

[15, 16]. There have been a limited number of in vivo preclinical animal models,

where intravital multiphoton confocal microscopy (MPCM) has been used in

conjunction with fluorescence vascular contrast agents (e.g., FITC dextran) to

image the microvascular network [17, 18]. However, MPCM suffers from

a number of drawbacks that severely limits this technology to preclinical imaging

scenarios and will impede its potential clinical adoption: (1) MPCM is slow (e.g.,

a 5 mm� 5 mm region can take�1 h to image); (2) fluorescent dyes can be difficult

to work with in a patient setting (safety and regulatory issues), and their leaking out

of the vascular network makes longitudinal imaging difficult; and (3) the exquisite

axial and lateral resolution (submicron level) comes at a cost of limited depth of

penetration (<400 mm).

Laser speckle contrast imaging (LSCI) is another optical approach that was

developed in the 1980s, where full-field tissue images are acquired by a camera,
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obtaining a quick snapshot of the speckle pattern [19]. The surface region of tissue is

then imaged over subsequent snapshots, where blood flow can be inferred from the

calculated spatial and temporal statistics of the resultant speckle modulation pattern.

The LSCI technique has matured over the last 20 years, with success in imaging

blood flow in the skin and excellent potential for monitoring brain function in animal

models. The former was one of the original clinical applications of LSCI [20], using it

as a feedback mechanism to optimize the laser therapy of port wine stain [21].

Similar to DCS, one of the drawbacks of LSCI is the inherent lack of depth

resolution. Despite this limitation, LSCI has demonstrated particular utility in

imaging the brain, when a portion of the skull is thinned or removed in animal

models. As the majority of the microvascular network of the brain is superficial,

LSCI has been used to monitor the changes in cerebral blood flow to map the

oxygenation of the brain following sensory activation [22]. Subsequently, LSCI

imaging has become a very useful tool for stroke research and for monitoring

cerebral blood flow changes in the ischemic brain tissue in several animal models

[23, 24]. For example, LSCI was used to monitor the collateral blood flow during

acute stroke in a rat, highlighting the potential benefits of identifying the presence

of collateral blood flow in selecting appropriate poststroke therapies [22]. The LSCI

technique is inexpensive and easy to implement, readily yielding. However, the

advantage of LSCI’s inherent camera-based quick full-field imaging is also

a disadvantage: it has proven difficult to package the LSCI platform into

intracavity, endoscopic, or interstitial imaging scenarios, limiting its range of

potential clinical uses to readily reachable surfaces. This, in combination with the

lack of subsurface-depth-resolved information, will likely limit its biomedical uses

to near-surface and small animal imaging.

Optical coherence tomography (OCT) is a promising emerging imaging modal-

ity that overcomes several limitations of the above vascular detection techniques

and will be the focus of this chapter. Specifically, OCT is portable and inexpensive,

can obtain high-resolution depth-resolved topographic images, is sensitive to blood

flow down to the capillary level, and has recently become commercially available,

with demonstrated variety of clinical uses and successes (e.g., ophthalmology, as

discussed below). Its major drawback is arguably its limited imaging depth

(1–3 mm in most tissues), so care must be taken in selecting imaging scenarios

where this penetration depth probes suitable tissue of interest (e.g., mucosal linings

of various body cavities, intravascular plaque assessment, retinal imaging, and

model studies in small animals). OCT is somewhat analogous to ultrasound, but

instead of backscattered pressure waves, OCT measures backscattered photons.

Interferometric detection is used, relying on coherence gating (thus the “C” in

OCT) to obtain depth-resolved information, thereby avoiding the difficult task of

directly measuring the time of flight of the backscattered light. Recent state-of-the-

art OCT systems have demonstrated submicron spatial resolutions [25], allowing

for the in vivo detection of subcellular features. Additionally, several OCT vascular

detection approaches have been developed to move beyond structural imaging. We

will now describe their scientific fundamentals along with selected illustrative

examples of preclinical/clinical applications.
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22.3 Microvascular Imaging with Optical Coherence
Tomography

Over the past decade, there have beenmany advances in tissuemicrovascular imaging

usingOCT.Algorithms and techniques developed over this time period can be broadly

divided into two groups: (1) those that attempt to quantify blood flow (e.g., velocity,

direction) and (2) those that simply visualizemicrovasculature. (1) Themajority of the

techniques that attempt to quantify velocity, such as color Doppler imaging, are based

onmeasuring the mean frequency shift induced bymoving scatterers (red blood cells)

acrossmultiple A-scans [26, 27]. It is also possible tomeasure flow rates by examining

speckle spatial frequencies in OCT intensity (B-mode) images [28]. However, this

approach is only able to estimate the flow rate to within an arbitrary scaling factor.

(2) On the other hand, the methods developed to only visualize, but not quantify,

vascular flow measure the power (intensity) in the signal attributed to moving scat-

terers. These techniques include power Doppler, optical microangiography, intensity-

modulated phase variance, and speckle variance [29–32].

To obtain an intuitive understanding of how these two different classes of

measurement techniques are related, it is useful to consider the simple imaging

scenario in which a planar reflector is moving with constant velocity in the direction

of the optical axis. For frequency domain OCT, the measured signal from this target

at time t ¼ 0 and t ¼ t can be written as

I 0; kð Þ ¼ 2SðkÞERa z1ð Þ cos½2knz1� (22.1)

I t; kð Þ ¼ 2SðkÞERa z1ð Þ cos½2knðz1 � vtÞ�:
Here, S(k) is the source spectrum, ER is the light reflected from reference arm,

a(z1) is the reflectivity of the plane reflector located at position z1, n the index of

refraction of the medium, and v the velocity of the planar reflector. These equations
describe a translating set of fringes (i.e., sequentially obtained at offset lateral

positions) in time for a frequency domain system. The basic principles of OCT

Doppler detection employing a subset of the N A-scans acquired from the reflector

at the depth z1 are shown in Fig. 22.1.

The sampled signal traced out along the dashed black line (single k value) is

termed the slow-time signal. Its mean angular frequency can be calculated from the

power spectrum, P(o), of the slow-time signal using

ˆ ¼
Ð
oP oð ÞdoÐ
P oð Þdo : (22.2)

This mean frequency f ¼ ˆ/2p of the slow-time signal is commonly referred to

as the Doppler frequency, fD, and can be related to the velocity of the moving plane

reflector by

v ¼ lfD
2n

: (22.3)
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In the more general case where the reflector is moving at an angle y with respect
to the optical axis, the velocity is given by

v ¼ lfD
2n cosðyÞ (22.4)

The Doppler frequency is most commonly measured through an autocorrelation

approach, which calculates the phase shift between sequential A-scans, as discussed

in the following section.

Alternatively, instead of measuring the frequency of the slow-time signal, one

could also estimate the power in the slow-time signal corresponding to moving

scatterers. This concept becomes the basis for power-based methods:

IPD ¼
ð
P oð Þdo: (22.5)

In the idealized example of Fig. 22.1, all of the power is contained in the

frequency band centered at fD. In reality, the OCT field of view will encompass

both moving (mostly blood) and stationary (mostly tissue) scatterers, and the power

spectrum will have additional complicating features. A more accurate schematic of

the slow-time power spectrum, although still idealized, is shown in Fig. 22.2.

Fig. 22.1 Principles of OCT Doppler imaging. (a) A simple reflector propagating with a velocity

v along the interrogating beam. (b) Subset of acquired fringes from the sample, the green dashed
line representing the depth location of interest. The numbers label the sequential depth scans

(referred to as A-scans). (c) The slow-time signal, with its sampled points at positions where the

labeled A-scans in (b) intersect the dashed green line (points from additional A-scans also shown).

(d) Power spectrum of the slow-time signal, where fa is the A-scan rate of the OCT system
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The spectrum now has two components: (1) tissue scatterers, generally termed

clutter, with mean frequency fclutter and (2) moving scatterers in the blood with mean

frequency fblood. As described in the figure caption, the clutter signal arises from

stationary tissue but can also have a bulk tissue motion component. In the presence

of clutter, an estimate of the mean frequency fD, using (22.1), (e.g., as needed for color
Doppler imaging) will be distorted by the presence of the stationary or slowly moving

tissue signal. However, this distortion is generally negligible for mean frequency

measurements, as the OCT voxel size (�10 mm � 10 mm � 10 mm) is small enough

that it can be considered to be fully filled with blood or not at all (i.e., both clutter and

blood signals are unlikely to be present in the same voxel). On the other hand,

estimationof the power in these clinically relevant situationsmust account the presence

of the clutter spectrum, with a band-stop filter (also referred to clutter filters or wall

filters in the ultrasound literature) applied to remove it (dotted line in Fig. 22.2), before

the power in the remaining blood signal can be accurately calculated and displayed.

Thus, to accurately estimate the slow-time signal frequency and power, a number of

different factorsmust be considered to yield optimized blood flowdetection as follows:

1. The number of slow-time samples used in the estimates and the time between

successive samples

2. Finite displacement between adjacent A-scans resulting from lateral scanning

schemes (which induce broadening of the slow-time signal spectrum)

3. The presence of static or slowly moving scattering structures (tissue clutter)

In the next two sections, the implications of these factors on the measurement of

the mean frequency and power will be discussed.

Fig. 22.2 Schematic power spectrum of slow-time signal from B-mode image of tissue. The

moving blood signal is centered about fD, and the tissue clutter signal is centered about fclutter. If the
background tissue is truly stationary, the latter is centered about zero frequency. Often, there is

also bulk tissue motion, causing a shift in the fclutter distribution away from the baseband. In the

illustration above, the tissue is moving away from the interrogating beam, hence the negative

frequency location of the clutter signal. The dotted lines represents an idealized clutter rejection

band-stop filter that suppresses the clutter signal frequencies, in order to generate accurate Doppler

images representative of tissue blood flow
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22.3.1 Phase-Resolved Methods

When acquiring two A-scans taken at the same position at slightly different times,

the slow-time (Doppler) frequency can be estimated by measuring the phase shift,

in the direction of the optical beam, which is induced by the scattering particles

using autocorrelation analysis. To perform the autocorrelation analysis, two or

more consecutive A-scans are acquired from approximately the same location.

Typically, using a larger number of samples (e.g., N ¼ 16 or 32) improves the

estimate of the phase shift, where N is referred to as the packet length. The

frequency of the slow-time signal can then be related to the phase shift via

the equation

fd ¼ Ofa; (22.6)

where O is the measured phase shift and fa is the A-scan rate (assuming a linear

change of phase with time) over the time interval Dt ¼ 1/ƒa.
In practice, the Doppler frequency can be estimated using the Kasai velocity

estimator [33]

fd ¼ fa
2p

arctan

1
MðN�1Þ

PM
m¼1

PN�1
n¼1 Im;nþ1Qm;n � Qm;nþ1Im;n

1
MðN�1Þ

PM
m¼1

PN�1
n¼1 Qm;nþ1Qm;n þ Im;nþ1Im;n

( )
: (22.7)

Here, I and Q are the in-phase and quadrature components of the demodulated

detector signal, and m is the axial averaging index. The index n represents

adjacent A-scans in the lateral direction, in which the autocorrelation analysis

takes place. This estimator provides a computationally efficient way to estimate

the Doppler shift over a packet length of N A-scans [26]. Figure 22.3 shows an

example of structural and color Doppler imaging from the heart of Xenopus laevis
tadpole employing this phase-resolved flow detection technique. Due to the

limited A-scan frequency of the OCT system used in this experiment

(16 kHz), aliasing occurred in the spiral valve of the truncus arteriosus (TA),

where detected frequencies were greater than the aliasing frequency of fa/2
(from [34]).

A number of factors influence the sensitivity (minimum measurable phase shift

and thus minimum detectable blood velocity) of a Doppler OCT system. Most

important is the influence of the structural signal-to-noise ratio (SNR) on the

Doppler noise floor. To estimate the SNR-limited Doppler noise floor, consider

the simple theoretical model, which defines the SNR as

SNR ¼ Ej j�!
~nj j

 !2

: (22.8)
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Here, ~n is a random noise vector and ~E is the reflected electric field at the

detector. In the regime where high SNR is observed (jEj >> jnj), the standard

deviation of the phase shift between two A-scans is given by [29]

sD’ ¼ 1

SNR1=2
: (22.9)

The SNR-limited phase noise is the lowest phase shift that can be measured

between two A-scans. For optimal Doppler detection, the system should always be

operating as close to this threshold as possible.

Another important factor that contributes to the DOCT noise floor is the fact that

the majority of OCT systems use only a single linearly scanned beam to generate

B-mode images; in other words, consecutive A-scans are not sampling exactly the

same spatial location. This introduced lateral displacement between each A-scan

during B-mode imaging, which increases the Doppler noise floor (broadening of the

clutter signal spectrum) [26]. Standard protocols to minimize these effects include

extensive lateral oversampling. However, this reduces the effective frame rate of

the system [35, 36]. A related noise issue is that of physiological motion (some-

times referred to bulk tissue motion), which can shift the center frequency of the

clutter spectrum. This can make it very difficult to interpret color Doppler images,

due to large bulk phase shifts that are superimposed on the Doppler signals.

A number of techniques have been developed to address this problem, where two

of the most commonly used include (1) the simple subtraction of the mean phase

shift from each line in the Doppler image and (2) the histogram rejection technique

[35, 37].

It is important to note that ongoing technical advances in Fourier-domain OCT

systems (faster swept sources and/or spectrometers) for volumetric OCT imaging

can actually be counterproductive for phase-resolved Doppler detection, as these

blood flow measurement schemes require phase buildup between successive

A-scans. Therefore, as the time between consecutive A-scans becomes smaller

(inversely proportional to the A-scan rate of OCT system), there is less time for

a measurable phase difference to be measured. In the best-case scenario, when the

Fig. 22.3 Structural and Doppler flow image showing blood being ejected out of the truncus

arteriosus (TA) in the Xenopus laevis tadpole heart. To the right of the truncus arteriosus is the

ventricle (V)
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phase noise floor remains constant, as the A-scan rate increases, there is a linear

reduction in the minimum detectable velocity. This can be overcome by

a proportional increase in the packet length N (number of A-scans used in the

Kasai, or other, velocity estimator). However, this slows the imaging frame rate,

diminishing the advantages afforded by increased A-scan rates.

Typical minimum detectable velocities for phase-resolved methods lie in the

range of 100–500 mm/s. These values are directly dependent on the imaging system

and sample characteristics for signal detection. Physiologically, this lower limit

implies phase-resolved methods are able to detect flow in larger arterioles and

venules, but smaller vessels and capillaries will not be detected. Although the

phase-resolved methods suffer from a variety of complication as mentioned

above (along with additional complications arising from Doppler angle require-

ments and aliasing), phase-resolved methods do provide a robust method of calcu-

lating blood flow velocity in OCT.

22.3.2 Power-Based Methods

Power Doppler OCT (PD-OCT) imaging was first applied to time-domain OCT

systems [26, 38]. PD-OCT is based on first filtering out the stationary or slowly

moving tissue component (clutter) of the slow-time power spectrum using a high-

pass filter and subsequently quantifying the remaining signal intensity. In the

idealized case shown in Fig. 22.2, the clutter rejection filter centered at zero

frequency has sufficient bandwidth to remove the clutter signal (centered at fclutter),

while leaving the Doppler signal from blood (centered at fblood) unaffected. In

practical in vivo imaging scenarios, it is crucial to match the clutter filter charac-

teristics to that of the clutter signal in order to obtain sufficient rejection of the tissue

clutter components. This filter matching is complicated by the same factors that

degrade color Doppler imaging: low SNR and the use of a linearly scanned beam

that broadens the clutter spectrum. Therefore, a broader bandwidth clutter rejection

filter must be used, which inevitably removes a finite fraction of the low velocity

blood signals. Bulk tissue motion shifts the center of the clutter spectrum in

a motion-dependent fashion, necessitating the use of adaptive filters which com-

pensate for these effects [39] or the use of very broad band filters. Finally, as in the

case of phase-resolved methods, the ever-increasing OCT A-scan speeds afforded

by faster lasers and spectrometers allow very little time for the slow-moving blood

spectrum to separate from the clutter spectrum, resulting in partial removal of the

blood spectrum signal by the clutter signal filter.

Recently, a technique known as optical angiography (OAG) has also been

developed for frequency domain OCT [30]. This technique is similar to PD-OCT

except that the filtering of the tissue clutter, from the slow-time power spectrum,

occurs in the frequency domain via a Hilbert transform [30]. Overall, the greatest

benefit of power Doppler and OAG imaging, compared to phase-sensitive tech-

niques, is that averaging multiple lines and frames from the same location

(an approach known as persistence in ultrasonography) increases the system’s
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sensitivity to smaller vessels. Additionally, PD-OCT imaging does not suffer from

aliasing and angle dependence as seen in CD-OCT, making it easier to interpret for

real-time application where flow velocity is not needed. PD-OCT can also be color-

coded to indicate the directionality of flow. This is accomplished by first applying the

clutter filter and then applying a filter that either removes all positive components or

negative components resulting in two separate power Doppler images – one that

displays only positive components of the power spectrum and one that only displays

the negative components. These two images are typically color-coded red and blue,

respectively, and merged into a single directional power Doppler image [40].

However, even with the use of large amounts of averaging, the smallest vessels

cannot be detected using standard PD-OCT techniques, as the current OCT A-scan

rates (on the order of tens of kHz) do not allow enough time for the blood flow

spectrum to separate from the low-frequency tissue clutter spectrum. An elegant

solution is to move away from intraframe measurements (where the slow-time

sampling frequency is fa) to interframe techniques (axis i in Fig. 22.4) This

increases the integration time between successive measurements, allowing the

blood scatterers to move sufficient physical distances to uncouple fD signals from

fclutter signals.

This idea forms the basis for OCT techniques such as ultrahigh-sensitivity

OMAG (UHS-OMAG) [41], phase variance [29], intensity-modulated phase vari-

ance [31], and speckle variance (SV) [32]. In these techniques, where the interframe

time between measurements becomes large, the blood component of the slow-time

power spectrum (now in the frame direction) becomes uniformly distributed in

frequency, as shown in Fig. 22.5. This uniform distribution of phases arises from

complete decorrelation of the OCT signal, on the order of the interframe timescale.

Clutter signals can now be filtering out using a high-pass filter, leaving the power

associated with moving blood scatterers to generate highly sensitive vascular maps.

Fig. 22.4 Interframe scanning pattern used to perform high-sensitivity vascular imaging with

techniques such as speckle variance (SV) OCT. Acquisition of multiple B-mode frames at each

location (indicated by their numerical index on the right of the figure, at a representative B-mode

location) minimizes decorrelation of static structures, thus maximizing vascular contrast
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For example, the algorithm for generating speckle variance images requires calcu-

lating the variance of pixels from a set of N B-mode images (here, N is known as the

gate length), acquired from the same spatial location using the equation

SVijk ¼ 1

N

XN
i¼1

Iijk � 1

N

XN
i¼1

Iijk

 !2

: (22.10)

Here, i, j, and k are indices for the frame, transverse, and axial pixels, respec-

tively, and I is the corresponding pixel intensity value. For clarity, a schematic

representation of a typical data set and pixel indices is shown in Fig. 22.6.

Figure 22.7 demonstrates a highly sensitivity color-coded vascular projection

map of a tumor obtained with the above SV-OCT approach. Features closest to the

surface have been encoded as green yellow, while deeper features are encoded with

orange red, and the transparency of each pixel is determined by the speckle variance

intensity [42]. As seen, these blood flow detection techniques now have the ability

to directly visualize the 3D capillary bed in vivo to a depth of �1 mm. The next

section discusses further improvements in the robustness of this approach (espe-

cially in the presence of tissue motion) and imaging depth (potentially with the

introduction of exogenous contrast agents).

The recent development of interframe power-based blood flow detection tech-

niques has enabled hitherto unavailable in vivo sensitive detection of the entire

vascular network throughout several millimeters of tissue. These new approaches,

in combination with high A-scan rate Fourier-domain OCT systems, have yielded

imaging tools that are capable of providing 3Dmorphological and vascular data sets

in mere seconds. This unprecedented ability to provide volumetric vascular perfu-

sion maps in vivo may have widespread preclinical and clinical applications,

ranging from model small animal studies to wound healing to disease detection to

Fig. 22.5 Power spectrum of slow-time signal taken in the frame stack direction. The effective

sampling rate now becomes the frame rate of the system in frames per second (fps)
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treatment monitoring/optimization. As with all imaging modalities, each of these

specific vascular detection schemes has their advantages and disadvantages, and the

researcher or clinician must take great care in choosing a vascular detection scheme

that is optimal for the specific application in question.

Fig. 22.6 Schematic

representation of an acquired

speckle variance data set of N
frames, and the corresponding

indices used to label the frame

(i), transverse pixel location
(j), and the axial pixel

location (k)

Fig. 22.7 Depth-encoded

color projection image of 9L

gliosarcoma tumor imaged

9 days after implantation in

the dorsal skinfold window

chamber model. Features

closest to the coverslip are

encoded with green yellow,
while deeper features are

encoded with orange red. The
transparency of a pixel is

determined by the speckle

variance intensity. The image

shows a significant amount of

intratumoral microvascular

heterogeneity [43]
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22.4 Contrast Agents to Improve Microvascular Detection

The OCT vascular detection techniques described above are based on Doppler shift,

power Doppler, or speckle modulation and inherently assume the imaging back-

ground is essentially stationary, and that the only moving components are due to the

presence of blood (either due to convective flow or due to natural Brownian motion

even in the absence of flow as in the case of speckle modulation). Thus, the motion

of the scatterers in blood is the overarching source of vascular contrast in OCT. In

some cases, however, it may be advantageous if additional exogenous contrast can

be localized in the vasculature, in order to better reject background (nonvascular)

signals and decrease the reliance on the motion detection algorithm. Vascular

contrast-enhancing agents are present in many other biological imaging modalities,

making feasible the detection of vascular network, and recognizing regions of

altered perfusion. They include iodinated agents in computed tomography, gado-

linium in magnetic resonance imaging, and microbubbles for ultrasound. In optical

imaging, a prevalent modality that relies on contrast agents is fluorescence imaging.

A wide variety of fluorescently tagged molecules are used in confocal and

multiphoton microscopy. One common vascular detection method involves the

use of fluorescently tagged high molecular weight Dextran, which acts as a blood

pooling agent and has been successfully used to diagnose vascular anomalies in the

eye [44]. However, one of the primary drawbacks of fluorescence imaging for

clinical applications is the limited depth of penetration. The use of contrast agents

for OCT has the potential to enable high specificity of the imaging target, with an

order of magnitude increase in imaging depth. However, a confounding factor to

this potential for OCT deep vessel detection is that fluorescence is an incoherent

process and is therefore unsuitable for OCT. Therefore, OCT must rely on actual

changes in the (scattering and absorption) optical properties of the tissue to be

imaged [45].

One potential mechanism for enhanced vascular contrast is thus to utilize agents

with strong scattering or absorbing properties that can be localized in the blood. The

following section discusses strategies to enable contrast-agent-enhanced vascular

detection. Note that contrast agents for OCT imaging extend far beyond vascular

imaging, where developments have been primarily focused on the detection of

cellular biomarkers. Interested readers are referred to a review by Yang [46].

There are many commercially available near-infrared (NIR) absorbing dyes,

which can alter the spectral properties of an imaging target within localized regions.

The NIR dye indocyanine green, for example, has been FDA-approved and has

found applications in ophthalmic angiography [47]. NIR dyes may be used as

a contrast agent when combined with spectroscopic OCT, which can probe the

spectral information of a sample [48, 49]. Dyes that have absorption peaks that are

off-centered from the center wavelength of the OCT light source are chosen. Their

presence causes a regional shift in the spectrum of the backscattered light where

they are located. This shift can be detected using spectroscopic OCT, where the

concentration of the dye may be determined by the amount of spectral shift from the
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center wavelength of the light source. This has been successfully applied to the

imaging of the vascular bundles of a celery stalk [50].

Microbubbles and microspheres are another type of contrast agent, relying on

scattering alterations, that could potentially be utilized for vascular detection using

OCT. Gas-filled microbubbles are highly scattering due to the large index of

refraction mismatches that they create in tissue. They may also find applications

for combined OCT and ultrasound imaging. Barton et al. demonstrated the OCT

detection of phospholipid-coated perfluorobutane microbubbles in the femoral

vessels of a mouse hind limb [51]. Other scatterers with refractive indices that are

significantly different from tissue, such as gold and iron oxides, have also been

encapsulated in microspheres for use as contrast agent in OCT [52]. However, an

inherent difficulty with using either strong absorbers or high scatterers as contrast

agent for OCT is that the biological tissues themselves generate a large range of

backscattered signal. Combined with the presence of speckle, this makes differen-

tiation of intrinsic contrast from an exogenous probe difficult, based on intensity

alone. This may help explain the rather subtle improvements in vascular detection

using microbubbles reported by Barton et al. [51].
To enhance the separation of contrast agents from the tissue background signal,

it is possible to use a dynamic modulation method by observing the changes

between a pair of images (B-mode) or between adjacent depth profiles (A-scans),

while the absorbing or scattering properties of the contrast agent are altered. That is,

a baseline acquisition is performed, the properties of the contrast agent are modi-

fied, and then a second acquisition is taken. The difference between the two B-mode

images (or two A-scans) can be used to identify the location of the contrast agents.

For example, methylene blue has a modifiable absorption peak that can be changed

from 650 nm at ground state to 830 nm at an excited state by optical pumping.

Difference images can be obtained by turning the pump on and off, as has been

demonstrated by Rao et al. in what they termed “pump-probe OCT” [53]. The main

difficulty with using methylene blue is its short excitation lifetime, requiring high

pumping light intensity to allow a sufficient time window for image acquisition.

Other molecules with longer transition times, such as phytochrome A, have also

been explored [54]. Another modulated contrast agent is that of ferromagnetic

particles. In magnetomotive optical coherence tomography [55], magnetic

nanoparticles are mechanically modulated with an external magnetic field during

OCT imaging. Background rejection is accomplished by performing an additional

scan when the magnetic field is off. In principle, these modifiable contrast agents

could be encapsulated within engineered microspheres to remain within vascula-

ture. Alternatively, surface modifications could be performed on the microspheres

to label diseased blood vessels as markers for arthrosclerosis or tumor angiogenesis

[52]. These exogenous contrast agents for OCT have yet to become widely used or

widely available to the OCT research community. Although signal improvement

has been demonstrated, the inherent physiological implications and associated

toxicities of these contrast agents remain unknown. Extensive preclinical testing

is required prior to their acceptance as a technique to improve the viability of

contrast-enhanced vascular OCT.
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22.5 Representative Applications

22.5.1 Vascular OCT for Retinal Assessment

Mutation in the vascular network of the retina has been associated with various

diseases including vascular occlusion disease, diabetic retinopathy, and glaucoma.

Therefore, an opportunity exists to quantify the relative or absolute blood flow pattern

of the retina as a way to gain a physiologically relevant understanding of these retinal

diseases. Quantitative imaging of blood vessels, via color Doppler OCT, was first

reported in 1997 [56, 57] and extended to retinal imaging by Yazdanfar et al. [58] in
2000. This concept of using the inherent blood flow as a contrast mechanism was

employed to differentiate the stationary tissue from the moving red blood cells and to

visualize the morphology of the blood vessels in the ocular fundus and is now termed

optical coherence angiography (OCA) [59]. With recent advances in computer

hardware and an increase in the A-scan rate of OCT systems, three-dimensional

(3D) scans can now occur at multiple times per second, where the vascular informa-

tion can be used to differentiate between retinal and choroidal vascular networks.

Although fluorescein angiography (FA) is still the gold standard for vascular detec-

tion in the eye, recently developed inherent-contrast OCT blood detection techniques

such as speckle variance, phase variance, and optical microangiography have the

potential to replace FA as the accepted standard of care in the near future.

OCT is in fact becoming a standard of care for many ophthalmic diseases, and

many ocular OCT studies have been reported. This has translated to and increased

use of microvascular OCT imaging in the eye [60, 61]. For example, a recent

Doppler OCT pilot study by Wang et al. [62] has demonstrated how ocular blood

flow characteristics in retinal and optic nerve diseases could be used to stratify

patients with and without disease. Subjects were subdivided into five groups –

normal, glaucoma, nonarteritic ischemic optic neuropathy (NAION), diabetic ret-

inopathy (PDR), and branch retinal vein occlusion (BRVO) – and their blood flow

was detected and quantified, via the Doppler OCT velocity profiles, in a regions

around the optic nerve head. It was found that the total retinal blood flow in normal

patients averaged 47.6 � 5.4 mL/min, whereas eyes with glaucoma (34.1 � 4.9 mL/
min), NAION (28.2 � 8.2 mL/min), or PDR (15.8 � 10.1 mL/min) had

a significantly decreased blood supply (P < 0.001). In addition, there was

a statistically significant correlation between the loss of normal blood flow in the

eye and visual field loss in glaucoma patients (P ¼ 0.003). This is but one example

demonstrating how Doppler OCT retinal blood flow imaging can help identify and

quantify diseases of the posterior chamber of the eye.

As OCT blood flow detection algorithms and techniques continue to be validated

by preclinical and clinical research, several imaging and workflow advantages may

allow these techniques to assume routine use in the clinic. These advantages include

inherent (endogenous) vascular contrast without the need for exogenous contrast

agent injection (e.g., fluorescein), no need for surface contact (cf. ultrasound), and

OCT’s ability to yield coregistered high-resolution morphological information and

sensitive blood flow detection maps simultaneously.
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22.5.2 Vascular OCT Monitoring of Photodynamic Therapy

Photodynamic therapy (PDT) is a non- or minimally invasive treatment that

combines the effect of three nontoxic agents – photosensitizer, oxygen, and

light – to produce a cytotoxic photochemical reaction. PDT is approved for treating

a variety of solid tumors, dysplasias, and other oncologic and nononcologic pathol-

ogies [63, 64]. Several advantages of PDT as an oncotherapy include ability to

preferentially target tumor while sparing adjacent normal tissues (owing to selective

accumulation of photosensitizer and focal light irradiation strategies), reduced sys-

temic phototoxicity using recently developed photosensitizers, ability to target either

cellular or vascular tumor compartments, good cosmesis outcome (owing to sparing

of the connective tissue and stroma), and lack of treatment resistance buildup

(allowing for retreatments as necessary to improve response). Some disadvantages

of PDT include systemic photosensitivity with previous generation of photosensi-

tizers, inability to treat large tumors (related to limitations imposed by light propa-

gation in tissue), overall complexity of the treatment (correct mixture of light, drug,

and oxygen “doses”), and the need for a viable blood supply to ensure continuous

oxygenation (which can prove difficult in a hypoxic tumor environment [65]).

When the photosensitizer is excited to a higher energy state by the PDT

treatment light source, it can return to its ground energy level via nonradiative

relaxation, fluorescence, or through an intermediate triplet state. It is this triplet

state which is of most interest to the PDT effect, as the photosensitizer can undergo

a type 1 or type 2 reaction. The type 2 reaction is considered to be the main

cytotoxic PDT path leading to cell death [66], where the photosensitizer reacts

with molecular oxygen to produce singlet oxygen [67]. As the singlet oxygen reacts

with the tissue, cell destruction can occur via plasma membrane damage [68], bleb

formation [68], reduction of active transport [69], depolarization of the plasma

membrane [70], and cell lysis [65]. DNA damage has also been implicated in PDT,

often mitochondrial and not nuclear, owing to the details of photosensitizer sub-

cellular localization; unlike the mode of damage of ionizing radiation, however, the

induced DNA base oxidative damage, strand breaks, and cross-links may be such

that the damage is sublethal [71, 72].

In addition to (or perhaps instead of) cellular damage, tumor vasculature is also

an attractive target during PDT, as the tumor environment requires a functional

vascular system for the delivery of nutrients and for removal of toxic wastes

associated with cellular metabolism of its rapidly proliferating cells. The tumor

vasculature is significantly different from normal vasculature in both vessel archi-

tecture (tortuosity, irregular branching, lack of basement membrane in endothelial

cells) and function (e.g., blood pooling, increased vessel permeability, perfusion)

[73]. These differences provide a potential framework for preferentially targeting

tumorous vasculature to disrupt or modulate vessel architecture/function, while

limiting damage to normal vascular tree. An important benefit of vascular targeting,

when compared to cellular targeting, is that not all endothelial cells need to be

affected to disrupt tumor vascular function. Instead, damaging a single endothelial

cell or small section of a blood vessel may induce catastrophic results, as thousands
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of tumor cells may die since they were dependent on that single vessel section for

their blood supply [74].

These PDT vascular impairment effects are complex and dynamic, but poten-

tially useful; as such, they may be monitored, quantified, and perhaps optimized in

real time via OCT. The vascular changes, if measurable, can offer a metric for

quantifying the biological response of PDT, further elucidating its mechanisms of

action and providing an early assessment of therapeutic efficacy. This may over-

come some of the PDT dosimetry challenges and provide potential feedback

information for therapy improvement and individualization.

OCT’s ability to simultaneously image tissue structure and blood flow informa-

tion is very promising for biomedical applications and is well suited for monitoring

the vascular changes associated with PDT treatments. Doppler OCT (DOCT) is

capable of producing high-resolution structural images while also acquiring blood

flow characteristics at the microcirculation level. However, due to the shallow

penetration depth of OCT (1–3 mm in scattering tissues), new technologies are

needed to obtain DOCT images of deeply situated tissue for clinical applications

such as prostate or brain cancer.

Yang et al. [75] first demonstrated the feasibility of using a needle-based OCT

probe to minimally invasively image the microstructure and microvasculature of

hamster leg muscle. Note that this approach does not improve the OCT imaging

depth of 1–3 mm per se but rather enables its placement anywhere in 3D space (via

a minimally invasive high-gauge needle, under radiologic guidance). This design

was miniaturized (�400 mm diameter OCT probe) and used in several follow-up

studies to monitor and quantify PDT in preclinical animal studies under varying

treatment conditions. Standish et al. [76] demonstrated that interstitial (IS) DOCT

was able to detect and monitor microvascular changes during and post-PDT, deep

within the tumor in real time, by providing quantitative differences in the vascular

response to varying irradiance rates. This study monitored dynamic changes in

vascular blood flow and defined a new quantitative metric called the vascular

shutdown rates. This IS-DOCT metric was then used by Standish et al. [77] to
predict the biological endpoint of tumor necrosis after PDT treatment in a Dunning

prostate tumor rat model. Figure 22.8 demonstrates typical blood flow detection

images throughout a PDT treatment and corresponding changes in the vascular

index. Note only a couple of vessels have been highlighted in Fig. 22.8a for ease of

displaying the detected blood flow.

Figure 22.9 demonstrates the PDT-induced vascular shutdown within the

treatment region of multiple rats. A resonable correlation (R2 = 0.72) between the

percent tumor necrosis at 24 h post treatment and the vascular shutdown rate was

observed slower vascular shutdown rate corresponded to higher treatment efficacy

(larger volume of tumor necrosis).

These results demonstrate the potential for clinical measurements of the vascular

effects of PDT via Doppler OCT, laying the groundwork for further work to

improve vascular detection along with new imaging protocols and platforms for

detecting and quantifying tissue microvascular network including the capillary bed

[32, 34, 42].

22 Optical Coherence Tomography 963



0

10

30

40

20

0 5 10

Vascular shutdown Rate (% Vl/min)

y = −0.002x + 0.43

R2 = 0.723

PDT treated tumors
Linear regression
Controls

15 20

N
ec

ro
si

s 
(%

)

Fig. 22.9 Correlation

between percent tumor

necrosis and DOCT flow

reduction rate in PDT-treated

rats carrying Dunning

prostate tumor xenografts.

PDT-treated group showed

a marked and a statistically

significant (R2 ¼ 0.723)

decrease in PDT treatment

efficacy with the increased

rate of vascular shutdown.

Vascular index VI is

a quantification of the relative

blood flow fraction detected

in Doppler OCT images

Before PDTa b

c

During PDT

Post PDT

500 µm

Reflectivity [dB] Doppler [kHz]

6 21 36 0 +4-4

120

400

300

200

100

100

80

60

40

20

0
0 10

0
0 10 20

32 mWcm−2

48 Jcm−2

60 mWcm−2

90 Jcm−2

Vlmin

30

Time (min)

V
as

cu
la

r 
In

de
x

V
as

cu
la

r 
In

de
x

Vlmax

40

20 30

Time (min)

40

Fig. 22.8 Photofrin-mediated PDT, treatment time ¼ 25 min. (a) IS-DOCT imaging sequence of
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22.5.3 Vascular OCT in a Murine Window Chamber Model

Window chamber models for visualizing tissue development in vivo have been

established since the 1920s [78]. In this approach, surgery is performed at the site of

interest to implant an optically transparent window that allows for direct intravital

imaging of otherwise inaccessible regions. The rabbit ear chamber, cranial cham-

ber, dorsal skinfold chamber (DSWC), and other body organ windows (such as the

kidney) have been demonstrated for different research areas [79]. All these models

provide long-term (days, weeks, months) intravital observation of the organ of

interest using high-resolution optical microscopy. The advantages of repeated

longitudinal imaging studies in a well-controlled in vivo environment are beneficial

to tumor implantation and development, controlled manipulation, disease treat-

ments, and multimodality assessments and are highly beneficial for preclinical

studies. The DSWC in particular has been used to study the microvasculature,

with applications ranging from the studies of perfusion to monitoring various

transplanted cells or tissues in the chamber to spatio/temporal quantification of

responses to various treatments.

Figure 22.10a shows an example of a DSWC Swiss nude mouse commonly used

for preclinical research. The model is convenient for DSWC implantation as the

mouse is nude, avoiding the need for hair removal and skin irritation; its suppressed

immune system permits the growth of various human xenografts tumor cell lines. The

DSWC allows for direct observation of the cells, connective tissues and blood vessels

of the normal dorsal skin environment, and, importantly, implanted tumor.

Figure 22.10b demonstrates the different components of the window chamber frame.

Typically, the tissue thickness ranges from 500 mm to �1 mm; for tumor exper-

imentation, a bolus of tumor cells is implanted through the underside of the dorsal

skinfold. The lifetime of the DSWC is approximately 2–4 weeks, depending on its

implantation details and postsurgery care. Figure 22.10 shows typical OCT structural

images of the DSWC with and without tumor implantation. The glass cover slip

appears transparent, apart from the glass to air/tissue interfaces. The thickness of the

dorsal skin tissue can vary significantly, as exemplified in Fig. 22.11a–d. When

investigating tumor growth, the cells are left to grow for approximately 1 week

before imaging and appear as a tissue mass that bulges out toward the back side of

the DSWC, away from the imaging surface (Fig. 22.11c). Proper segmentation of

structural OCT images may allow quantitative evaluation of the tumor volume. Some

blood vessels may be observed from structural images. Figure 22.11d (arrows)

displays large blood vessels whose texture is clearly distinct from the surrounding

tissue. The contrast is based on the time-varying speckle pattern of fluids, which

causes the region to be smeared out when averaged, whereas static features (solid

tissue) would not. When speckle variance signal processing is performed on the 3D

data set (22.9), vascular detection down to the capillary level can be observed in the

dorsal skin of the window chamber animal model, as seen in Fig. 22.11e.

As such, the DSWC animal model has proven an invaluable tool to allow for an

in vivo imaging environment that provides the direct observation of cells, connective

tissues, and vascular network. It also provides a continuous longitudinal testing
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environment to optically track and quantify disease progression, cancer therapies,

and vascular network development. However, there are several areas of improve-

ment that could further increase the utility of this optical imaging platform. Tech-

nically, WC is difficult to implant, requiring specialized surgical tools and frames,

and the resulting limited lifetime (1–3 weeks) precluded longer-term observations.

Fig. 22.11 Structural optical coherence tomography images of the dorsal skinfold window

chamber from different mice. Each image has a depth of view of 3 mm in air or approximately

2 mm in tissue. (a, b) Two examples of normal nude mouse skin. (c, d) Two examples of tumor-

bearing nude mouse skin, 1 week posttumor cell implantation. (a) Dorsal skin of a nude mouse.

The fat cells are visible (labeled). (b) Dorsal skin with visible vessel. (c) Mouse implanted with

ME-180 tumor cells. A tumor mass is present, which manifests as a protrusion on the dermal side

of the tissue. (d) In another location of the same mouse, prominent blood vessels are seen. (e)
Speckle variance OCT en face projection image of the mouse dorsal skin, where the colored map

indicates the relative depth of the vessels (cf. Fig. 22.7)

Fig. 22.10 (a) A Swiss nude mouse whose dorsal skin had been implanted with a titanium

window chamber. (b) The titanium chamber, glass cover slip (diameter ¼ 0.8 cm), and plastic

fastener are shown. Scale bar ¼ 1 cm
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Additionally implanted tumors take on a “pancake” shape, typically 2–4 mm in

diameter and �1–1.5 mm thick. It could be argued that they may not fully represent

the physiology of larger tumors in terms of 3D effects, solute transport, and other

physiology [80]. Nevertheless, in many cases, the ability to serially image the

cellular/vascular/stromal tumor compartments in vivo over extended periods of

time (for monitoring disease progression, detailed spatiotemporal response patterns

to various types of therapies, etc.) outweighs these disadvantages.

22.5.4 Vascular OCT for Radiation Response Monitoring

Radiation therapy (RT) is one of the most common treatments for cancer. Over half

of all cancer patients are treated with RT, either alone or in combination with

chemotherapy or surgery [81]. The therapy involves the use of ionizing radiation to

kill cancer cells and shrink tumors by primarily damaging their genetic material,

which impairs their ability to grow and divide. The therapy is used to treat most

types of solid tumors. The radiation dose delivered to each site depends on the

location, type, and stage of the cancer, as well as the presence of nearby organs that

may be damaged by radiation [82].

RT plays a central role in cancer management. However, its efficacy is also highly

influenced by the tumor’s surrounding environment or the microenvironment.

A nonexhaustive list includes the interaction of tumors with the cells of the immune

system and the inflammatory response, oxygen deprivation, and associated signaling

molecules [80]. Of particular interest in this chapter is the role of blood vessels.

Development of a functional vascular supply is essential for the successful

growth of solid tumors. Typically, existing blood vessels can only support tumor

growth to a few millimeters in size before the neoplastic cell population exceeds the

nutritional needs [83]. What follows is the initiation of new vascular networks, in

a process called angiogenesis [84]. The new blood vessels play several roles for

tumor cells: (1) They provide them with nutrients and oxygen for survival, (2) they

allow removal of toxic waste from cellular metabolism, and (3) they are the

principal route for cancer metastasis [85].

As alluded to previously, tumor blood vessels are very different than that of

normal tissues. Structurally, they are chaotic, lack hierarchy, and have an abnormal

density. Compositionally, they are incomplete in nature, having missing layers such

as basement membranes, endothelial lining, as well as receptors. Tumor endothelial

cells also have different phenotypic properties than that of normal vasculature [4].

These characteristics result in vascular networks that are unable to supply sufficient

oxygen and nutrient to the tumor mass [86]. Using the window chamber model and

custom radiation delivery apparatus, the interplay between tumors and vessels after

radiation therapy may be studied with high spatial resolution using OCT.

Here, we present preliminary results that demonstrate the utility of vascular-

sensitive OCT in monitoring the vascular changes following a single dose of

radiation. The Swiss nude mouse was fitted with a dorsal skinfold window chamber,

and tumor cells (ME-180, human cervical carcinoma) were implanted. The tumor
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cells were stably transfected with the DsRed2 fluorescent protein to facilitate the

monitoring of in vivo cellular tumor growth by fluorescence microscopy. The nude

mouse was treated with single 30 Gy dose of ionizing radiation collimated to the

window chamber region and monitored over 18 days. A wide-field fluorescence

microscope observed the progression of the tumor, and the vasculature was imaged

with speckle variance OCT. Images from both modalities were coregistered to

produce the images shown in Fig. 22.12. By day 18, fluorescence signal from the

1 mm
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Fig. 22.12 Pseudocolored intravital images demonstrating changes in tumor mass (cyan-colored)
and vascular architecture (color-coded for depth, see Figs. 22.7 and 22.11e) induced by radiation

exposure (30 Gy) using speckle variance OCT and fluorescence microscopy in vivo in the DSWC.

The circular treatment region is 4 mm in diameter centered on the tumor. Eight different imaging

time points (a–g) were performed over a period of 18 days. A dramatic decrease in vasculature

post-RT occurred within 2 days, followed by gradual revascularization
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tumor mass has completely vanished, indicating absence of tumor cells. Most large

vessels (arterioles, venules) remained present, but destruction of the majority of the

capillaries was observed in day 2, followed by a gradual reperfusion of the tissue.

These OCT vascular results may be used to provide initial feedback or may even

predict the long-term efficacy of the radiation therapy treatment as has been the case

for other cancer therapies such as PDT studies discussed above [77]. These images

may be further processed to obtain quantitative information, such as vascular area

or density after skeletonization [87]. With the identification of relevant vascular

imaging metrics, these vascular OCT techniques could be used as a feedback

mechanism to alter treatment regimes and have the potential to provide individu-

alized patient therapy, based on point-of-care vascular feedback measurements.

However, it is important to note that extensive preclinical and clinical testing is

required prior to the widespread adoption of OCT vascular monitoring as a means

to improve existing radiation therapy treatments.

22.6 Conclusion, Challenges, and Future Outlook

A variety of optical approaches have been developed for structural and functional

assessment of intact biological tissues. Of these, OCT is particularly promising

owing to its high-micron-scale spatial resolution approaching histological/

microscopic levels, portability, relative affordability, and fiber-optic compatibility

enabling a variety of clinical scenarios. Further, functional extensions of OCT –

spectroscopic, elastographic, polarimetric, textural, Doppler, speckle variance,

etc. – allow the acquisition of further useful biological information, often at levels

previous inaccessible by other techniques. The latter variants of these extensions, as

described in this chapter, are uniquely suited to visualize tissue vasculature at the

perfusion and microcirculation levels. Illustrative examples of the utility of micro-

vascular detection and quantification, in the contexts of disease diagnosis and

therapeutic monitoring, have been provided.

It is interesting to note that OCT is most often grouped under the “optical

diagnostics” rubric of biophotonics, implying its primary role in diagnosis and

detection of pathologies. While the important role of early detection and differential

diagnosis in oncology cannot be marginalized, there is a growing realization that

OCT (and other optical and nonoptical medical imaging techniques) may address

other unmet needs in modern medicine. One outstanding opportunity is to provide

adjunct information to compliment cancer treatments. Consider radiation therapy

and chemotherapy two of the three major weapons at an oncologist’s disposal (the

other one being surgery). These therapies are essentially blind, in the sense that the

success (or failure) of therapy is often not known for weeks or months following

their completions, typically assessed by a posttherapy CT or MRI scan. Yet by that

time, the delivery of the therapeutic agent, be it ionizing radiation or

a chemotherapeutic drug, is over. It would be ideal if some medical imaging or

tissue assessment modality could provide feedback on the progress of therapy

during the course of its delivery so that patient-specific optimization of the
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remaining therapeutic regimen could ensue. Such beneficial fusion of diagnostic

and therapeutic technologies will clearly benefit patient management (termed

“theragnostics” or alternatively “theranostics”) and may indeed bring us a step

closer to the elusive promise of personalized molecular medicine.

Research in this direction is on the rise. In radiation therapy, while imaging has

been widely used for advanced geometric targeting to ensure increased dose

conformity (the field of image-guided radiotherapy or IGRT), it is starting to be

used for tumor response monitoring as well. Specifically, changes in tumor volume

and quantification of tumor shrinkage are starting to be assessed between therapeu-

tic fractions, over the course of a multifractioned radiation delivery. This is a step in

the right direction, but clearly, gross anatomical volume changes in the cm3 range

must be preceded by much earlier, more sensitive metrics of radiobiological

response. Functional PET studies in radiotherapy patients are also beginning to

appear, with the intent of evaluating the changes in the metabolic status of tumors as

a result of irradiation [88–90]. But the outstanding issues of resolution, complexity,

radiation damage and safety, practicality, and cost are still to be properly addressed.

It is in this context of therapeutic monitoring, feedback, optimization, and

“shedding light on therapy” that the vascular OCT techniques discussed in this

chapter may have a significant impact. As evidenced by illustrative examples, tissue

microvasculature is a sensitive, dynamic, and crucial functional tissue metric that is

readily detectable by OCT and may indeed be modulated by a variety of noninva-

sive therapies such as PDT, chemotherapy, and radiation therapy. The outstanding

challenges are many – improve microvascular detectability, quantify the resultant

microvascular metrics, test whether the detected blood flow changes are indeed

specific to the therapy, determine if these detected changes are indicative of the

eventual treatment outcome, and so forth. Some of these challenges have been

initially addressed as summarized in this chapter, but clearly much work remains to

be done in the exciting field of OCT microvascular imaging.
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Abstract

The impact of ultrahigh-resolution and ultrahigh-speed OCT technique on cor-

neal and retinal imaging is shown. The capabilities of advanced OCT system for

imaging of the cornea and the thickness determination of the tear film, corneal

epithelium, and Bowman’s layer over a wide field of view are demonstrated. The

high transverse and axial resolution of OCT system allowing one to image

individual nerve fiber bundles, the parafoveal capillary network, and individual

cone photoreceptors is described.

23.1 Introduction

Over the past 20 years, optical coherence tomography (OCT) rapidly passed several

important milestones. Starting from the idea to use laser interferometry to measure

ocular distances, soon the first 2D scan of the human eye fundus was presented by

Fercher at the ICO-15 satellite conference in 1990 [1–3]. This technique was
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quickly picked up by others and named optical coherence tomography [4]. During

the following years, it has proven its potential for in vivo cross-sectional imaging of

the human retina [5, 6]. The next important step toward a noninvasive optical

biopsy was to increase the resolution of OCT by an order of magnitude from

10–15 mm to below 1 mm [7–10]. Another milestone was then reached with the

introduction of Fourier/spectral domain OCT (FDOCT/SDOCT) [11]. By acquiring

a complete axial scan instantaneously a tremendous improvement in imaging speed

was realized which consequently led to a significant sensitivity advantage com-

pared to former time domain OCT techniques [12–14]. Very recently, the next

advancement has been made regarding imaging speed using fast swept source laser

technology [15]. These systems increased the line rates of OCT systems from

several tens of kHz up to several MHz axial scan rates while maintaining reasonable

sensitivity [16, 17].

High acquisition speed is not only necessary to improve patient comfort but also

to reduce motion artifacts to a minimum. The fast acquisition of volumes and

therefore a minimum of motion blurring is crucial for high transverse resolution

in vivo imaging. In order to support the optical resolution ultrahigh-resolution OCT

volumes require a fairly dense sampling. This is though only achievable in

a reasonable amount of time with very high acquisition speed. Therefore, ultrahigh

resolution and ultrahigh speed are closely linked. By combining both, microscopic

details such as the parafoveal capillaries or individual photoreceptors can be

resolved in vivo [18, 19]. High-resolution imaging is however not only useful for

retinal diagnostics. For corneal imaging, especially, high axial resolution is

required to resolve thin subcorneal layers such as the Bowman’s layer. Gaining

knowledge of the thickness profile of such layers is of significant interest for, e.g.,

the planning and follow-up monitoring of refractive surgery.

In this chapter, we illustrate the impact of ultrahigh resolution and ultrahigh

speed advancements in OCT on corneal as well as retinal imaging. We show the

capabilities of state-of-the-art optical coherence tomography for imaging of the

cornea and the thickness determination of the tear film, corneal epithelium, and

Bowman’s layer over a wide field of view. Furthermore, we demonstrate the

resolution capabilities of an OCT system, which incorporates high transverse

resolution as well as high axial resolution to resolve microscopic retinal features

such as individual nerve fiber bundles, the parafoveal capillary network, and

individual cone photoreceptors.

23.2 Corneal Imaging

SDOCT is a powerful tool when it comes to thickness measurements of closely

separated tissue layers. The human cornea represents a well-suited sample for

ultrahigh-resolution OCT, as the light does not have to travel through large dis-

tances of dispersive media, which could compromise the resolution. Therefore, one

can make full use of the axial resolution to determine the thickness of even very thin

corneal layers. The measurement of the total corneal thickness as well as the
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thickness measurement of sublayers hold substantial value for several diagnostic

and surgical applications, such as monitoring of corneal edema and endothelial

function, planning refractive surgery, and also follow-up examinations of, e.g., the

flap interface [20]. A variety of techniques already exist to image the cornea and

assess topographic thickness of the cornea and its layers [21–26]. However, each of

these methods suffers from some significant limitations. Ultrasound pachymetry

only provides one-dimensional measurements at a single spot in depth. Very high

frequency ultrasound imaging does provide measurement data of a wider field of

view even of the epithelial thickness profile. Yet it is comparably slow and does not

reach the resolution of ultrahigh-resolution optical coherence tomography and

therefore fails to resolve the Bowman’s layer. Confocal microscopy provides

comparable resolution but is limited to a very small field of view. This makes it

almost impossible to measure the same spot multiple times in follow-up examina-

tions. Another significant drawback of this technique is its very short working

distance, which raises the risk of causing corneal lesions. Electron microscopy of

course surpasses the resolution capabilities of ultrahigh-resolution OCT and is

however only available for histopathologic examinations of excised cornea. With

state-of-the-art optical coherence tomography systems one is able to overcome

these shortcomings [8, 27]. Its very high speed enables motion artifact free mea-

surements over a large range across the cornea and its resolution even permits to

resolve the Bowman’s layer with high precision [28]. Gaining knowledge of the

epithelial and Bowman’s layer thickness profile may prove as a successful diag-

nostic tool for diseases of the cornea as, e.g., keratoconus, where the epithelium

becomes thinner over the region of the cone and does in some cases lead to

epithelial breakdown. Also the precision of refractive surgery may be improved

by more accurate thickness data of these corneal sublayers but by more precise

measurements of the corneal flap. A feature of ultrahigh-resolution OCT, which

makes it especially interesting for dry eye diagnostics and pharmaceutical studies,

is its ability to resolve the thin tear film on top of the cornea. Making good use of the

high temporal resolution, even time-resolved studies of the tear film thickness and

its breakup are feasible.

By using a Ti:Sapph laser with a broadband width Gaussian-shaped spectrum as

a light source and carefully choosing the optical components of the interferometer

as well as of the spectrometer with respect to their suitability for broad band optical

transmittance and wavelength-dependent losses, one is able to design an ultrahigh-

resolution OCT system for corneal imaging, which achieves a resolution of approx-

imately 1 mm in tissue [8, 28, 29]. In a very recent study, we demonstrated the use of

ultrahigh-resolution OCT for thickness measurements of the Bowman’s layer and

the epithelium [28]. A Ti:Sapph laser was used, which provided a spectral band-

width of 155 nm, centered at 800 nm. This led to an axial resolution of 1.3 mm in

tissue. At the same time, we equipped this system with a fast spectrometer, using

a CMOS camera. The high acquisition speed of 100,000 A-scans/s reduces the

motion artifacts to a minimum. The ultrahigh resolution combined with the high

speed has proven to be a useful method for the in vivo thickness determination of

these layers over a large field of view. This system was capable of capturing full 3D
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volumes of the cornea with a size of 8.4 � 8.4 � 2.7 mm (horizontal � vertical �
depth), containing 1,000 � 100 � 2,688 pixels, within 1 s.

Figure 23.1a shows a single B-scan, covering 8.4 mm across the central cornea,

acquired within only 0.01 s using this ultrahigh resolution and speed SDOCT

system. With such a system one is not only able to resolve the corneal epithelium

(EP), the Bowman’s layer (BL), the stroma (ST), the Descement’s layer (DL), and

the endothelium (ED), but even the very thin tear film (TF) on top of the cornea,

which cannot be resolved by standard resolution OCT systems. In Fig. 23.1c, we

plotted an A-scan, which further illustrates the capability of this system to detect

closely separated tissue layers. To further enhance the image contrast as well as to

reduce speckle noise within a tomogram one can also use the high acquisition speed

to capture multiple B-scans at the same lateral position and then average these scans

to create high definition OCT B-scans, as presented in Fig. 23.1b, d. In those scans,

the individual layers can be distinguished even easier.

For the thickness evaluation of the acquired 3D volumes, a Canny edge detection

algorithm was used during post-processing in order to extract the boundaries of air–

epithelium, epithelium–Bowman’s layer, and Bowman’s layer–stroma (Fig. 23.2 a).
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Fig. 23.1 Ultrahigh-resolution and ultrahigh-speed OCT scans of the cornea. (a) Single B-scan of
the central cornea. The dotted line indicates the lateral position of (c). TF tear film, EP epithelium,

BL Bowman’s layer, ST stroma, DL Descement’s layer, ED endothelium. (b) High definition

B-scan, created by averaging five B-scans at the same position as (a). The red box indicates the

region of (d). (c) A-scan at the position indicated in (a). (d) Magnification of the region indicated

in (b)
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This detection algorithm however still required user supervision to detect and

correct false positive segmentations. The extracted boundaries were smoothed by

a local regression algorithm using weighted linear least squares. In a next step, the

surface normals were calculated for each point of the boundary surfaces (Fig. 23.2b).

The thickness was then determined by measuring the distance between two

corresponding intersection points of the surface normal and the layer boundary

surfaces. In a next step, this data was plotted in 2D thickness maps for both epithelial

thickness and Bowman’s layer thickness. These measurements were performed over

the full field of view of 8.4 � 8.4 mm, we however only chose to present the

thicknesses for a diameter of 6 mm across the central cornea, because in

the periphery the edge detection algorithm sometimes failed to reliably detect the

layer boundaries due to reduced signal-to-noise ratio. But also in the exact center of

the cornea, the measured values might hold a slightly increased uncertainty due to

the central specular hyper-reflective reflex. Figure 23.2c, d shows the described

thickness maps for the epithelial thickness as well as for the Bowman’s layer

thickness, overlaid over an intensity projection of a large field of view 3D OCT

data set (15 � 15 mm) of the same eye. For determining the thickness of thicker

corneal layers (e.g., the stroma) or the complete corneal thickness it is in principle
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necessary to first correct the shape of the cornea due to refraction at the front surface

of the cornea [30]. However, as wewere in this study only interested at the rather thin

epithelium and Bowman’s layer at the surface of the cornea, one could avoid the

excessive computational effort of a ray tracing correction. All optical distances were

divided by the average group refractive index of 1.387 in order to receive geomet-

rical distances [31]. Another factor which would gain importance when imaging

structures at larger depths would be dispersion. The dispersion introduced by the

superjacent tissue and fluids would significantly disturb the high resolution of this

system.

In this study a total of 14 healthy eyes were evaluated. We received an average

epithelial thickness of 55.8 � 3.3 mm and an average Bowman’s layer thickness of

18.7 � 2.5 mm. These values match very well with values found in other publica-

tions. Table 23.1 gives an overview of measured average thickness values for

different measurement techniques. The lower value for the Bowman’s layer thick-

ness found with electron microscopy may not be attributed to its superior resolution

capabilities compared to the other techniques, but rather to the preparation steps

prior to the imaging, which include slicing, fixation, clearing, and dehydration.

Figure 23.1 already exposed the ability of ultrahigh-resolution SDOCT to

resolve the tear film on top of the cornea. Using the high temporal resolution of

OCT one is also able to perform time-resolved studies of the tear film and its

breakup. This can be done by acquiring B-scan time series at the same lateral

position. In this case a temporal resolution of 100 B-scans/s is not even necessary,

which is why the acquisition rate can be reduced to 30 kHz A-scan rate in order to

further enhance the sensitivity. This acquisition rate still results in a temporal

resolution of 30 B-scans/s. In post-processing, the thickness of the tear film is

then monitored as a function of time. Figure 23.3a shows such a B-scan of a tearing

healthy eye directly after blinking. A thickness M-scan is presented in Fig. 23.3b,

Table 23.1 Average epithelial and Bowman’s layer thickness values for different measurement

techniques

Investigator Method Bowman’s layer thickness

D. Z. Reinstein et al. [22] Very high frequency ultrasound 53.7 mm
J. G. Pérez et al. [32] Optical pachymeter 48 mm
H. F. Li et al. [24] Confocal microscopy through focusing 50.6 mm
N. Hutchings et al. [27] 1,060 nm optical coherence tomography 58.4 mm
A. Tao et al. [33] 800 nm optical coherence tomography 52.5 mm
T. Schmoll et al. [28] 800 nm optical coherence tomography 55.8 mm
Y. Komai et al. [26] Electron microscopy 8–12 mm
H. F. Li et al. [24] Confocal microscopy through focusing 16.6 mm
N. Hutchings et al. [27] 1,060 nm optical coherence tomography 18.3 mm
A. Tao et al. [33] 800 nm optical coherence tomography 17.7 mm
T. Schmoll et al. [28] 800 nm optical coherence tomography 18.7 mm
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where the color encoded tear film thickness is plotted in time across the central

4 mm of the cornea. Here also an inhomogeneous decrease of the tear film can be

seen for different lateral positions. In Fig. 23.3c, we plotted the average thickness of

the entire range as a function of time. Shortly after blinking the tear film thickness

slightly increases before it linearly decreases over the following seconds. To further

increase the value of such time-resolved tear film studies using OCT also volume

series could be acquired. Either by using a lower temporal resolution or by using

alternative scanning patterns, such as a radial scan pattern. Alternatively, one could

use a multiple beam OCT system or parallel OCT system to further increase the

acquisition speed, while maintaining the resolution [34].

The ultrahigh resolution and ultrahigh speed opens new perspectives for corneal

diagnostics. It enhances the diagnostics of several corneal diseases and may be used

to improve the accuracy of refractive surgery. In the future, ultrahigh-resolution and

ultrahigh-speed OCT systems might even be directly integrated in machines for

refractive surgery to monitor the surgery in quasi real time. The ability to perform

precise time-resolved imaging of the tear film may in the future be used to

investigate dry eye disease, pharmacological studies of artificial tears, or the effect

of contact lenses on the tear film.

0 30

28

26

24

22

20

1

2

2
Width [mm]

a

b c

T
hi

ck
ne

ss
 [µ

m
]

T
hi

ck
ne

ss
 [µ

m
]

T
im

e
 [

s]

0 4 0 1 2
Time [s]

3

3
10

15

20

25

30

35

3.5
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eye after blinking. (b) Tear film thickness M-scan. (c) Average tear film thickness as a function of
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23.3 Retinal Imaging

The development of Ti:Sapph lasers provided broad optical bandwidths in the

interesting therapeutic window at 800 nm, where water absorption and scattering

is low. This enabled OCT imaging with high axial resolution–ultrahigh-resolution

OCT (UHR OCT). First implementations for retinal imaging brought a quantum

step in imaging performance, and detail. The drawback of UHR OCT based on time

domain OCT however was the inverse scaling of the signal-to-noise ratio (SNR)

with the optical bandwidth. At the time, retinal UHR-OCT equipped with Ti:Sapph

lasers achieved A-scan rates of less than 100 Hz. Nevertheless, the new degree of

detail allowed for a precise interpretation of retinal layers, resulting also in a better

diagnosis of retinal diseases based on OCT scans. The next quantum step in retinal

imaging brought Fourier domain OCT (FDOCT), which allowed for unprecedented

high speed imaging without suffering the SNR drawback of TDOCT. Soon, UHR

FDOCT images were presented revealing impressive structural details in full three-

dimensional volumes. The higher speed can be used for high-density scans to

improve the tissue contrast. Current UHR FDOCT systems provide details that

can be well compared with histological sections (Fig. 23.4).

On the other hand, it is possible to average several tomograms and to remove the

speckle noise. The price in resolution is completely outweighted by the gain in

image quality. Current developments of sensor technology and light source tech-

nology enable recording of full-time series with volume rates of more than 10 Hz.

The principle of Fourier domain mode locking (FDML) for swept source OCT

opened another quantum leap in speed performance breaking already the 1 MHz

A-scan rate barrier [15–17].

Figure 23.5 shows the effect of tomogram averaging using UHR FDOCT for

imaging the central retina. The tomograms were obtained at 100 kHz A-scan rate

and an axial resolution of better than 3 mm. A single tomogram is shown in

Fig. 23.5a.B with a zoom into the squared regions A and B. The effect of averaging
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Fig. 23.4 (a) UHR OCT tomogram taken across the central fovea. The retinal layers can easily be

identified by cross-correlation with histology (b) (The histology was copied from [35])
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is seen from Fig. 23.5 B.b–c, for using 3 and 7 tomograms. Speckle averaging

reveals details that are otherwise hidden, such as the splitting of the retinal pigment

layer (A) or the three layer substructure of the inner plexiform layer (B).

Having improved the axial resolution for retinal imaging to less than three

micrometers, the next question is how to deal with the lateral resolution. The

unique advantage of OCT is the decoupling of axial and lateral resolution. Hence,

even with low numeric aperture (NA) objectives an axial resolution of less than

1 mm is feasible if the optics supports the large optical bandwidth. However, the

lateral resolution in the focus scales linearly with the NA as in confocal microscopy.

The change in lateral resolution along the optical axis still depends on the depth of

focus (DOF) range as given by the Rayleigh range of Gaussian optics. The DOF

scales to the power of two with the inverse NA. Thus, improving the resolution by

a factor of two decreases the DOF by a factor of four. In case of retinal imaging, the

maximum lateral resolution is limited by the iris dilatation. According to Gaussian

optics, we have in the diffraction limit the following relation between spot size s
and beam diameter d, s ¼ 4lf/(pd), where l0 is the central wavelength of the light

source, and f is the effective focal length of a standard eye. Assuming f¼ 24.46 mm

and l0 ¼ 800 nm yields the plot of Fig. 23.6.

Even for a full pupil size of 7 mm one obtains a theoretical diffraction limited

lateral spot size of 3.6 mm. In practice, it is not recommended to use the total

aperture given by the fully dilated iris. As the beam diameter at the cornea

increases, ocular aberrations will become more prominent. Those aberrations

cannot be corrected by simple spectacles correcting for defocus and astigmatism.

They involve higher order deformations of the wavefront that can only be properly

treated with the use of adaptive optics (AO). AO was originally developed for

astronomy, and was used for correcting the influence of air turbulences of the

atmosphere to the imaging performance of ground-based telescopes. The principle
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Fig. 23.5 (a) Influence of speckle averaging by summing tomograms. The number of averaged

tomograms changes are 0(a), 3(b), 7(c). The rectangular areas of interest show substructure in the

photoreceptor layer (A) and in the inner plexiform layer (B) that become visible by speckle

reduction. Higher averaging smoothes out the capillary structure in D
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has been adapted for improving retinal imaging systems and has recently been

successfully combined with OCT. AO OCT would allow for retinal imaging with

high isotropic resolution in all three dimensions. As compared to Scanning Laser

Opthalmology, OCT has the advantage of better axial resolution and efficient

rejection of out-of-focus or out-of-coherence-gate light.

Nevertheless, motion artifacts especially for in vivo imaging often limit the

performance of systems with nominal high lateral resolution. Therefore, resolution

and imaging speed are closely linked. For example, the cone photoreceptor mosaic

could already be visualized without the use of AO, but with high speed en face OCT

[36]. The fast acquisition of several tens of en face images per second preserved the

integrity of lateral structures. The same has been observed recently with high speed

FDOCT systems based on CMOS technology [18, 19]. CMOS sensors have the

advantage as compared to CCD sensors that the frame rate can be increased by

decreasing the number of active pixels. For example, a common CMOS sensor for

high speed OCT has 4,096 pixels and a frame rate of 70 kHz (Basler Sprint

spL4096-140 km). Reducing the number of pixels to 512 allows for more than

300 kHz frame rate. Clearly, the reduced number of pixels results in smaller

spectral bandwidth and lower resolution (keeping the same optics and grating

configuration in the spectrometer), or in reduced depth range. Figure 23.7 plots

the experimentally determined sensitivity of the detector for various speed settings,

keeping the number of pixels constant. The sensitivity decay is displayed in

Fig. 23.7a for two camera line-rate settings, 20 and 200 kHz. With both settings

there is a loss of�9 dB over 2 mm, indicating no observable pixel cross talk change

with line rate. Figure 23.7b displays the measured sensitivities for used camera line

rates. Since sensitivity scales with exposure time rather than line rate, the actual

exposure time is plotted. There is �11 dB change in sensitivity from 20 to 200 kHz

as should be expected, since the exposure times change by an order of magnitude

from 48.3 to 3.3 ms. The sensitivity might be partially recovered using alternative

interferometer configurations employing fiber circulators or different splitting

ratios. Nevertheless, even at 200 kHz there is still sufficient sensitivity >90 dB

for retinal in vivo imaging.
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The current chapter is devoted to demonstrate the performance of high speed

UHR FDOCT to resolve microscopic retinal details without the technologically

complex and expensive AO extension. The interested reader is referred, e.g., to the

review article of Pircher and Zawadzki [37]. Of course, it is then important to avoid

large aberrations caused by filling the maximum iris diameter with the illumination.

The usable pupil size that exhibits minimum optical aberrations varies from subject

to subject. In average a larger pupil size than 3–4 mm only results in degradation of

lateral resolution on the retina.

On the one hand, the visualization of microscopic retinal details needs a densely

sampled volume. On the other hand, recording times need to be small in order to

keep motion artifacts low. To give an example: if the spot size on the retina is only

5 mm, then a small patch on the retina covering 1.5 � 1.5 mm needs at least

a sampling of 600 � 600 points. Thus, even at high acquisition speed of 100 kHz,

the recording takes already more than 3 s. This stresses again the strong link of high

resolution and imaging speed. Motion artifacts can roughly be divided into large-

scale motion due to eye drift or heart beat, and small saccadic movements in the

order of a few microseconds. The influence of the first kind of motion can be

minimized by keeping the acquisition times small often at the price of

undersampling. Having a fast OCT system at hand, it is possible to study the motion

artifacts in 3D by acquiring volume series [38]. Fig. 23.8a shows an en face map

taken at the photoreceptor layer of a single volume obtained at 200 kHz A-scan rate,

and 10 Hz volume rate. The photoreceptor mosaic is well appreciated. Registration

of the individual volumes allows tracing the relative displacements in the en face

direction as shown in Fig. 23.8d. The trace is followed over a time course of 2 s and

shows the movement of an eye that fixates on a target. Even for a trained person,

that fixates well, the amplitude varies from 10 to 50 mmwithin 100 ms. Figure 23.8c

shows a small region where saccadic motion occurs. The duration of the saccade is

about 10 ms. Saccadic motion happens at a much smaller timescale and is therefore

difficult to avoid. The amount of saccades changes not only from subject to subject,

but might also vary for a single subject. However, it is interesting to observe that the

eye returns back to the original fixation point with good precision.
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Resolving individual photoreceptors in 3D gives access to study structural

details with high precision. Figure 23.8b shows a B-scan taken at the position

indicated in Fig. 23.8a. The outer photoreceptor segment is well visible as delimited

by the inner-outer segment junction and the end-tips signal. FDOCT is in fact

optimal for measuring axial distances with high precision, since they are not

distorted by any axial motion. It is easy to extract, for example, the average length

of the outer cone photoreceptor length as 27.3� 2.6 mm. The axial resolution in this

case was approximately 3 mm in tissue. Of particular interest are longitudinal

studies of the evolution of the outer photoreceptor length [39, 40]. The cones are

renewed by phagocytosis at the end tip of the photoreceptor. Pathologic changes

might alter this renewal rate, which could therefore be a highly sensitive parameter

for diagnosis, in particular of AMD. Alternatively, the photoreceptors have been

measured with en face OCT, a method that can be viewed as SLO with coherent

axial gating. The axial gate can be slowly shifted in order to record 3D maps of

photoreceptors. Nevertheless, the slow tuning of the axial coordinate is sensitive to

axial motion, and special care must be taken to correct for those artifacts [41].
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Another important microscopic structure that can be visualized comprehensively

are individual nerve fiber bundles. Analysis of their structure has high relevance for

diagnosis of glaucoma, or other diseases that attack the integrity and function of the

nerve fiber tissue, like multiple sclerosis. Figure 23.9 shows an en face slice at the

surface of the parafoveal region that allows differentiating individual nerve fiber

bundles and even their substructure.

Additional contrast might be gained by complementing the intensity information

with polarization sensitive (PS) contrast [42]. PS OCT is sensitive to form birefrin-

gence that is caused by the refractive index change at fiber interfaces. On the other

hand, loss of degree of polarization is a sensitive label-free indicator of pigmented

structure, such as the retinal pigment epithelium, or of pathologically disordered

tissue. PS OCT has recently as well been demonstrated with ultrahigh speed based

on FDOCT with a CMOS sensor (Fig. 23.10) [43, 44]. This is the first important

step toward microscopic retinal in vivo imaging with PSOCT.

Probably, the most fascinating retinal microstructure is the retinal capillary

network [45]. Typically, one can separate three capillary vessel layers: the radial

peripapillary capillaries in the retinal nerve fiber layer (RNFL), the inner layer

capillaries in the ganglion cell layer (GCL), and the outer layer of capillaries of the

inner nuclear layer (INL) [46]. In fact, we observed that the third layer can be

distinguished into another two sublayers: Those at the border of the inner plexiform

layer (IPL) and INL, and another network at the INL and outer plexiform layer

(OPL) boundary. The arrangement of those capillary layers is nicely seen from the

cross-sections (bright spots) in the UHR OCT tomogram of Fig. 23.11(a). In the

following, the inner layer capillaries of the GCL and IPL (Segment 1), and the outer

layer capillaries of the INL (Segment 2) are distinguished. Although one would not

expect any capillaries below the OPL within healthy eyes, certain pathologies, such

as telangiectasia imply abnormal vessel growth from the INL down toward the

photoreceptors. Therefore, segment 2 includes the OPL, outer nuclear layer (ONL),

and the external limiting membrane (ELM) down to the inner segment/outer

central fovea

200µm

nerve fibers

Fig. 23.9 Imaging of

individual nerve fibers in the

parafoveal region
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S1

S2

b c

a

Fig. 23.11 (a) B-scan across the central fovea. Red lines indicate the segmentation of segment 1

(S1). Blue lines indicate the segmentation of segment 2 (S2). (b) En face projection of S1,

indicated in (a). (c) En face projection of S2, indicated in (a). Red scale bars denote 200 mm

Fig. 23.10 High-speed PSOCT retardation maps across fovea recorded at 160 kHz (a) The

impact of the Henle fibers is well visible from the typical hour glass pattern at the inner/outer

segment photoreceptor junction. (b) Individual nerve fiber bundles are contrasted
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segment (IS/OS) of the photoreceptors. Figure 23.11b and c are en face maximum

intensity projections of segment 1 (Fig. 23.11a S1) and segment 2 (Fig. 23.11a S2)

from a retinal 3D volume of a healthy subject. The segmentation of the retinal

layers within the individual B-scans is done semiautomatically using a Canny edge

detection algorithm. The maximum intensity projections are obtained by displaying

the maximum intensity along the depth axis at each transverse position. The

vascular structure is well resolved down to the size of the smallest capillaries.

Also the foveal avascular zone (FAZ) is clearly visible. The good contrast for

retinal vasculature is a result of the high scattering of blood relative to the sur-

rounding naturally low scattering retinal tissue. Pure intensity imaging in combi-

nation with simple thresholding and spatial frequency filtering allows therefore

already extracting the complex capillary network. Of course, this simple method

has its limitations, as in particular in the plexiform layers the contrast is not as good

as in the INL. Advanced methods apply machine learning algorithms adapted for

OCT [47].

Expert viewer annotation may serve as a ground truth for testing any automated

filtering method. The annotation of the capillaries of a healthy volunteer can be seen

in Fig. 23.12a. In Fig. 23.12b an overlay of the annotation with the intensity volume

can be seen. The retinal nerve fiber layer was removed in order to reveal the

underlying capillary network. Figure 23.12c shows the multiplication of the anno-

tation with the inner retinal layers of the intensity volume.

The result of filtering the microvasculature is shown in Fig. 23.13 for the same

data set as presented in Fig. 23.12. Figure 23.13a shows the maximum intensity

projection of the segmented INL. In Fig. 23.13b the result of the FFT band pass

filter is displayed. One can clearly observe that the signal from the surrounding

tissue was removed and only the capillary network remains. In the center of the

maximum intensity projection the central foveal reflex is visible. It is also visible

within the filter result, as it has not been removed by the FFT band pass filter.

Having segmented the capillaries, we obtain the vessel centerlines by transforming

the filter result to a binary image before skeletonizing the capillary network as

Fig. 23.12 Annotation of the foveal capillary network of a healthy eye. (a) 3D view of the

segmented capillary network. (b) Overlay of the annotation and the OCT intensity volume without

the retinal nerve fiber layer. (c) Multiplication of the annotation with the inner retinal layers of the

intensity volume
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displayed in Fig. 23.13c. By skeletonizing the boundary pixels of the capillaries

within the binary image are removed until each capillary consists of a single line,

but does not break apart. This operation is performed by the Matlab function

bwmorph, which uses an algorithm described by W. K. Pratt [48].

The skeletonized representation of the vasculature can be used as basis for

characterizing the capillary integrity and structure. The index that describes the

vascular branching pattern is the fractal dimension (FD) of the vessel lines. The

fractal dimension has been used before to characterize 3D tumor vessel growth

[49]. Obviously, it should be an early indicator of vascular growth disorder.

A decrease of this index as compared to the healthy case indicated pathologic

vessel deformation, or capillary degradation due to vessel occlusion. There are

different methods to determine the FD. The easiest method to implement is the box

count method [50, 51]. It is based on calculating the number of vessel pixels that are

covered after tiling the image area in boxes of different sizes (Fig. 23.14a). The FD

Fig. 23.13 (a) Maximum intensity projection of the INL; (b) Result of band pass filtering (a).
(c) Skeleton of (b)
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is given by determining a plateau of the local slope in the ln N versus ln s plot,
where s is the size of the box, and N is the number of boxes that cover the vessels

(Fig. 23.14b).

To compare healthy and diseased case data of patients suffering from early stage

telangiectasia are taken (Fig. 23.15). The ultrahigh-resolution and high-speed

system reveals for the first time small pathologic growing disorders of capillaries

from the INL, through the OPL and ONL, down toward the photoreceptors. These

capillaries can already be observed within the intensity volume rendering without

any filtering (Fig. 23.15a) and are even better visible within the overlay of the

expert annotation with the intensity volume (Fig. 23.15c, d). The area of the

abnormal vessel growth corresponds to areas in the fundus fluorescence angiogra-

phy, where leakages are clearly visible (Fig. 23.15b).

In general, the FD can be calculated for the total measured 3D volume. However,

it was seen that the fractal dimension of 2.35 for the healthy retina differed only

slightly from that of the diseased retina of 2.33 [45].

The fractal volume analysis gives a gross overview about the entire parafoveal

capillary network. If one investigates the capillary network of the telangiectasia

eyes, one observes pathologic changes especially in the second segment S2.

Figure 23.16 plots the FD of the two healthy and two diseased retinas for

volume

volume
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volview3.2 volview3.2
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101.png

101.png

Fig. 23.15 Atypical vessel growth in telangiectasia. (a) Intensity volume, white arrow points to

capillaries growing toward photoreceptors; (b) Fundus fluorescein angiogram, square indicates

section imaged with OCT. (c) Overlay of intensity volume and annotation; (d) Overlay of intensity
volume and annotation showing capillaries growing toward photoreceptors
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segments 2 (cf. Fig. 23.11a) showing larger values for the healthy layers as

compared to the diseased ones. This result is a first indication that local fractal

dimensional analysis might indeed be used for distinguishing healthy from diseased

retinal capillary structure.

Of course, the published results so far show only a tendency that needs to be

further investigated based on a larger number of patient data. It will be of main

interest in further studies how sensitive the index is to early small changes in the

capillary structure. Nevertheless, the fact that one has now access to those structures

with high speed and ultrahigh-resolution retinal tomography systems opens new

perspectives in early retinal diagnosis.

23.4 4D Capillary Imaging

We have seen that the imaging speed of current research OCT systems already

reaches several hundred to a few million axial scans per second [16–19]. This opens

completely new perspectives for microscopic in vivo imaging of dynamic tissue

processes. It is now not only possible to record single cross-sectional scans or single

volumes, but also a series of volumes with high temporal sampling. With the fastest

systems even video rate volume series of 25–50 volumes/s can are achievable. With

such a system one is now able to capture dynamic processes in 4D (3D plus time),

opposed to B-scan time series which of course only hold cross-sectional informa-

tion [19]. Figure 23.17 shows 5 volumes of such a 4D acquisition of the parafoveal

capillaries. This time series was recorded at 200,000 A-scans/s and a sampling of

150 A-scans � 100 B-scans per volume, which resulted in a volume rate of 13.3

volumes/s. Each volume covers the same patch of 0.6 deg � 0.4 deg on the retina,

approximately 1 deg nasal to the fovea. Axial motion artifacts induced by the heart

beat were corrected using correlation-based image registration. The transverse

resolution was approximately 5 mm. The axial resolution defined by the bandwidth

of the used super luminescence diode (SLD) was 6.7 mm in air. The power at the

cornea was measured to be 550 mW.
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Fig. 23.16 Fractal

dimension for segments of
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telangiectasia
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In Fig. 23.17a the retinal nerve fiber layer (RNFL) was removed to reveal a larger

capillary within the ganglion cell layer (GCL). The intensity fluctuation within this

capillary from one volume in time to the next is an indication for blood flowing

through this capillary. Below in Fig. 23.17b in addition to the RNFL also the GCL

as well as the inner plexiform layer (IPL) has been removed in order to reveal the

small capillaries of the inner nuclear layer (INL). The shifting bright spots within

this layer represent blood cells traveling through the capillaries.

Although flow quantification cannot be demonstrated within such time series, it

offers for the first time the observation of pulsation phase-coherent volumetric perfu-

sion images. Such information will certainly impact on the way retinal flow beds are

understood in their interaction with different retinal structures and layers and might

eventually lead to a better understanding of retinal function and pathophysiology.

23.5 Conclusion and Outlook

For in vivo imaging high resolution needs the support of high acquisition speed.

Technological development in light source as well as sensor technology is continu-

ously pushing the performance of OCT systems. The benefit for the patient is

increased comfort due to shorter measurement procedures, but also better diagnosis

as a result of improved quality of images.With the integration of functional extensions

such as 4Dflow imaging or polarization contrast OCT, further enhances the diagnostic

capabilities of high speed OCT. The access to comprehensive microstructural details

Fig. 23.17 4D acquisition of

parafoveal capillaries

recorded at a volume rate of

13.3 volumes/s. (a) The
retinal nerve fiber layer

(RNFL) was removed to

reveal a larger capillary

within the ganglion cell layer

(GCL). (b) The RNFL, GCL
and inner plexiform layer

(IPL) were removed to reveal

the capillaries within the inner

nuclear layer (INL). The

fluctuating bright spots from

volume to volume represent

blood cells traveling through

the capillaries
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such as the nerve fiber bundles or the capillary network opens exciting perspectives for

ophthalmic research and early diagnosis. Resolving the photoreceptors in 3D gives

access to a better understanding of dynamic physiologic processes. The response of

individual photoreceptors to stimulation might, for example, give insight into signal

pathways in a completely noninvasive and noncontact way.

The next generation of ophthalmic systems employs multiple beams in order to

decrease the measurement times or parallelize the acquisition. Broad bandwidth

sources might become even more compact and cheaper, which opened the way for

commercializing also UHR OCT. Finally, it is up to the medical researchers to

properly exploit the new fascinating possibilities that are available through latest

technological mile steps in OCT.
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Abstract

This chapter is devoted to different aspects of optical coherence tomography. First,

the theory of OCT image formation is discussed from the standpoint of the wave

and energy approaches. The next section discusses the development and creation

of optical elements based on polarization-maintaining fiber for the “heart” of the

OCT scheme – theMichelson interferometer. Then, various modifications of OCT

such as “two-color,” 3D, cross-polarized, and endoscopic OCT modalities are

discussed briefly. Following the theoretical and technical discussion of OCT, the

chapter overviews its clinical applications. OCT’s criteria of norm and pathology,

diagnostic value, and clinical indications are discussed. Influence of tissue com-

pression and various chemical agents on OCT images are also shown. Finally,

a mathematical algorithm for postprocessing of OCT images is demonstrated and

results of recovering of tissue scattering properties are discussed.

24.1 Introduction

In the past decade, an increasing interest in new optical bioimaging modalities and

rapid development of relevant optical technologies has stimulated elaboration of

a number of optical coherence tomography (OCT) schemes that resulted in various

laboratory setups. A wide range of optical components such as femtosecond lasers,

superluminescent and thermal light sources, fiber optical and air interferometers,

mechanical and piezo-optical scanning systems, and highly sensitive detectors of

interference signals with a large dynamic range were mastered for applications in

OCT for the entire infrared frequency band.

Selection of a scheme and creation of a specific OCT setup is guided primarily by the

problemOCT is intended to solve. Themain purpose of the study, the results ofwhich are

presented in this chapter, was creation of an endoscopic OCT device and application of

this device for multi-disciplinary clinical studies. Obviously, in order to comply with the

above requirements, this OCT device is to be compact, reliable, easy to use in a clinical

environment, and potentially be compatible with the majority of modern standard

endoscopic equipment. These requirements determined the choice of fiber optical

interferometry based on polarization maintaining (PM) fiber and superluminescent

light sources as main components of an endoscopic OCT system. Use of PM fibers
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allows implementing a flexible sample arm of an interferometer, which facilitates access

to internal organs; superluminescent light sources are apparently preferable to femtosec-

ond lasers, primarily due to the complexity, cost, and size of the latter.

Creation of the proposed OCT scheme was accompanied by solving several optical

engineering problems. First, a new system for fast piezo-optical scanning of the path-

length difference between the interferometer arms was devised, which allowed getting

rid of mechanically moving parts in the interferometer and creation of an all-optical-

fiber OCT device. Second, a miniature optical probe performing lateral scanning of

a probing beam was invented and constructed; the size of the optical probe is suffi-

ciently small to fit biopsy channels of standard endoscopic equipment. Third, fiber

optical elements with unique characteristics allowed creation of ultra-broadband and

multicolor OCT schemes. All these inventions were put together and lead to develop-

ment of the whole range of compact OCT devices, which were successfully introduced

into research clinical practice. This chapter discusses theoretical issues of OCT image

formation and experimental and technical aspects of the OCT scheme used, and also

presents some clinical results obtained by means of the created OCT devices.

24.2 Theoretical Models for OCT Imaging

From the standpoint of optical theory, the problems of detecting a foreign object

embedded in a turbid medium and imaging separate elements of the medium (i.e.,

its tomography) are very closely related. In each case, the ability to perform remote

sensing is limited by three factors. First, light that propagates from the source to the

object (or a specific element of the medium) and from the object to the detector can

be either absorbed or scattered out of the propagation path, resulting in signal

attenuation. Second, due to scattering, photons coming from the object change

their direction of propagation and contribute to “strange” elements in the image. It

results in the so-called multiplicative noise. Finally, light that has scattered out of

the propagation path can re-scatter back into the path and be detected, but with

a different phase. This is an additive noise source resulting from multiple light

scattering events in the volume of the turbid medium. The first limitation can be

mitigated by choosing an appropriate operating wavelength that suffers the least

losses and employing a source that delivers a sufficiently large number of photons

to the detector. The influence of the other two factors can be attacked using special

methods of control of the illumination field and selective detection of the received

signals. Such methods were developed for radar and hydroacoustic sensing [1, 2];

their application in optics became possible with the advent of lasers. In particular,

the technique of optical sounding was developed and used for observation of light

scattering layers in the ocean and atmosphere with depth resolution of about

a meter. With the advent of femtosecond lasers, it became tempting to apply the

lidar technique to imaging of biological tissue with micrometer-scale resolution.

However, unlike nanosecond oceanic optical ranging experiments, direct time-of-

flight measurements are difficult in the femtosecond temporal regime and usually

require cumbersome nonlinear-optical-gating techniques. This problem does not
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arise in optical coherence tomography [3–10] that realizes the sounding technique

based on coherent reception of a broadband continuous signal.

An OCT image is formed by a continuous optical signal radiated and received by

the tip of a single-mode optical fiber (Fig. 24.1). The radiation is transmitted to the

medium as a narrow focused beam. Separate observation of reflections from tissue

elements that are located at different depths (z) is performed by measuring the

cross-correlation function of the reflected optical signal and the reference signal.

The reference signal is a copy of the probing signal and is formed by launching the

source light to the reference arm of the optical fiber Michelson interferometer. The

received and reference waves are recombined on a photodetector. The tomographic

signal is obtained as a result of detection of Doppler beats that emerge in the

photodetector current in response to variation of the length of the interferometer

reference arm. The image in the z ¼ const plane is formed due to the shift of the

OCT system aperture along the tissue surface.

Although OCT and pulsed methods use different ways of forming the image versus

depth, this difference has no impact on the informative properties of the image. There-

fore, models of OCT images are constructed by analogy with lidar signal models.

Solutions of radiative transfer equation (RTE) or results ofmodeling of photonmigration

in a scattering medium by the Monte Carlo method are usually used for this purpose.

It should be noted that energy (or corpuscular) description of a light field does

not take into consideration two factors affecting characteristics of OCT images;

namely, (1) high coherence (regularity) of a signal formed at the input of the OCT

system during observation of a point object and (2) identity of spatial structures of

the wave fields radiated and received by the OCT system because the OCT optical

system selectively detects a phase-conjugated wave only. These factors are taken

into account by the wave model of a backscattered signal [11].

24.2.1 Similarity Relations for the Signals of Coherence and Pulsed
Sounding

Let the emitted wave inside the optical fiber be

ue ¼ Mð~r 0Þ Seð t� z0=c0Þ;

PD 

SLD 

M 

biotissue 

z

r⊥

L 

50/50 

z0

EF

S 

r0⊥

Fig. 24.1 A principal scheme

of OCT setup. SLD

(superluminescent diode),

M (reference mirror), EF

(optical fiber end), L (lens), PD

(photodetector), S (OCT signal)
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where ~r 0 is the radius vector of a point in the fiber cross section S, and z0 is the
coordinate along the fiber axis. Function Mð~r 0Þ characterizes the transverse struc-

ture of the fiber mode and satisfies the normalization condition

ð
S

M2 d2~r 0 ¼ 1;

c0 is the phase velocity of the mode. Emitted signal SeðtÞ is a random stationary

process with zero mean �Se ¼ 0, center frequency o0, bandwidth Do0 << o0, power

spectrum WðoÞ, and autocorrelation function

BðtÞ ¼ Seðtþ tÞ � SeðtÞ ¼
ð1

�1
WðoÞ cosðotÞdo ¼ Pe � bðtÞ � cosðo0tÞ; (24.1)

Pe is the average emitted power, and bð0Þ ¼ 1. The received wave inside the

optical fiber is

ur ¼ Mð~r 0Þ Srð~r0?; tþ z0=c0Þ;

where Srð~r0?; tÞ is the received signal as a function of the transverse coordinate

(~r0?) where the light-beam axis crosses the medium surface (see Fig. 24.1).

According to similarity relations for the signals of coherence and pulsed sound-

ing [11], the “useful” current at the output of OCT heterodyne detector

ið~r0?; t0Þ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Pref =Pe

q
� Srð~r0?; tÞSeðt� t0Þ; (24.2)

can be expressed as

ið~r0?; t0Þ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t0PePref

p _

Srð~r0?; t0Þ; t0 ¼
ð1

�1
b2ðtÞdt; (24.3)

where t0 is the delay time of the reference signal with respect to the probing signal,

� is the photodetector sensitivity [A/W], Pe, Pref stand for the power of emitted and

reference signals, respectively, and
_

Srð~r0?; tÞ is the received signal inside the

optical fiber in the case of a pulsed probing signal

_

SeðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=t0Þ

p
bðtÞ cosðo0tÞ (24.4)

with spectrum

f eðoÞ ¼
1

2p

ð1
�1

_

SeðtÞ expð�iotÞdt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=t0Þ

p
� P�1

e �WðoÞ;
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power

_

PeðtÞ ¼ _

Seð Þ2 ¼ 1

t0
b2ðtÞ; (24.5)

and energy
_

We ¼
R1

�1

_

Pe dt ¼ 1 [the double bar in (24.5) means averaging over

a time interval 2p=o0]. If the coherence time (tc) of the signal SeðtÞ and duration

(de) of the pulse [see (24.4)] are determined from the following relations

t2c ¼ t�1
0

R1
�1

t2b2ðtÞdt, d2e ¼
R1

�1
t2

_

Pedt, then de ¼ tc.

24.2.2 Model of Random Realization of a Backscattered Signal

The biological tissue is considered as a medium with random distribution of

dielectric permittivity

eð~r Þ ¼ hei 1þ e1 ð~r Þ þ e2 ð~r Þ½ �; <e1;2> ¼ 0

(angle brackets < > denote statistical averaging). The term e1 describes the

fluctuations of e with spatial scale l1>>l0, and e2 are the fluctuations with scale

l2<l0, where l0 ¼ 2pc=o0, c is the light velocity in a medium. The fields e1;2ð~rÞ are
characterized by correlation functions

B1;2 ð r!; r Þ ¼ <e1;2 ð r!þ r
!
= 2 Þ e�1;2 ð r

!� r
!
= 2 Þ>;

and spatial spectra

F1;2 ð~r; k Þ ¼ 2pð Þ�3

ððð
1

B1;2ð~r;rÞ expð�i~k~rÞd3~r; k ¼ ~kj j:

The model of a pulsed signal reflected by the medium,
_

Srð~r0?; tÞ, is constructed
under certain assumptions. It is assumed that backscattering of a probing pulse

_

SeðtÞ
occurs on small-scale heterogeneities (e2), and large-scale heterogeneities (e1) do
not reflect light but rather work as a source of multiplicative noise. We denote by

Uoð~r0?;~rÞ � expðio tÞ the field formed in the medium with permittivity

eð~r Þ ¼ hei 1þ e1ð~r Þ½ � when the emitted wave inside the optical fiber is

Mð~r 0Þ exp ioðt� z0=cÞ½ � . Then, in the single backward scattering approximation

one can write

_

Srð~r0?; tÞ ¼ �ð2cÞ�1

ððð
z>0

e2ð~rÞ
ð1

�1
io f eðoÞ � U2

oð~r0?;~rÞ � eio tdo

2
4

3
5 d3~r:
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Based on the equation

Uoð~r0?;~rÞ ¼ Að~r0?;~rÞ exp �ik’ð~r0?;~rÞð Þ;

where A, ’ are the wave amplitude and eikonal, k ¼ o=c, the pulsed response of

medium will be

_

Srð~r0?; tÞ ¼ �ð2cÞ�1

ð ð ð
z>0

e2ð~r ÞA2ð~r0?;~rÞ d
dt

_

Se t� 2’ð~r0?;~rÞ=cð Þ d3~r �

� k0ffiffiffiffiffiffiffi
2tc

p
ð ð ð
z>0

e2ð~rÞ sin½o0ðt� 2’=cÞ�A2ð~r0?;~rÞ bðt� 2’=cÞ d3~r;
(24.6)

where k0 ¼ o0=c. Assuming ’ ¼ zþ D’; D’<< z one can see that backscatter-

ing of the probing signal occurs in the sinusoidal component of e2 with spatial

period of about l0=2. Factor A2 in (24.6) describes a distribution of field intensity in

a continuous illumination beam with allowance for focusing medium parameters

and light scattering on large-scale heterogeneities. Factor b determines the

position and longitudinal size of the medium element from which the signal

originates at a given moment of time. This signal is noise-like due to the

random nature of e2 and of functions A; ’; the correlation time of the signal is

equal to tc, <
_

Sr> ¼ 0.

24.2.3 Model of a Statistically Averaged Backscattered Signal

The scales of spatial fluctuations of A and ’ are assumed to be large compared with

l2, and the fields e1 and e2 are assumed to be statistically independent. Then, power

of the signal
_

Sr averaged over an ensemble of spatial series of e1 and e2 yields

_

Pr ¼ <
_

S2r> ¼ 2p3k20

ð ð ð
z>0

F2ð~r; 2k0Þ<A4 _

Peðt� 2’=cÞ>d3~r: (24.7)

Under some additional assumptions we can express the integrand factor<A4_

Pe>
through energy characteristics of the illumination field, which can be found from

a radiative transfer equation (RTE). Let us represent Uo as a sum of nonscattered

and scattered fields and assume that fluctuations of the scattered field amplitude

and phase are not cross-correlated; the amplitude is distributed according

to the Rayleigh law and the phase is distributed uniformly in the interval from

0 to 2p.
Then, taking into consideration that the backscattering coefficient (the effective

area of backscattering of a unit medium volume) is s0ð~rÞ ¼ 2p2k40F2ð~r; 2k0Þ, we
can write (24.7) in the form

24 OCT Fundamentals and Clinical Applications of Endoscopic OCT 1005



_

Prð~r0?; tÞ ¼ ðl20=4pÞ
ð ð ð
z>0

s0ð~rÞKð~r0?;~r; tÞ d3~r; (24.8)

Kð~r0?;~r; tÞ ¼ 2E2ð~r0?;~rÞ � E2
nsð~r0?;~rÞ

� � ð1
�1

_

Peðt� t0ÞT ~r0?;~r;
t0

2

� �
dt0

2
; (24.9)

Tð~r0?;~r; tÞ ¼ _

Edð~r0?;~r; tÞ=Eð~r0?;~rÞ; (24.10)

where E, Ens are the total irradiance and irradiance by nonscattered light from the

stationary illumination beam with power Pe ¼ 1,
_

Ed is the irradiance in the medium

from a pulsed source with power
_

PeðtÞ ¼ dðtÞ, and T denotes photon distribution in

the time of flight from point~r0? to point~r.
Note for comparison that calculations on the basis of RTE of received signal

power give a different expression for K

Kð~r0?;~r; tÞ ¼ E2

ð1
�1

_

Peðt� t0ÞT1ð~r0?;~r; t0Þdt0; (24.11)

T1ð~r0?;~r; tÞ ¼
ð1

�1
Tð~r0?;~r; t0ÞTð~r0?;~r; t� t0Þdt0: (24.12)

24.2.4 Comparison of Wave and Energy Models of an OCT Signal

The OCT optical fiber couples only the scattered field component whose spatial

structure is similar to that of the probing beam, i.e., a phase-conjugated wave.

Therefore, OCT images feature the phenomena of backscattering amplification and

dispersion doubling of a received wave’s phase fluctuations [12], which is caused

by passage of the probing and reflected wave through the same large-scale hetero-

geneities (e1). The wave model of a statistically averaged backscattered signal

[(24.8)–(24.10)] takes these effects into account and the energy model [(24.8),

(24.11), and (24.12)] neglects them. We can illustrate this on an example of

a signal from a “point” object with effective area of scattering S located at point

~r1 of a medium containing large-scale heterogeneities. This signal is calculated

according to the formulas

_

Prð~r0?; tÞ ¼ aKð~r0?;~r1; tÞ; a ¼ l20ðS=4pÞ; (24.13)

which are obtained from (24.8) with assumption of s0ð~rÞ ¼ Sdð~r �~r1Þ.
When an object is illuminated primarily by ballistic photons (the light scattered

“forward” does not make any significant contribution to irradiance E), we can make

use of the relations E � Ens, Tð~r0?;~r; tÞ � dðt� z=cÞ. In this case, two sets of
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(24.9), (24.10), (24.13) and (24.11)–(24.13) yield the same result: power and energy

of the received signal are expressed as

_

Prð~r0?; tÞ ¼ aE2
nsð~r0?;~r1Þ

_

Peðt� 2z1=cÞ; _

Wr ¼
ð1

�1

_

Prdt ¼ aE2
nsð~r0?;~r1Þ;

where arrival time of a signal “center of gravity” is given by tr ¼ ð_WrÞ�1 R1
�1t

_

Prdt ¼ 2z1=c, and characteristic duration of the signal is

dr ¼ ð_WrÞ�1

ð1
�1

ðt� �t Þ2_Prdt

2
4

3
5
1=2

¼ de:

However, these models are not equivalent in a general case. According to the

wave model

_

Wr ¼ a 2E2ð~r0?;~r1Þ � E2
ns

� �
; tr ¼ 2�t; dr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2e þ 4d2

q
;

where

�t ¼
ð1

�1
tTð~r0?;~r1; tÞdt; d2 ¼

ð1
�1

ðt� �tÞ2Tð~r0?;~r1; tÞdt

are average value and dispersion of photon propagation time from point~r0? to point

~r1, whereas the energy model gives
_

Wr ¼ aE2ð~r0;~r1Þ, tr ¼ 2�t, dr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2e þ 2d2

q
.

Comparison of the wave and energy models shows that for Ens <<E, de << d the

energy model gives underestimated values for energy of the received signal

(by a factor of two) and yields axial blurring of the image (by a factor of
ffiffiffi
2

p
times). Such error will also manifest in modeling of images by the Monte Carlo

method.

24.2.5 Formulas for Calculating OCT Image

As follows from (24.3), mean-square current at the input of a heterodyne receiver of

an OCT system is expressed through a pulsed response of a medium in the

following form:

<i2ð~r0; t0Þ> ¼ �2t0PePref
_

Prð~r0; t0Þ (24.14)

(the double bar in the left-hand side of (24.14) denotes averaging over time interval

p=o1, where o1 ¼ o0 dt0ðtÞ=dt½ � is an intermediate frequency). Consequently, the

(24.8)–(24.10) can be used straightforwardly for calculation of images formed by

an OCT system with a quadratic video signal detector.
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If we suppose that a signal with delay t0 comes from depth z0 ¼ ct0=2, then the

structure of three-dimensional image of the medium can be described by

a dimensionless function Pð~r0?; z0Þ ¼ t0
_

Prð~r0?; 2z0=cÞ related to current i by

<i2ð~r0?; t0Þ> ¼ �2PePref Pð~r0?; ct0=2Þ. Given statistical homogeneity of field e1
in the z ¼ const plane, we have

Pð~r0?; z0Þ ¼ ðl20=4pÞ
ð ð ð
z>0

s0ð~r?; zÞQð~r0? �~r?; z0; zÞ d2~r?dz; (24.15)

Qð~r?; z0; zÞ ¼ 2 �E
2ð~r?; zÞ � �E2

nsð~r?; zÞ
h i ð1

�1
b2ð2t� 2z0=cÞ �Tð~r?; z; tÞdt; (24.16)

where~r? is the component of~r in the z ¼ 0 plane,

�Eð~r?; zÞ ¼ Eð0;~rÞ; �Ensð~r?; zÞ ¼ Ensð0;~rÞ; �Tð~r?; z; tÞ ¼ Tð0;~r; tÞ:

Employing the relationships �E ¼ Ð1
�1

_

Edð0;~r; tÞdt, �T ¼ _

Edð0;~r; tÞ= �E we can express

function Q through irradiance
_

Ed from a supplementary d-pulse source in a medium

with volume scattering function b1ðz; yÞ ¼ 0:5pk40F1 z; 2k0 sinðy=2Þð Þ. Therefore,
calculation of OCT images based on (24.15) and (24.16) may be made using the

energy models of light pulse propagation in a medium with strongly anisotropic

scattering [13–15]. In the case when duration of a d-pulse signal at depth z0 is short
compared with de, we obtain a simpler expression for Q:

Q ¼ 2 �E
2 � �E2

ns

h i
b2 2ðz� z0Þ=cð Þ. It contains only characteristics of a continuous

illumination beam that are described well by analytical solutions of RTE in the

small-angle approximation [13, 14].

Note that statistically average current at the output of a linear video signal

detector is < ið~r0; t0Þj j> �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
<i2ð~r0; t0Þ>

q
. Hence, (24.15) and (24.16) can be also

used for calculation of images formed by an OCT system with a linear video signal

detector.

The model of a random realization of an OCT signal [(24.3) and (24.6)] also

allows evaluating the fluctuations that generate speckle noise in the image. In

particular, if the amount of small-scale heterogeneities in the resolution element

is large, then, according to this model, coefficients of variation of a video signal for

linear and quadratic detectors are 0.523 and 1, respectively.

24.3 Methods and Element Basis for PM Fiber Optical
Interferometry

As was shown in the previous section, information about optical heterogeneities of

a turbid medium may be recovered from a nonscattered (or weakly scattered)

coherent component, which is usually a few orders of magnitude smaller than thr
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background formed by a noninformative strongly scattered component of probing

radiation. Discrimination of such a weakly scattered component is effectively

accomplished by means of optical interferometry with broadband light sources in

the visible and near-infrared (IR) frequency ranges. An interference signal is

detected only when the optical path length difference between the sample and

reference arms of the interferometer are matched within the coherence length that

is determined by the bandwidth of the probing radiation. Therefore, by changing the

reference and/or probing arm length one can perform in-depth scanning. The

interference signal is contributed mostly by backscattering on tissue heterogene-

ities. Since the informative signal decreases exponentially with depth of the

medium, its detection with an acceptable dynamic range is challenging and

demands new engineering ideas and their experimental realizations.

Imagingmodalities shouldmeet a number of technical requirements, i.e., adequate

imaging depth, appropriate image contrast, high acquisition rate, etc. The main

requirements for the optical coherence tomography (OCT) device were dictated by

the planned object of study, namely, soft mucosal tissues of human organs. The

requirements were the following: spatial resolution of about 10 mm, imaging depth of

several millimeters, low non-invasive probing power, and combined acquisition and

visualization time for an image with 200 � 200 pixels of about 1 s. Since the OCT

device was intended primarily for clinical use, additional requirements were sim-

plicity of using the device in a clinical environment and, in particular, compactness.

The “heart” of OCT is an optical interferometer, consequently, the main chal-

lenge was to devise an interferometer that would satisfy all the requirements listed

above and to fabricate necessary fiber optical parts. We chose the Michelson

scheme for the interferometer and decided to build it using polarization-

maintaining (PM) fibers. PM fiber allowed constructing of the interferometer with

a flexible sample arm and provided stable detection of the interference signal.

Flexibility of a sample arm facilitates access to the examined site of biological

tissue, which is vital for diagnosis of, for instance, internal organs. The interfer-

ometer comprised several fiber optical elements with unique characteristics, which

were developed and fabricated by our research team. Another important part of the

OCT device is a light source. The commercially available quantum sources of

broadband optical radiation in the near IR range with short coherence duration and

high cross-sectional spatial coherence were employed as light sources.

All the ideas and expertise of the research team resulted in creation of the

compact OCT device based on PM fiber, a commercially available low-coherent

light source, and unique fiber optical elements. The device featured wide dynamic

range and high-speed lateral and longitudinal scanning. The miniaturized OCT

optical probe was optimized and suited for a variety of clinical applications.

24.3.1 Optical Interferometers Based on PM Fiber

Low-coherence fiber interferometry proved to be a convenient tool for image

acquisition in turbid media. It is highly effective for rejecting non-informative
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multiply scattered light and for detecting the informative component formed by

nonscattered or weakly scattered light propagating at almost rectilinear trajectories

(“snake photons”). Calculations and model experiments in media similar to bio-

logical tissue verify that the effect of multiple scattering blurs the image generated

by the informative component at the depth of 6–8 of mean free path of a photon.

Due to low reflectivity of biological tissue structures, it is necessary to detect

backscattered light, which is attenuated to the level of 90–100 dB compared with

the incident light. High signal-to-noise ratio for detecting such weak signals in the

developed OCT setups was attained by minimizing power losses in the optics,

heterodyning of the detected signal at the shot noise level, and reducing the

influence of various parasitic effects leading to appearance of false “spurious”

signals. In order to eliminate the latter, we investigated the dynamic characteristics,

fluctuations, and parasitic phenomena in anisotropic fiber interferometers with

broadband light sources. This allowed us to formulate technical requirements and,

as a result, develop all interferometer components with improved qualitative and

quantitative characteristics.

The dynamic range of a signal is a basic characteristic influencing the maximum

imaging depth. It depends on the interferometer scheme used. The quality of the

optical elements, their alignment, and the level of noise induced during fiber

splicing are the parameters determining quality of the interferometer. It was

found that the major limitation of a dynamic range in a Michelson interferometer

used in our experimental OCT device is primarily caused by interaction of fiber

waveguide modes during their propagation in anisotropic fiber. Technically, there

are four single-mode waveguides for light waves in a two-arm interferometer. Two

waves oriented along the “fast” and “slow” anisotropy axes of fiber can propagate

in each arm, respectively. When orthogonal modes are launched into an interfer-

ometer, the fiber waveguide modes with orthogonal polarizations interfere in pairs

independently. Practically, parameters of anisotropic fiber vary over length and,

thus, cause large-scale fluctuations of group velocity modes propagating along the

slow and fast axes. Consequently, zero path length difference for different modes

occurs at slightly different arm lengths. As a result, when a mirror is placed

into a sample arm that is a standard procedure for adjusting the interferometer

and checking its quality, there appear two cross-correlation functions (CCF)

with a time delay, i.e., the real image and a parasitic copy of the real image. In

addition, more parasitic signals may arise in CCF due to undesired coupling of

modes in fiber elements such as couplers, polarizers, and so on at the sites of fiber

splicing. This obviously leads to a reduction in the dynamic range of the

interferometer.

Due to the low coherence nature of radiation employed in OCT, it is more

convenient to speak about different speed of delays for different waveguide

modes of fiber rather than about modulation of a polarization state by means of

a phase modulator. This leads to different values of the Doppler frequency for

orthogonal polarizations. In case of SLDs emitting partially polarized light and

a linearly varying path length difference between the interferometer arms, two

independent CCF are observed at close Doppler frequencies. The presence of two
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close frequencies in the signal results in beating. This parasitic effect is removed by

polarization filtering of one of the orthogonal modes.

Parasitic coupling of orthogonal fiber modes may also manifest in OCT images

when only one linearly polarized mode is excited initially. Experiments demon-

strated that such mode coupling was induced at the sites of anisotropic fiber splicing

and in the regions of mechanical stresses. This type of coupling excites a weak

wave with orthogonal polarization and a group velocity different from that of

a primary wave. Due to the secondary parasitic coupling of orthogonal modes,

part of the parasitic wave power may return to the initial wave down the propaga-

tion path, thus producing another coherent component with a time delay. Secondary

coupling may have the same origin as the primary one and may be formed in

a polarizer and coupler [16, 17]. In this case the appearance of the echo-like

parasitic spikes in the interferometric signal is caused by the defects of anisotropy

of the optical tract that limits the dynamic range of an interferometer [18].

The appearance of such spikes can be illustrated on the example of two spliced

anisotropic fibers (Fig. 24.2) using the time correlation approach. This approach in

the general case considers propagation of individual coherent pulse trains; each of

these trains is considered to be a source of secondary coherent pulse trains.

A Michelson interferometer is employed here to estimate the quality of the mutual

orientation of axes of spliced fibers.

Let the radiation from a superluminescent diode ~EðtÞ ¼ ~EinE0ðtÞ be linearly

polarized at an angle of y1 to the eigen axes x0,y0 of the first fiber A, while the

axes of the second fiber B are directed at an angle of y2 with respect to the axes of

the first fiber. Here, E0(t) is the time dependence of the electric field at the input of

the first fiber and ~Ein is the dimensionless vector describing the polarization state

and the field amplitude ~EðtÞ at the input of the first fiber. In this case, one coherent

pulse train will propagate with delays t1x and t1y along each of the axes x0 and y0,
respectively, at the output from the first fiber (further we will omit primes in

x and y for brevity). The amplitudes of the trains propagating along axes x and

y are Ax ¼ Ein cos y1 and Ay ¼ Ein sin y1, respectively. Because the axes of the first
and second fibers do not coincide, each of the trains gives the projections on both

the x and y axes, so these two pulse trains will propagate along each of the axes in

the second fiber.

1

23

4

q1

Ein

y�

q2

BA SLD 

x 

y 

x�x 

y 

Fig. 24.2 Illustration of the

spikes’ appearance on the two

PM (A, B) fiber joint:
interferometer arms (1, 2),
3 dB splitter (3),
photoreceiver (4)
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Therefore, two trains with delays t1x þ t2x and t1y þ t2x and amplitudes

B1x ¼ cos y1 cos y2Ein and B2x ¼ sin y1 sin y2Ein will propagate along the x axis

of the second fiber, and two trains with delays t1y þ t2y and t1x þ t2y and

amplitudes B1y ¼ sin y1 cos y2Ein and B2y ¼ � cos y1 sin y2Ein will propagate

along the y axis. The parameters of secondary coherent pulse trains are analyzed

with a Michelson interferometer, whose axes are made coincident with the axes

of the second fiber. Assuming that a beamsplitter shown in Fig. 24.2 is isotropic,

i.e., the power division coefficients for radiation with x and y polarizations are

equal (kx ¼ ky ¼ k), we can express the components of the autocorrelation

function along x and y axes in the form:

Gx t� Dtð Þ ¼ 2k 1� kð Þ ðcos2y1cos2y2 þ sin2y1sin2y2Þ � E2
inG0 tð Þþ�

þ sin y1 cos y1 sin y2 cos y2E2
inG1 t� Dtð Þ� ; (24.17)

Gy t� Dtð Þ ¼ 2k 1� kð Þ ðsin2y1cos2y2 þ cos2y1sin2y2Þ � E2
inG0 tð Þ��

� sin y1 cos y1 sin y2 cos y2E2
inG1 t� Dtð Þ� ; (24.18)

where G0 tð Þ ¼ E0ðtÞ � E0 tþ tð Þh i is the initial autocorrelation function of the light

source (the random process E0(t) is assumed to be stationary); the angle brackets

denote time averaging;G1 t� Dtð Þ is the cross-correlation function; Dt ¼ t1x � t1y
is the difference of delays for radiations with x and y polarizations in the first fiber.

The sign � reflects the symmetry of the autocorrelation function, which physically

means that the situation when the first arm of the interferometer is shorter than

the second one is equivalent to the situation when the second arm is shorter than the

first one (Fig. 24.2).

One can see from (24.17) and (24.18) that, in the absence of dichroism of the

optical tract or anisotropy of the division coefficient, for each of the trains propa-

gating along the x axis with the nonzero delay (the condition t ¼ 0 means the

equality of the interferometer arms), there will be a pulse train that propagates along

the y axis with the same delay and the same amplitude but with an opposite

sign. Such trains will cancel each other out [see (24.19)]. Therefore, the term

G1(t � Dt) in (24.17) and (24.18) corresponding to the propagation of trains with

different polarizations in the first fiber will disappear from the total autocorrelation

function

GðtÞ ¼ GxðtÞ þGyðtÞ ¼ 2kð1� kÞ E
!
ex

				
				
2

G0ðtÞ ¼ 2kð1� kÞ � I0 �G0ðtÞ; (24.19)

where I0 is the initial radiation intensity entering the interferometer. In the absence

of dichroism or anisotropy of the division coefficient the mutual orientation of the

spliced fibers cannot be determined. In the presence of anisotropy of the division

coefficient in the interferometer (kx 6¼ ky), the subtraction of the trains will be

incomplete. The subtraction depth is defined by the coefficient:
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� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kx � 1� kxð Þp �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ky � 1� ky


 �q			 			ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kx � 1� kxð Þp þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ky � 1� ky


 �q ; (24.20)

where � ¼ 0 corresponds to the complete subtraction and � ¼ 1 to the absence of

subtraction.

Let us assume that the first fiber is longer than the depolarization length

Ld ¼ l20= DlDnað Þ, where l0 is the central wavelength of the light source in vacuum;

Dl is the spectral width of the light source; Dna is the difference of the refractive

indices of polarization axes of fibers. In the presence of dichroism or anisotropy of

the division coefficient, the interference pattern will have a separate interference

region (hereafter, the correlation or interference peak) with a delay Dt. Two trains

propagating with different initial polarizations and the same time delay will sepa-

rate when the propagation length will exceed the depolarization length, which will

result in appearance of an additional interference peak. For a light source with

spectral width of 20 nm, the central wavelength of 0.8 mm, and the birefringent

refractive index of Dna ¼ 1:5 � 10�4, the corresponding depolarization length is

21 cm.

Therefore, a separate correlation peak can already be induced by splicing two

relatively short pieces of PM fibers. As one can see from (24.17) and (24.18), the

best condition for the observation of this peak (when the peak amplitude is maximal

for given y2) is attained when the polarization modes of the first fiber are excited at

the same rate, and radiation with one of the polarizations is not sent to

a photodetector. In this case, the subtraction is completely absent.

The wave with one of the polarizations can be suppressed by placing a polarizer

between the second fiber and a photodetector whose axis is oriented to coincide

with one of the axes of the second fiber [18]. The amplitude of the correlation peak

depends on the angle between the axes of spliced fibers and changes from zero

(when the axes are coincident or orthogonal) to the maximum equal to the half

amplitude of the main peak (when the angle between the axes of the fibers is 45	).
The correlation peak amplitude also depends on the angle between the transmission

axis of the polarizer and the axis of the output fiber and varies from the maximum

(when the axes are coincident or orthogonal) to zero (when the angle between axes

is 45	). The appearance of new components with given polarization from compo-

nents with orthogonal polarization (energy transfer) upon splicing two PM fibers

can be described with a rotational matrix O(y2) where y2 is the angle between the

intrinsic axes of spliced fibers.

O y2ð Þ ¼ cos y2 sin y2
� sin y2 cos y2

� �
: (24.21)

In this case, the fields along the axes x and y at the output of the second fiber can

be written as:
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Ex ¼ Ein � E1 tþ t1xð Þ cos y1 cos y2 þ E2 tþ t1y

 �

sin y1 sin y2

 �

Ey ¼ Ein � �E1 tþ t1xð Þ cos y1 sin y2 þ E2 tþ t1y

 �

sin y1 cos y2

 � : (24.22)

Such a representation of the output field components is convenient for analysis

of more complicated systems, for example, systems with distributed heterogene-

ities, multiple defects of anisotropy, and so on.

It can be shown that distributed defects of anisotropy induce transferring of part

of the power from initial polarization into orthogonal polarization [18]. The ampli-

tude of the power with orthogonal polarization is determined by two basic param-

eters: maximum angle between intrinsic polarization axis and induced axis and ratio

of the defect length (Li) to the beat length of fiber Lb ¼ 2p/Db, where Db – is the

difference between propagation constants of fiber for orthogonal polarizations.

The appearance of new pulse trains in orthogonal polarizations can be described

by the time correlation analysis. In this case, propagation of low-coherence radia-

tion can be mathematically represented by transformation of a pair of complex

vectors with dimension 2n

V2n ¼ anx

any

� �
;

anx ¼ anx1 ; anx2 ; . . . ; a
nx
n


 �
any ¼ any1 ; any2 ; . . . ; a

ny
n


 � : (24.23)

Each of n elements of the vector anx – anxj ¼ Anx
j ei’

nx
j corresponds to the single

random process (pulse train) with a certain time delay Dtnxj ¼ ’nx
j o0ð Þ=o0 and

amplitude Anx
j with polarization along the x axis; the same relations are held for

each element of vector any but for the y axis.
Transformation of radiation with polarization along x and y axes on the m + 1

defect of anisotropy yields a pair of vectors Vu
2nx ¼ Ûmþ1V2nx and

Vu
2ny ¼ Ûmþ1V2ny, where Ûmþ1 is the Jones matrix of the defect of anisotropy

and V2nx ¼ anx

0

� �
; V2ny ¼ 0

any

� �
. It should be noted that when defects of

anisotropy are short compared with the depolarization length, the dependence of

the Jones matrix elements could be neglected. In addition, when the length of

a piece of a fiber with anisotropy defects is short compared with the depolarization

length, the frequency dependence of the Jones matrix elements could be

neglected [18].

Total transformation on the defect of anisotropy for x and y polarizations is given
by a pair of vectors V4n

V4n ¼ Vu
2nx þ Vu

2ny ¼ umþ1
11 anx;

umþ1
21 anx;

umþ1
12 any

umþ1
22 any

� �
¼ a2nx

a2ny

� �
; (24.24)

the pair of vectors V4n is twice as long the initial pair of vectors V2n.

While propagating between two defects of anisotropy, each pulse train acquires

different time delays for x and y polarizations:
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V0
4n ¼ e0:5iDbL

0

0

e�0:5iDbL

� �
a2nx

a2ny

� �
; (24.25)

where L is the distance between two defects of anisotropy. The dimension of the

pair of vectors is not changed by this operation.

Using this approach, one can describe the propagation of low-coherence radia-

tion in the arms of an interferometer independently. A pair of vectors V14n1 and

V24n2 with dimensions of 4n1 and 4n2 are needed for description of the interfero-

metric signal on the input of a photodetector. The above pair of vectors will contain

the final set of delays and amplitudes in the first and second arms of the interfer-

ometer, respectively.

The final correlation function of the system can be written using the following

formula:

Gx;yðtÞ ¼
Xn1
j1¼1

Xn2
j2¼1

A1x;yj1 � A2x;yj2 � N1x;yj1j2 t� Dtx;yj1j2
� 

; (24.26)

where

N1x;yj1j2ðt� Dtx;y
j1j2j

Þ ¼
ð1

�1
S oð Þ � ei�D’x;y

j1j2
oð Þ � ei�o�tdo: (24.27)

A1x;yj1 and A2x;yj2 are the modules of a pair of vectors V14n1 ¼ a12n1x

a12n1y

� �

and V24m ¼ a22n2x

a22n2y

� �
correspondingly. All possible variations of phase differ-

ences between a12n1x;yj1 and a22n2x;yj2 are normalized on the central frequency of

a light source o0 and used as delays Dtx;yj1j2.
The number of elements required for calculations increases as 2m, where m is the

number of defects of anisotropy. For instance, 50 defects of anisotropy in the

optical tract would require a pair of vectors with 1.1*1015 elements. The number

of elements can be reduced by applying the perturbation theory. This theory is valid

when power transferred to the orthogonal polarization on the defect of anisotropy is

much smaller than power in the initial polarization. Mathematically, this can be

expressed by the following inequality:

u12j j<<1; u21j j<<1; (24.28)

where u12j j and u21j j are non-diagonal elements of the Jones matrix. The theory of

perturbations of the s-order considers series terms from zero to s-th order inclu-

sively. For example, if the initial pulse train is of the 0-order; then, on the defect of

anisotropy it generates the pulse train of the 1-order with orthogonal polarization.
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In this case, it is convenient to split the Jones matrix describing appearance of

the new field components on the next defect of anisotropy into two matrices:

Ûmþ1 ¼ Û1mþ1 þ Û2mþ1 ¼ umþ1
11 0

0 umþ1
22

� �
þ 0 umþ1

12

umþ1
21 0

� �
: (24.29)

When the first term in (24.29) is multiplied on the pair of vectors, the order of the

perturbation series does not change; conversely, the second term in (24.29) being

multiplied on the pair of vectors causes an increase in the order by 1. Therefore,

application of the perturbation theory decreases the number of elements required

for calculations to ms. For instance, for 50 defects of anisotropy and pulse trains up

to the second order inclusively, the required number of elements is 2.5 � 103.

In addition to the primary mode, coupling can occur before entering the inter-

ferometer. The OCT image tomogram features symmetrical stripes parallel to the

object surface following the bright structures of the image. Such parasitic stripes

generated by excitation of orthogonal modes at the site of splicing of the isotropic

fiber output of the light source and the anisotropic fiber input of the polarizer were

removed by compensating the delay difference according to the method described

in Ref. [19]. The idea of the method is to splice the input fiber of a polarizer with

a piece of same type of fiber of the same length, but with the anisotropy axis turned

by 90	. Such a compensator makes the total delays for the orthogonally polarized

modes equal prior to entering the polarizer, thus effectively decreasing the parasitic

signal by 20–25 dB.

An alternative method of compensating optical birefringence in single-mode

optical waveguides was proposed and investigated in Refs. [20, 21]. In this

approach, 45	 Faraday cells are placed at the end of each interferometer arm

through which light passes twice. As a result, both regular and parasitic fiber

anisotropies are compensated completely and the initial polarization state of light

is restored with its axis turned by 90	. This approach was investigated theoretically
by means of the apparatus of the Jones matrices. This method can provide a handy

tool for fabricating the OCT interferometer partially or completely based on

isotropic single mode fiber.

The principal limitation of the compensation method described above is disper-

sion of light in a Faraday cell. However, our experiments using a light source with

a central wavelength of 1.3 mm and bandwidth of 50 nm and a Faraday cell based on

a YIG crystal in an oversaturated magnetic field demonstrated that regular and

parasitic anisotropy can be compensated, at least, up to level of 40 dB.

A 45	 Faraday cell was also used for creation of an interferometer in the setup

for polarization OCT described in Sect. 24.4.4. The Faraday cell was placed, for

example, in one reference arm, thus, linearly polarized light returning to the coupler

had orthogonal polarization. Therefore, interference occurred only with a part of the

backscattered wave in the sample arm, which also had polarization orthogonal to

the initial one. The orthogonal polarization appeared in backscattered light due to

reflection from of the sample with a change in polarization. This approach intro-

duces additional suppression of non-informative components, which is a limiting

1016 L.S. Dolin et al.



factor for OCT imaging, Moreover, simultaneous acquisition of images in initial

and orthogonal polarizations provided a basis for development of the method of

cross-polarization OCT [22, 23].

Another original interferometer scheme was elaborated for “color” optical

coherence tomography, i.e., for imaging of the same sample regions at several

wavelengths simultaneously. This is of great interest, because optical properties of

biological tissues noticeably vary in the short and long wavelength regions of the

“therapeutic transparency window” (e.g., at wavelengths of about 0.8 and 1.3 mm).

We fabricated a fiber optical interferometer that was built using a single-mode fiber

and optimized for wavelengths of 0.8 and 1.3 mm simultaneously [24]. Group

delays and dispersion in both interferometer arms were simultaneously compen-

sated at both wavelengths, even though the material and waveguide dispersion of

fiber were quite different at these wavelengths. The idea was to insert into both arms

of the interferometer two sections of additional optical fiber whose optical proper-

ties differ strongly from those of the primary fiber. Thus, the interferometer scheme

was artificially extended to include additional degrees of freedom provided by

optical parameters of the additional fiber sections. By optimizing the latter, optical

paths were made equal and the duration of cross-correlation functions for signals at

both wavelength were minimized. The setup for “color” OCT is described in detail

in Sect. 24.4.2.

24.3.2 Fabrication of Fiber Optical Elements Based on PM Fiber

A polished 3-dB coupler based on single-mode isotropic fiber and a polarizer based

on the half of a coupler were developed for low-coherent interferometry. The 3-dB

coupler was optimized to yield stable coupling of waveguide modes in a wide

temperature range with good orthogonal mode decoupling and losses less than

0.1 dB.

The couplers and polarizers for OCT based on PM fiber were fabricated

employing the technologies developed earlier [25, 26]. The most challenging

problem was to increase accuracy of orienting anisotropy axes of fibers relative to

the symmetry axes of the optical elements. Among a variety of anisotropic fibers,

we chose PANDA anisotropic fiber because its structure allows the most precise

optical control of alignment of fiber axes. The fiber axes were aligned relative to the

axes of the optical element with accuracy of 1	. Custom-designed equipment for

accurate angular orientation of fibers allowed aligning without twisting; the quality

of alignment was optically controlled using the CCD array. The results of subse-

quent computer data analysis were further used for correction of alignment. The

specially designed correlometer described in Ref. [18] controlled appearance of

local coupling of fiber modes in fiber during its installation and fixing in a profiled

groove of the basic optical element of the polarizer or coupler. Each individual

basic optical element was then grinded and polished. Then, these basic elements

were used as halves of the assembled coupler. The basic elements employed for

polarizers were preliminary processed by depositing dielectric and metal layers.
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The parameters of deposited structures were simulated numerically and further

tested experimentally. The polarizer extinction, whose maximum value depended

on parasitic mode mixing, was measured by a correlometer. As a result, for

wavelengths of 0.83 and 1.3 mm we obtained the following unique parameters of

a polarizer based on anisotropic fiber: extinction coefficient of about 35–40 dB and

the level of induced losses less than 0.2 dB.

Analogous anisotropic fiber elements were used to fabricate 3 dB couplers with

crosstalk less than�40 dB and the level of induced losses less than 0.1 dB. We also

developed a unique technique and fabricated a 3-dB coupler working on two distant

wavelengths of 0.83 and 1.3 mm simultaneously.

In-depth OCT scanning was realized by changing the optical path length differ-

ence between the sample and reference arms according to a linear law. This was

attained by elastically stretching the fibers of the interferometer arms in counter

phase. Optical fibers were glued to piezoceramic actuators, which provided fiber

stretching with relative elongation of up to 10�4. Given a sufficient fiber length, the

absolute path length difference between the interferometer arms could achieve

several thousand wavelengths.

24.4 Experimental OCT Systems

Successful creation of experimental OCT setups became possible due to

a combination of several factors, namely, promising results of the theory of vision

in turbid media described in Sect. 24.2, development of methods for precision fiber

optical interferometry, and fabrication of unique fiber optical elements.

24.4.1 Compact OCT Device Based on Michelson Fiber Optical
Interferometer

The schematic of the optical coherence tomography device is depicted in Fig. 24.3.

The setup features a broadband light source in the near IR frequency range, the

Michelson interferometer based on PM fiber, the electron-mechanical system

performing in-depth scanning by means of modulation of lengths of interferometer

arms, the electro-mechanical system for lateral scanning of the sample (optical

probe), the system for photodetection of the interference signal, the electron system

for analog signal processing, and a personal computer for digital signal processing,

image visualization and storage, and for general control of the OCT device.

In different OCT designs we used as light sources superluminescent diodes

(SLD) with central wavelengths ranging from 0.83 to 1.28 mm, bandwidths ranging

from 25 to 50 nm, and power in a single mode fiber output from 1 mW to 10 mW.

For experimental purposes we also employed femtosecond lasers (a titanium-

sapphire (Ti:Sa) laser with a central wavelength of 0.8 mm, bandwidth up to

70 nm and output power up to 200 mW; a chromium-forsterite laser with a central

wavelength of 1.3 mm, bandwidth up to 30 nm and power up to 100 mW). Novel
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semiconductor superluminescent sources operating in the IR frequency range with

bandwidth up to 100 nm are expected to appear in the near future. These sources

[27] would be competitive with femtosecond Ti:Sa lasers that are currently the

sources of coherent radiation with the widest broadband.

The heterodyne detection is attained by modulating the path length difference

between interferometer arm lengths, DL, according to a linear law DL ¼ D _L � t. The
general principle of low-coherence interferometry states that the depth h within the

sample from which the OCT signal is detected changes with velocity _h ¼ D _L
nfgr
nmgr

,

where nfgr and nmgr are the group refractive indices of the fiber material and of the

sample, respectively. The detector discriminates from the total measured signal an

interference component at the Doppler frequency F ¼ 2 D _L nf
l0

¼ 2nmgr
_h
l0

nf
nfgr

, where

nf is the phase refractive index of the fiber material and l0 is the vacuum wave-

length of probing light. For example, for the wavelength of 1.3 mm, the scanning

velocity of 65 cm/s corresponds to the Doppler frequency of 1 MHz.

The modulation speed of the arm path length difference and its stability are

critical OCT parameters. The scanning velocity of 50 cm/s is required to acquire

images with a size of 2.5 � 4 mm2 (axial size � lateral size), resolution of 20 �
20 mm2, and acquisition rate of 1 image/s. The scanning velocity should be

maintained constant with an accuracy of at least of 1 % to confine the Doppler

frequency signal within the detection band. Resonance properties of currently

available mechanical systems cannot guarantee constant velocity with required

accuracy throughout the modulation period. For our OCT setups, we developed

and fabricated a scanning system based on the original fiber optical piezoelectric
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Fig. 24.3 OCT functional scheme
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modulator [28]. This modulator is capable of scanning the path length difference

between the interferometer arms at the rate of 50 cm/s up to 4 mm in depth. Another

advantage of our scanning system is almost inertia-free response within the working

amplitude and modulation frequency range that substantially simplifies detection of

the informative signal at the Doppler frequency.

The probing beam is moved along the sample surface by means of a custom-

designed one- or two-coordinate scanner embedded inside of the optical at the distal

end of the sample arm. The probing light is focused by a system of lenses with fixed

magnification into a 10–20 mm spot at the certain sample depth that can be adjusted

mechanically. The fiber tip is swung transversally in the focal plane of the lens

system, thus, causing transversal movement of a probing beam within the sample.

The scanning process is fully automated and computer controlled.

The interference signal is detected by a photodiode with an optical fiber input

that is characterized by high quantum yield (>0.8) and low noise level. The

photodiode is coupled with a circuit filtering the electrical signal and extracting

the Doppler component with a central frequency of about 1 MHz. The signal

consequently passes a linear pre-amplifier characterized by the intrinsic noise

level lower than the shot noise of detected light, then a system of filters,

a multicascade logarithmic amplifier, and finally an amplitude detector. The loga-

rithmic amplifier with the dynamic range exceeding 70 dB was necessary for

detection of extremely low signals because backscattered light intensity decreases

exponentially with depth. After analog processing, the signal is fed to a computer

through the analog-digital converter for further processing, data recording, and

displaying of OCT images.

As was shown in Sect. 24.1, the measured signal is proportional to the logarithm

of tissue backscattering. The two-dimensional map of tissue backscattering

obtained by scanning in depth (by varying the optical path length difference

between the interferometer arms) and by scanning along the sample surface (by

moving the probing beam transversally) is displayed on a computer monitor and

stored for further use and processing. Such 2D OCT images are called tomograms.

A general view of the compact OCT device is shown in Fig. 24.4. The device is

portable (1500 � 1400 � 5.500; weight 18 lb); the data acquisition board is internal and
is connected via an interface cable to a standard PC printer port. The image

acquisition is automated and controlled by a computer. Developed software con-

trols the instrument, processes the data, and displays the images.

24.4.2 “Two-Color” OCT System

The scattering and absorbing properties of samples generally depend on the probing

wavelength. Back in the days of early OCT experiments, there appeared an idea of

“color” low-coherence imaging in turbid media. The idea was to measure OCT

images of the same sample regions at two or more wavelengths simultaneously and

then superimpose these images using different colors and relative amplitudes for

different wavelengths. We developed and built a system for two-color optical
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coherence tomography [24] that could acquire OCT images at two wavelengths

simultaneously using only one interferometer and focusing system.

The schematic of the setup is shown in Fig. 24.5. The light source consisted of

two SLDs with central wavelengths of 0.83 and 1.3 mm, spectral bandwidths of 25

and 50 nm (corresponding axial coherence lengths of 13 and 19 mm), and power of

1.5 and 0.5 mW, respectively. The light from both SLDs was coupled to the same

Michelson interferometer. The incident radiation was split into two equal parts

between the sample and reference arms by a fiber coupler with 3-dB light separation

at both wavelengths. The path length difference between the interferometer arms
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was modulated by means of the piezoceramic modulator (see Sect. 24.2.2), provid-

ing in-depth scanning as deep as 3 mm. The most challenging problem was

compensation of wave dispersion in interferometer arms for two different wave-

lengths simultaneously. This problem was solved by inserting an additional piece of

fiber whose dispersion properties were quite different from those of the principal

fiber into one of the arms of the interferometer. Cross-correlation function width

was minimized by changing the lengths of the principal and compensating fibers for

both probing wavelengths. The corresponding attained in-depth spatial resolution

for wavelengths of 0.83 and 1.3 mm was 15 and 34 mm, respectively.

24.4.3 3D OCT Imaging

In the optical probe for two-dimensional OCT imaging, the trajectory of a probing

beam is linear. For 3D imaging, the electromechanical system of beam deflection

was improved to allow an arbitrary trajectory of a probing beam. This type of

optical probe permits recording of three-dimensional OCT images with an arbitrary

shape of regions within the scattering medium. The simplest way to obtain three-

dimensional images is to record a series of two-dimensional images of parallel

sections of a sample and then fuse them together. For better visualization, we

developed software for animation and presentation of 3D OCT images in the

form of semitransparent three-dimensional structures, which greatly simplified

perception of large data amounts of tomographic information [22].

24.4.4 Cross-Polarization OCT Setup

Multiple experiments conducted by different research groups have shown that OCT

is sensitive to structural alterations in biological objects that occur at the level of

cell groups and tissue layers [29–32]. Nevertheless using standard OCT imaging, it

is very difficult to differentiate inflammatory processes, papillomatosis, cancer, and

scar changes [23].

In many pathologies, structural violations are preceded by biochemical and initial

morphological changes. It is known that some structural components of biotissue,

e.g., stromal collagen fibers that constitute the basis of healthy mucosa, can strongly

depolarize incident radiation. Also, fibrous tissues such as collagens have linear

birefringency, i.e., they change the polarization state of light, depending on the

value of birefringence and penetrated tissue depth. Both these processes lead to the

appearance of cross-polarized component in backscattered light. Pathological pro-

cesses with different origins are characterized by the difference in both the amount of

collagen fibers and their spatial organization. Therefore, a comparative analysis of

cross-polarization backscattering properties of biological objects may be taken as an

underlying point of the technique for early diagnosis of neoplastic processes.

The specificity of standard OCT can be improved by studying polarization

properties of probing radiation when it propagates through a biological object.
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This approach was implemented in the polarization-sensitive OCT technique (PS

OCT), which is described in detail in ▶Chap. 19 by J.F. de Boer. At present, in the

majority of studies on PS OCT, the criterion of pathological changes in tissue is

a sharp decrease in its macroscopic birefringence. For early diagnostics of neoplas-

tic processes, a reliable signal reception at depths 400–700 mm is required. To

correctly determine phase characteristics, such as birefringence, the signal-to-noise

ratio should be not less than 10–15 dB, which is difficult to achieve when studying

layers at depths more than 300–500 mm. For deeper layers (up to 1.5 mm) a variant

of PS OCT – the cross-polarization OCT (CP OCT) – can be employed. OCT setups

may be equipped with a means for recording images with polarization orthogonal to

that of incident probing light. It is a new realm of tomographic information because

only regions of the medium that depolarize backscattered light contribute to the

interference signal. In order to detect the OCT signal in the orthogonal polarization,

a 45	 YIG Faraday cell was inserted into the reference arm of the interferometer.

The CP OCT technique is based on the detection of a backscattered component that

is orthogonal to linearly polarized probing radiation [22, 33].

A sketch of the experimental setup used for measuring OCT and cross-polarized

OCT images is shown in Fig. 24.6. Using a multiplexer low-coherence IR radiation

from a superluminescent diode (SLD) with wavelength of 1.3 mm and coherence

length of 21 mm is combined with radiation from a semiconductor red laser (RL)

used for alignment purposes. Then, one of polarization Eigen modes of a PM 3-dB

fiber coupler is selected by means of a Lefevre polarization controller (CP). PM

fiber is used to transport radiation with a certain polarization state in both the signal

and reference arms of the interferometer. When there is no Faraday rotator (F) in the

reference arm, a co-polarized component of backscattered radiation is recorded.

The Faraday rotator performs rotation of an arbitrary polarization state by

a specified angle, and the direction of the rotation depends only on the direction

of the magnetic field inside the rotator and does not depend on the propagation

direction of the radiation [20]. Therefore, in the case of the 45	 Faraday rotator the

radiation passes through it, is reflected by a mirror, goes back through the rotator,
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and becomes orthogonally polarized in the reference arm. As a result, only the

cross-polarized component of light backscattered by a biological object would

interfere with light from the reference arm. In Ref. [33], a quarter wave plate

oriented at 45	 to the incident polarization was used for this purpose. We use

a Faraday rotator instead because it does not require the angular alignment,

therefore, minimizing the realignment time for the whole system. The readjustment

of the system takes approximately 30 s. The acquisition time of one OCT image is

1 s. For all OCT images, the logarithmic intensity scale is used. Lateral resolution of

the system determined by the diameter of the probing beam in the focus is chosen

close to axial (in-depth) resolution, which is determined by coherence length and in

our case is 21 mm. It should be noted that when the system is readjusted to obtain

images in the orthogonal polarization, the probe should be held still. Therefore,

both types of images (OCT and CP OCT) are obtained from the same tissue site.

Because this design is based on PMfiber, a portable setup with a flexible probe can

be created, thus making it easy to use in clinical applications (e.g., endoscopically).

24.4.5 Miniature Probe for Endoscopic OCT

The main problem to be solved for endoscopic implementation of OCT is to provide

reliable and convenient access of low-coherence probing radiation to the surface of

internal organs. This problem includes several optical, engineering, and biomedical

aspects such as creation of an OCT interferometer with a flexible arm, development

of a remotely controlled miniaturized optical probe, and acquisition of OCT data in

parallel with standard endoscopic imaging. The implementation of the endoscopic

OCT (EOCT) system required integration of a sample arm of an all-optical-fiber

interferometer into a standard endoscope using the biopsy channel to deliver

probing light to investigated tissue. As a result, a whole family of diagnostic

EOCT devices suitable for studying different internal organs has been created [34].

To probe the surface of an internal organ we have developed a miniaturized

electromechanical unit (optical probe) controlling and performing lateral scanning

(Fig. 24.7). This probe is located at the distal end of the sample arm and its size

allows fitting the diameter and the curvature radius of standard biopsy channels of

endoscopes. Figure 24.8a demonstrates the head of an endoscope for GI investiga-

tions with the integrated OCT scanner. A schematic diagram of the optical scanning

probe and how it is positioned against a studied object is shown in Fig. 24.8b. The

probing beam is swung along the tissue surface with amplitude of 2 mm. The beam

deviation system embodies the galvanometric principle, and the voltage with the

maximum of 5 V is supplied to the distal end of the endoscope. The distance

between the output lens and a sample varies from 5 to 7 mm; the focal spot diameter

is 20 mm. The optical scanning probe and the part of the flexible sample arm that is

inserted in the endoscope are both sealed, therefore, the conventional cleaning

procedure and sterilization can be performed before applying the setup clinically.

Implementation of an extended flexible arm of the OCT interferometer became

feasible due to use of polarization maintaining fibers as a means for transportation
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of the low-coherence probing light. This allows eliminating polarization fading

caused by polarization distortions at the sites of bending of the endoscope arm. The

device features high-quality fiber polarizers and couplers. The “single-frame”

dynamic range of our OCT scheme determined as the maximum variation of the

reflected signal power within a single-image frame attains 35–40 dB. With the

scanning rate of 45 cm/s and the image depth of 3 mm (in free space units), an OCT

picture with 200 � 200 pixels is acquired for approximately 1 s. This acquisition

rate is sufficient to eliminate influence of moving of internal organs (moving

artifact) on the image quality.

The combination of the OCT device with the standard endoscopic equipment has

proven to be convenient for clinical studies. A clinician can perform standard

observation of internal organs and, in the case of interest, can also extend the

analysis by noninvasive optical biopsy simultaneously of as many tissue sites as

desired.

24.5 Clinical Applications of OCT

24.5.1 Motivation for OCT Use in Clinical Practice

A majority of pathological processes are accompanied by structural alterations of

tissue. Information on these tissue changes is decisive for diagnosis and choosing

Fig. 24.7 Miniature probe

for endoscopic OCT
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a treatment strategy. The conventional method for obtaining such information is

histological study of biopsy specimens of tissue. Biopsy is considered to be the

“gold standard.” A tissue site to be biopsied is typically chosen using additional

modalities such as microscopy, endoscopy, and so on. These methods, however,

can provide information only about the surface of the studied object. Meanwhile, it

is known that neoplastic and inflammatory processes primarily involve parabasal

and basal layers, the basement membrane, and components of the lamina propria of

mucosa and rarely affect the surface layers of the epithelium. Structural alterations

in these portions of the epithelium cannot be detected by surface-imaging methods.

Therefore, a clinician is to rely on indirect subtle superficial manifestations of

pathological processes in order to perform a guided biopsy that eventually leads

to a high rate of false-negative results of biopsy [35].

Information on the internal structure of biological tissues is essential not only for

diagnosis of disease, but also for planning of the extent of treatment, control of

treatment adequacy, and follow-up. In these situations, application of an invasive

method such as biopsy is impractical and sometimes contraindicated.

Optical coherence tomography (OCT) is a promising imaging modality charac-

terized by high spatial resolution, noninvasiveness, and high rate of image acqui-

sition. An OCT device developed at IAP RAS (Nizhny Novgorod, Russia) is

compact, portable, and easy to operate; the device is equipped with miniature
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optical probes compatible with working channels of standard endoscopes, which

provides an additional advantage for clinical applications.

Our experience of clinical studies using OCT can be divided into three stages:

determination of OCT criteria for norm and pathology for various human tissues,

evaluation of diagnostic efficiency of the method, and development of OCT pro-

cedures for different clinical situations.

24.5.2 OCT Criteria of Normal and Pathological Tissue

At the first stage, we performed ex vivo and in vivo OCT studies of various human

organs. OCT images were compared with the results of standard histology and,

based on this comparative analysis, the optical criteria of the states of human tissues

were determined. It was established that due to different scattering properties of

different tissue layers, OCT images reveal the stratified structure. Mucosa of

different organs, skin of various localization, and hard dental tissues have

a specific structure with distinctive optical patterns, which makes these objects

favorable for OCT.

Figures 24.9 and 24.10 illustrate examples of parallel OCT and histological

study of healthy mucosa of the esophagus (Fig. 24.9a and b), uterine cervix

(Fig. 24.9c and d), and larynx (Fig. 24.9e and f), which are covered by the stratified

squamous epithelium; of the urinary bladder whose internal layer is represented by

the transitional epithelium (Fig. 24.10a and b), and of the colon (Fig. 24.10c and d),

which is covered by the simple single-layer epithelium atop irregular basement

membrane forming glands or crypts. All histological layers inherent to mucosa are

evident in these OCT images. It is known that the stratified (transitional) epithelium

is separated from the underlying stroma by a smooth basement membrane.

Due to different scattering properties of the epithelium and stroma, the location

of the basement membrane is clearly seen on these tomograms. In the case of the

colon, the basement membrane is irregular and its form is difficult to define

accurately. However, the intestinal crypts and the structure of subepithelial layers

are well visualized. Mucous glands are also visualized as poorly scattering shadows

but their borders are much less distinct (Fig. 24.9e).

A typical endosonographic image of healthy esophagus is shown in Fig. 24.11.

The zone of OCT imaging is also depicted in the same figure. Obviously, spatial

resolution of endoscopic ultrasound is not sufficient for revealing details of the

mucosal structure; OCT, however, easily visualizes the layered optical pattern

(Fig. 24.9a).

OCT images of the skin (Fig. 24.12a and b) differ from those of mucosa in the

relatively weak optical contrast between structural components. This is likely

caused by strong reflection of probing light from the tissue surface due to kerati-

nization. Nevertheless, the tomograms clearly demonstrate the morphological fea-

tures of thick and thin skin.

In vivo OCT imaging of dental tissues showed that the effective penetration

depth of probing radiation in teeth was 2–2.5 mm. The structure and content of
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dentin is known to be considerably different from those of enamel, thus, allowing

differentiation between dentin and enamel and estimation of the state of the

dentino-enamel junction (Fig. 24.13a and b).

Therefore, due to different optical properties, OCT can differentiate tectorial and

hard dental tissues, revealing their regular layered structure. The type of the

Fig. 24.10 ОCT images and histology of urinary bladder covered by transitional epithelium

(a, b) and colon covered by the simple single-layer epithelium (c, d)

Fig. 24.9 OCT images and histology of healthy mucosa of esophagus (a, b), uterine cervix (c, d),
and larynx (e, f) covered by stratified squamous epithelium
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epithelium, keratinization processes, and the architecture of the basement mem-

brane affect the OCT pattern of tectorial tissues. Because optical properties of

mucous glands are considerably different from those of the stroma, OCT can both

reliably identify and quantify them throughout the entire range of sizes, limited only

by spatial resolution of the OCT method. Interestingly, healthy human tissues,

which do not have the layered structure, appear unstructured in OCT images.

A good example of such tissue is cartilage covering articulating surfaces of bones

(Fig. 24.14a and b).

Fig. 24.12 ОCT images and histology of thick (a, b) and thin skin (c, d)

Fig. 24.11 Typical

endosonographic image of

healthy esophagus
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We performed clinical studies using OCT in various fields of medicine, such as

gastroenterology, urology, laryngology, gynecology, dermatology, and dentistry,

and involving some 2,000 patients. These studies show that there are a number of

universal OCT patterns corresponding to different structural alterations, which are

in turn caused by different pathological processes [22, 32, 36–39]. Figure 24.15a

Fig. 24.14 ОCT image and histology of cartilage covering articulating surfaces of bones (a, b)

Fig. 24.13 ОCT image and

histology of hard dental

tissues (a, b)
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demonstrates a typical OCT image of a chronic inflammatory process in the uterine

cervix accompanied by atrophy of the epithelium. The OCT manifestation of the

above processes is a decrease in the thickness of the upper moderately bright layer

down to 50 mm (in comparison to 300–350 mm in norm, see Fig. 24.15b). The

identical optical signs of epithelial atrophy are found also in other localizations.

Hyperplasia (hypertrophy) of the epithelium manifests in OCT images as an

increase in the thickness of the epithelial layer (corresponding examples of the

transitional epithelium of the urinary bladder are shown in Fig. 24.16a and b); the

stratified squamous epithelium of a vocal fold is shown in Fig. 24.16c and d. In

these cases of epithelial hypertrophy, the basement membrane is not affected and,

hence, the two-layered optical pattern with high contrast is preserved.

Hypertrophy with acanthosis and papillomatosis alters not only the thickness but

also the optical properties of the epithelium (increasing the level of epithelial

backscattering) and the course of the basement membrane (making it winding).

All these phenomena lead to a decrease in the contrast of the characteristic two-

layer pattern of mucosae. Figure 24.17 presents a tomogram (a) and parallel

histology (b) and (c) of acanthosis and papillomatosis of mucosa in the uterine

cervix where stromal papillae come up to the epithelial surface. Each papilla

contains an enlarged terminal vessel, which is visualized in the image as a dark

area. Note that these alterations of the epithelium are benign and the two-layer

architecture of tectorial tissue is preserved.

Fig. 24.15 ОCT image of

chronic inflammatory process

in the uterine cervix (a) as
compared with the norm (b)
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OCT can be also used for imaging of the metaplastic processes. Figure 24.18

demonstrates an OCT image and parallel histology of metaplasia of the stratified

squamous epithelium of the esophagus into the columnar specialized epithelium in

Barrett’s esophagus (Fig. 24.18a and b). An OCT image of healthy esophagus is

shown in Fig. 24.18c for comparison. The tomogram of benign Barrett’s esophagus

indicates the layered architecture of esophageal mucosa; only at the sites of the

uniform moderately scattering squamous epithelium is a so-called glandular

mucosa visualized by alternating dark (corresponding to the glandular epithelium)

and light (corresponding to connective tissue layers of lamina propria) horizontal

stripes. The OCT image of squamous metaplasia of urinary bladder mucosa

(Fig. 24.19a and b) is characterized by an increase in the thickness of the epithe-

lium, as compared with urothelium inherent to this mucosa in norm (Fig. 24.19c),

and a higher brightness of the epithelial layer due to hyperkeratosis.

Thus, various benign processes occurring in the epithelium manifest in OCT

images as changes in the epithelial thickness, scattering properties, and the course

of the basement membrane.

OCT can detect changes that occur not only in the epithelium but in the stromal

component of mucosa as well. Pathological processes of different origin can be

accompanied by either stromal edema or accumulation of liquid with formation of

cavities and cystic structures. Different types of liquid accumulation are presented

in Fig. 24.20. Figure 24.20a shows an OCT image of the skin from a shoulder with

a subcorneal blister in a patient with paraneoplastic skin eruption. An OCT image of

Fig. 24.16 ОCT image and histology of epithelial hyperplasia. Transitional epithelium in the

urinary bladder (a, b); stratified squamous epithelium in the vocal fold (c, d)
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the uterine cervix in pregnancy (Fig. 24.20b) shows accumulation of liquid inside of

tissue and disconnection of connective tissue fibers (so-called physiological edema)

and indicates that the well-organized structure of the connective-tissue layer is

destroyed which results in appearance of dark irregular areas. OCT can clearly

visualize various glandular structures: enlarged glands of esophageal mucosa in

Barrett’s metaplasia (Fig. 24.20c) and Brunn’s nests in cystitis cystica

(Fig. 24.20d). These examples demonstrate the capability of OCT not only to

visualize hollow structures but also to detect their form and localization precisely.

The information on the structure of objects provided by OCT can be used for

tumor detection. Although our OCT device has spatial resolution of about

10–20 mm and, thus, cannot detect neoplastic changes at the cellular level, but

its spatial resolution is sufficient to reveal certain specific features of the

tissue architecture accompanying the malignization process, such as abnormal

accumulation of cells, penetration of the epithelium into the stroma, and, con-

versely, of the stroma into the epithelium without disruption of the basal membrane

(leading to changes in optical properties of the epithelium and loss of the optical

contrast between the epithelium and stroma) and an increase in the amount of

blood vessels.

Fig. 24.17 ОCT image (a) and parallel histology (b and c) of acanthosis and papillomatosis of

uterine cervix mucosa
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Result of our OCT study demonstrate:

1. Low-grade dysplasia almost does not change optical properties of the epithelium

and, thus, preserves the layered optical pattern with good contrast, which is

typical for benign mucosa (Fig. 24.21);

2. High-grade dysplasia changes optical properties of the epithelium and underlying

connective tissue and, therefore, considerably reduces contrast between the epi-

thelium and the stroma in OCT images (Figs. 24.22a, b, 24.23a, b, and 24.24a, b);

3. Microinvasive cancer is characterized by local disappearance of the basement

membrane and leads to further changes of optical properties of the epithelium

and stroma; as a result, OCT images of microinvasive cancer appear weakly

structured (Figs. 24.22c, d, 24.23c, d, and 24.24c, d);

4. Invasive cancer is an extreme stage of malignization; it is visualized by OCT as

a bright homogeneous pattern. The effective imaging depth in this case is

sufficiently smaller (Figs. 24.25, 24.26, and 24.27).

24.5.3 OCT Diagnostic Value

To evaluate the efficiency of the OCT method for detection of different stages of

malignization, three independent blind tests were performed using OCT images of

the uterine cervix, urinary bladder, and larynx. The studies showed that OCT is

Fig. 24.18 ОCT images of metaplasia of stratified squamous epithelium of esophagus (c) into
columnar specialized epithelium in Barrett’s esophagitis (a), parallel histology (b)
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Fig. 24.19 ОCT image and histology of squamous metaplasia of urinary bladder mucosa (a, b),
OCT image of normal urothelium (c)

Fig. 24.20 OCT images and histology of different types of liquid accumulation: subcorneal

blister (a, b), uterine cervix at pregnancy (c, d), Brunn’s nests in cystitis cystica (e, f)
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highly efficient for diagnosing of mucosal neoplasia of the uterine cervix, urinary

bladder, and larynx: OCT sensitivity was 82 %, 98 %, and 77 %, respectively;

specificity was 78 %, 71 %, and 96 %; diagnostic accuracy was 81 %, 85 %, 87 %

with significantly good agreement index of clinicians kappa – 0.65, 0.79, 0.83

(confidence intervals: 0.57–0.73; 0.71–0.88; 0.74–0.91). Error in detection of

high-grade dysplasia and microinvasive cancer was 21.4 % on average.

24.5.4 Clinical Indications for OCT

OCT can provide information on the internal structure of biological tissues in real

time with high resolution and noninvasively. These capabilities of OCT can be used

to improve current diagnostic methods. This would benefit oncology, where exact

knowledge of morphological alterations is essential for choosing treatment strategy.

Nonaltered tissues with different internal structure have specific optical patterns

determined by certain features of their structure. Loss of tissue specificity accom-

panying neoplastic changes makes tissues look similar without any architectural

and optically structure. Figures 24.28 and 24.29 present tomograms and histological

sections of patients with carcinoma of the larynx, uterine cervix, urinary bladder,

and rectum. Results of histology show the presence of a distinct border between

Fig. 24.21 OCT image of low-grade dysplasia accompanied by hyperplastic stratified squamous

epithelium of uterine cervix with signs of acanthosis and papillomatosis (a), parallel histology (b, c)
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malignant tumor and benign mucosa (Figs. 24.28b, d, 24.29b, d, and e). The

transition from a structureless optical pattern with high backscattering from sub-

surface layers typical of malignant tumors into a structured optical pattern with

a clearly detectable, layered organization is clearly seen in the OCT images

(Figs. 24.28a, c, and 24.29a, c). Therefore, OCT is capable not only to detect tissue

regions suspicious for neoplasia but also to accurately and reliable determine their

borders.

This fact is very important clinically. First, OCT data may be critical for

choosing a tissue site for excisional biopsy when conventional methods are inad-

equate. For instance, biopsy sampling from the areas of the uterine cervix suspi-

cions for cancer is routinely guided colposcopy. So-called abnormal colposcopic

findings are indicative of malignization. However, these abnormal colposcopic

findings are not pathognomic signs of malignant growth and can be found in benign

lesions as well [40]. In our opinion, additional information on the tissue structure

provided by OCT can improve the specificity of colposcopy and optimize target

biopsy of uterine cervix pathology. In laryngology, OCT imaging proves to as

helpful as in gynecology. Currently, even when the state-of-the-art microlar-

yngoscopy is used, from 7 % to 20 % of patients need to come back to have biopsy

repeated in order to confirm the laryngeal carcinoma diagnosis [41, 42]. This may

cause serious complications, especially for such a vulnerable organ as the larynx.

Fig. 24.22 OCT image of high-grade dysplasia of uterine cervix (a), parallel histology (b); OCT
image of microinvasive cancer of uterine cervix (c), parallel histology (d)
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Second, the capability of OCT to detect tumor borders and their linear dimen-

sions can be employed for staging of the malignant process in clinical situations for

which the linear extent of tumor is essential.

Third, information provided by OCT can be used to plan a resection line in the

course of organ-preserving operations and to control adequacy of resection. The

main requirements for successful organ-preserving surgeries are adequacy of resec-

tion of a pathological region and minimal damage of healthy surrounding tissues.

Necessity for such surgeries is dictated by the need to preserve the organ function.

For example, at the initial stage of uterine bladder cancer, it is still possible to

perform transurethral resection (TUR), when the organ is totally preserved, or

partial resection followed by plastic surgery of the bladder, the latter is feasible

only if the sphincter is preserved. According to existing rules, the resection line

should be 2 cm away from the visual tumor border at TUR and not less than 3 cm

from the urinary bladder cervix at partial resection. Such stringent requirements

limit the number of patients in whom the organ-preserving surgery can be

performed. However, notwithstanding such a strict approach, the recurrence rate

for partial resection is as high as 40–80 % [43]. The same situation takes place with

rectal tumors where the recurrence rate attains 78 %. It was shown that the high

recurrence rate is caused by deficient resection of tumors [44]. Reported data proves

that existing methods for monitoring of organ-preserving operations in most of the

Fig. 24.23 OCT image of high-grade dysplasia of the epithelium of a vocal fold (a), parallel
histology (b); OCT image of microinvasive cancer of a vocal fold (c), parallel histology (d)
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cases are inadequate. The OCT technology can definitely be helpful and aid

conventional methods in solving this problem. The method provides high spatial

resolution images in real-time, thus allowing using OCT intraoperatively. OCT is

noninvasive (no tissue damage, no side effects); therefore, one can perform mon-

itoring of surgeries. Compatibility of OCT probes with working channels of

standard endoscopes permits applying OCT endoscopically.

Fourth, since information on the tissue structure is obtained in vivo, OCT

imaging can be used during both surgery and conservative treatment to monitor

whether reparative processes are timely and adequate, and to detect early recur-

rence during follow-up.

24.5.5 Development of Clinical Procedures for OCT

At the present stage of its development, OCT has a number of disadvantages and

limitations. Most prominent of them are the following. First, spatial resolution of

15–20 mm is sufficient to identify cellular layers but too low to visualize single

cells. Consequently, in situations where detection of changes occurring at the

cellular level is critical, OCT cannot provide adequate specificity. Second, the

informative imaging depth of OCT is limited to 2 mm, which is a serious limitation,

especially for oncology where estimation of the depth of tumor invasion into

underlying tissue is of high importance.

Fig. 24.24 OCT image of high-grade dysplasia of metaplastic epithelium in Barrett’s esophagus

(a), parallel histology (b); OCT image of microinvasive adenocarcinoma of the esophagus (c),
parallel histology (d)
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These disadvantages and limitations are rather technical. At the same time, the

diagnostic value of OCT can also be decreased by drawbacks of the imaging

procedure, which affect the quality of images, namely, lower brightness and

contrast and introduce movement artifacts. On the one hand, these factors to

some extent impede extensive application of OCT in clinical practice, but on the

other hand, it is a strong reason for further improvement of the OCT technology.

There are several ways of improving OCT imaging, which can be grouped as

follows:

• Development of OCT procedures taking into account both specific features of

objects being studied and particular clinical tasks

• Modification of standard OCT

• Additional processing of OCT images

24.5.5.1 Effects of Biotissue Compression
One of the most important practical problems in the development of OCT technol-

ogy is creation of OCT procedures taking into account both clinical tasks and

specific features of objects being studied. One of requirements for obtaining of

high-quality images is the absence of movement artifacts. For this, an OCT probe

must be fixed relative to the object. The latter can be eliminated by keeping the

OCT probe still and by slightly pressing it against the tissue region being studied.

However, soft biological tissues are very elastic and, consequently, even slight

Fig. 24.25 OCT image of invasive squamous cell carcinoma of segmented bronchus (a), parallel
histology (b); OCT image of invasive squamous cell carcinoma of vocal fold (c), parallel histology
(d)
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Fig. 24.26 OCT image of invasive transitional cell carcinoma of urinary bladder (a), parallel
histology (b); OCT image of invasive squamous cell carcinoma of uterine cervix (c), parallel
histology (d)

Fig. 24.27 OCT image of invasive adenocarcinoma of esophagus (a), parallel histology (b); OCT
image of invasive adenocarcinoma of rectum (c), parallel histology (d)

24 OCT Fundamentals and Clinical Applications of Endoscopic OCT 1041



pressure leads to compression of the object, which affects measured OCT informa-

tion. Figure 24.29 shows ex vivo tomograms of the sigmoid colon clearly demon-

strating that OCT images depend on the degree of object’s compression. As

pressure increases, the contrast between layers improves, which is most likely

caused by the induced increase in the tissue density. Moreover, at the maximum

compression (Fig. 24.30c) all layers of the intestinal wall were visible in the OCT

image. The thickness of the wall surely exceeds 2 mm, therefore, compression

technically allowed to image tissue layers below the effective OCT imaging depth.

24.5.5.2 Effects of Chemical Agents
One of the approaches to improve OCT penetration depth is based on biological

tissue clearing using biocompatible chemical agents [45, 46]. Hyperosmolar chem-

ical agents such as glycerol, propylene glycol, and concentrated glucose solutions

reduce the refractive index mismatch on the air-tissue boundary and upon penetra-

tion into tissue also facilitate matching of refractive indices of tissue constituents,

which leads to a decrease in scattering of tissue components. For instance, refrac-

tive indices of glycerol (1.47) and propylene glycol (1.43) are slightly different that

of the skin (1.47) [45, 46]. Application of these agents allows one to increase the

effective depth of OCT imaging and to improve image contrast. The effect of

clearing is shown in Fig. 24.31. The OCT image of skin with psoriatic

erythrodermia acquired in 60 min after application of glycerol (Fig. 24.31b) differs

Fig. 24.28 OCT images (a, c) and parallel histology (b, d) of carcinoma of larynx (a, b); benign
mucosa (to the left), high grade dysplasia (to the right). Uterine cervix (c, d); benign mucosa (to the

right), high grade dysplasia (to the left)
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from the initial image (Fig. 24.31a) in greater penetration depth and better contrast.

These image improvements facilitate identifying of important morphological phe-

nomenon of acanthosis (Fig. 24.31c). It is known that tissue clearing depends on

time and the type of tissue. Development of a clinical procedure for various

pathological processes and types of biological tissue requires accurate choice of

chemical agents and optimal exposure times.

24.5.5.3 Cross-Polarization OCT
The specificity of standard OCT can be improved by studying collected light

reflected back from a biological object with respect to polarization. In many

Fig. 24.29 OCT images (a, c) and parallel histology (b, d) urinary bladder (a, b, to the left –
benign mucosae, to the right – high grade dysplasia) and rectum (c–e, to the right – benign

mucosae, to the left – invasive carcinoma)
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pathologies severe structural alterations are preceded by biochemical and initial

mild morphological changes. It is known that several structural components of

biological tissue, e.g., stromal collagen fibers constituting the basis of healthy

mucosa, can strongly scatter and also depolarize incident radiation [47]. Both

these phenomena can lead to the appearance of the cross-polarized component in

backscattered light. Pathological processes of different origin are characterized by

various spatial organization and density of collagen fibers that would affect the

OCT signal intensity detected in orthogonal polarization. Therefore, analysis of

cross-polarization backscattering properties of biological objects may provide

a new way for diagnosis of different pathological processes.

OCT images in initial and orthogonal polarizations were acquired ex vivo on the

resected esophagus (no later than 60 min after extirpation) and in vivo during

esophagoscopy. It should be noted that, when the system was readjusted to measure

images in the different polarizations while probe was kept still for 30 s, OCT and

cross-polarization (CP) OCT images were verified by comparing with results of

parallel analysis of biopsy H&E and Van Gieson stained samples. The Van Gieson

staining is specific for collagen fibers of connective tissue [48].

The results of the OCT study of the healthy esophagus are presented in

Fig. 24.32. Tomograms of unaltered esophageal mucosa obtained in both

Fig. 24.30 Ex vivo OCT images of sigmoid colon, demonstrating the dependence of image

character on the degree of compression of the object (a–d)
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polarizations have an organized pattern that is layered horizontally. In the initial

polarization (Fig. 24.32a), the epithelium appears as a moderately scattering layer

with a distinct boundary atop the bright underlying stroma characterized by higher

backscattering. In the orthogonal polarization (Fig. 24.32b), the epithelium con-

versely appears as a very poorly scattering layer. The main fibrous component of

the stroma is collagen fibers (red staining in Fig. 24.32d and e), which are respon-

sible for efficient depolarization and birefringence of the tissue [47, 49].

Depolarizing collagen fibers explain presence of an intense signal in the CP OCT

images; horizontally oriented stripes on the OCT images may be explained by

birefringence nature of collagen. These structures correlate well with collagen fiber

bundles (Fig. 24.32e). The transversal size of these collagen bundles shown in

Fig. 24.32e and of the striped structures in Fig. 24.32b is approximately 70–80 mm.

OCT and CP OCT images of carcinoma and scar tissue of the esophagus are

shown in Figs. 24.33 and 24.34, respectively. Standard OCT images of carcinoma

and scar tissue (Figs. 24.33a and 24.34a) are barely distinguishable; both images are

structureless. Therefore, it is difficult to differentiate neoplastic and scar changes

using standard OCT. Meanwhile, CP OCT images of these pathologies

(Figs. 24.33b and 24.34b) are considerably different. Cancer cells almost do not

change polarization of the probing light, and the signal level on the average is

substantially (about 10 dB) lower than that of CP OCT images of healthy tissue. In

the CP OCT images, vertically oriented regions of a stronger signal are visible

Fig. 24.31 OCT images of skin with psoriatic erythrodermia (a) before application of glycerin,

(b) 60 min after application of glycerin, (c) parallel histology
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against the weak background (Fig. 24.32b). These images correlate well with single

vertically oriented collagen fibers shown in Fig. 24.32d, where they are visualized

as red elongated individual structures. CP OCT images of scar tissue of the

esophagus demonstrate levels of the signal comparable to those of healthy tissue

(Fig. 24.33b). At the same time, in the CP OCT image one can note a large number

Fig. 24.33 (a) Standard OCT image, (b) CP OCT image, (c) H&E histology, (d) and (e) Van
Gieson histology at different magnification of cancerous esophagus. White bar corresponds to

1 mm where not specially marked

Fig. 24.32 (a) Standard OCT image, (b) CP OCT image, (c) H&E histology, (d) and (e) Van
Gieson histology at different magnifications of healthy esophagus.White bar corresponds to 1 mm
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of chaotically oriented regions of both intense and weak signal. This is due to the

nature of scar tissue, whose organization is different than that of cancer. As can be

seen from Fig. 24.34d, collagen fibers are one of the main components of immature

scar tissue (pink regions in the image correspond to maturing collagen). In

Fig. 24.34d the collagen regions are alternating with regions of accumulation of

cells forming granular tissue, which correlates well with the signal behavior in the

CP OCT image of scar. The difference in structural features of collagen fibers in

cancer and scar tissue provides the basis for differentiation of these pathologies

because their cross-polarization backscattering properties are determined, in

a considerable degree, by anisotropic structures, i.e., by collagen fibers.

Presented results demonstrate that CP OCT providing additional information on

cross-polarization backscattering properties of biological tissues, thereby can

improve the diagnostic value of standard OCT.

24.5.6 OCT Image Processing

Numerous experiments carried out independently by different research groups

proved that the method of OCT was sufficiently sensitive to detect abnormality of

biological tissue at the level of cell groups and tissue layers [6, 34]. Generally, only

visual analysis of OCT images is performed in order to detect the type of pathology.

The transformations of biological tissue, such as the alternation of the number of

tissue layers or the emergence of contrast inclusions in OCT images, can be

revealed visually [22, 34]. However, some pathological processes develop without

disruption of the layered structure of tissue, but proceed by inducing changes in

Fig. 24.34 (a) Standard OCT image, (b) CP OCT image, (c) H&E histology, (d) and (e) Van
Gieson histology at different magnification of scarred esophagus. White bar corresponds to 1 mm

where not specially marked
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scattering properties. In some cases, in spite of a tremendous change in optical

characteristics of tissue layers, pathological processes can hardly be detected by

visual analysis [50]. Nevertheless, it was observed that additional numerical

processing of OCT images facilitated detection of such processes [29, 51].

In this chapter we propose an OCT image processing algorithm based on the

theoretical model of the OCT signal versus depth [11]. Biological tissue is consid-

ered to be a stratified scattering medium described by a set of parameters specified

for each layer, namely, total scattering coefficient and backscattering coefficient.

These parameters are varied in order to fit the measured OCT curve with

a theoretical OCT signal. The best-fit values are assumed to be true biological

tissue properties.

24.5.6.1 Theoretical Model of the OCT Signal
The major requirements for an OCT theoretical model are the following: (1) it

should be universal and valid for different types of biological tissue (healthy tissue

and different stages of various pathologies), (2) it should be based on an adequate

model of scattering properties of tissue and take into account the characteristics of

a probing light beam, (3) it should use as few parameters as possible to describe the

medium, and (4) the analytical expressions for the signal should be simple in order

to decrease computational time of fitting. The last requirement is necessary if one

wants to include numerical processing of OCT images as a part of a real-time

medicine procedure.

As far as optical scattering is concerned, biological tissue contains a variety of

scatterers with sizes smaller than, comparable to, and larger than the wavelength

and, in a general scatterer, size distribution is given by a complicated function [52].

The majority of soft biological tissues are characterized by strong forward scatter-

ing. Correct description of light propagation within tissue should take into account

the effects of multiple small-angle scattering, which start contributing significantly

for depth larger than one mean free path. In contrast to previous publications [6, 51,

53] where OCT signal attenuation with the probing depth is described using only

total and diffusion scattering, we do not neglect the changes in the beam structure

caused by small-angle scattering at small depths and by light diffusion at large

depths. This problem is solved based on the stationary radiance-transfer equation in

small-angle approximation. Because light is scattered mainly in a forward direction,

the probability of backscattering is a small parameter and it is reasonable to use

single backscattering approximation to calculate the OCT signal. According to this

approximation, the scattering phase function can then be presented as a sum of

a small-angle scattering phase function x1ðz; yÞ that tends to zero for y>p=2, and
a constant that corresponds to isotropic scattering [11]:

xðz; yÞ ¼ 1� 2pbðzÞð Þx1ðz; yÞ þ 2pbðzÞ: (24.30)

Backscattering probability, pb, is determined by the part of the light energy

scattered into the backward semisphere:
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pbðzÞ ¼
1

2

ðp
p=2

xðz; yÞ sin ydy: (24.31)

As a result, the expression for the OCT signal was derived in a simple single-

integral form [11]. Thereby, the developed theoretical model appeared to take tissue

properties into account adequately and, at the same time, it is not too time

consuming and computationally demanding in comparison with Monte Carlo

modeling [6, 54].

The theoretical OCT signal formed by single backscattered photons is given by

average intensity IthðzÞ versus depth z. The signal undergoes squared detection, and
is normalized on its value at the tissue boundary [11, 51]

IthðzÞ=Ithð0Þ ¼ 2A2ð0Þ mbsðzÞ
mbsð0Þ

exp �2
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(24.32)

where ms(z) is the total scattering coefficient; mbsðzÞ ¼ msðzÞpbðzÞ is backscattering
coefficient; mfs ¼ ms � 2mbsis forward scattering coefficient;

~x1ðz; pÞ ¼ 1
2

Rp
0

x1ðz; yÞJ0ðpyÞ sin ydy is spectrum of the small-angle scattering

phase-function x1(z,y), which was defined by (24.30); and

A2ðzÞ ¼ A2
0 þ ðz� f Þ2l2 ð2pnA0Þ2

.
is radius of a Gaussian probing beam with

focusing depth f, minimum beam waist A0, and wavenumber k ¼ 2pn/l in a non-

scattering medium with a refractive index n. Along with the initial beam shape and

the attenuation of the OCT signal due to total scattering on the way to the reflection

side and back, (24.32) accounts for the effects of multiple small-angle scattering,

expressed by the convolution integral
Rz
0

mfsðz� z0Þ~x1ðz0; hz0Þdz0.

24.5.6.2 Biological Tissue Scattering Properties
Equation (24.32) contains the following scattering characteristics of a stratified

scattering medium: distributions of a total scattering coefficient ms(z),
a backscattering coefficient mbs(z), and a small-angle phase function x1(z,y). Gen-
erally, the inverse problem of reconstructing these distributions from an OCT image

does not have a unique solution. Nevertheless, in the case when the phase function

is described by a few parameters and tissue consists of a limited number of

homogeneous layers, the solution is unique and can be found numerically. The

numerical algorithm implemented the Henyey-Greenstein phase-function [8]. This

function is characterized by a single parameter, the anisotropy factor, and well

represents experimental scattering for a wide range of tissue types. The anisotropy
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factor for each i-th biotissue layer can be expressed via total scattering coefficient

ms,i and a backscattering one mbs,i, therefore each layer is described by two param-

eters, ms,i and mbs,i.

24.5.6.3 Algorithm for Reconstruction of Tissue Scattering Properties
In the current algorithm, the total scattering coefficient of i-th tissue layer ms,i, its
backscattering coefficient mbs,i, and the position of the layer boundary li are recovered
via fitting of the experimental OCT signal versus depth Iex(z) by the theoretical curve

Ith z;~ms;~mbs;~l
� 

; ~ms ¼ ms;1; . . . ; ms;N

 �

, ~mbs ¼ mbs;1; . . . ;mbs;N

 �

, ~l ¼ l1; . . . ; lNð Þ,
where N is the total number of tissue layers. A mean-square deviation of the

logarithms of the experimental and fitting theoretical curves yields the discrepancy

for the varying set of tissue parameters. In this case, the “true” medium parameters

are obtained as a result of minimizing the integral within the given range of values

~ms;~mbs;~l
� 

¼ arg min
~ms;~mbs;~lð Þ

ðL
0

log2 Ith z;~ms;~mbs;~l
� 

=IexðzÞ
� 

dz; (24.33)

where L is the maximum depth of the OCT signal. Finding the global minimum of

(24.33) with Ith defined in (24.32) is time consuming and computationally intensive.

We applied the genetic algorithm [55] to minimize integral (24.33), which allowed

a reduction in time in comparison with conventional methods.

Figure 24.35 shows an example of fitting an experimental OCT signal with

a theoretical curve in the case of a relatively homogeneous tissue. Before the fitting

procedure is applied, a certain region of the tomogram, where the parameters of the

medium are to be estimated, is selected. Within this window, the in-depth OCT

profiles are added together in order to reduce the noise level and yield an average

OCT signal, which is used for fitting. Both the noise dispersion in the experimental

curve Iex and the covariance of the recovered tissue parameters decrease as the

width of the window is increased. Let us consider an example of the window

composed of 20 adjacent OCT scans spaced with a 10-mm lateral step

(Fig. 24.35a). Reconstruction of tissue parameters using the theoretical model

described in (24.32) takes about 1 min for each OCT experimental curve.

It is clearly seen in the Fig. 24.35 that the theoretical dependence describes well

the main features of the experimental OCT signal. According to the theoretical

model, the fast decrease of the OCT signal at small depth is mainly caused by

attenuation of the probing light beam due to small-angle scattering. This “fast”

attenuation obeys Beer’s law (the dotted line in the figure), and the slope of the

curve corresponds to the doubled coefficient of small-angle scattering

2mfs ¼ 2ðms � 2mbsÞ. At larger depth, the regular beam structure collapses due to

diffusion and backscattering, which, in fact, is weaker than small-angle scattering,

and the rate of OCT signal attenuation slows down. Both regions of fast and slow

attenuation are observed in the experimental OCT images obtained from homoge-

neous tissue (Fig. 24.35b).
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Figure 24.36 demonstrates an example of fitting of the experimental OCT signal

and recovering scattering parameters of the two-layered tissue (epithelium and

stroma). The jump in the OCT signal at the depth of 250 mm is caused by the

mismatch of backscattering coefficients between the first layer (epithelium) and the

second layer (stroma).

24.5.6.4 Algorithm Testing
To test the performance of the algorithm, an experimental OCT setup with the

following technical characteristics was used: wavelength of 1.3 mm, the same axial

and transversal resolution of 15 mm, scanning depth of 1–2 mm, acquisition time for

a 2D image of 1.5 s.
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Fig. 24.35 An example of fitting of an OCT signal from single layered tissue; (a) a typical in vivo
OCT image of cervical cancer; (b) an OCT signal averaged out over the selected window (solid
line), a theoretical fitting curve (dashed line); Beer’s law approximation of the fast attenuating

part of the experimental curve (dotted line). Recovered tissue parameters are: ms ¼ 223 1/cm,

mbs ¼ 1.3 1/cm

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

0

−40

−60

−50

−70

O
C

T
 s

ig
n

al
, d

B

−80

epithelium

epithelium

stroma

stroma

−90

0 200 400 600 800

r, mm

z, mm

a b

z, m
m

0.2

0.4

0.6

0.8

1

Fig. 24.36 An example of fitting of an OCT signal from two-layered tissue; (a) a typical in vivo

OCT image of healthy cervical mucosa; (b) an OCT signal averaged out over the selected window

(dashed line), a theoretical fitting curve (thick line). Recovered parameters are: (epithelium)

ms ¼ 75 1/cm, mbs ¼ 0.28 1/cm; (stroma) ms ¼ 284 1/cm, mbs ¼ 3.3 1/cm
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The OCT images of healthy and neoplastic areas in a patient with cervical cancer

were obtained in vivo using a flexible probe with diameter of 2.5 mm. The results of

reconstruction of scattering parameters are given in Fig. 24.37. Each layer of each

processed tomogram is characterized by a point at the scattering parameter plane. In

the reconstruction algorithm, the two-layered model of the OCT signal is used for

OCT images of healthy areas (epithelium and stroma) and one-layered model for

neoplastic areas. Results of processing of the obtained data show that the estimated

values of the total scattering coefficient are in a good agreement with the reported

data for these types of tissue [8]. For all processed images, recovered scattering

parameters of healthy epithelium and neoplastic tissue are localized in two separate,

non-overlapping regions on the scattering parameter plane. The boundary between

these regions is marked with the dashed line (Fig. 24.37). We believe that during

progression of a neoplastic process, the scattering parameters of the epithelium

gradually increase from low values of total and backscattering coefficients to higher

values, thus, crossing the boundary between domains of scattering parameters. This

fact can provide a basis for identification of the abnormal changes in tissue

structure.
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Fig. 24.37 Result of processing of OCT images obtained from a patient with cervical cancer (one

clinical example). Both healthy and neoplastic areas of tissue were included in analysis. Points on

the plane correspond to recovered scattering parameters for the epithelium and the stroma in the

case of healthy mucosa and one parameter in the case of cancer. Scattering parameters of healthy

areas: + – epithelium and� – stroma; parameters of cervical cancer: O. Ellipses are the confidence
areas of the estimated parameters. The dashed line separates scattering parameters corresponding

to the healthy epithelium and cancer
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24.6 A New Approach to Cross-Polarization Optical Coherence
Tomography Based on Common Path Optical Fiber
System

The PM fiber-based OCT scheme described above has some drawbacks, which have

been revealed in practice. The main drawback of the OCT system for endoscopic

applications is a long optical path of the Michelson interferometer arm due to a long

probe. Because of insufficiently high repeatability of fiber parameters, this results in

poor probe reproducibility. The second variant of the CP OCT technique, which is

more important for practical applications, is based primarily on isotropic fiber and

uses a measuring Fizeau interferometer and a Michelson interferometer as

a correlometer. The concept of CP OCT described here is based on the idea of

common path OCT, where reference and probe radiation propagate along the same

fiber and therefore change the polarization properties together, maintaining parallel

or orthogonal orientation even when individual polarization is changing.

24.6.1 Method Validation

The intrinsic property of single-mode initially isotropic optical fibers to maintain

polarization orthogonality of light waves, even in the presence of phase perturba-

tions, is essential for isotropic-fiber-based CP OCT. The only requirement is the

absence of anisotropic losses. It can be easily shown that any two initially orthog-

onal arbitrarily polarized waves maintain their orthogonality when passing through

a single-mode isotropic optical fiber, despite the change in their polarization state.

Indeed, according to the well-known optical equivalence theorem, any set of

elements with phase anisotropy can be represented by an equivalent element that

consists of an optical rotator (rotator of polarization plane) and a linear wave plate

[56]. This theorem is equally valid for a piece of single-mode optical fiber. The

Jones matrix of such an optical system Â ¼ aik½ � in the absence of anisotropic losses
is unitary, and the condition Â

y
Â ¼ ÂÂ

y ¼ Î is satisfied. Here, Â
y 
 a�ki

� �
is

a Hermitian conjugate matrix of Â, and Î is a unity matrix. (Note that in the

description of optical light propagation in a single-mode isotropic optical fiber

presented in [37–39] an overstringent condition of no losses is imposed to maintain

angles between Stokes vectors on the Poincare sphere.) If at the entrance to the

optical fiber described by the matrix Â there is an elliptically polarized wave with an

arbitrarily polarized electric vector E
!

u ¼ m
n

� �
and an orthogonal wave

E
!

v ¼ �n�

m�

� �
, for both of which the orthogonality condition is fulfilled

E
!

u; E
!

v

� 
¼ 0, then the orthogonality condition E

!out

u ; E
!out

v

� 
¼ ðÂ E

!
u; Â E

!
vÞ 


ðE!u; Â
y
AE
!

vÞ ¼ ðE!u; E
!

vÞ ¼ 0 will also be fulfilled for outcoming waves with
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vectors E
!out

u ¼ Â E
!

u and E
!out

v ¼ Â E
!

v. From a mathematical point of view, this

means that the scalar product of two vectors is maintained when the vectors are

multiplied by a unitary operator [57]. Note that, in a single-mode optical fiber, the

orthogonality condition for the two waves does not imply in the general case that

the waves coincide with normal waves. It is important for CP OCT that the property

of waves to preserve their orthogonality in isotropic optical fiber should certainly

refer to backscattered waves as well.

The second idea underlying our CP OCT system consists of creating at the

entrance to the optical scheme two strictly orthogonally polarized waves with

a predetermined time delay between coherent regions. In the general case, these

waves may have arbitrary ellipticity under condition of their strict mutual orthog-

onality. This may be achieved in several ways. In a simple and preferred embodi-

ment, it is enough to insert a piece of PM fiber (with a definite length) before an

optical scheme and excite in it two linearly polarized Eigen modes with equal

efficiency. At the exit from this piece of birefringent optical fiber, slow and

fast linear waves should follow each other at a distance DL equal to the scanning

depth. Exactly at the entrance to the single-mode optical fiber, the two initially

orthogonal waves are linearly polarized. As they further propagate along the fiber,

each of them may change their polarization state, but their mutual orthogonality is

maintained.

By means of a Fizeau interferometer in the optical probe, either of the two waves

may then be split into a reference wave and a probing wave, without changing their

polarization and strict orthogonality. Below we present the description of the

suggested optical scheme.

24.6.2 Experiment

A schematic of the CP OCT system using orthogonal polarization modes in an

isotropic optical fiber is shown in Fig. 24.38. The CP OCT system operates at

a wavelength of 1,300 nm with a spectral bandwidth of 35 nm (light source SLD

561 HP2) and is based on isotropic fiber SMF-28. The description of a prototype

optical scheme can be found in Refs [58, 59].

The CP OCT scheme described in Refs. [58, 59], which comprises a fiber-based

Fizeau interferometer, a common path for signal and reference waves [60], and an

autocorrelator based on a Michelson interferometer with Faraday mirrors [58, 59],

is optimal when isotropic optical fiber is used. The fiber-optic Fizeau interferometer

was used for the first time, to the best of our knowledge, in Ref [60], and proved to

be highly efficient for measurements of subangstrom vibrations. When operating in

the simplest mode, the Fizeau interferometer provides heterodyne detection of

weak scattered light with maximum possible and stable visibility of the interference

fringes. Indeed, when the directional pattern of optical probe is identical for emitted

and received light, a wave scattered from non-depolarizing structures and a wave

reflected from the fiber tip have identical polarization states. An additional benefit

of this optical scheme is that Faraday mirrors in the autocorrelator can compensate
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for not only regular anisotropy in the fiber arms but also the result of random weak

couplings of the orthogonal modes.

Note that the method for compensating arbitrary anisotropy in single-mode

optical waveguides was first suggested and demonstrated in our earlier work

using a fiber-optic Michelson interferometer with Faraday mirrors [61, 62]. Later,

this compensation method was also suggested and investigated in Ref. [63].

The optical scheme operates as follows. Partially polarized light from

a superluminescent diode (SLD) with a central wavelength of l ¼ 1,300 nm is

delivered along a single-mode fiber to a polarization controller (PC). By means of

the PC placed at the entrance of a time-delay line (TDL) formed by a piece of

birefringent (PM) fiber, two orthogonal linearly polarized normal waves ~x0Ex,

~y0Eywith equal intensity are excited (notations in accompanying coordinates). In

TDL, the orthogonal waves travel along different optical path lengths, the train of

the fast wave ~y0Ey being ahead of the train of the slow wave ~x0Ex by a fixed base

length interval DL that slightly exceeds (by 10–20 %) the depth of А-scan (in our
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Ey

z

Ey

Ex

z

SLD

Sample

LS

PC

3 dB Coupl.

TDL

FM

SMOF
Circ.

DA

PD

RT

PZT FDL

4
1 2

3

DL

Probe

DLF

Fig. 24.38 Optical scheme of CP OCT: SLD – superluminescent diode; PC – polarization

controller; TDL – time-delay line consisting of a piece of birefringent fiber; SMOF – single-

mode optical fiber; Circ. – 4-port circulator; RT – reflecting tip of the fiber; LS – lens system;

Sample – sample under study; 3 dB coupler – 0.5 � 0.5 coupler; PZT FDL – piezoelectric fiber

delay line; FM – 45	 Faraday mirrors; PD – photo diodes; DA – differential amplifier. The dashed
box indicates an optical probe, the dashed-dotted box shows a compensating Michelson interfer-

ometer that also performs longitudinal A-scanning
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system DL ¼ 2 mm). At high Eigen birefringence of this PM fiber piece, the

orthogonality of output waves at the exit from BS is quite strict. Then, both

waves are directed into a single-mode fiber (SMF) to excite two orthogonally

polarized waves ~x0Ex and ~y0Ey with the same optical path difference. In the

remaining part of the optical scheme, only single-mode isotropic fiber is used,

and the mutual polarization orthogonality of the both waves is maintained while

their polarization state in this fiber can change depending on perturbations the fiber

experiences. These perturbations, in particular, may be from fiber bending in the

optical probe. In the general case, the polarization state of each orthogonal wave

can be elliptical with an arbitrary angle of inclination of the long axis.

The transformation of a partially polarized low-coherent wave in a single-mode

fiber path is clearly described using the Stokes vector formalism

S ¼ S0; S1; S2; S3f g 
 I;Q;U;Vf g [64]. The four Stokes parameters, I, Q, U,
and V, are defined through the total intensity It, Cartesian intensity components of

the transverse electric field I0	 ; I90	 ; Iþ45	 ; I�45	 , and intensities Irc and Ilc, respec-
tively, for the right and left circular components in the form:

I ¼ It; Q ¼ I0	 � I90	ð Þ; U ¼ Iþ45	 � I�45	ð Þ; V ¼ Irc � Ilcð Þ: (24.34)

The evolution of light polarizations represented using Stokes subspace (Q, U, V)
in the scheme described herein is shown in Fig. 24.39.

At the exit from the PM fiber, both waves are completely polarized and mutually

orthogonal, so the points representing the polarization state lie at the intersections

of the axis Q with the surface of the Poincare sphere (Q ¼ �1). The evolution of the

polarization state of the two waves is random and depends on the total perturbations

affecting the isotropic fiber. A possible evolution of the Stokes vectors showing the

preservation of strict mutual orthogonality between polarization states in each fiber
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V
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Fig. 24.39 Evolution of the

Stokes vectors for light

propagating in the optical

scheme up to a compensating

interferometer. The two

curved heavy lines indicate
changes of the Stokes vectors

in single-mode fiber
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region is indicated by the heavy lines in Fig. 24.39. The polarization states in each

cross-section of the isotropic fiber (the fiber length not exceeding the depolarization

length) are represented by two diametrically opposite points on the sphere at the

intersection of a respective line passing through the center of the sphere.

Let us consider the structure of reflected waves in the Fizeau interferometer. The

Fizeau interferometer with the length DLF is formed by the fiber face end of the

optical probe and the sample. For simplicity, we introduce a Cartesian coordinate

frame (x, y) at the exit of the optical probe, which is oriented along the long axes of
polarization ellipses of outcoming orthogonally polarized waves. For demonstra-

tion purposes, we will also replace orthogonal elliptical waves at the exit of the

optical probe by orthogonal linear waves, with electric vectors, directed along the

long axes of polarization ellipses (see example enframed by a dashed line on the left

in Fig. 24.40). We will denote the state of these orthogonally polarized waves by

~xEx and ~yEy. Light then passes through ports 1 and 2 of the circulator (CIRC) and

comes into the single-mode fiber of the optical probe indicated by the dashed line in

Fig. 24.38. The end face of the reflecting tip (RT) is slightly tilted to receive

a portion (proportional to r2) of light reflected from the end face. This portion

comprises two reference waves~xrEx and~yrEy with the same path length difference

DL that the waves initially had in the anisotropic fiber (see Fig. 24.40). The value of

r is chosen to effectively reduce excessive noise [65]. A larger portion of light is

focused onto the sample by a lens system. In the general case, the backscattered

portion contains four waves (we will consider them in the laboratory frame).

Backscattering of wave ~xEx will create waves with initial ~xKxxEx and orthogonal

polarization ~yKxyEx, while backscattering of wave ~yEy will create a wave with the

same polarization~yKyyEy and also a wave with polarization orthogonal to it~xKyxEy.

Scattering coefficients in the initial and orthogonal polarizations are related for

a chaotic medium as: Kxx ¼ Kyy and Kxy ¼ Kyx. The both groups of backscattered

waves coming to the entrance end of the optical fiber have the same baseline delay

DL with respect to each other as the reference waves. The relative delay of the

beginning of the reference wave group relative to the backscattered wave group is

equal to a doubled length of the Fizeau interferometer – 2DLF. Both light portions

pass through ports 2 and 3 of the circulator and come to the Michelson

DL
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Fig. 24.40 Time delays for reference and scattered waves
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interferometer that is formed by a 3-dB coupler and single-mode fiber arms with

Faraday mirrors at their ends. A schematic diagram of the relative delays for the

reference and backscattered waves before they come to the Michelson interferom-

eter is shown in Fig. 24.40.

The Michelson interferometer is adjusted to have a respective initial path length

difference between its two arms (2DLF � DL) for compensation of the initial delay.

When the path length difference between the two arms is changed with a constant

speed, mutual coherence between the wave trains with a relative Doppler shift of

their optical spectra is gradually restored. The path length difference is modulated by

means of piezoelectric fiber delay lines (PZT FDL) [66]. The combined waves from

one interferometer output are directed to the first photo diode, while those from the

other interferometer output come through circulator ports 3 and 4 to the second

photo diode. Signals with Doppler frequency shift are then summed in a differential

amplifier, which is known to lead to doubling of antiphase interference signals and

subtraction of in-phase components of interfering signals and noise.

Let us consider the mechanism for formation of signals with orthogonal polar-

izations during consecutive A-scanning the depth of the sample by the Michelson

interferometer. In fact, this is a way of extracting registration channels for light

scattered into a wave with initial and orthogonal polarization. As was said earlier,

two groups of reference and backscattered waves with a mutual spatial shift 2DLF
travel along the single-mode fiber and come to the Michelson interferometer with

preserved coherence and orthogonality but with an arbitrary polarization state.

Because the 3-dB coupler in the Michelson interferometer is isotropic, the waves

have identical polarization states in the initial segments of the optical fiber in the

interferometer arms. It is known that when 45	 Faraday mirrors are used in the

Michelson interferometer, the polarization state at the exit from the interferometer

differs from that at its entrance only by 90	. So corresponding groups of scattered

and reference waves preserve their mutual orthogonality.

To compensate for the optical path difference between the coherent components

with initial and orthogonal polarizations it is necessary to choose different delays by

controlling the path length difference between the two arms of the Michelson

interferometer. As can be clearly seen from Fig. 24.40, at delay 2DLF � DL the

reference wave with the initial polarization ~yrEy will interfere with the

backscattered wave with orthogonal polarization ~yKxyEx (orthogonal channel). At

delay 2DLF, reference and backscattered waves with initial polarizations will

interfere in pairs, respectively: ~xrEx and ~xKxxEx, and ~yrEy and ~yKyyEy (parallel

channel). The interference between the reference wave~xrEx and the backscattered

wave ~xKyxEy will occur at delay (2DLF + DL) (second orthogonal channel). It is

clear that when estimating the scattering coefficients one needs to take into account

that two pairs of waves interfere at delay 2DLF, and only one pair at delays

(2DLF � DL) and (2DLF + DL). One should also consider the existence of a slight

non-coherent component in the reference wave of the orthogonal channels, which

is due to incomplete polarization of the light source. Apparently, if the longitudinal

A-scan depth overlaps all above-mentioned delays, then two or three interference

fringes, respectively, will be consecutively imaged during one enlarged A-scan.
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Comparative images of scattering in two model media and in a biological sample

are shown in Fig. 24.41a and b. Figure 24.41a presents images of light scattering

from the internal structure of a Polaroid film successively from top to bottom in

orthogonal and initial polarizations. Figure 24.41b demonstrates images of

scattered signal in two polarizations in a weakly depolarizing medium –

a vacuum lubricant. It can be clearly seen that there is almost no scattered signal

with the orthogonal polarization. Figure 24.41b also shows a high dynamical range

for orthogonal polarization detection (about 40 dB), which, as estimated, is deter-

mined by residual noise of a differential detection system.

Figure 24.41c presents images of a birefringent biological tissue (human finger

skin) in the orthogonal and initial polarizations, showing good correspondence of

details that is typical of the CP OCT method.

The above-described method for acquiring information in orthogonal polariza-

tions has an additional advantage. It allows parallel detection in orthogonal chan-

nels when scanning a narrowband-source frequency over a broad bandwidth that

determines the ultimate limit of the axial resolution. Because of the different delays

Fig. 24.41 In-depth scattering patterns (along Z) in two model samples: Polaroid film (a) and
vacuum lubricant (b), and in biological tissue – human finger skin (c)

Fig. 24.42 General view of the portable optical coherence OCT device (a) and fiber optic

endoscope probe (b)
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between coherent wave components – t1¼ (2DLF� DL)/c, t2¼ DLF/c, t3¼ (2DLF
+ DL)/c – mean frequencies of the signals will be different and will be dn

dt ti. This
allows separation of scattering patterns in the initial and orthogonal polarizations by

means of frequency selection in the radio channel.

24.6.3 Conclusion

The CPOCTmethod has been embodied in a compact optical device that is based on

a single-mode isotropic optical fiber and performs consecutive scans of the path

length difference between interferometric arms. An isotropic-fiber-based flexible

micro-probe analogous in design to that described previously in Ref. [34] has been

created and modified to meet CP OCT requirements. Experiments have demon-

strated high reliability of the CPOCTmethod, high quality of images acquired in the

both polarizations, and absence of any noticeable artifacts.

A specific feature of the suggested CP OCT method is that light scattered from

a biological medium with strictly orthogonal polarizations is received in the interfer-

ometric scheme based on isotropic fiber. High-quality images can be obtained

simultaneously in both polarizations with a dynamical range that is limited by

residual noise only. Flexible isotropic-fiber paths can be used in the whole measure-

ment optical scheme, thus considerably simplifying fabrication of OCT devices and

exchangeable optical probes. Both a sequential method of information acquisition by

scanning the path length difference between two arms of the interferometer and

a high-speed method in parallel with the use of tunable lasers can be implemented.

This CP OCT approach makes possible not only investigation of the depolarizing

properties of biological tissues but also determination of birefringence parameters.

The developed portable isotropic-fiber-based CP OCT system is designed for use

in a clinical environment. The general view of the portable OCT device is shown in

Fig. 24.42. The OCT device may be completed with any of the three types of fiber-

optic endoscope probes (with 2.7, 2.4, or 1.8 mm outer diameter) that have LEMO

electronic and fiber-optic connectors.

The polarization technique and its experimental validation are discussed in [67–70].

24.7 Discussion and Future Directions

The described algorithm can aid visual analysis of OCT images by providing an

additional tool for quantitative assessment of biological tissue optical properties

and, thus, improving capabilities of OCT in identification of pathological processes.

Since a one-dimensional model of the OCT signal is employed in the algorithm, the

processed region of a tomogram is to be stratified. The speckle noise of the average

OCT signal and the covariance of estimated parameters can be reduced significantly

by choosing a wider region of an OCT image for averaging out. Tomograms of

mucosa of the uterine cervix, larynx, esophagus, and so on are most appropriate for

such processing, because the architecture of these types of biological tissue is close
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to plane stratified. Reliable differentiation of pathologies using reconstructed scat-

tering parameters can be attained only when the confidence areas of these param-

eters do not overlap (see the confidence areas marked with ellipses in Fig. 24.37).

As can be seen from Fig. 24.37, the dispersion of the estimated parameters is

determined not only by speckle noise but also by patient-to-patent variations of

optical properties within the same state of tissue. This problem has not been

adequately studied, and this will be addressed in future investigations. The increase

of dispersion can also be caused by the imperfection of the theoretical model

applied in the algorithm. For example, the scattering phase function needs to be

studied more carefully for different states of tissue. Additional parameters may be

required in scattering phase function to provide more adequate description for light

scattering in tissue. These characteristics can be then included in the fitting proce-

dure using (24.33) together with the total scattering coefficient and backscattering

coefficient. On the other hand, additional fitting parameters would increase com-

putational time and make interpretation of the obtained results more difficult. The

theoretical model of the OCT signal is based on some approximations described

above, which also need to be verified. Moreover, the radiative transfer theory does

not take into account wave phenomena such as interference of light fields.

In summary, an improved phase function to describe tissue scattering and an

advanced model for an OCT signal are needed and will be developed in future.
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Abstract

The development and deployment of OCT needle-probe technologies are

reviewed. Their use through several different clinical applications, including

demarcation of breast cancer tumor margins and lung imaging, is demonstrated.

25.1 Introduction

Fiber-optic probes are being developed for a rapidly increasing range of clinical

applications. Greater opportunities are due both to improvements in the technology

and to our increased understanding of the interaction of light with diseased tissue.

A key optical imaging modality is optical coherence tomography (OCT) [1–4].

OCT acquires images of tissue structure through the detection of backscattered

near-infrared light. It enables the acquisition of very-high-resolution images, in

some situations allowing imaging of individual cells. Such imaging is of a much

higher resolution than is possible with other clinical modalities, such as CT, MRI,

or ultrasound, and is more similar to the level of detail achievable by histology.

While histological analysis allows imaging of smaller structures than are visible in

OCT, its key disadvantage is that it may only be used on excised tissue and requires

processing of the tissue. In contrast, optical imaging modalities have the potential to

be used in vivo and in real time, avoiding the need to excise tissue and allowing

minimally invasive imaging of disease in situ. The promise of such high-resolution

optical imaging has been referred to as an “optical biopsy” [2].

Despite the potential of this technology, OCT imaging has been restricted in

clinical applications by its extremely limited imaging depth, typically only 2–3 mm

in tissue. In turbid tissue, the imaging depth is limited by both scattering and

absorption, with scattering being the dominant attenuation mechanism [5].

Miniaturized fiber-optic probes offer the potential to image deep within the

body. It is possible to miniaturize the distal scan head and encase it within

a medical needle – an OCT needle probe. Such a probe may then be inserted

through the tissue until it reaches the area to be imaged.

In this chapter, we will review the development and deployment of OCT needle-

probe technologies and examine their use through several different clinical

applications.

25.2 Optical Coherence Tomography

OCT is an interferometric imaging technique that is analogous to ultrasound but

uses near-infrared light waves instead of sound waves. Light covering a broad

spectral bandwidth is split into two paths by an optical beam splitter. One path, the

reference arm, is terminated by a mirror that reflects light back along the path.

The second path, referred to as the sample arm, is weakly focused into the tissue

sample under examination. A small percentage of the light is backscattered from
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multiple depths within the tissue sample and captured by the system. Reflected light

from the reference arm and backscattered light from the sample arm are combined,

and light that has traveled the same optical path length in both arms coherently

interferes, giving rise to a signal indicative of the backscatter from a particular

depth in the tissue sample. The extent of the coherent interference is limited by the

optical bandwidth available. A large optical bandwidth conveys a narrow range of

depths adequately matched to produce a signal, giving rise to OCT’s defining

optical sectioning property.

By varying the optical path length of the reference arm, it is possible to assess the

tissue backscatter at different depths. In a time-domain OCT (TD-OCT) system [6],

the optical delay is varied, typically by moving a mirror, yielding a one-

dimensional scan over a predefined depth into the tissue sample. A typical setup

is illustrated in Fig. 25.1. The movement of the mirror in the reference arm is

a major limitation to the scanning speed of a TD-OCT system. To maximize

scanning speed, the most commonly used design for the reference arm is the

Fourier-domain rapid-scanning optical delay line (also referred to as the fre-

quency-domain optical delay line) [7, 8].

An alternative hardware configuration avoids the need for a moving mirror by

analyzing the spectrum of the interferometer output, which is related to the time-

domain response by the Fourier transform [9–11]. This approach is therefore

referred to as spectral-domain OCT (SD-OCT). SD-OCT is capable of acquiring

depth scans at a rate that is an order of magnitude or more faster than is possible

with TD-OCT and achieves much higher sensitivity. Two variants of SD-OCT have

evolved. The first variant uses a spectrometer at the output of the interferometer,

with all other components being identical to a TD-OCT system except that the

Fig. 25.1 Schematic of a time-domain OCT system and needle probe (Image adapted from

Ref. [15])
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reference-arm delay remains stationary. A representative setup is illustrated in

Fig. 25.2. In practice, it is often referred to as FD-OCT (for Fourier domain),

although this terminology is problematic as it can also be understood as a general

name for all OCT techniques that employ Fourier-transform techniques, thereby

conflicting with the term SD-OCT. We therefore choose to call it spectrometer-

based SD-OCT. The second variant uses a swept single optical frequency instead

of broadband light, thereby encoding the spectral information contained in the

interferometer output in a temporal waveform that can be detected with

a single photodetector (avoiding the need for high-resolution and high-speed

spectrometers). It is, therefore, appropriately referred to as swept-source OCT

(SS-OCT) [12], and it can achieve acquisition rates and sensitivities comparable

to spectrometer-based SD-OCT systems.

The stationary mirror in SD-OCT makes it particularly suitable for common-

path (or single-arm) OCT. In this configuration, a single path is used for both the

sample and reference arms. The stationary reference reflection is a strong interface

in this path. For example, in some OCT probe designs, this may be the glass–air

interface where the light beam leaves the focusing optics or an interface between

two components of the focusing optics. Alternative designs have been proposed to

incorporate a miniaturized beam splitter with the focusing optics of the probe [13].

Common-path OCT is “down-lead insensitive,” avoiding issues of polarization or

dispersion mismatch between the reference and sample arms [14].

Terminology in OCT has been taken from ultrasound. A one-dimensional depth

scan into a tissue sample is referred to as an A-scan. A two-dimensional (2D) image

is referred to as a B-scan and is generated by moving the light beam laterally across

Fig. 25.2 Schematic of a spectrometer-based SD-OCT system and needle probe (Image adapted

from [15])
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the tissue sample. This may be done by translating or rotating the scanning probe.

A sequence of B-scans may be reconstructed into a three-dimensional (3D) volume

and is referred to as a C-scan.

The choice of operating wavelength in OCT is a function of the light propagation

properties of tissue and the operating wavelength ranges of available components.

Light propagation in tissue depends upon the scattering and absorption properties of

the tissue’s components: cells, cell organelles, and various fiber structures. In the

near infrared, scattering is the dominant attenuation mechanism [16]. The trans-

parency of most tissues reaches a maximum in this spectral range, as scattering

decreases with increasing wavelength [5]. Depending upon the specific tissues

being imaged, the optimal operating wavelength is typically in the range

600–1,600 nm, referred to as the diagnostic window, the upper limit of which is

set by rapidly increasing absorption by water [17]. Most OCT systems will utilize

a light source with a center wavelength in either the 800 or 1,300 nm region.

As illustrated in Figs. 25.1 and 25.2, the vast majority of modern OCT systems

are based on fiber-optic components rather than bulk-optics and free-space arrange-

ments. Fiber-optic systems are alignment insensitive and robust, and their imple-

mentation is facilitated by the serendipitous fact that the most attractive OCT

operating wavelength region around 1,300 nm coincides with a fiber-optic

telecommunications wavelength band for which a wide range of high-performance

and cost-effective components are readily available. Such fiber-optic systems

exclusively utilize single-mode fiber (SMF) for constructing OCT interferometers

because multimode fiber would allow the optical signals to propagate through the

system via a number of modes with different group delays, thereby corrupting the

OCT signal or at least making the system highly complex and alignment sensitive.

Image resolutions [4, 18] in the direction of the light beam (axial) and perpen-

dicular to this (transverse) are decoupled in an OCT system. In both the axial and

the transverse directions, the resolution in OCT is defined as the full width at half

maximum (FWHM) of the system response to a point scatterer. The axial resolution

is determined by the coherence length of the broadband light (larger spectral

bandwidth corresponds to a shorter coherence length, which implies a better axial

resolution). For a light source with a Gaussian power spectral density, the axial

resolution expressed in units of optical (group) path length is [4]

D~lFWHM ¼ 2 lnð2Þ
p

l
2

Dl
; (25.1)

where l is the mean vacuum wavelength and Dl is the FWHM spectral bandwidth.

The above expression takes into account the double pass in the interferometer, and

it implicitly contains the group refractive index ng of the sample medium in the

definition D~lFWHM ¼ ngDlFWHM; where DlFWHM is the physical one-way path length

difference in the interferometer (in accordance with [4], we denote optical path

lengths with a tilde to distinguish them from physical lengths). This means that the

axial resolution is always better in a medium than in air (a typical value for
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biological tissue is ng ¼ 1:4). The axial resolution may be degraded by dispersion

mismatch in the sample and reference arms, by electrical filtering in a TD-OCT

system, or by nonlinearities in the spectral sampling in an SD-OCT system.

The transverse resolution is equal to the FWHM of the optical point spread

function (PSF) of the OCT system in the transverse spatial dimension. The optical

PSF in a fiber-based OCT system is equivalent to that of a reflection-mode fiber-optic

confocal microscope [19], and its magnitude is equal to the transverse intensity

profile of the probe beam at the respective axial location in the sample. Assuming

an ideal Gaussian beam profile (and, thus, no truncation by the focusing lens) with

a 1/e2 radius w, the FWHM is related to the 1/e2 beam diameter (or “spot size”)

d1=e2 ¼ 2w by

DxFWHM ¼
ffiffiffiffiffiffiffiffiffiffi
lnð2Þ
2

r
d1=e2 ¼ 0:59 � d1=e2 : (25.2)

The transverse resolution is, therefore, determined only by the numerical aper-

ture (NA) of the focusing optics, which focus the probe beam to a spot size

d1=e2 ¼ 2�l=ðpNAÞ, where l is the mean vacuum wavelength. There is an inherent

compromise between transverse resolution and depth of focus (DOF), which is

defined as twice the Rayleigh range for an ideal Gaussian beam. A higher NA will

give a smaller beam waist (hence improved transverse resolution), but the beam

will diverge more rapidly away from the beam waist, giving a reduced DOF.

Typical systems achieve axial and transverse resolutions in the range 10–20 mm.

Ultrahigh-resolution systems [20–25] have been reported with axial resolutions in

air of 1–3 mm and transverse resolutions of �5 mm, but none of these have yet been

implemented in conjunction with an OCT needle probe.

25.3 Design of OCT Needle Probes

Needle probes replace the sample-arm optics of a conventional OCT scanner. The

tasks of the sample-arm optics are to scan and focus the incident light and to collect

the weak backscattered light from the sample with high efficiency. Therefore, they

define or significantly influence a number of key performance parameters of the

OCT system, such as

• Transverse resolution

• Depth of focus (DOF)

• Sensitivity

• Imaging speed

Losses or back reflections in the sample-arm optics will reduce the system

sensitivity, whereas aberrations and alignment errors will negatively impact the

transverse resolution and DOF. In a well-designed conventional free-space sample-

arm setup consisting of a collimator, galvanometer mirrors, and a compound scan

lens, minimal losses and diffraction-limited probe beam quality over the entire field
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of view can easily be simultaneously achieved using high-quality antireflection-

coated optics which are designed for the OCT operating wavelength. In the case of

miniaturized sample-arm optics, such as endoscopic or needle probes, the small

dimensions and the employed fabrication methods typically force the designer to

make trade-offs which will negatively impact the sensitivity and resolution of the

OCT system.

25.3.1 Beam Parameters

The probe beam determines the transverse resolution and the DOF of the OCT

system. In most cases, the probe beam can be described as a Gaussian beam that

results from refocusing the mode emitted from the sample-arm fiber by the distal

focusing optics, as illustrated in Fig. 25.3. The relevant parameters for OCT

imaging are the working distance (WD), spot size, and DOF. In the OCT literature,

the spot size generally refers to the 1/e2 diameter d1=e2 ¼ 2w0 of the beam waist. As

outlined in the introductory section, the transverse resolution is equal to the FWHM

of the beam intensity profile, with DxFWHM ¼ 0:59 � d1=e2 . In the case of an ideal

Gaussian beam, the double Rayleigh range is used as a measure of the DOF. The

double Rayleigh range equals the FWHM of the axial intensity profile, and its

boundaries mark the points at which the beam diameter has expanded by a factor offfiffiffi
2

p
compared to the value at the beam waist. The DOF can then be expressed as

Fig. 25.3 Output beam

characteristics of a fiber-

based needle probe. The

schematic illustration of the

needle probe depicts a distal

focusing scheme using

a gradient-index lens, which

refocuses the approximately

Gaussian mode emitted from

the single-mode fiber into the

sample volume. WD working

distance, DOF depth of focus
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DOFGauss ¼ 2zR ¼ 2
npw2

0

�l
; (25.3)

where n is the refractive index of the sample medium and l is the mean vacuum

wavelength.

25.3.2 Scan Mechanisms

Imaging, as opposed to single-point measurements, is only possible if the probe

beam can be scanned within the sample. Many different ways of scanning the probe

beam have been devised, and the development of novel scan mechanisms is a very

active ongoing field of research. In the following, we will give a categorization of

scanning probes, based on mechanical and optical principles, which is independent

of the technical details of the scan mechanism implementation. This categorization

will allow us to gain some insight into the advantages and disadvantages of

different classes of currently employed scan mechanisms, and it is general enough

to accommodate future developments.

Firstly, probes can be categorized into forward-viewing and side-viewing types

(see Fig. 25.4). Generally, the requirements of the application dictate which of these

two is preferable.

Furthermore, probes can be categorized according to their scan mechanisms.

There are two main categories of scan mechanisms: beam scanning and probe

scanning. The two categories and some of their variations are illustrated in

Fig. 25.5. Beam scanning involves a movement of the beam path inside the probe

housing, allowing the probe to remain stationary during the scan. Probe scanning,

on the other hand, mechanically actuates the entire probe (or a mechanical

subcomponent thereof which defines the emitting beam aperture), while the beam

path inside the probe is unchanged. Beam scanning probes are more challenging to

miniaturize, as they require moving parts inside the probe housing. For this reason,

probes with submillimeter dimensions generally utilize probe scanning.

In beam scanning, the moving beam is projected out of the probe housing into

the sample by the probe optics. The probe optics form an imaging system which

images scattered light from the sample (the object) onto the sample-arm fiber tip

(the image). Using terminology from imaging optics, we can therefore further

subdivide beam scanning techniques as “image-space scanning” (Fig. 25.5a),

“pupil scanning” (Fig. 25.5b), or as “object-space scanning” (Fig. 25.5c). Although

Fig. 25.4 Forward-viewing

(a) and side-viewing (b)
probes

1072 R.A. McLaughlin et al.



Fig. 25.5a and b shows forward-viewing configurations for pupil and image-space

scanning, they can in principle also be realized as side-viewing types by adding

mirrors or prisms to deflect the beam outward at right angles.

Image-space scanning involves actuating the tip of the sample-arm fiber. The

probe-beam focal spot is thereby scanned in the sample over a range, which is

determined by the magnification of the probe optics. The concept of image-space

scanning has been implemented in endoscopic probe designs using oscillating fiber

tips [26], but miniaturization of these designs to submillimeter diameters has

proven to be challenging. Small-diameter forward-viewing OCT probes of this

type have been reported with outer diameters of 2.4 mm and 2.2 mm using tubular

four-quadrant piezoelectric actuators [27] and electrostatic actuators [28],

respectively.

Pupil scanning involves an angular deflection of the collimated beam in the pupil

plane of the imaging optics. This is the principle of conventional beam scanning

solutions based on galvanometer mirrors, which are positioned in the back focal

plane of the scan lens. Beam deflection mechanisms for pupil-scanning probes have

been realized with MEMS mirrors [29, 30] and with counterrotating wedged

gradient-index (GRIN) lens pairs (paired-angle-rotation scanning, PARS [31]). In

pupil-scanning arrangements, MEMS mirror solutions require a folded-beam path

geometry, resulting in relatively large probe diameters of several millimeters.

However, PARS probes have been miniaturized to needle dimensions as small as

21 gauge (21 G, diameter 0.82 mm) in a forward-viewing configuration for OCT

imaging of the eye [32].

Object-space scanning arrangements sacrifice some of the working distance of

the probe optics, but they are often used in side-viewing miniaturized MEMS

Fig. 25.5 Overview of some

basic scan mechanisms,

categorized into “beam

scanning” and “probe

scanning.” (a) Image-space

scanning (using an oscillating

fiber tip in this example).

(b) Pupil scanning (the white

dashed rectangle represents

a beam deflection mechanism,

which can be implemented

using various technologies –

see text for practical

examples). (c) Object-space
scanning. (d) Rotation/
pullback scanning. (e) Linear
scanning using a linearly

actuated probe inside

a protective outer housing or

catheter

25 Needle Probes in Optical Coherence Tomography 1073



mirror probes [33, 34] because the MEMS mirror can conveniently serve as the

output beam deflector, which directs the beam sideways out of the probe. Although

probes of this type with diameters down to 2.6 mm have been demonstrated [34],

MEMS technology does not yet seem to allow the miniaturization to submillimeter

dimensions at the time of writing and is, therefore, mainly targeted toward

endoscopic OCT applications. An overview of endoscopic OCT probes using

MEMS technology can be found in [35] and [15].

An elegant variation of beam scanning involves the use of long and thin GRIN

relay rods, which can be inserted into hypodermic needles. By scanning the incident

light at the proximal end face of the GRIN relay rod, the relayed and focused beam

is scanned in object space at the distal end of the relay. The key advantage of this

approach is that the scan mechanism does not need to be miniaturized to the

diameter of the needle and can be relocated into a larger-diameter housing to

which the needle is attached. Submillimeter diameter needle probes of this kind

were first demonstrated for multiphoton [36] and confocal microscopy [37], and

a forward-viewing OCT needle probe with an outer diameter of 740 mm which

incorporated a 500-mm-diameter GRIN relay rod was recently demonstrated [38].

In these needle probes, the GRIN relay rod is an integral part of the distal focusing

optics. Depending on the scanning mechanism at the proximal end face of the relay

(e.g., by scanning the sample-arm fiber tip [37] or scanning an image of it using

a galvanometer mirror and objective lens [38]), they can be classified as either

image-space or pupil scanning types, respectively.

In order to achieve the highest degree of miniaturization to submillimeter

“needle-probe” dimensions, probe-scanning techniques (see Fig. 25.5d and e) are

typically used, with the smallest reported probe of this kind being encased in a 30-G

needle (diameter 0.31 mm) [39]. Since the probe can only be actuated via rotation

and/or translation (along the probe axis), probe-scanning designs must be side

viewing in order to enable at least 2D scanning capability. The most straightforward

and common approach is the rotation/pullback method of Fig. 25.5d [39, 40], where

B-scans are acquired over one probe rotation and then stacked along the translation

direction to generate a 3D image. An alternative is to perform a fast translation

along the probe axis to acquire a 2D image, as illustrated in Fig. 25.5e, and needle

probes of this design have been demonstrated with sizes down to 22 G (0.72 mm

diameter) for use in interstitial Doppler imaging [41, 42].

25.3.3 Probe Optics

The probe optics assembly typically consists of a number of miniaturized lenses,

spacers, mirrors, and optical windows. The quality of the probe optics is of

fundamental importance for the imaging performance of the OCT system. Losses

and back reflections will degrade the OCT system sensitivity, and aberrations will

degrade the resolution and DOF.

Early designs of miniaturized probes used discrete micro-optic components.

Some examples are shown in Fig. 25.6. The first demonstrated OCT needle probe
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(see Fig. 25.6a) used a 250-mm-diameter GRIN lens and a micromirror which were

assembled inside a 27-G (0.41 mm diameter) needle and held in place using optical

adhesive [43]. In order to avoid back reflections from the fiber–lens interface,

the SMF was angle cleaved at 8�. A similar design for linear-scanning operation

(see Fig. 25.6b) was demonstrated in which the angle-polished GRIN lens was

adhesive-bonded to the end of the angle-cleaved SMF [41]. Instead of using

a micromirror, the end of the GRIN lens was polished at 50� in order to enable

total internal reflection. Since this design cannot operate when immersed in fluid,

the side opening in the needle was sealed with an optical window. A variation of

this design using a ball lens (see Fig. 25.6c) was shown in the same paper. The

dimensions of the optics and the optical window imposed restrictions on the degree

of miniaturization, making this probe relatively large (19 G, 1.1 mm diameter).

Later needle-probe designs made use of sections of multimode GRIN fiber

spliced to the end of the SMF [44, 45], as shown in Fig. 25.7. Multimode GRIN

fibers have a parabolic refractive-index profile (although there are some inherent

deviations from the ideal parabolic profile due to the MOCVD process used in

manufacturing the preforms [44]) and can, therefore, be used as a substitute for

GRIN rod lenses in applications that are tolerant of a certain amount of aberration.

Fortunately, this is the case in the low-NA beams used in OCT. This technique,

originally developed for fabricating lensed fibers for telecommunications applica-

tions [46], offers two significant advantages over the previous approaches

using discrete micro-optics. Firstly, the design is amenable to fabrication using

established fusion-splicing technology, which is reproducible and self-aligning.

Secondly, the fusion-spliced optics assembly eliminates back reflections from

Fig. 25.6 Examples of early OCT needle-probe designs. (a) The first demonstrated needle probe

[43] using a discrete GRIN lens and a micromirror inside the needle. (b) Linear-scanning needle

probe using an angle-polished GRIN lens under total internal reflection [41]. (c) Linear-scanning
needle probe using an angle-polished ball lens under total internal reflection [41]
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optical interfaces between the SMF and the focusing optics that could otherwise

degrade OCT sensitivity and cause image artifacts. In order to obtain a long

working distance (which is desirable in side-viewing probes in order to obtain

a focus outside of the needle-probe housing), an improved design using a spacer

made of coreless silica fiber (“no-core fiber”) between the SMF and the GRIN fiber

can be used, as illustrated in Fig. 25.7b.

Many current miniaturized probes for OCT have adopted the GRIN fiber design,

with some examples shown in Fig. 25.8. The fusion-splicing process allows addi-

tion of an extra section of no-core fiber after the GRIN lens, which can be angle-

polished to form a reflector, thereby eliminating the need to fabricate and align

a separate micromirror inside the probe housing. The first such probe used the

angle-polished reflector under total internal reflection inside an enclosing catheter

[42], as shown in Fig. 25.8a. By applying a reflection coating to the angle-polished

end face of the probe, it is possible to eliminate the need for an enclosing catheter,

thereby enabling the realization of an ultrathin side-facing probe with dimensions

that are only limited by the outer diameter of the optical fiber. An ultrathin needle

probe using such a reflection-coated angle-polished reflector (see Fig. 25.8d) has

been demonstrated successfully, and the 125-mm cladding diameter of the various

fibers allowed it to be inserted into a 30-G needle (0.31 mm outer diameter), making

it the smallest side-facing OCT needle probe published to date [39]. A minor

limitation of this probe design is the astigmatism which the beam acquires as it

exits from the side of the fiber cladding, which behaves as a cylindrical lens.

However, it was shown in [39] that the astigmatism is strongly reduced under the

near-index-matched conditions when the probe is inserted into tissue. Most side-

facing probe designs using capillaries or catheters have this problem to some extent

when it is not possible to index match all interfaces. An improved needle-probe

design (see Fig. 25.8c) using a flat-polished capillary output window has been

Fig. 25.7 Lensed fibers fabricated by fusion-splicing a section of multimode GRIN fiber to

the end of a SMF. (a) Simple lensed-fiber design with the GRIN fiber joined directly to the

SMF. (b) Improved lensed-fiber design with longer working distance using a section of no-core

fiber to expand the beam from the SMF. (c) Phase contrast microscope image of a lensed

fiber. The GRIN fiber has a cladding diameter of 140 mm; therefore, the junction to the thinner

125-mm-diameter SMF is clearly visible
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demonstrated to address this problem [47]. It was shown that the astigmatism could

be almost completely eliminated using this approach and the glass capillary pro-

vides a robust optical-quality output window interface, but the enclosing capillary

increases the probe diameter compared to simpler designs that trade off beam

quality in favor of ultrasmall probe dimensions.

25.3.4 Optical Design of OCT Needle Probes

The design techniques for miniaturized optical systems are somewhat different

from classical lens design in that the approximations of ray optics are often no

longer satisfied. Therefore, ray-tracing methods, as employed by lens-design-

oriented optical engineering software packages, will not be adequate to properly

calculate parameters such as working distance and spot size. Scalar-wave theory is

required to properly account for diffraction of the probe beam and its transforma-

tion by the optical elements of the probe. While many optical engineering software

packages offer such functionality (e.g., “Physical Optics Propagation” in ZEMAX),

their cost and complexity make them unsuitable for sporadic use and quick iterative

design calculations.

A simple but very effective alternative to a full scalar-wave simulation is the

paraxial ray-matrix formalism for Gaussian beams [48]. Since the beam emitted by

Fig. 25.8 Examples of some improved probe designs using sections of GRIN fiber in their distal

focusing optics. (a) A linear-scanning probe using an angle-polished section of no-core fiber under

total internal reflection inside a catheter [42]. (b) A needle probe using a lensed fiber in combi-

nation with a polished metal mirror embedded in optical adhesive [40]. (c) A probe design similar

to (b) but using a glass capillary to form a robust optical-quality output window interface [47].

(d) The smallest demonstrated side-viewing probe, using a reflection-coated angle-polished

section of no-core fiber as the output mirror [39]
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a single-mode fiber can be well approximated by a fundamental Gaussian mode,

paraxial ray matrices can be used to describe its transformation by the optical

elements of the probe. If no limiting apertures are present in the optics, this

formalism fully accounts for diffraction and will yield results that are sufficiently

accurate for practical work. The ray-matrix formalism lends itself to implementa-

tion in technical computing tools such as MATLAB or Mathematica, making it

ideal for fast and flexible design calculations. The fabrication of miniaturized

probes involves dealing with significant variations from the simulated situation

due to manufacturing tolerances, as well as nonideal properties of optical compo-

nents. Accordingly, the probe fabrication process will generally involve an iterative

experimental optimization procedure and, therefore, approximate initial design

calculations will be sufficient in most cases.

The Gaussian beam is a solution to the paraxial wave equation. It has

a normalized complex envelope given by [49]

Aðr; zÞ ¼
ffiffiffi
2

p

r
q0

w0qðzÞ exp �i
k r2

2 qðzÞ
� �

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p� �
; (25.4)

where r is the distance from the optical axis and k ¼ n 2p=l0 is the propagation

constant in a medium with refractive index n for a wave with a vacuum wavelength

of l0 and w0 is the waist radius. It can be seen from (25.4) that for every axial

position z, Aðr; zÞ is completely defined by the complex beam parameter qðzÞ.
For a beam with a waist located at z ¼ 0, the complex beam parameter as

a function of z is

qðzÞ ¼ zþ i zR q0 ¼ qð0Þ ¼ izRð Þ; (25.5)

where zR ¼ k w2
0=2 ¼ npw2

0=l0 is the Rayleigh range. The complex beam param-

eter qðzÞ is related to the more intuitive quantities RðzÞ (radius of curvature of the

wavefront) and wðzÞ (beam radius) via

1

qðzÞ ¼
1

RðzÞ � i
2

k w2ðzÞ : (25.6)

If the complex beam parameter q in a region of free-space propagation is known
at a certain axial position, we can see from (25.5) that we can extract the distance

from the focus via z ¼ Re qf g and the waist radius (which is directly related to the

Rayleigh range) via zR ¼ Im qf g. Therefore, the Gaussian beam can be plotted as

a function of z in that entire region, and it can be propagated to the next optical

interface or optical element via (25.5) (after shifting the z-coordinate to correspond
to the optical system coordinates). At every optical element in the system, the

complex beam parameter is transformed via
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q2 ¼ Aq1 þ B

Cq1 þ D
M ¼ A B

C D

� �
; (25.7)

where M is the ray matrix of the optical element.

A list of ray matrices of some optical elements useful in the design of probe

optics is shown in Table 25.1. Most probes can be modeled as a sequence of the

elements shown in the table, and, therefore, the beam propagation from the end

face of the single-mode fiber to the output of the probe can be calculated by an

iterative application of (25.7). Since the beam launched from the SMF has its waist

at the fiber end face, the complex beam parameter at the input to the probe is

qin ¼ inpw2
in=l0, where win is equal to half the mode-field diameter (MFD) of the

fiber and n is the refractive index of silica.

An example of such a simulation at an operating wavelength of 1,310 nm is

shown in Fig. 25.9. The fiber-optic probe consists of sections of no-core fiber and

GRIN fiber with lengths of 360 and 210 mm, respectively, spliced to the end of

SMF-28 with a MFD of 9.2 mm. The GRIN fiber has a gradient constant of

Table 25.1 Ray matrices of some basic optical elements

Free-space propagation 1 L
0 1

� �

Refraction at an

interface

1 0

0 n1
n2

� �

Refraction at a curved

interface

(convex !R > 0)

1 0

� ðn2�n1Þ
n2R

n1
n2

� �

Thin lens 1 0

� 1
f 1

� �

Graded-index material cosðgLÞ 1
g sinðgLÞ

�g sinðgLÞ cosðgLÞ
� �
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g ¼ 3.76 mm�1, and its length corresponds to 0.13 pitch. The output beam has

a spot size of 26 mm located at a working distance of 766 mm in air. The NA of the

output beam is 0.03.

The main source of error when designing GRIN fiber probes using paraxial ray-

matrix theory lies in the deviation of the refractive-index profile of real gradient-

index materials from the idealized parabolic profile. This becomes particularly

apparent when working with commercial multimode GRIN fiber, which is typically

drawn from preforms manufactured using a modified chemical-vapor-deposition

(MCVD) process. This results in a prominent central refractive-index dip that causes

strong distortions of the beam profile when they are employed as gradient-index

lenses. This problem was already recognized in early work and was addressed by

more advanced preform fabrication techniques based on a vapor-phase axial depo-

sition (VAD) process [46]. More recently, efforts to make higher-bandwidth

multimode GRIN fibers have led to MCVD processes which yield preforms that

are nearly free of the central index depression [44]. When using commercial GRIN

fibers, it is therefore advisable to obtain a measured refractive-index profile from the

manufacturer to check for the presence and the severity of the central index depres-

sion. Even in the cases where the refractive-index dip is negligible, the refractive-

index profile will typically exhibit slight deviations from the ideal parabolic profile,

which result in on-axis aberrations. In most cases, these aberrations will manifest

themselves in a discrepancy between the simulated and measured working distances

of the probe. For this reason, a thorough characterization of the beam profile of

fabricated probes is of utmost importance, as will be shown in the following section.

25.3.5 Fabrication and Testing

The technique of fabricating fusion-spliced distal focusing optics consisting of

precisely controlled lengths of no-core and GRIN fiber has been widely adopted,

Fig. 25.9 Simulation of

beam propagation in a fiber-

optic probe using the ray-

matrix method. The output

beam propagation is shown in

air. SMF single-mode fiber,

NCF no-core fiber, GRIN
gradient-index fiber. See text

for explanation
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and it is relatively straightforward using commercial splicers and fiber cleavers.

However, in order to build a side-facing needle probe that is capable of generating

2D or 3D images via the probe-scanning mechanisms shown in Fig. 25.5d and e, it

is also necessary to fabricate a beam deflection mirror and a side window. These

two fabrication steps are very challenging, and different solutions have been

implemented depending on the specific requirements of the application (simplicity,

optical quality, robustness).

For the fabrication of the beam deflection mirror, our group has taken two

approaches. In the first approach, for probe designs of the type shown in

Fig. 25.8b, we use polished metal mirrors which are manufactured in-house from

0.3-mm-diameter copper wire using a custom-made polishing machine with a series

of silicon carbide (30 and 9 mm) and aluminum oxide (0.3 mm) polishing films

(Krell Technologies, Morganville, NJ, USA). In the second approach, for ultrathin

probe designs of the type shown in Fig. 25.8d, we angle-polish and metal-coat

an additional section of no-core fiber, which is spliced to the end of the GRIN

section (see Fig. 25.10a). The angle polishing is performed on a commercial fiber-

connector polishing machine (SpecPro 4L, Krelltech, USA) using a custom fiber

chuck that holds the fiber at an angle of 45�. The metal coating consists of a 10-nm

chrome adhesion layer and a 300-nm gold layer. It is applied using a thermal vacuum

deposition process, which is ideal for this application since the metal atoms travel on

a line-of-sight trajectory from the source to the sample. Thus, the simultaneous

coating of the beam output interface of the angle-polished fiber probe is avoided by

orienting it in the coating chamber such that it faces away from the deposition source.

An example of such a metal-coated angle-polished fiber tip is shown in Fig. 25.10b.

The side window opening in the needle also poses several challenges, as it must

be fabricated precisely and without sharp burrs. Our group has developed an

Fig. 25.10 Fabrication steps

of an ultrathin 30-G needle

probe. (a) Fiber probe with
fusion-spliced distal focusing

optics and an angle-polished

section of no-core fiber,

which serves as the beam

deflection mirror. (b) Fiber
probe after deposition of

metal coating. (c) Close-up
view of the tip of the

assembled 30-G needle probe,

showing the

electrochemically etched side

window opening
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electrochemical etching procedure using a customized setup in which the needle is

connected as the anode in a bath of concentrated sulfuric acid. The current density is

directed to the desired location using a sharp-tipped cathode, thereby preferentially

etching away the steel at that point. An example of such a side window opening

fabricated using this method is shown in Fig. 25.10c. While this method causes

some degradation of the surface quality of the needle (this is especially pronounced

in the close vicinity of the hole as can be seen in Fig. 25.10c), it creates relatively

clean holes compared to methods such as drilling, grinding, or filing which tend to

produce sharp burrs and edges.

When a side opening has been created in the needle, the question arises of how to

form a well-defined optical interface to the sample. In the ultrathin 30-G needle

probe shown in Fig. 25.10c, the side opening is not sealed, allowing water or other

fluids to enter the probe housing during scanning. The optical interface is thereby

formed by the glass/water interface of the fiber cladding at the point where the beam

exits the side-facing probe. The fiber cladding is a durable and optical-quality

interface, but it introduces significant astigmatism to the output beam [39]. The

problem of creating an optical-quality interface without astigmatism in side-facing

needle probes has recently been addressed by Wu et al. [47]. They employed

a novel design in which a side-facing fiber probe assembly is encased in a glass

capillary which is polished flat on one side, thereby providing a robust planar glass/

sample interface. However, the glass capillary increases the diameter of the probe,

and the smallest demonstrated probe of this type was encased in a 25-G needle. A less

robust but very simple solution is to seal the side opening of the needle with optical

adhesive. This approach is used in our needle probes of the type shown in Fig. 25.8b,

where the focusing optics and the copper mirror are held rigid by embedding in

optical adhesive (Norland, NJ, USA), which also serves as the sealant for the output

window and as the optical interface to the sample medium. However, the surface of

the optical adhesive is susceptible to mechanical and chemical wear, and we have

observed that the optical quality degrades after prolonged usage of the probe.

As mentioned in the section on optical design of fiber probes, a thorough

characterization of the output beam is necessary after fabrication in order to verify

the design calculations or to make iterative adjustments until the desired spot size

and working distance are obtained. Figure 25.11 shows the results of a beam profile

measurement of an 800-nm fiber probe using a camera-based near-field beam

profiler (SP620U, Ophir-Spiricon, USA). The fiber probe consists of sections of

no-core fiber (length 294 mm, POFC, Taiwan) and GRIN fiber (length 129 mm,

GIF625, Thorlabs, USA) spliced to SMF (SM800, Fibercore, UK). The plot of the

fitted 1/e2 beam diameters versus distance shows that the probe has a working

distance of 600 mm in air and a focal spot diameter of 20 mm.

25.3.6 Sensitivity

There are two main causes of sensitivity loss when using a needle probe in place of

a free-space sample arm. The first is due to losses in the probe optics. These losses
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are serious because they typically act in double pass and can arise from a multitude

of effects, such as:

• Refractive-index discontinuities and uncoated interfaces

• Imperfectly polished optical surfaces and nonideal reflection coatings

• Beam clipping due to the finite aperture of micro-optical elements (e.g., GRIN

lenses, microreflector prisms)

• Scattering in thick sections of optical adhesive which may contain flaws such as

gas bubbles caused by the curing process

The second cause of sensitivity loss is due to back-reflected power from inter-

faces and optical elements in the probe, which reduces the dynamic range of the

detector as well as introducing shot and beat noise [50, 51].

Fig. 25.11 Characterization and testing of a fabricated 800-nm fiber probe. (a–c) Measured beam

profiles at distances of 0 mm, 600 mm, and 1,500 mm from the end face of the fiber probe. (d) Beam
diameters (1/e2) obtained from Gaussian fits of the transverse beam profiles in the x- and

y-directions. (e) Microscope image of the fabricated probe, showing the measurements of the

GRIN and no-core fiber sections
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We will briefly review the sensitivity analysis of OCT systems with a view

toward the specific causes of sensitivity loss in needle-probe systems. While most

early work with needle probes was done with TD-OCT systems [41, 43], recent

developments [39, 47] have followed the trend toward SD-OCT (swept source as

well as spectrometer based) due to its inherent sensitivity advantage [52]. We will,

therefore, limit our discussion to SD-OCT. A schematic of a spectrometer-based

all-fiber SD-OCT system with a needle-probe sample arm is shown in Fig. 25.12, in

two commonly employed configurations. Figure 25.12a shows a Michelson inter-

ferometer configuration with a reference arm that is matched to the optical path

length of the needle probe and which allows adjustment of the returning reference

power level via an optical attenuator. Figure 25.12b shows a common-path (Fizeau)

interferometer configuration, in which a back reflection from the probe optics

serves as the reference reflector. As outlined at the beginning of this chapter, this
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Fig. 25.12 Schematic of fiber-based SD-OCT systems with a needle-probe sample arm in (a)
Michelson and (b) common-path (Fizeau) configuration. M mirror, A attenuator
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configuration has the significant advantage of almost completely eliminating prob-

lems associated with dispersion matching as well as “down-lead sensitivity”

resulting from polarization fading due to fiber movement during needle scanning

[14]. The main drawback of the common-path configuration is that the reference

reflectivity cannot be adjusted during operation and must therefore be optimally

chosen beforehand, and it thus becomes an integral part of the probe design and

fabrication process [13, 14, 53].

The results of our sensitivity analysis of needle-based SD-OCT systems will be

applicable without modifications to both the Michelson and the common-path

configurations, as the reference and sample signals traverse the fiber coupler via

the transmitted as well as the coupled path on their way from the source to the

spectrometer arm of the interferometer in both cases, as can be verified by tracing

their paths through the two systems shown in Fig. 25.12. In the following, we will

therefore limit our discussion to the Michelson configuration of Fig. 25.12a,

because it represents the most general situation. Broadband light with average

power P0 is split into the sample and reference arms of the Michelson interferom-

eter built around a fiber coupler with power splitting ratio a. In the reference arm,

the reference reflectivity RR can be adjusted via an optical attenuator. In the sample

arm, the incident power is collimated and refocused into the sample by the probe

optics. It is attenuated by the single-pass probe attenuation aP resulting from the

losses and back reflections in the probe optics. Some of the lost power from the

probe back reflections will be back-coupled into the sample-arm fiber. This signal

will generally be outside of the coherence volume of the OCT system; therefore, we

denote the source of this back-reflected power as an “incoherent” reflectivity RSI (it

will generally be the cumulative effect of a number of interfaces and scatterers

inside the probe, but for this discussion, it suffices to represent them by a single

effective reflector). By contrast, the actual OCT signal will result from reflectors

within the coherence volume. For the signal-to-noise (SNR) analysis, we consider

the sample to consist of only a single reflector with a “coherent” reflectivity RSC, as

illustrated in Fig. 25.12. The power reflected from the sample reflector RSC and

collected by the probe optics will again be attenuated by the single-pass probe

attenuation aP. In the output arm of the interferometer, the returning powers PR, PSI,

and PSC from the reference and sample arms are

PR ¼ P0að1� aÞRR ¼ P0gRRR; (25.8)

PSC ¼ P0að1� aÞa2PRSC ¼ P0að1� aÞgPRSC ¼ P0gSRR (25.9)

PSI ¼ P0að1� aÞRSI; (25.10)

where PR is the coherent reference-arm power and PSC and PSI are the coherent and

incoherent sample-arm powers, respectively. The factors gR and gS represent the

fraction of the source power P0 returning from the reference and sample arms for

a unity reflector (RR ¼ RSC ¼ 1), in accordance with the notation in [52]. We have
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also defined the round-trip attenuation gP ¼ a2P of the probe for a unity reflector

placed at the working distance. The round-trip attenuation gP is a very useful

parameter because it can be measured easily. It is indicative of the sensitivity loss

caused by the needle probe and can therefore be used as a figure of merit for

assessing its optical quality [39].

The signal-to-noise ratio (SNR) of an OCT system is defined as [52]

SNR ¼ Sj j2
s2noise

¼ Sj j2
s2shot þ s2excess þ s2receiver

; (25.11)

where Sj j2 is the absolute squared peak signal amplitude from a single reflector and

s2noise is the total noise variance which consists of three main contributions:

shot noise, excess noise, and receiver noise. In the case of a spectrometer-based

SD-OCT system, the receiver noise encompasses the dark noise and readout noise

of the array detector. Under the assumption that PSC << PSI, the SNR expression

for a spectrometer-based SD-OCT system can be written as [52]

SNR ¼
�
hn0

� �2

tPRPSC

�
hn0

� �
PR þ PSIð Þ þ 1þP2ð Þ

2Dneff
�
hn0

� �2

P2
R þ P2

SI þ 2PRPSI

	 
þ N
t s

2
receiver

;

(25.12)

where � is the total spectrometer efficiency (comprising the grating efficiency,

optical losses, and the array detector response), t is the exposure time, h is

Planck’s constant, n0 is the mean optical center frequency of the broadband

light, Dneff is the effective spectral linewidth of the broadband light source

[50], П is the degree of polarization, and N is the number of spectrometer pixels.

The excess noise term in (25.12) has been expanded to include beat noise [4] by

adding a cross-beat term 2PRPSI which is often neglected in noise analyses of

OCT systems.

If the incoherent back reflections from the probe are sufficiently suppressed, it is

possible to operate the SD-OCT system in the shot-noise-limited regime by

adjusting the reference-arm power level such that the shot noise (the first term in

the denominator of (25.12)) dominates. In this case, (25.12) simplifies to

SNRSNL ¼ �

hn0

� �
tPSC ¼ �tP0

hn0
gSRSC; (25.13)

and the sensitivity S, defined as the inverse of the minimum measurable sample

reflectivity (SNR equal to one), becomes

SSNL ¼ 1

RSC;min
¼ �tP0gS

hn0
: (25.14)
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This result shows that the sensitivity of the OCT system is directly proportional

to the round-trip attenuation of the probe for a unity reflector, gP, because

gS ¼ að1� aÞgP. Equation 25.14 has also been shown to be valid for swept-source

OCT systems [54], where � is equal to the photodetector efficiency, P0 is the

average power of the wavelength-swept laser, and t is the sweep duration.

While state-of-the-art SD-OCT systems with carefully built free-space scan-

ning sample arms routinely attain sensitivities which are very close to the

theoretical shot-noise limit (SNL), it is more difficult to achieve this in nee-

dle-based SD-OCT systems due to the reasons listed at the beginning of this

section. While some of these reasons are intuitively clear, the negative effects of

incoherent sample-arm back reflections require a more detailed analysis. In

order to investigate these effects, we can obtain from (25.12) the full expression

for the sensitivity of an SD-OCT system with all noise sources taken into

account:

S ¼
�
hn0

� �2

P2
0t gSgRRR

�
hn0

� �
RR þ RSIð ÞgRP0 þ 1þP2ð Þ

2Dneff
�
hn0

� �2

R2
R þ R2

SI þ 2RRRSI

	 

g2RP

2
0 þ N

t s
2
receiver

:

(25.15)

In Fig. 25.13, the sensitivity calculated from (25.15) is plotted versus reference-

arm power for a typical spectrometer-based SD-OCT system of the type shown in

Fig. 25.12. In the plot, the four curves show the total sensitivity (solid line) as well

as the sensitivity if it was limited only by shot noise (dashed), excess noise (dotted),

or receiver noise (dot-dash) alone. The calculation assumes a fully polarized

840-nm SLD light source with a FWHM spectral bandwidth of 50 nm and

20-mW output power. It further assumes the coupling ratio a of the interferometer

is 50 %, and a spectrometer with an efficiency of � ¼ 15% incorporating a CCD

array detector with 2,048 pixels, a receiver noise sreceiver of 90 electrons, and a full
well depth of 180,000 electrons. The exposure time t is 50 ms. The round-trip

attenuation gP of the probe is 50 %, yielding gS ¼ 0:125.
Figure 25.13a shows the ideal case of no incoherent sample-arm back reflec-

tions (RSI ¼ 0). The system can attain a near shot-noise limited sensitivity of

108 dB (the theoretical SNL is 109 dB) for an optimum reference-arm reflectivity

around �30 dB. For higher reference-arm reflectivities, excess noise begins to

dominate the SNR, but the system will not enter this regime in this configuration

due to the onset of detector saturation in the CCD sensor array. Figure 25.13b

shows the sensitivity of the same system when we introduce an incoherent

sample-arm back reflection of RSI ¼ �30 dB. Two significant effects become

evident. Firstly, the additional incoherent back-reflected power causes the detec-

tor to saturate at much lower levels of reference reflectivity (around �36 dB).

Secondly, the shot noise of the incoherent back-reflected power begins to domi-

nate the SNR for the entire useful range of reference reflectivities. Both effects

reduce the maximum sensitivity that the system can reach in this configuration to
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about 101 dB. As can be seen in Table 25.2, it is not uncommon to obtain back

reflections on the order of �30 dB or more at interfaces in optical assemblies

unless special precautions, such as angled interfaces or antireflection coatings, are

taken. Back reflections from fiber-to-fiber connections are specified to be on the

Fig. 25.13 Calculated

sensitivity of a spectrometer-

based SD-OCT system as

a function of reference-arm

reflectivity illustrating the

negative effects of incoherent

sample-arm back reflections.

(a) Idealized system with no

incoherent sample-arm back

reflections. (b) Nonideal
system with an incoherent

sample-arm reflectivity RSI

of �30 dB. See text for

discussion

Table 25.2 Fresnel back reflections at planar interfaces between commonly encountered optical

materials

n @ 800 nm

Fresnel back reflection (dB)

Fused silica BK7 Water UV adhesive

Fused silica 1.45

BK7 1.51 �33.9

Water 1.33 �27.3 �24.0

UV adhesive 1.56 �28.7 �35.8 �22.0

Air 1.00 �14.7 �13.8 �17.0 �13.2
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order of �60 dB or below for the angled FC/APC connector standard which is

commonly used in OCT, and they are therefore unlikely to cause problems unless

the connectors are damaged or worn.

25.4 Review of Previous Applications

The first demonstration of an OCT needle probe, reported in 2000 [43], showed an

image of muscle tissue taken from the leg of a live hamster. The 90� segment of

a radial B-scan image was taken with a rotating, side-directed 27-G needle and

showed muscle fascicles (bundles of muscle fibers) and evidence of signal fading

induced by birefringence. This work was closely followed by the use of even

smaller probes inserted (bare without the use a hypodermic needle) into rat brain

to monitor brain motion in single A-scans [44].

Subsequently, a parallel field to OCT needle probes emerged [55], in which

GRIN rod lenses have been used to construct bare glass, high-NA imaging probes

for high-resolution, one-photon, and two-photon fluorescence microscopy in live

rat and mouse brains. Such lenses, with diameters in the range 350–1,000 mm and

a few tens of millimeters in length, are not sufficiently robust to be used for

application in humans without protective coatings. However, such a 350-mm lens

was incorporated into a 20-G needle and used to image live human muscle tissue in

situ [56]. Recently, a novel design was realized by our group and demonstrated to

be capable of revealing sarcomeres at 15 mm depth in bovine muscle tissue [37].

Such fluorescence-based approaches record en face images at depth in tissue by

scanning the proximal end face of the GRIN rod lens, and 3D imaging is possible

through axial motion of the lens (“probe scanning”). Much higher resolution is

achieved than in OCT but at much shallower depth, with smaller field of view and

the requirement for a fluorescent exogenous agent to be present.

The first OCT needle probe capable of Doppler measurements was demonstrated

in 2005, employing a 19-G (1.06 mm outer diameter) “echogenic” needle,

as employed in interventional radiology to provide visibility under ultrasound,

X-ray, or CT guidance [41]. Linear B-scan images showing superimposed Doppler

signals were shown for several locations and features in a live rat, including an artery–

vein pair, likely the femoral profunda, gluteal muscle, and abdomen. In 2006, an

improved 22-G version was used to demonstrate the feasibility of monitoring micro-

vascular changes deep within a tumor mass in response to photodynamic therapy in

a rat xenograft model of Dunning prostate cancer [42]. This work, incorporating high-

frequency ultrasound guidance, was then extended into more extensive studies [57].

Linear B-scans in theseworks showed the reductions in flowmonitored over time that

resulted from the therapy. A strong relationship was established between the percent

tumor necrosis at 24 h post treatment and the vascular shutdown rate. This correlation

between a biological end point and a direct and localized measurement of microvas-

cular changes led the authors to suggest a potential clinical role for real-time

microvascular monitoring for optimizing treatment efficacy in individual patients,

which is a very interesting prospect.
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In 2007, the use of OCT needle probes to monitor refractive index was proposed

via two methods: A-scan measurements that record optical path length for known

physical path length [58] or the strength of a signal recorded from a glass–tissue

interface [59]. Only single-point measurements recorded in solutions were reported,

although there have been separately reported measurements, without the use of

needle probes, of OCT-measured refractive index correlated to tissue status in

breast cancer [60].

The first proposal to use OCT needle probes in the eye was published in 2008

[32]. A novel forward-looking design combining two rotating GRIN rod lenses,

first described in 2006 by the same group [31], was improved and incorporated into

a 21-G needle (0.82 mm outer diameter). The motivation was in aiding vitrectomy,

which is the surgical removal of the vitreous humor. Vitrectomy is a required

precursor to other surgeries for the treatment of severe eye diseases such as retinal

detachment. Its success depends on the complete local removal of the vitreous

humor, which is difficult to visualize through a light pipe inserted through an

incision in the patient’s eye. OCT could aid in this procedure by providing better

images through its close proximity to the retinal surface and sensitivity to scatter-

ing. Radial B-scan segment images (approx. 30�) of the retina of an enucleated

porcine eye, with cornea, lens, and vitreous removed, were reported.

The first application of an OCT needle probe for human applications was

demonstrated in 2005 on excised breast cancer specimens [61]. The objective was

to develop a guide for fine-needle aspiration biopsy in which small quantities of

human breast tissue are extracted. The premise is that better guidance will lead to

fewer sampling errors and, thus, greater use of fine-needle aspiration biopsy, which

is less invasive and costs less than other biopsy procedures. The 23-G probe

comprised a bare single-mode fiber, and forward-looking A-scans were recorded

from adipose, fibroglandular, invasive ductal carcinoma tissues. Subsequently, in

2009, the same group used an improved system on 89 excised tissue samples

and designed a classifier which achieved 80% sensitivity and 84% specificity in

correctly identifying adipose, normal, and tumor tissue types [62].

In 2010, the group led by Li, who pioneered OCT needle probes [43], published

new results [47] showing radial and linear B-scans from needles inserted into various

excised animal tissues, including porcine spleen and pancreas, and murine esopha-

gus. Example B-scan images are shown in Fig. 25.14, reproduced from Ref. [47].

The first paper to show full three-dimensional OCT imaging in a needle probe

was recently published by our group [40] in lung tissue, and this has been closely

followed by several other works in lung tissues and breast cancer [39, 63] to be

described in the case studies in the next section.

Two key challenges have restricted the application of OCT needle probes to

date – the difficulty of maintaining high-sensitivity and high-resolution OCT

imaging while miniaturizing the probe, and the difficulty inherent in many

applications of not having available full three-dimensional information. This latter

challenge is faced by OCT imaging in general and has seen the wide emergence of

three-dimensional imaging systems. Such systems are generally necessary in order

to create closely corresponding OCT images and histopathology, which is
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a prerequisite for effective engagement with the pathologists who are essential in

interpreting OCT images [64]. As a result, most studies reported to date remain

proof of principle, predominantly imaging in animal models. An important aspect

of needle probes is guidance to the correct site for imaging, and there has yet to be

widespread uptake of needle-probe guidance with other imaging modalities,

although use of ultrasound has been reported [65]. The most substantial studies

reported to date have been in the assessment of photodynamic therapy in the rat

model, employing Doppler OCT – a major technical achievement in itself, and the

A-scan studies on human breast cancer samples. This latter study highlights the

general difficulty in extracting sufficient information from A-scans to make defin-

itive assessments. The range and promise of these early needle-based studies augurs

well for OCT needle probes to make significant clinical impact in the future.

Further evidence for this is contained in the next section.

25.5 Case Study: Breast Cancer Tumor Margins

In this section, we explore the potential use of OCT needle probes through a specific

clinical case study.

Invasive breast cancer is the second leading cause of cancer-related female

deaths in the USA, with annually over 180,000 new cases identified and over

40,000 deaths [66]. Surgical excision of the malignant tissue forms the central

component of treatment. When excising the tumor, standard surgical practice is to

remove an adjacent margin of benign breast tissue to minimize residual malignancy

and so minimize local recurrence. However, accurate identification of the extent of

malignant tissue is difficult during surgery, and up to 34% of patients undergoing

breast-conserving surgery will have involved margins (i.e., containing malignant

Fig. 25.14 (a) Ex vivo OCT radial B-scan segment of fresh mouse esophageal tissue. M1
mucosa, S submucosa, M2 muscularis. Arrows indicate epithelium. (b) Ex vivo OCT linear

B-scan of fresh pig pancreatic tail. The structure indicated by the circle may be related to islets

of Langerhans (Reproduced from [47])
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tissue) or inadequate clearance (<5 mm) [67], resulting in an increased risk of local

recurrence and often requiring further surgery.

Histological assessment is the gold-standard method to evaluate margin status,

but can only be performed ex vivo, after processing and staining of the tissue.

Specimen X-ray or ultrasound may also be performed on the excised fresh speci-

men, but microscopic areas of disease close to margins may easily be missed. OCT

needle probes have the potential to provide surgical guidance when delineating the

tumor margin prior to excision.

OCT acquired through the surface of fresh, excised human breast cancer samples

has been shown to provide real-time microscopic images to a depth of 2 mm

[68–70], and computational techniques have been proposed to differentiate tissue

types [60, 62]. However, intraoperative surgical guidance requires assessment of

the tissue prior to excision, where such tissue is significantly beyond the 2–3-mm

image penetration depth of OCT.

In this section, we demonstrate the use of an OCT needle probe to acquire

images significantly deeper in the tissue, showing the interface between tumor

and the adjacent healthy tissue. The sample under investigation was obtained

from a 70-year-old female with a 21-mm, grade 3 invasive ductal carcinoma,

undergoing a left mastectomy.

The side-facing needle probe used in these experiments was of the type shown in

Fig. 25.8b, encased in a 23-G needle (outer diameter 640 mm) with a length of

30 mm. The focusing optics yielded a spot with a 1/e2 diameter of �20 mm at

a distance of 300 mm from the side window of the needle. The fabrication of the

mirror and output window is described in the earlier section on fabrication and testing.

The probe was mounted on a stepper motor and counterrotated at 2 Hz to acquire

2D radial B-scans. Only clockwise rotations were used to form the reconstructed 3D

OCT data set to minimize artifacts from tissue drag. A linear translation stage was

used to insert and retract the needle at 7 mm per rotation, giving a velocity of

14 mm/s, and enabling acquisition of a 3D data volume.

The needle probe was interfaced with a spectrometer-based SD-OCT system.

The source was a superluminescent diode (Superlum, Ireland) with output power of

19 mW, a central wavelength of 836 nm, and a source bandwidth of 50 nm giving an

axial resolution of 7.6 mm in air. Data was sampled at 900 pixels per A-scan and 800

A-scans per radial B-scan. The OCT system was operated in a common-path or

Fizeau configuration. Such a configuration provides inherent dispersion matching

of the sample and reference paths of the interferometer if sample dispersion can be

neglected.

The fresh specimen was imaged within 15 min of excision. The OCT needle

probe was inserted and positioned at the edge of the tumor. The probe was

withdrawn to acquire a sequence of radial images. Using the angle of acquisition

of each A-scan, the radial images were reformatted into rectangular Cartesian

coordinates, using linear interpolation to compute values for pixels not positioned

directly along an A-scan. The images were then stacked to form a cylindrical 3D

OCT data volume (length 2.36 mm, diameter 1.60 mm, assuming a group refractive

index for tissue of n¼ 1.4), with spacing between slices specified by the step size of
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the needle’s translation stage (7 mm per rotation). The data was displayed using in-

house visualization software developed in C++, which allowed for the extraction of

an arbitrary oblique imaging plane from the OCT volume.

To validate the OCT image, the specimen was then fixed in formalin, processed

in accordance with standard laboratory procedures, and hematoxylin and eosin

(H&E)-stained sections prepared. The H&E sections were digitally micrographed

using a ScanScope XT system (Aperio Technologies, Vista, CA, USA) and man-

ually coregistered against the optimal oblique slice extracted from the 3D OCT data

volume.

Figure 25.15 shows H&E histology and the matching coregistered OCT image of

the tumor margin, displaying a clear distinction between an area of dense tumor and

the honeycomb structure evident in the surrounding adipose tissue. This image was

acquired approximately 20 mm below the surface of the tissue. Note that an image

plane parallel and adjacent to the needle probe was selected; thus, the needle shaft is

not visible in this OCT image. This longitudinal image was constructed by orienting

the image plane so that the horizontal axis of the image was aligned along the

direction of the needle retraction. Each vertical column of the image intersects

a different radial B-scan. The image bounds are defined such that a horizontal section

through the center of the image is closest to the probe. The reduced signal at the top

and bottom of the image corresponds to tissue that is more distant from the probe.

Fig. 25.15 (a) H&E section

of a tumor margin. (b)
Longitudinal reconstructed

OCT image of the tumor

margin, with the horizontal

axis aligned with the direction

of needle retraction during

scanning (Images taken

from [63])

25 Needle Probes in Optical Coherence Tomography 1093



Malignant tissue appears as a homogeneous region of high backscatter (light

gray) in the OCT, corresponding to an area of invasive carcinoma. A band of

normal fibrous stroma extends from the area of malignancy, containing a vascular

space labeled in both images (Vessel). The H&E section was cut along the direction

of OCT needle retraction (corresponding to the horizontal axis in the OCT image),

highlighting that the length of the field of view of the OCT image is only limited by

the extent of needle retraction.

Note that the limited field of view of the OCT scan will only image a portion of

the tumor boundary. Comprehensive assessment of a tumor margin would involve

multiple acquisitions around the proposed area of excision. However, such an

assessment could potentially be performed intraoperatively, immediately prior to

excision, and could be of value in maximizing tissue preservation and reducing

rates of inadequate excision.

25.6 Case Study: Lung Imaging

In this case study, we outline the potential of OCT needle probes for lung imaging.

The lungs comprise a network of branching airways, originating from the

major bronchi, extending to the bronchioles, and terminating with the alveolar

sacs. Structural and mechanical properties of the alveoli regulate function: the

walls of the alveoli are interlaced with an anastomosing network of capillaries

which facilitates gas exchange, and elastin fibers within the alveoli walls allow

the alveoli to expand as they fill with gas during inhalation and contract during

exhalation. There are numerous fatal pathologies that alter the structure of the

alveoli and impair function [71]. Emphysema, predominantly caused by long-

term exposure to cigarette smoke, is characterized by permanent enlargement of

the airspaces distal to the terminal bronchioles and destruction of the alveoli

walls. Pulmonary fibrosis results in a thickening of the alveoli walls with fibrotic

tissue (scar tissue). This may be secondary to other processes (e.g., asbestosis or

rheumatoid arthritis) or appear without any known cause (idiopathic pulmonary

fibrosis). Emphysema and pulmonary fibrosis together account for over three

quarters of all lung transplants [72].

Ex vivo studies have shown the potential of optical coherence tomography

(OCT) to image individual alveoli [73, 74]. In vivo imaging of alveoli in mice

[75] and rabbit models [76] has been demonstrated through use of a thoracic

window, in which muscle and skin are resected from between the ribs to allow

OCT imaging, and has been validated against confocal microscopy [77]. The

opening can be resealed with a transparent membrane through which imaging is

possible. While suitable for nonrecovery animal studies, the use of a thoracic

window is undesirably invasive for human subjects.

In this section, we demonstrate the use of an OCT needle probe to acquire

images within the lungs, without the need for a thoracic imaging window.

The side-facing OCT needle follows the design described in the previous case

study, with the distal focusing optics consisting of no-core and GRIN fiber affixed

1094 R.A. McLaughlin et al.



to a length of single-mode fiber; a copper mirror to redirect the light beam and the

entire assembly encased within a 23-G needle. The probe was interfaced to the

spectrometer-based SD-OCT system described previously.

The sample under investigation was a fresh, intact sheep lung. The lung was

filled with normal saline until visually inflated. The OCT needle probe was inserted

into several different lobes and images acquired as the needle was rotated and

retracted over a distance of 2.4 mm. To validate the OCT images, tissue around

each needle insertion was subsequently excised along each needle trajectory. The

excised tissue was fixed, embedded in paraffin, and sectioned at 250 mm intervals,

and H&E sections were prepared. Multiplanar formatting was applied to the 3D

OCT volumetric data sets to extract the 2D image plane with an optimal visual

match to the histological sections, and multiple features were correlated and

followed through adjacent OCT B-scans and multiple histological slices.

Figure 25.16 shows H&E histology and the matching OCT radial scan. The

needle hole (labeled N) is located at the center of the images, surrounded by alveoli

(labeled A in the OCT image). Each alveolar space presents as a small region of low

backscatter (dark gray), delineated by the more highly backscattering alveoli walls

(light gray). In the H&E image, the needle tract appears as a localized defect

rimmed by trauma-induced tissue artifact. Three bronchioles (labeled B1, B2, B3)

can be seen adjacent to the needle hole, showing the strong geometrical correspon-

dence between both the H&E and OCT images. Figure 25.16c shows an image

taken in a plane orthogonal to the radial B-scans, parallel to the direction of needle

retraction. The geometry of this image is comparable to Fig. 25.15. It shows

a longitudinal view of a bronchiole, appearing as a tubular area of low backscatter

(dark), bifurcating into the next generation of airways.

Figure 25.17 shows H&E and OCT images of an adjacent lobe, displaying the

presence of both bronchioles and a blood vessel. Some linear reconstruction

artifacts appear in this OCT image due to camera settings. Adjacent radial

B-scans allowed the geometry of the bronchioles and vessels to be tracked while

within the field of view of the 3D OCT scan, and bifurcation of the bronchiole can

be seen in the orthogonal view shown in Fig. 25.17c.

Fig. 25.16 (a) H&E. (b) Radial OCT B-scan. (c) Orthogonal OCT plane. N needle hole, B
bronchiole, A alveoli (Image taken from [40])

25 Needle Probes in Optical Coherence Tomography 1095



Note that OCT images of air-filled lungs suffer poor image penetration. This is

due to the large difference in the refractive indices of tissue and air, resulting in

strong reflections at each air–tissue interface and rapid attenuation of the OCT

signal. The images displayed here used saline to reduce refractive-index mismatch,

resulting in improved image penetration depth. Localized immersion with saline,

referred to as bronchoalveolar lavage [78], can be performed in vivo and is used

clinically as a diagnostic test for interstitial lung disease. A bronchoscope is

endoscopically positioned in the airway and used to both flush the airway and

aspirate the saline for subsequent histological analysis. More extensive flushing of

the whole lung is used as treatment for pulmonary alveolar proteinosis [79]. Note

that by varying the pressure of the saline and performing longitudinal imaging of

a lung region, it may be feasible to assess the viscoelastic properties of the lung

tissue, in a manner similar to that described by Williamson et al. [80]. The use of

a saline lavage also serves to reduce the effects of surface tension on the measured

Fig. 25.17 (a) H&E. (b) Radial OCT B-scan. (c) Orthogonal OCT plane. N needle hole, B
bronchiole, A alveoli, V blood vessel (Image taken from [40])

Fig. 25.18 OCT images of a lamb lung obtained with a 30-G needle probe. (a) Radial B-scan. (b)
Cutaway view of a rendered volume consisting of 400 B-scans. A alveoli, B bronchiole (Images

taken from [39])

1096 R.A. McLaughlin et al.



volume–pressure curve [81], so that measurements reflect the intrinsic elastic

properties of parenchymal tissue.

The H&E histology images of Figs. 25.16 and 25.17 show that the OCT

needle probe causes some local trauma to pulmonary structures. While the

OCT needle probe is significantly smaller than the needles used for lung biopsies,

further reductions in the size of the probe are feasible. Lorenser et al. [39] demon-

strated the use of a 30-G side-facing OCT needle probe (OD 310 mm) for lung

imaging, as shown in Fig. 25.18, resulting in significantly less tissue deformation

than was observed with a 23-G OCT needle probe. The use of these smaller needles

also reduces the risk of complications such as pneumothorax.

25.7 Conclusion

In this chapter, we have presented a comprehensive overview of OCT needle probes.

The principles behind the probe optical design and scanning systems have been

described, emphasizing the prevalence of multiple-element fused in-line probe designs

generally realized in custom laboratory facilities in gauge sizes ranging from 31 to

19 G. The full characterization of such probes has been rarely presented, but the

framework for characterization presented in this chapter provides a good model for

future reports, including a framework for assessing sensitivity. Issues such as themerits

of common-path probes and how to create them, the elimination of unwanted reflec-

tions, the optical quality of windows andmirrors, and the depth of focus and resolution

of probes all remain to be further explored and optimized. Scanning systems for OCT

needle probes are in their infancy. The first 3D scans are only just being reported, and it

is apparent that there remains much scope for innovation leading to shorter scan times.

The application of OCT needle probes is likewise yet to be exploited clinically. Early

examples cover a wide range of tissues. The most comprehensive use of needle probes

has been in the study of blood flow usingDoppler OCT in a rat prostatemodel. The first

human applications have been in breast cancer for guidingbiopsy and for intraoperative

tumor margin identification. Otherwise, most other reports focus on technology and

report images by way of example. Themost recent reports on 3D imaging and the high

image quality achieved suggest the technology is maturing and that the time is right for

a more extensive investigation of the candidate clinical applications of OCT needle

probes.
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Abstract

In order to prevent major damage to the cardiovascular system, it is of vital

importance to monitor molecular changes in vascular tissues. Symptoms of

cardiovascular diseases frequently do not manifest themselves until it is too

late for effective treatment; therefore, methodologies that facilitate early
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detection are crucial. Atherosclerosis is a major underlying cause of many

cardiovascular diseases; thus, elucidating the mechanisms of atherosclerosis is

essential for shedding light on the initiation and progression of atherosclerotic

lesions. Atherosclerosis includes an inflammatory process in arterial tissue that

involves subintimal accumulation of lipoproteins particles, mainly low-density

lipoprotein and lipoprotein[a]. Measurement of the permeation rates of these

particles should extend our understanding of this disease and lead to methods for

early disease detection. Over the past decade, optical coherence tomography

(OCT) has become widely used in research and, more recently, has been used as

a high-resolution imaging technique, capable of quantifying molecular perme-

ability in biological tissues. OCT enables highly sensitive and accurate mea-

surement of permeability rates of molecules and particles in vascular tissue. This

sensitivity is due to high in-depth and transverse resolution along with a high

dynamic range. In this chapter, we discuss the permeation of molecules and

particles through human and animal vascular tissue.

26.1 Introduction: Cardiovascular Disease

Cardiovascular disease is the number one cause of death in the United States,

claiming the lives of more than half a million people each year [1, 2]. Atheroscle-

rosis is the most common underlying cause of vascular disease, including cardio-

vascular, cerebrovascular, and peripheral vascular disease. Atherosclerosis,

originating from the Greek word athero (paste) and sclerosis (hardening), is

a process whereby lipids, calcification, thrombus, and fibrotic material accumulate

in the arterial wall to form a plaque. Plaque accumulates in the intimal layer of

arteries, causing partial narrowing or complete occlusion. The accumulation of

plaque may begin as early as childhood, but signs and symptoms do not usually

appear until much later in life. Although it is initially a slowly progressing disease,

it is capable of progressing much more rapidly in later years. Rupture of the plaque

tends to occur when it contains a lipid-rich core and a thin fibrous cap. Ruptured

plaques may trigger the formation of a thrombus at or near the rupture site. If a clot

forms in a coronary artery, the risk of a heart attack dramatically increases [1, 2].

Hence, early identification of plaque is important in order for effective treatment to

be administered.

The solubility of cholesterol in water is extremely low (<10�9 M); hence, in

order for cholesterol to travel in the circulatory system, it must partition into lipid-

transporting particles termed lipoproteins. The major lipoprotein classes are high-

density lipoprotein (HDL), low-density lipoprotein (LDL), and very-low-density

lipoprotein (VLDL) [2]. LDL is a cholesteryl-ester-rich lipoprotein that can move

across the artery wall into the subintimal space where it becomes oxidized and

subsequently taken up by macrophages and becomes transformed into cholesterol-

laden foam cells [3]. As isolated foam cells are formed, a complex inflammation

mechanism is initiated. Endothelial cells directly above the foam cells express
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adhesion molecules that bind various classes of leukocytes [4]. Cholesterol exists in

two forms – unesterified and esterified. Unesterified cholesterol in the artery wall

can be taken up by HDL, thereby reducing plaque size, then transported to the liver.

Esterified cholesterol is not easily removed from the arterial wall, and hence its

accumulation leads to progression of the atherosclerotic lesion [5].

The risk of cardiovascular disease may be assessed by the net cholesterol flux

which is calculated as the difference between the amount of cholesterol brought into

the artery wall by LDL and the amount taken out by HDL [6–8]. Cholesterol levels

below 200 mg/dL are considered to be normal, while those above 240 mg/dL are

considered to confer a high cardiovascular risk. Levels of LDL above 130mg/dL and

levels of HDL below 35mg/dL are also considered to confer high risk [6]. The rate of

plaque size increase and decreasemay be dependent on the rate at which lipoproteins

traverse the arterial wall [1, 2, 6]. Several studies suggest that increased arterial

permeability contributes to the endothelial lining adaptation to different localized

shear stresses acting on the wall [9–13]. These results imply that permeability might

be increased where the endothelium is exposed to a changing shear stress environ-

ment and, thus, the variability of hemodynamics at the artery wall may actually

change the regional susceptibility to atherosclerosis. However, to date, rather little

experimental evidence has been obtained to elucidate the spatial variation in endo-

thelial permeability and local changes in permeability [7, 14, 15]. In order to

understand the initiation, progression, and regression of atherosclerosis, it is essen-

tial to understand the movement of lipoproteins across the arterial wall. For this

reason, there is a need for a noninvasive imaging technology with the capability of

detecting and measuring changes occurring during the formation of plaques.

Several techniques have been employed to detect and assess atherosclerosis

[16–19]. The most common technique utilized to detect plaque accumulation and

evaluate cardiovascular risk has been the ultrasonic measurement of the carotid

intima-media thickness (CIMT) [20, 21]. Recently, magnetic resonance imaging

(MRI) has been employed successfully to identify plaques in carotid and femoral

vessels [22, 23]. While structural imaging is still the conventional way of identify-

ing plaques and monitoring cardiovascular disease, there is a need for a functional

method to monitor plaque dynamics.

The permeability rate of particles and molecules through selected media has

been determined using a number of different functional imaging modalities. Ultra-

sound has been employed to quantify permeability rates [24], but its applications

are limited due to a (1) need for tissue contact and (2) relatively low resolution.

MRI has also proven to be an excellent tool for studying diffusion rates in the brains

of live rats and distribution of drugs in the eye globe [25, 26]. Optical coherence

tomography (OCT) is a relatively novel imaging modality which overcomes lim-

itations presented by other techniques. OCT has the capability of real-time imaging

with high resolution (2–20 mm) and could be used noninvasively. OCT has

been used in studies to measure the permeation rates of lipoproteins and glucose

in various biological tissues [27–30]. This chapter will discuss studies conducted

to quantify the permeability rates of molecules and particles in cardiovascular

tissue.
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26.2 OCT Systems

OCT is a relatively new noninvasive optical technique that renders images with

spatial resolution of a few microns and depth of a few millimeters. OCT is

a promising diagnostic imaging technology which can be used to perform in vivo

high-resolution, cross-sectional imaging of microstructure in biological tissues.

Since its introduction in the early 1990s, OCT has become widely used in biology

and medicine. The image resolution with OCT is 10–100 times greater than that of

standard ultrasound. Table 26.1 compares the differences in characteristics of

commonly used imaging modalities.

The basic objective of the OCT system is to detect backscattered photons from

the tissue of interest within a coherence length of the laser source by using a two-

beam interferometer. OCT is similar to B-mode ultrasound, the major difference

being the use of light rather than sound. Broadband low-coherence laser light passes

through a beam splitter. The light is divided into a reference beam, directed toward

a reference mirror, and a specimen path, directed toward the sample tissue. Light

scattered by the specimen is collected and combined with the light reflected by the

reference mirror, and a photodiode detects the resulting interferometric signal. The

gathered data at points across the surface can be used to construct a 2D cross section

in real time with resolution of a few micrometers and penetration of several

millimeters in depth. Using the acquired 2D images, a single 1D graph representing

the scattering of light in tissue (in logarithmic scale) can be calculated by averaging

the images. Optical properties of the specimen can also be obtained by analyzing

the light attenuation profile [31–34]. There are two classifications of OCT:

time domain OCT (TDOCT) and Fourier domain OCT (FDOCT). Hereafter,

we will be discussing only TDOCT. A schematic for a TDOCT system is shown

in Fig. 26.1.

The major advantage of OCT compared to other imaging modalities is its

relatively high resolution (Table 26.1). An important characteristic of OCT is

decoupling of the axial and lateral resolutions that are independent from each

other. Axial resolution is determined by the coherence length of the source used

in the OCT system, whereas the lateral resolution depends on focusing properties of

the lens. Improving the axial resolution in OCT has been a focus of research since

its introduction [35–39]. High axial resolution can be achieved by introducing light

sources with a broad emission spectrum. Axial resolution may be approximated by

using the expression

Dz ¼ 2 lnð2Þ
p

l2

Dl
; (26.1)

where Dz is the axial resolution, l is the central wavelength of the source used, and
Dl represents the bandwidth of the source [40]. The lateral resolution, on the other

hand, is calculated by

Dx ¼ 4l
p

f

d
; (26.2)
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where Dx is the lateral resolution, f is the focal length of the lens, and d is the spot

size of the objective lens. High lateral resolution can be obtained by using a large

numerical aperture and focusing the beam to a small spot size; therefore, increasing

the lateral resolution results in a decrease in the depth of focus.

The process of permeation of chemical compounds (agents, particles, drugs, etc.)

changes the tissue scattering properties due to a number of biophysical processes

[31, 34, 41–44]. The concept of two fluxes, one substance into tissue and bulk water

out, which may be relatively independent or interacting fluxes, defines the dynamic

properties of tissue optical clearing and demonstrates its efficiency [41]. Optical

clearing agents’ (OCA) diffusion inside tissue and interstitial space leads to an

increase in refractive index of the interstitial fluid (ISF), thus matching the refrac-

tive index to collagen fibers (and other tissue components – scatterers) and ISF.

A hyperosmotic OCA may induce an intensive water flow from tissue, thereby

causing its strong dehydration and corresponding alteration of the tissue’s morpho-

logical and optical properties by:

1. Refractive index matching/mismatching (generally for whole tissue matching

and locally mismatching may take place)

Table 26.1 Typical performance of commonly used medical imaging techniques

Technique Resolution Imaging depth Cost Comments

CT 1–2 mm >50 cm High Radiation

MRI 1 mm >50 cm Very high Slow

Ultrasound 50–150 mm 15 cm High Requires contact

OCT 1–25 mm Few mm Low Limited penetration depth

Fig. 26.1 Schematic diagram of time domain OCT
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2. Increase of tissue collagen fiber packing density (ordering of scatterers)

3. Decrease of tissue thickness

Tissue collagen reorganization also may take place [44].

Similar to all optical methods, as the OCT beam penetrates deeper into

a tissue, the signal strength diminishes due to optical attenuation. Therefore,

there is a relationship between the depth of penetration and the signal

strength at a particular depth; this can be described in terms of the

OCT signal slope (OCTSS) which has previously been explained [27, 29, 30,

45–48].

The permeability rates of different analytes, such as lipoproteins, and drugs

passing through biological tissues can be calculated using the OCT signal slope

(OCTSS) method. The two-dimensional OCT images are averaged in the lateral

(x axial) direction into a single curve to obtain an OCT signal that represents a one-

dimensional distribution of intensity in-depth; this can be seen in Fig. 26.2.

Average permeability rate is computed by analyzing OCTSS changes induced

from analyte or drug diffusion in a specific depth region. A linear region from

1D OCT signal is chosen, and its thickness (zregion) is calculated. The local increase
of permeating drug or analyte concentration in the chosen region causes the

scattering coefficient to decrease, which is clearly reflected in the OCTSS graph.

The time (tregion) is calculated from the point where OCTSS starts to decrease until

a reverse process takes place. The reverse process is believed to arise from the

difference in the concentration gradients on both sides of the tissue causing the

fluid to travel from the region of lower concentration to higher concentration;

water reenters the tissue after diffusing out due to the action of the permeating

species. The permeability rate ( �P) is calculated by dividing the measured thickness

of the selected region by the time required for the agent to permeate the

vessel: �P ¼ zregion
tregion

.
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26.3 Cardiovascular Tissue

26.3.1 OCT Experiments on Porcine Aorta

Alterations in the structure and morphology of vascular tissue can be caused by the

development of an atherosclerotic plaque. A change in the organization of cells and

fibers that compose the tissue could significantly impact the permeability rate of

molecules (e.g., drugs, glucose), particles (e.g., lipoproteins), and cells (e.g., mac-

rophages). Therefore, knowledge of permeation values obtained using OCT could

potentially aid in diagnosing diseases and help in differentiating between normal

and diseased specimens. This section deals with quantification of glucose perfusion

in normal and atherosclerotic regions of porcine aorta.

The permeation rates were measured in normal and diseased sections of a fresh

hypercholesterolemic porcine aorta. Continuous imaging was performed for

approximately 1 h for each specimen. Glucose was chosen for molecular perme-

ation in porcine aorta since it has been extensively used in other studies conducted

on various tissues [27, 29, 32, 34, 45–49]. According to our preliminary studies,

glucose is also one of the most available, potent molecules that significantly affect

tissues’ scattering properties and, thus, is easily detectable with high signal-to-noise

ratio.

The 2D OCT images of a normal and an atherosclerotic porcine aorta

tissue sample are presented in Fig. 26.3. There is no significant difference between

OCT images of normal tissue and tissue showing first onset of atherosclerotic

disease (Fig. 26.3a and b, respectively). Figure 26.3c shows the histological

section of a normal sample, whereas Fig. 26.3d shows the histology of a diseased

section.

A typical OCTSS graph for a normal porcine aorta during glucose permeation is

shown in Fig. 26.3e. The tissue sample was submerged in saline solution and

monitored for �10 min to establish a baseline before the glucose was added to

the solution. The OCT signal slope eventually decreased due to the reduction of

scattering within the tissue, directly caused by the local increase of glucose

concentration. The glucose solution reached the monitored region approximately

20 min after administration and another 20 min was required for it to completely

permeate through the sample tissue. The consequent increase in OCTSS could have

resulted from diffusion via concentration gradient differences on either side of the

tissue; the net fluid (mainly water) movement from areas of low concentration to

those of higher concentration prevails until equilibrium is reached. The permeabil-

ity rate of 20 % glucose was determined to be (6.80 � 0.18) � 10�6 cm/s (n ¼ 4).

Figure 26.3f illustrates an atherosclerotic porcine aortic tissue OCTSS graph. The

same procedure is implemented as used for the normal tissue experiments. The

specimen was imaged for�10 min to establish a baseline before glucose was added

to the saline bath. Diffusion of glucose in the monitored region started�7 min after

the onset of diffusion with the same reverse process occurring 12 min later. The

permeability rate of 20 % glucose in atherosclerotic aortic tissues was calculated to

be (2.69 � 0.42) � 10�5 cm/s (n ¼ 7) (see Fig. 26.4).
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The results from this study indicate that glucose permeates atherosclerotic tissue

more rapidly than it permeates normal tissue. These results suggest that the athero-

sclerotic tissue has more interstitial defects, rendering it “leaky and porous.”

Fig. 26.3 (a, b) OCT images of a normal and atherosclerotic porcine aortic tissue, respectively;

(c, d) histological sections (10 mm) for the normal and atherosclerotic specimens; (e, f) typical
OCTSS graphs as a function of time recorded from a normal porcine aorta sample and an

atherosclerotic porcine sample, respectively, during glucose permeation experiments
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These defects may be due to calcified nodules or plates that do not pack efficiently

or to disruptions of fibrin, collagen, or elastin packing.

The structural OCT images obtained from our experiments did not allow differ-

entiation of normal from diseased tissues as shown in Fig. 26.3a and b, respectively.

However, the functional images provided by the OCT system allowed effective

differentiation between normal and abnormal tissue regions (Fig. 26.4). If particle

and molecular permeation through arterial tissue is controlled by particle size,

it would be reasonable to hypothesize that lipoproteins of increasing size will

permeate at decreasing rate. Hence, the order of permeation rate should be HDL

(0.25 � 106 Da) > LDL (2.1 � 106 Da) > VLDL (4.5 � 106 Da).

26.3.2 OCT Experiments on Human Carotid Endarterectomy Tissues

The relative rates of influx and efflux of lipoproteins are significant factors to be

considered in studying the physiological mechanisms that contribute to the forma-

tion of atheroma. In the present study, we have used OCT to measure perfusion

through yet another biological system, the intimal layer of the carotid arterial wall.

This layer is obtained from human carotid endarterectomy (CEA) specimens, which

contain normal healthy segments and diseased atherosclerotic segments which

included lipidic, calcific, hemorrhagic, and/or fibrotic components (Fig. 26.5).

Each OCT experiment was performed within 24 h after receiving the CEA speci-

men. Progression of this process is thought to involve the accumulation of modified

LDL [50] in the subintimal space, while regression is believed to involve removal

of cholesterol by HDL [51, 52] (reverse cholesterol transport). This study has been

directed toward measuring and comparing the rates of VLDL, LDL, and HDL [53]

influx into normal and atherosclerotic CEA tissue with the expectation that the

results will provide new insights into the mechanisms of atherogenesis.

Tissue viability was quantitatively measured with the live/dead cell assay

described by Allison et al. [54]. About 300-mm sections were stained in 4-mM
calcein AM and 2-mM ethidium homodimer then viewed by confocal microscopy.

Live cells bind calcein AM at their surface and emit light at 515 nm (green) when

Pnormal = (6.80 ± 0.18) × 10-6 cm/s 

Pdiseased = (2.69 ± 0.42) × 10-5 cm/sFig. 26.4 A schematic

illustrating the greater

permeability rate of glucose

through atherosclerotic aorta

compared to normal aorta
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excited at 495 nm. Dead cells allow entrance of ethidium and hence fluoresce at

635 nm (red) when excited at 495 nm. Unstained tissue (negative control) was used

to determine tissue autofluorescence. Tissue treated with 70 % ethanol for 30 min

served as a positive control for dead cells. Positive control for live cells was a 3D

culture of aortic smooth muscle cells.

Each tissue sample was immersed in PBS and imaged for 5 min to acquire

baseline data (Fig. 26.6). Subsequently, a particular analyte (VLDL, LDL, HDL, or

glucose) was added to the well containing the tissue sample, and image acquisition

continued for another 40 min. A schematic representation of the methods used for

these experiments is shown in Fig. 26.7, and the permeability rates of the various

experiments are summarized in Fig. 26.8.

The viability of the CEA tissues used is demonstrated in Fig. 26.9. Ethidium

diffused within all the cells treated with ethanol as shown in Fig. 26.9a serving as

Fig. 26.5 CEA specimen

illustrating normal tissue in

the proximal common (PC)
and external (EC) segments

(black arrows), and diseased

tissue in the bifurcation (BC)
and internal (IC) segments

(white arrows)

Fig. 26.6 Magnified

photograph of a 6-mm-

diameter carotid tissue sample

immersed in PBS buffer in

a well of a 96-well microtiter

plate
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a positive control for dead cells. The live aortic smooth muscle cells did not allow

penetration of ethidium, yet the calcein bound to the outer membranes of the cells

provided a positive control for live cells (Fig. 26.9b). Note the presence of live cells

in both normal and diseased CEA tissues, demonstrating the viability of these

specimens as shown in Fig. 26.9c and d.
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Fig. 26.8 Comparative data acquired from lipoprotein perfusion experiments; analyte type vs.

permeability rate for VLDL, LDL, HDL, and glucose in both normal and diseased human carotid

endarterectomy tissue samples, at 20 �C and 37 �C. (n) represents the number of tissue disks

analyzed

Fig. 26.7 Schematic representation of the tissue preparation and experimental procedure.

(a) Tissue disks were cut using a 6-mm-diameter biopsy punch, (b) tissues were transferred in

PBS to a microtiter plate, (c) functional imaging was performed using an OCT system, and (d) an
analyte was added after acquiring 50 images for baseline data
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The initial hypothesis was that increasing temperature would be attended by

increasing permeation rates for each lipoprotein. This was in fact the case for all

three lipoproteins permeating through normal and diseased tissues. The mean

increase for VLDL, LDL, and HDL through normal tissue was 37.0 %. The mean

increase for these lipoproteins through diseased tissue was 13.2 %. The most

striking effect of temperature increase on permeability rate was observed with

LDL in normal tissues which exhibited an increase of 50.9 %.

The second hypothesis was that the permeation rate would be inversely related to

lipoprotein size (i.e., increasing size correlates with decreasing rate). This hypoth-

esis proved valid for VLDL, the lipoprotein with the largest diameter (>80 nm) and

smallest permeation rate. However, this hypothesis did not hold for LDL. Its

permeation rate through normal tissue at 37 �C {(4.77 � 0.48) � 10�5 cm/s} was

Fig. 26.9 Tissue viability test. (a) SMC treated with ethanol (negative control); (b) 3D culture of

SMC (positive control), (c) normal CEA tissue, and (d) calcified CEA tissue. Green ¼ live cells;

red ¼ dead cells
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97.1 % greater than the rate for HDL {(2.42 � 0.24) � 10�5 cm/s} under the same

conditions. This property of LDL prevailed only with normal tissues. With diseased

tissues at 20 �C, the rates increased (1.50 ! 1.97 ! 2.01) with decreasing particle

size (VLDL! LDL! HDL). A similar trend was observed at 37 �C (1.75! 2.01

! 2.43).

The third hypothesis was that diseased tissue would be more permeable than

normal tissue. This hypothesis proved valid for VLDL (mean ¼ 38.5 %) and HDL

(mean ¼ 14.2 %). For LDL, however, the normal tissue exhibited 47.7 % greater

mean permeability than diseased tissue. For normal carotid tissues at physiological

temperature (37 �C), the permeability rate of LDL was significantly higher than that

of glucose. This result suggests the presence of a cellular transport mechanism

specific to LDL. Previous reports have indicated that LDL permeates the endothe-

lial layer of aortic tissue primarily by two pathways: vesicles [55, 56] and leaky

junctions [57–59]. Leaky junctions within the endothelium originate from apoptotic

events and the formation of lesions due to an increase in the rate of cellular

turnover. An in vitro study of LDL transport compared the significance of these

two pathways and found that leaky junctions account for >90 % of LDL flux,

whereas vesicles account for <10 % [60]. Leaky junctions are temperature depen-

dent, being more abundant and greater in size at 37 �C than at 20 �C. These
differences could account for the dramatic increase in the permeability rate of

LDL at 37 �C.
The glucose permeation measurements reveal interesting properties of the nor-

mal and diseased arterial wall. The rate of glucose permeation through normal

tissue is not significantly increased by raising the temperature from 20 �C to 37 �C
(3.51 ! 3.70), suggesting that the normal intimal permeability to small molecules

is at or near its maximal value in this temperature range. Similarly, glucose

permeation through diseased tissue is not considerably changed upon raising the

temperature from 20 �C to 37 �C (6.31 ! 5.70). Significantly, the glucose perme-

ation rate through diseased tissue at 20 �C (37 �C) is 79.9 % (54.0 %) greater than

through normal tissue. The higher permeation rates for the diseased tissues suggest

the presence of defects that permit influx of small molecules like glucose, but not

large particles like lipoproteins.

This study benefited from several unique advantages: (1) OCT does not perturb

the CEA tissue or permeating species. (2) Both normal and diseased tissues could

be obtained from the same tissue specimen. (3) The amount of tissue and perme-

ating species required was small, allowing adequate experiment replication. How-

ever, the study did have significant limitations: (1) The permeating species were not

competed by other components that would be present in normal blood. (2) Mea-

surements were performed using static, nonflowing solutions. (3) The CEA tissue

contained only the intimal layer and plaque, not the media or adventitial layers.

Our observation that LDL permeates CEA tissue faster than other lipoproteins is

consistent with a much earlier report that 125I-LDL enters the normal arterial wall

rapidly and interacts with it [61]. This interaction includes both binding to the

arterial wall and degradation of the radiolabeled LDL protein. These studies were

extended later in the balloon de-endothelialized rabbit aorta, which was injected
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with 125I-LDL. Anterior scintigrams demonstrated sequestration of the labeled

lipoprotein by the aorta [61]. In a separate study, 125I-LDL was also shown to

accumulate in the carotid arteries of patients previously injected with the labeled

lipoprotein [62]. The retention of LDL in the arterial wall may be controlled by

atherin, a protein that avidly binds LDL and is found only in atherosclerotic lesions,

not in normal intima [61].

26.3.2.1 CEA Experiments Summary
The permeability rate of VLDL, LDL, HDL, and glucose in normal and diseased

human CEA tissue at 20 �C and 37 �C was measured using OCT. A significant

difference (p < 0.05) between 20 �C and 37 �C in normal tissue was found for the

permeability rate of LDL, (3.16� 0.37)� 10�5 cm/s and (4.77� 0.48)� 10�5 cm/s,

respectively, supporting previous suggestions for an arterial transport mechanism

specific to LDL. The permeability rate of LDL in diseased tissue was significantly

lower than that in normal tissue (consistent with the greater abundance of LDL in

diseased tissue). OCT has proven to be a noninvasive and nondestructive method

for determining the permeability rates of lipoproteins, and other small analytes, in

CEA tissues. Direct experimental measurement of depth-resolved lipoprotein influx

rates for normal and diseased vasculature is essential for our understanding of the

complexities of arteriosclerotic plaque formation.

26.4 Validation of OCT Using Fluorescent Microscopy

In previously described studies, effective OCT-based methods have been developed

for the determination of diffusivity of molecules and drugs by detecting changes in

tissue’s optical properties as the analytes perfuse through extracellular matrix

[27, 47–49, 63, 64]. However, in order to determine the effectiveness of OCT

in noninvasive permeation studies, a comparison with a conventional, well-

established method already in use (the gold standard) had to be made. The focus

of this study was to compare the permeability rate of dextran tetramethylrhodamine

fluorescent dye in vascular tissues measured with both the OCT system (completely

nondestructively) and a fluorescence microscope (FM), via standard histological

examination.

Freshly excised porcine aortas were transported to the lab while submerged in

chilled saline solution. A sagittal incision was made on the aorta creating a 2D

sheet, which was then cut into 1 cm square samples. The permeability of dextran

tetramethylrhodamine dye (MW 3,000) was monitored comprehensively using

OCT and fluorescence microscopy. Experiments in both imaging methods were

begun simultaneously after the tissue was obtained, ensuring the accuracy of the

study. The dye solution used in the experiments was prepared by diluting 1 mg

of the dextran in 10 ml of distilled water, and the resulting solution was kept at

4�C and protected from exposure to light to prevent photobleaching. The acquired

image data was obtained through the OCT system.
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An aorta sample was placed on top of saline solution on a glass slide in order to

preserve hydration of the tissue during the course of imaging. The fluorescent dye

was added about 5 min after the onset of imaging after a baseline was established,

and the tissue was continuously imaged for 30 min. The permeability rate was

calculated for these images by implementing the OCTSS method.

The histological examination of the time-dependent dye diffusion was executed

by using a standard fluorescent microscope (Olympus BX61). Excised 1 cm2 square

aorta samples were taken from saline solution and placed on individual glass slides

to which 0.5 ml of dye solution was added simultaneously. The control and tissues

with the dye were placed on a 35-mm-diameter cryocassette disk and covered with

cryochrome and frozen on dry ice. The aorta tissues were then segmented laterally

in 10 mm slices and, eventually, were mounted on microscope slides for imaging.

These tissue samples were frozen at different time increments (10, 15, 20, 25, and

30 min) after the addition of the dye solution. The same procedure was repeated to

prepare slides for all tissue samples [65].

All of the images acquired by fluorescence microscopy were normalized to the

maximum value from the control sample, thus eliminating the background

autofluorescence created by the tissue itself. The distance traveled by the dye in

the tissue was measured at each time increment, thus allowing an accurate calcu-

lation of the permeability rate of the fluorescent dye, which was estimated by

dividing the distance traveled at each time increment.

A sample OCTSS graph for a porcine aorta during a dye diffusion experiment is

shown in Fig. 26.10. The tissue was first imaged for about 5 min to establish

a baseline before adding 0.5 ml of the dye solution. A region inside the artery

which was 140 mm thick (zregion) was selected to calculate the permeability rate.

Figure 26.10 indicates a rise in the OCTSS region labeled dye diffusion which

demonstrates that the absorption rate increased as the dye solution reached the

monitored region.

Fig. 26.10 OCT signal slope

graph of dye diffusion

experiment in porcine aorta
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After the dye penetrated through the entire monitored region in the tissue,

a saturation stage was reached, as illustrated by a flat line in the OCTSS graph.

To obtain the time interval required for the dye to diffuse through the indicated area,

the region where the slope increased in the OCTSS graph was taken, and the time

interval was estimated to be approximately 10 min. From this information, the

permeability rate was computed to be 2.59 � 10�5 cm/s [65].

Figure 26.11a depicts the control image where no dye was introduced, and

Fig. 26.11b–f shows images of dye in aorta at 5-min intervals. The distances that

the dye traveled in these images were measured to be 120, 181, 191, 263, and

350 mm, respectively, which correspond to an average permeability rate of 1.86 �
10�5 cm/s. The permeability rate of the dye was found to be (2.45 � 0.46) �
10�5 cm/s (n ¼ 3) from the OCT method and (2.08 � 0.31) � 10�5 cm/s (n ¼ 8)

from the fluorescence microscopic measurement. Comparison of the two perme-

ability rates can be found in Table 26.2. Thus, the results obtained from OCT

experiments correlate reasonably well to those acquired using fluorescence

microscopy.

Slight differences in the averaged values and standard deviations from the two

experimental methods could be attributed to the mechanical changes the aorta

Fig. 26.11 Microscope images of porcine aorta in a dye diffusion experiment at times 0, 10, 15, 20,

25, and 30 min corresponding to images (a), (b), (c), (d), (e), and (f), respectively [65]

Table 26.2 Permeability rate of glucose in porcine aorta found using OCT compared to perme-

ability rate determined by fluorescence microscopy

OCT (n ¼ 3) Fluorescence microscopy (n ¼ 8)

Permeability rate (cm/s) (2.45 � 0.46) � 10�5 (2.08 � 0.31) � 10�5
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tissues underwent in the fluorescent microscopic trials. It is well-known that

freezing and mechanical slicing of the samples can alter their thickness, explaining

the variations in estimation of the dye diffusion region. Another potential source of

error is that the average refractive index for aorta was assumed to be 1.4 in all

calculations performed with the OCT method. Even though this assumption is not

entirely accurate, it did not affect the measured permeability rate values since the

error margin fell within the standard deviation.

Overall, the results obtained by OCT and fluorescence microscopy indicate that

OCT is a valid technique for measuring molecular permeation through biological

tissues. The technique is completely noninvasive, making it a good candidate for

clinical application in the future.

26.5 Conclusion

This chapter demonstrates the capability for OCT to noninvasively and nondestruc-

tively measure the permeation rates of various analyte in vascular tissue. Perme-

ation rates of a small molecule (glucose) and large particles (VLDL, LDL, and

HDL) through porcine aortic tissue and CEA samples were demonstrated. Temper-

ature-dependent experiments were conducted. The permeation of glucose did not

change significantly when the temperature was elevated from 20 �C to 37 �C, while
the permeation of LDL increased almost twofold with the same temperature

elevation. This suggests that the tissue is freely permeable to small molecules

over this temperature range, while this increase in temperature alters the structure

of the arterial intima in a way that allows it to become much more permeable to

large particles on the order of 20 nm in diameter. Unexpectedly, at 37 �C, the
permeation of LDL was 1.3-fold greater than that of glucose, suggesting that at this

physiological temperature the movement of LDL across the intimal boundary is

enhanced by an active mechanism in addition to passive diffusion.

The permeability rates of VLDL, LDL, HDL, and glucose in normal and

diseased human CEA tissue were measured. With the exception of LDL, the

permeation rates of these particles/molecules were higher in the diseased samples.

This supports previous suggestions for an arterial transport mechanism specific to

LDL in normal arterial tissue.

In summary, OCT is a well-suited imaging modality for conducting permeation

trials. Such studies could improve the understanding of the penetration and accu-

mulation of lipoproteins in arterial wall and, thus, could enhance our knowledge for

the treatment of atherosclerosis.
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Abstract

This chapter presents the practical embodiment of two types of optical coherence

microscope (OCM) modality that differ by probing method. The development and

creation of a compact OCM device for imaging internal structures of biological

tissue at the cellular level is presented. Ultrahigh axial resolution of 3.4 mm and

lateral resolution of 3.9 mm within tissue was attained by combining broadband

radiations of two spectrally shifted SLDs and implementing the dynamic focus

concept, which allows in-depth scanning of a coherence gate and beam waist

synchronously. This OCM prototype is portable and easy to operate; creation of

a remote optical probe was feasible due to use of polarization maintaining fiber.

The chapter also discusses the results of a theoretical investigation of OCM axial

and lateral resolution degradation caused by light scattering in biological tissue.

We demonstrate the first OCM images of biological objects using examples of

plant and human tissue ex vivo.

Another variant of OCM is based on a broadband digital holographic

technique. The final section of the chapter concerns 2D or 3D optical coherence

tomography (OCT) imaging of the internal structure of strongly scattering media

with micrometer-scale resolution by processing 200 sets of 2D holographic

complex reconstructions at interference reception of backscattered light

obtained at different wavelengths separated by a fixed spectral interval in the

wavelength region of tens of nanometers. This technique of internal

structure visualization apparently has a number of advantages over the known

time-domain and spectral OCT methods, including the absence of transverse

scanning systems at 3D visualization, and transverse spatial resolution has no

limitations inherent in the correlation and spectral OCT techniques.

27.1 Compact Optical Coherence Microscope

27.1.1 Introduction. Overview of the Main Approaches to OCM
Design

Optical coherence microscopy (OCM) is a new biomedical modality for

cross-sectional subsurface imaging of biological tissue combining the sectioning

abilities of optical coherence tomography (OCT) with confocal microscopy (CM).

In OCM, spatial sectioning due to tight focusing of the probing beam and pinhole

rejection provided by CM is enhanced by additional longitudinal sectioning

provided by OCT coherence gating. For the first time, the OCT technique was

used to enhance optical resolution of confocal microscopy by Izatt et al. [1].

Later, the OCM method and its potential for clinical application were studied

and discussed in Ref. [2]. In that study, OCM images of a 5-mm layer

located at the depth of 500 mm of the normal human colon specimen were acquired.

The OCM images clearly demonstrated structures with resolution at the cellular

level.
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One of the main challenges of OCM is to provide high axial resolution by means

of ultra-broadband light sources. As in OCT, the longitudinal resolution in OCM

depends on bandwidth of a light source. Axial OCM resolution at a subcellular level

was reported in Ref. [3], where a Kerr-lens mode-locked Ti:sapphire laser with

double-chirped mirrors with a bandwidth up to 350 nm was used. At the wavelength

of 0.8 mm, the authors attained 1-mm longitudinal resolution and 3-mm transverse

resolution in biotissue. In Ref. [4], a superluminescent Ti:Al2O3 crystal was

demonstrated as a possible light source for ultra-high-resolution OCT. This new

source yielded light with power of 40 mW and bandwidth of 138 nm, which

provided longitudinal resolution of 2.2 mm in air and 1.7 mm in tissue.

The feasibility of ultra-high axial resolution using supercontinuum generation

was demonstrated by Hartl et al. [5]. The authors developed a broadband OCT

imaging system with bandwidth of 370 nm and central wavelength of 1.3 mm.

The longitudinal resolution of 2.5 mm in air and 2 mm in tissue was attained.

An unprecedented axial resolution using supercontinuum generation was reported

in Ref. [6]. The optical spectrum of generated light extended from 550 to 950 nm

(l ¼ 725 nm, Pout ¼ 27 mW); the corresponding axial resolution in air was 0.75

and 0.5 mm in biological tissue.

Nowadays, semiconductor diodes are the most compact broadband IR light

sources. In Ref. [7], the authors combined radiations of several broadband

luminescent diodes (LEDs) in order to improve longitudinal resolution of OCM

by broadening the probing light spectrum. As a result, resolution was sufficient to

successfully image microspheres with a diameter of 6 mm up to the depth of 500 mm
in a scattering medium containing a suspension of 0.2-mm particles. For the same

purpose of improving axial resolution, radiations of two superluminescent diodes

(SLDs) with central wavelengths separated by 25 nm (830 and 855 nm,

respectively) were combined [8]. The effective bandwidth of 50 nm was achieved,

which corresponded to axial resolution of 6–7 mm in tissue. Although the

semiconductor sources cannot yet provide axial resolution attainable by other

sources, the field of IR optics is nevertheless rapidly evolving.

A second major challenge in OCM is to perform synchronous axial scanning of a

sharply focused focal spot and the coherence gate while keeping their spatial

alignment constant. For this purpose, in Refs. [1] and [2], the object itself was

moved through a high-aperture lens and OCM images of a thin layer of the object

near the focal area were acquired. In Refs. [3] and [4], several individual images

obtained with the focus at different depths were fused to yield a composite image.

The problem of synchronous scanning was partially solved when the dynamic focus

method was proposed [6, 7]. In this method, the coherence gate and the sharply

focused area of the probing beam are spatially aligned and moved in the axial

direction simultaneously. In some designs the dynamic focus was attained by

mounting an output objective of the signal arm and a retroreflector in the reference

arm on the same scanning platform. However, this schematic provides satisfactory

results only for relatively short scanning distances, because the mismatch between

the coherence gate and sharply focused area is compensated only partially. In the

alternative approach of dynamic coherence focus described in Ref. [9], the optical

27 Optical Coherence Microscopy 1129



length of the sample arm does not change during scanning. As a result, the

coherence gate remains in the beam focus, requiring no additional adjustment of

the reference arm. In Ref. [10], the authors describe another realization of the

method for precise alignment of the focal area and coherence gate. Synchronous

scanning is attained by moving the tip of the output fiber and a lens inside of the

objective. This approach was successfully applied to determine refractive indices of

different subsurface layers of biological tissue in vivo.

In our study we developed and fabricated a prototype of a compact OCM with

a flexible sample arm and a remote optical probe for laboratory and clinical environ-

ment. To achieve axial resolution at the cellular level, a light source with effective

bandwidth of 100 nmwas developed. It comprised two semiconductor SLDs based on

one-layer quantum-dimensional (GaAl)As-heterostructures with shifted spectra.

Radiations from both SLDs were coupled into polarization-maintaining (PM)

fiber by means of a specially designed multiplexer. The multiplexer was spectrally

adjusted in order to achieve the minimum width of auto-correlation function (ACF).

To broaden the bandwidth of a Michelson interferometer, the polished coupler based

on anisotropic fiber with broadband of 3 dB was developed.

We also solved the problem of the dynamic focus by scanning the output lens of

the objective located at the very end of the sample arm. The lens movement was

controlled by the electronic system, thus allowing alignment of the sharply focused

focal spot with the coherence gate spatially during their simultaneous scanning

depth of 0.5–0.8 mm in biological tissue.

A method for suppression of spectral side lobes caused by non-uniformity of the

light source spectrum was developed and successfully applied; the suppression

efficiency was also estimated.

In addition, the problem of light propagation in a scattering medium was solved

numerically. The dependence of axial resolution on the probing depth was studied

for different parameters of the scattering and absorbing medium and the incident

spectrum of probing radiation.

27.1.2 Interferometer for Compact OCM

A diagram of a compact OCM interferometer based on the traditional OCT scheme

using PM fiber is shown in Fig. 27.1. The fiber optical Michelson interferometer

employed for OCM comprises sample and reference arms. The use of anisotropic

fiber allows the signal arm to be flexible, which is important for clinical

applications. A light source consisted of two SLDs based on one-layer quantum-

dimensional (GaAl)As-heterostructures with central wavelengths of 907 and

948 nm, bandwidths of approximately 53.4 and 72 nm, and initial power of 0.9

and 3 mW, respectively.

The probing light produced by the light source is passed through the sample arm

to the optical probe. The probe comprises the optical and mechanical systems that

perform focusing of the beam and also axial and lateral scanning. At the same time,

the probe collects light backscattered by the object. The reference arm delivers
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light onto a reference mirror and transports it back to the beamsplitter. At the

beamsplitter, the light from both arms of the interferometer is combined. The light

backscattered by the object would produce interference fringes with light reflected

from the reference mirror only if the path-length difference between the arms does

not exceed the coherence length of the source. The interference fringes

are detected by the photo diode. The path-length difference between the arms of

the interferometer (DL) was modulated by a linear law DL ¼ D _L � t to perform

heterodyne detection of the interference signal. This was attained by elastically

stretching and contracting in antiphase the fibers using modulators based on

piezoelectric converters [11]. In this case, the probing depth h inside of the object,

from which the signal is measured, varies at a rate _h ¼ D _L
nfgr
nmgr

, where nfgr and nmgr
are group-refractive indices of a fiber material and the object, respectively.

When the path-length difference between the arms is changed linearly at the

rate of D _L , optical frequencies in the interferometer arms differ by a value of the

Doppler shift. Therefore, the interference signal contains the component at

a Doppler frequency F ¼ 2D _Lnf
l0

¼ 2nmgr
_h
l0

nf
nfgr

, where nf is the fiber phase refractive
index, and l0 is the vacuum wavelength of probing radiation. For instance, at

the wavelength of 0.94 mm and the Doppler frequency of 0.4 MHz the optical

path-length difference between the interferometer arms is changed at the rate

of D _Lnf � 0.13 m/s.

The optical probe comprises a scanner that provides the “dynamic focus” by

longitudinally scanning an output lens of the objective in the axial direction. The

Fig. 27.1 OCM functional scheme
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scanner also moves the probing beam in the lateral directions, thus, generating both 2D

and 3D images. The optical layout of a scanner consists of a two-lens objective;

therefore allowing use of the maximum numerical aperture of the output lens. The

objectivemagnification is equal to unity; the diameter of the focal spot is less than 4mm.

In the current design, the effective “dynamic focus” is implemented up to the depths at

which sharp beam focusing starts to degrade due to multiple scattering of light.

Movement of an optical beam along the object surface is attained by moving an

additional lens of the objective transversely. Scanning is performed by an electro-

mechanical system that is incorporated into an optical probe at the end of the

sample arm of the interferometer. The scanning process is fully automated and

computer controlled.

The interference signal was detected using a photo diode with a fiber

optical input characterized by a high quantum yield (>0.8) and low noise level.

After analog processing, the signal is fed to a computer through an analog-digital

converter. The computer is further utilized for digital signal processing, recording,

and displaying of images.

According to the scheme of signal detection and analog processing, the resulting

signal comprises a component that is proportional to the logarithm of the coefficient

of tissue backscattering. The two-dimensional field of tissue backscattering coeffi-

cient obtained by scanning in depth (by changing the optical path-length difference

between the interferometer arms) and along the object surface (by moving the

probing beam laterally) is displayed on a computer monitor and stored for further

processing. In contrast to many other indirect modalities of imaging of turbid

media, reconstruction of both OCT and OCM images from the measured signal

does not require solution of the complex inverse problem. Each in-depth element of

an image corresponds to the certain time of light propagation to this element and

back, i.e., the certain path-length difference between the interferometer arms.

Therefore, the obtained images are relatively easy to interpret because they do

not require any post processing and can be displayed in real time during scanning.

27.1.3 Development of Broadband Light Source and Interferometer
Elements

Miniature superluminescent emitters and fiber elements of the interferometer are the

basis for creation of compact portable devices that are suitable for clinical and

industrial environments. The superluminescent semiconductor diodes based on one-

layer quantum-dimensional (GaAl)As-heterostructures with central wavelengths of

907 and 948 nm, spectral widths of about 53.4 and 72 nm, and initial radiation power

in the output of the single-mode fibers of 0.9 and 3 mW were employed as a light

source. Spectra and corresponding ACFs of SLDs used are shown in Fig. 27.2.

The spectra of the both SLDs have complicated shapes that are inherent for

quantum-dimensional heterostructures [12, 13]. When the radiations of two SLDs

are mixed, the spectrum of resulting radiation considerably depends on the ratio of

initial powers of each SLD. Figure 27.3a illustrates several resulting spectra
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obtained at the fixed power (0.9 mW) of a 907 nm SLD and varying power of

a 948 nm SLD (relative attenuation a of the initial power of the 948 nm SLD is

attained by lowering the pumping current). Corresponding ACFs are shown in

Fig. 27.3b. The resulting optimal spectrum was of a complex shape; bandwidth of

generated light was slightly wider than 100 nm and corresponding minimum width

of the central ACF lobe was 4.9 mm (free space). The side lobes of ACF were

suppressed to the level of 17.5 dB as compared to the central main peak.

Spectral tuning of the fiber optic multiplexer combining optical radiations from

two SLDs in one fiber was found to be critical. By controlling the parameters of the

multiplexer during assembly, the multiplexer output was optimized to provide

the narrowest ACF, which automatically provided the widest bandwidth of

the resulting spectrum. The multiplexer was made of halves of a polished coupler

using anisotropic fiber. The final assembly of the multiplexer was performed with

light introduced into both halves; the output ACF of the resulting radiation was

controlled with a correlometer and optimized as described above until the minimum

width of the resulting ACF was attained.

Figure 27.4 shows several curves of the resulting ACF width versus total output

power of the multiplexer. Parameter a was a ratio of current power of 948 nm SLD

to the initial power of 3 mW. The narrowest achieved ACF width corresponded to

4.75 mm in air.

The interferometer comprised a fiber optical 3-dB coupler built of polished

elements. There was observed optical coupling of modes in the polished elements

due to interaction of exponentially decreasing fields occurring mostly in fiber

coating. Polished couplers in contrast to welded ones usually provide a higher

degree of isolation of polarization modes with the extinction coefficient of at

least 35 dB. However, typical couplers of this type have bandwidths that are

insufficiently wide for use in interferometers with bandwidths of light sources at

the order of 100 nm. In our study, we analyzed the possibility of increasing the

broadband of the 3-dB coupler by optimizing its parameters. As a result, we

determined a more optimal domain of parameters and developed a 3-dB coupler
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with improved broadband. Figure 27.5 presents experimental curves of the transfer

coefficient during successive propagation and coupling in conventional and novel

couplers. As can be seen from the graph, the novel design provides broadband

approximately twice that of a conventional design. The parameters of the novel

3-dB fiber optical coupler are listed below: spectral bandwidth of 150 nm with

central wavelength of 0.94 mm, insertion losses less than 0.2 dB, and the level of

cross-talk between the polarization modes less than 35 dB.

27.1.4 Influence of Light Scattering on OCM Spatial Resolution

Multiple small-angle scattering affects spatial resolution of the OCM method

significantly. In the transparent non-scattering medium, in-depth spatial resolution

of the method is defined by a longitudinal coherence length (lc) that is related to

a coherence time (tc) and the velocity of light in the medium (vn): lc ¼ vntc
2
. OCM

sub-micron lateral resolution is determined by the waist size of the probing beam
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and is attained by using large numerical apertures. However, at typical imaging

depths within biological tissue, multiple small-angle scattering becomes the

dominant reason responsible for reducing the quality of obtained OCM images.

Owing to multiple small-angle scattering, the radius of the focal spot increases, thus

resulting in degradation of OCM lateral resolution. Moreover, the phenomenon of

small-angle scattering also decreases OCM axial resolution due to multipass

of photons.

However, the analysis of OCM resolution performed on the basis of the above-

discussed theoretical model allows us to conclude that loss of spatial resolution due

to scattering can be reduced by strong focusing of the probing beam, and in this way

both lateral and axial resolution can be improved.

Figure 27.6 shows a dependence of OCM lateral resolution versus imaging depth

for various waist sizes of the probing beam waist. It is assumed that an OCM image

is reconstructed by synchronous in-depth scanning of the beam focal spot and the

length of the reference arm while keeping the beam waist size constant. The lateral

resolution was estimated by the FWHM of an OCM image of a point object

obtained from the theoretical OCT model described in ▶Chap. 24 (▶Sect. 24.2)

[14, 15]. (All presented dependences are calculated for a medium with scattering

coefficient ms ¼ 10 mm�1, anisotropy factor g ¼ 0.9, and initial longitudinal

coherence length lc ¼ 5 mm.) As is seen from the Fig. 27.6, OCM lateral resolution

is preserved for larger imaging depths for probing beams with smaller initial sizes

of beam waists. Starting from 10 mean free paths (mfp), a considerable loss of

lateral resolution occurs due to diffuse widening of the probing beam at the focal

depth. Under these conditions, the focusing effect also disappears and the behavior

of lateral resolution versus depth becomes asymptotic and universal for all initial

sizes of beam waists.

The idea of how OCM lateral resolution is lost can be deducted from imaging

the layer with sinusoidal spatial modulation of the backscattering coefficient.

Figure 27.7 demonstrates contrast of such a structure, i.e., the relative modulation

amplitude of detected intensity versus the layer depth within scattering medium.
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The contrast depends on the structure scale significantly. At shallow depth, the

structures for which the scale is comparable to the size of the beam waist have far

less contrast than those with the scale on the order of 10 diameters of the beam

waist. Contrast degradation with the imaging depth can be explained by beam

widening at the focal volume, the beam waist first becomes comparable with the

structure scale and then exceeds it.

It is important to point out that axial resolution of the method of OCM benefits

from tight focusing of the probing beam due to retaining of the longitudinal

coherence length for larger imaging depth in comparison to non-focused or weakly

focused beams. OCM axial resolution is defined as the width of an OCM image of

a thin backscattering layer. Figure 27.8 shows the dependence of OCM axial

resolution on the imaging depth for different sizes of beam waists. At shallow

depth, strong focusing provides better axial resolution because ballistic photons of

a highly focused beam contribute greater to the total light distribution at the focal
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volume. However, at larger depths one can notice a sharper decrease of axial

resolution for beams with smaller widths. This effect can originate from the fact

that, for a beam focused deep inside of a scattering medium, the backscattered

OCM signal is registered not from the focal volume precisely but from a closer

distance due to group retardation of photons. In the case of tight focusing, the beam

volume that contributes to the detected signal is larger than that of a weakly focused

beam. Therefore, the OCM image is formed by photons undergoing more scattering

events, which results in a significant loss of axial resolution. Figure 27.9 shows the

behavior of OCM axial resolution for various imaging depths as the beam waist

increases.

In summary, the analysis of OCM spatial resolution shows that tight focusing of

the probing beam allows preserving both lateral and axial resolution up to the depth

of 10 mfp due to increased contribution of ballistic photons to an OCM signal.

27.1.5 Electro-mechanical System for Dynamic Focus

The optical probe comprising the focusing system and the means for transversal

beam scanning is located at the distal end of the sample arm of the interferometer.

The optical layout of the focusing system consists of two lenses with effective

magnification of unity. The lateral focal spot size was equal to 3.9 mm, i.e., to

the diameter of fiber mode of the sample arm. The second lens allows using the

objective aperture with maximum efficiency. The dynamic focus is attained in this

OCM prototype by moving the output lens axially and thus providing longitudinal

movement of the focal spot through the object (Fig. 27.10a). The relationship

between the axial displacement of the focal spot in a medium and the coherence

gate while they are simultaneously scanned and the path-length difference between

the arms of the interferometer is established below. If the focal spot during lens

scanning is placed inside of a uniform medium with a refractive index n, then, as
shown in Ref. [9], the lens displacement DzL will correspond to the increase in

the optical path length of the sample arm by nngDzL. Here, ng is the group refractive
index of the medium. Therefore, when the lens is moved, the distance

between centers of the focal and coherence zones gets shifted by nngDzL. In our

interferometer, an additional modulator is used to scan the optical path-length

difference between the interferometer arms [11]. The path length difference of Dz
in free space corresponds to the displacement of the coherence zone in the

medium of Dz/ng. Obviously, the initially aligned focal spot and coherence

gate centers will not diverge during scanning only if the following condition is

satisfied nngDzL ¼ Dz. At the fixed rate of the path length difference scanning that

determines a Doppler frequency, the rate of the axial movement of the output lens

should be D _zL ¼ D _z= n � ng
� �

.

The typical length of the focal area (Rayleigh waist), say, for a focal spot

diameter of 3.9 mm is 26 mm. Therefore, spatial alignment of the coherence gate

and the focal spot should be quite accurate. The output lens was hanged in flexible

suspension and scanned according to the triangular law by an electromagnetic
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controller with frequency of 100 Hz (Fig. 27.10c). The amplitude-frequency

characteristic of the mechanical system was typical for resonance mechanical

systems with a resonance frequency of�40 Hz and a Q factor of�4 (Fig. 27.10b).

Since the frequency of lens scanning was close to the resonance frequency of

the system, the control triangular signal was pre-distorted to compensate for

the resonance response. As a result, it was measured that for the amplitude of

Fig. 27.10 Dynamic focusing in OCM

Fig. 27.11 OCM images of periodic patterns
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lens oscillations of 0.6 mm, the difference between the real motion and

the theoretical one did not exceed 2 % for approximately 80 % of the movement

range (Fig. 27.10d). The lateral resolution of OCM was analyzed using

a grating with a step of 10 mm. The OCM images of the periodic pattern

were recorded for several longitudinal positions of the sample. In a typical

image shown in Fig. 27.11, the contrast of the image is about 30 dB.

This corresponds well with the computational results for a Gaussian beam with

a waist of 3.9 mm in diameter.

Of course, it is not always possible to precisely align the coherence gate

and focal zone in real biotissue. This can be caused by deviations of refraction

index from its mean, which are typical for biotissue layers [10]. In fairly

thick layers of biological tissue, the misalignment can exceed the size of the

focal zone. However, this misalignment can be eliminated in a single layer

by correcting the lens movement law. To obtain an image with maximum

resolution over the whole scanning range, it is necessary to acquire several 2D

images with corrected focusing for particular layers of biological tissue and then

fuse these 2D images.

27.1.6 Digital Signal Processing as a Tool to Improve OCM
Resolution

As was described in Sect. 27.1.2, the radiation from two spectrally separated SLDs

was combined in one fiber. It was observed that the resulting radiation had a spectrum

of a non-Gaussian shape. This phenomenon led to the appearance of side lobes in

ACF at the distance of�10 mm from the main center peak with amplitude of�18 dB.

To suppress the side lobes, we developed a method of regularization of the spectrum

of the Doppler signal by means of digital signal processing. The idea of the method is

to devise a regularization function that could be used to multiply the original ACF

with side lobes and the product would yield ACF with nearly Gaussian shape with

suppressed side lobes. Using this function, the recorded radio-frequency (RF) signal

was converted and an OCM image was reconstructed.

Figure 27.12 shows the ACF shape before and after spectrum regularization.

It can be seen that the side lobes were suppressed approximately by 17 dB.

Figure 27.13 presents spectra of the Doppler signal before and after regularization

and the spectrum of the regularizing function. Note that along with the correction of

the spectrum, the regularization procedure eliminated noise outside of the Doppler

detection band. Figure 27.14 illustrates an example of an OCM signal from two thin

scattering boundaries separated from each other by 18 mm, before and after

regularization.

It can be seen from this figure that the side lobes of responses from two boundaries

overlap. Obviously, the resulting side lobes in the OCM signal in between the

central peaks of boundary responses depend on the phase difference between

the latter. As a result, the suppression of these combined side lobes by means

of regularization would also depend on a distance between responses. In this
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particular case, the side lobes were suppressed by 8 dB. If the distance

between neighboring imaging elements exceeds the coherence length, the degree

of side lobe suppression by regularization will be the same as for ACF and will

be equal to 17 dB.
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Fig. 27.13 Spectra of the

Doppler signal before (bold
solid line) and after

regularization (bold dotted
line) and the spectrum of the

regularizing function (solid
thin line)
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Fig. 27.12 Autocorrelation function before (bold line) and after (dotted line) regularization procedure
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Fig. 27.14 Bold line: OCT signal obtained from two reflectors, peaks 1 and 2, correspondingly;
dotted line: OCT signal after spectra regularization procedure. The amplitude of a side lobe

between peaks 1 and 2 is larger than the amplitude of peaks 2 and thus produces a false target

on a tomogram. Regularization method allows one to suppress side lobes significantly
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27.1.7 Experimental OCM prototype

All the ideas and approaches described above were implemented in our experimen-

tal compact OCM prototype. The OCM setup features a flexible signal arm

and a remote optical probe at the distal end. The probe is equipped with a

three-coordinate scanning device that controls a focal zone position. The size of

the optical probe in the largest dimension does not exceed 5 cm. The studied object

is placed atop the output window with immersion. Figure 27.15 presents

a general view of the compact optical coherence microscope and the remote

optical probe connected to the main body by flexible optical and electrical

cables. The dimensions of the OCM device in this configuration do not exceed

12 � 30 � 40 сm2, weight is about 7 kg. The OCM requires standard AC power

network, device power consumption is no more than 25 W. The OCM device can be

operated and images can be recorded and stored using a personal desktop or portable

computer with a processor 486DX-33 or higher. The OCM device in the current

design may be applied for intraoperative express analysis of human tissues ex vivo.

27.1.8 Biomedical Applications

Preliminary biomedical experiments using OCM were carried out on model media

and on biological materials ex vivo, namely, plant leaves and excised human tissues

were studied. Plant leaves were observed immediately after separation from the

stem in order to minimize influence of a decrease in cellular turgor on the quality of

images. Postoperative samples of human tissue were placed into physiological

solution right after excision and were studied during next 40 min. to avoid

postmortal tissue alterations.

Figure 27.16 shows OCM and OCT images of tomato and tradescantia leaves.

Images clearly demonstrate morphological features of studied objects. Advantages

of OCM over OCT are obvious: while OCT allows differentiation of mostly cellular

Fig. 27.15 General view of

OCM
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layers, and rarely large cells with a size of 50–100 mm, OCM easily visualize both

cellular layers and single cells with a size of 10–20 mm constituting these layers.

Quality of visualization of intracellular structures is determined not only

by spatial resolution of the method but also by the chosen plane of scanning because

sometime 2D scans miss cellular nuclei. 3D scanning of the object with a step

of several microns between the 2D planes allowed reconstruction of the true 3D

structure of the object, detecting cellular nuclei and accurate estimating of cellular

shapes and sizes.

Based on our experience with OCT where the most informative were tissues with

a stratified internal structure for the OCM study we chose organs covered with the

squamous epithelium. The idea of the study was to compare OCM and OCT

performances. Results of the study are shown in Fig. 27.17. Comparative analysis

0.5 mm

0.5 mm 0.5 mm

0.5 mm

OCT OCM

Fig. 27.16 OCT and OCM images of tomato and tradescantia leaves

Fig. 27.17 OCT and OCM images of uterine cervix ex vivo
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revealed that while standard OCT could visualize the tissue layers, namely, the

epithelium and underlying stroma, OCM could distinguish single cells constituting

the epithelium up to depth of 500 mm.

Therefore, clinical and biological experiments clearly demonstrate that spatial

resolution of OCM is sufficient for visualizing single cells. High spatial resolution

of OCM advances us to the realization of the idea of absolutely non-invasive “optical”

biopsy.We believe that another promising application of OCM is monitoring of plants

in vivo with a purpose of dynamic control of structural alterations. Non-invasive

investigation of internal structures of plants would allow studying the influence of

various environmental factors (external and internal). Such studies would definitely

benefit selections, ecology, and cosmic biology.

27.1.9 Conclusion

This part of the chapter presents development and fabrication of a compact

OCM based on broadband PM fiber elements. OCM combines advantages

of ultra-broadband OCT and high numerical aperture confocal microscopy.

An ultra-broadband light source was devised and constructed using two SLDs

with spectra covering the wavelength range of 0.88–0.98 mm. The light source

provided axial resolution of 4.75 mm in air. The optical layout of the OCM probe

comprised two micro lenses transposing the fiber tip with magnification of 0.8–1

and provided lateral resolution of about 3.9 mm. The focal volume of the probing

beam and the coherence gate were spatially matched and scanned in-depth

synchronously using the principle of the dynamic focus. For this purpose we

developed and created a three-coordinate electro-mechanical system. We also

proposed and investigated a method for correction of distortion of the ACF form

caused by the non-Gaussian shape of the light source spectrum. This method

corrects the envelope shape and suppresses the spectral side lobes by regularizing

the spectrum of the Doppler signal at the stage of digital signal processing.

The dependences of axial and lateral spatial resolutions of the optical coherence

microscope on imaging depth in media with scattering parameters typical for tissue

were investigated theoretically. OCM images of model media and biological

objects ex vivo were acquired.

27.2 A New Optical Coherence Microscope Approach Based on
Broadband Digital Holography

The broadband digital holographic method allows getting high-resolution 3D

images of depth structure of biotissue (or other turbid matters) by IR radiation

without axial and lateral scanning. Absence of any mechanical scanning, unlike

time domain (TD) and spectral domain (SD) OCT methods, removes restriction

on time of reception of 3D OCT images.
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27.2.1 Introduction

Much attention has been given to developing methods for visualizing internal

structure of biological objects such as optically turbid layered media with spatial

resolution of several microns. These include time domain (correlation) OCT [16]

and spectral OCT [17] based on low-coherence interferometry, as well as confocal

microscopy (CM) [18]. Cross-sectional, micron-scale imaging of internal structure

of the studied object is based on reception of a spatially localized component of

backscattered and back-reflected radiation with suppression of the influence of

background noisy multiple scattering. A raster (2D) pattern of cross-sectional

imaging is attained by means of transverse scanning. The use of transverse scanning

with lens translation in low-coherence interferometry gave rise to both, the term

OCT and the OCT technique [16]. Later, transverse scanning was accomplished

by including various systems driving a fiber tip, e.g., [19], as well as some other

mechanical methods [20]. Scanning methods as well as principles of formation of

longitudinal and transverse elements of spatial resolution are different in different

OCT modalities and CM, hence, limitations and drawbacks of the latter are also

different, which can be illustrated by some examples. For instance, in the time

domain OCT technique, a probing wave beam is formed with Rayleigh length equal

to the entire observation length so as to ensure uniform illumination of the object.

Scattered light at each time instant can be received only from the region whose

depth is equal to the radiation coherence length [16] and is much smaller than the

Rayleigh length. As the scattered radiation components coming from other regions

do not take part in interference, the power of probing optical radiation is used

inefficiently. In the spectral OCT technique, each received spectral component has

equivalent coherence length exceeding a possible area of study, and optical power

is used more effectively. The drawback of this technique is a possibility of coherent

noise [21, 22]. Confocal microscopy [18] has higher longitudinal and transverse

resolution but the signal decays faster with increasing observation depth than in the

case of OCT. Note that for CM and OCT depth enhancement, the method of optical

clearing is currently under way [23–25]. The OCM technique that combines the

principles of OCT and CM [1, 26] provides larger observation depth and

better spatial resolution. A second major challenge in OCM is to perform

synchronous axial scanning of a sharply focused focal spot and the coherence

gate while keeping their spatial alignment constant. The difficulties encountered

with the use of the OCM technique relate mainly to accuracy of controlling the

focusing lens motion, especially when scanning multilayered biological objects.

The transverse and longitudinal scanning systems in all of the above-mentioned

techniques are based on mechanical devices whose resonance properties limit

the speed and accuracy of motion. In addition, some applications, such as

endoscopy, demand compact systems for transverse scanning that may introduce

additional difficulties.

Some papers address development of a method for visualizing 3D objects

without longitudinal and transverse scanning. Holographic reception of scattered
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light is used for digital 2D or 3D imaging of the object [27–29]. For example, the

method of determining complex amplitude of the field scattered from an object

holographically recorded on CCD matrix is described in the Ref. [27], where the

image of a flat object recorded in monochromatic light at the wavelength of 514 nm

was reconstructed. The longitudinal position of the object was set to an accuracy of

Rayleigh length of effective Gaussian beam determined by the size of the CCD

matrix and distance to the object. Longitudinal spatial resolution in the holographic

method may be increased by processing a series of holograms obtained at different

wavelengths separated by a fixed spectral interval [28, 29]. Thus, the spatial

resolution of 3 cm obtained in [28] using 11 holograms in the 10 GHz laser-tuned

interval (595 nm central wavelength) allowed resolving two plane layers spaced

18 cm apart. A method of transverse spatial harmonics expansion for 3D imaging

from a hologram was described in [29]. It was demonstrated that this method has

better processing speed and signal-to-noise ratio than imaging by the Fresnel

diffraction formula for different distances between the object and the hologram.

For example, surface structure of a coin was reconstructed from 20 holograms

obtained in the 575–605 nm wavelength range. Thus, fundamental principles of

using holographic photoreceiver matrix records of scattered light for digital 2D and

3D imaging of object surfaces were considered in [27–29].

The holographic method of recording interference pattern and subsequent

digital reconstruction and imaging of the object may be employed in the OCT

technique for imaging the internal structure of scattering media (biological objects).

In conventional holography an object is illuminated by a monochromatic source of

light, and the result of interference between the light scattered or refracted by the

object surfaces and the reference wave is 2D recorded. Holographic imaging of

several semitransparent internal structures is also possible. Rayleigh length is an

element of longitudinal spatial resolution in 3D imaging. One of the ways to further

improve longitudinal spatial resolution is to use low-coherence radiation similarly

to the time domain [16] and spectral [17] OCT techniques. Still another resource for

increasing longitudinal spatial resolution in holographic recording is reduction of

effective Rayleigh length by increasing the angular aperture of scattered light

reception like in confocal microscopy [18], which is especially interesting for

detailed drafting of small-size objects [30].

The goal of the current work is implementation in experiments with a broadband

digital OCT holographic technique for visualizing external and internal structure of

layered scattering media with a resolution of several microns and analysis of its

merits and drawbacks.

27.2.2 Fundamentals of the Technique

In the current work, as in [27–29], information about backscattered radiation

was obtained by means of 2D recording of a holographic picture instead of

transverse X-Y scanning by probing light. Longitudinal resolution was enhanced,

similarly to [28, 29], using a series of holograms recorded at several wavelengths
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separated by a fixed spectral interval in a broad spectral band. Probing and reference

waves had spherical and plane wave fronts, respectively.

In a digital hologram, a signal of each matrix element is proportional to optical

field intensity. Two-dimensional records of the signal represented for simplicity in

continuous coordinates may be written in the following form:

Sðx; yÞ ¼ IRðx; yÞ þ ISðx; yÞ þ 2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IRðx; yÞ � ISðx; yÞ

p
�

� cos ’Rðx; yÞ � ’Sðx; yÞ½ �; (27.1)

where IRðx; yÞ; ISðx; yÞ are the intensities at the (x, y) point on the CCD-matrix

plane of the reference and scattered wave fields, respectively, and ’Rðx; yÞ and

’Sðx; yÞ are the phases of these fields. In addition, for simplicity, we omitted in the

interference term in formula (27.1) the visibility factor numerically equal to the

cosine of the angle between wave vectors of the interfering waves. The quantities

entering (27.1) are real; however, complex representation of the signal is needed to

remove conjugate components for image reconstruction. For this it is necessary

to make three digital sets of records of signals from the CCD matrix with the phase

difference between the waves D’ ¼ 0; p 2= and p. By subtracting the result of the

first records from the second one, and of the second from the third, and taking

into account that the reference wave intensity and phase are independent of the

transverse coordinate, we obtain the following two expressions:

S2ðx; yÞ � S1ðx; yÞ ¼
ffiffiffi
2

p
� ASðx; yÞ � cosð’Sðx; yÞ � CÞ and

S3ðx; yÞ � S2ðx; yÞ ¼
ffiffiffi
2

p
� ASðx; yÞ � sinð’Sðx; yÞ � CÞ;

(27.2a)

where C ¼ constþ 3�p
4
, and ASðx; yÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ISðx; yÞ

p
is the amplitude of the field.

Expressions (27.2a) may be transformed to a complex form of the field in the

CCD-matrix plane SCðx; yÞ:

SCðx; yÞ ¼ ASðx; yÞ � expði � ’Sðx; yÞ � CÞ: (27.2b)

The field at the object site at distance z from the CCD-matrix plane is

reconstructed as follows. First, the field scattered by the object must be expanded

in terms of plane waves at z ¼ 0. For this the SCðx; yÞ field is 2D Fourier

transformed:

FFF2dCðkx; kyÞ0 ¼
ðð

SCðx; yÞ � expði � kx � xþ i � ky � yÞ � dx � dy; (27.3)

where kx; ky are the transverse spatial frequencies that are projections of the wave

vectors of these plane waves on the X and Y axes, respectively. With such a digital

hologram representation, the conditions of Kotelnikov-Nyquist’s criterion should
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be met for transverse spatial harmonics of the field scattered by an object. The

absolute value of wave vector projections onto the XY-plane of the matrix should

not exceed p
d , where d is the size of the matrix element. This condition determines

the magnitude of minimal distance to the object.

As the observation plane is moving from the matrix plane along the Z-axis,

the complex value of the 2D Fourier transform (27.3) for a definite direction in the

k-representation (kx; ky; kz) will only change the phase with velocity @f @z ¼= kz.
The resulting 2D Fourier transform in the z-plane has the form

FFF2dcðkx; kyÞz ¼ FFF2dcðkx; kyÞ0 � expð�i � z �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � kx

2 � ky
2

q
Þ: (27.4)

The inverse Fourier transform of the FFF2dcðkx; kyÞZ array gives the represen-

tation of the field from the object at distance z from the CCD matrix at the

wavelength l ¼ 2 � p k= .

Figure 27.18 shows the real part of the reconstructed field for different depths z,
presented in intensity scale for a single scattering object.

The resolution attained with such a technique may be calculated (approximately) by

formulas for the transverse 2o0 and longitudinal size 2ZR of the waist of the Gaussian

beam focused by a lens having diameter d equal to the size of the CCDmatrix and focal

distance f equal to the distance from the matrix to the object, respectively:

2 � o0 ¼ 4 � l
p

� f

d

� �
; (27.5)

2 � ZR ¼ p � 4 � o2
0

2 � l : (27.6)

Note that the radiation coherence length of a tunable source should exceed the

depth of the studied area. To increase longitudinal in-depth resolution (along z),
like in spectral OCT, the radiation source with spectral bandwidth dl should

be tuned discretely within the spectral range Dl with step Dl N= . As a result, using

the procedure described above one can obtain N complex holograms for this set of N
wavelengths. The result of 3D field distribution in complex form is calculated for

each n-th wavelength. 3D representation of the signal SCðx; y; zÞ is calculated by

summarizing in complex form all N 3D field distributions obtained above:

SCðx; y; zÞ ¼
XN
n¼1

ðð
FFT2dCðkx; ky; 2pln Þ � expð�i � z �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p
ln

� �2

� kx
2 � ky

2

s
Þ

� expð�i � kx � x� i � ky � yÞ � dkx � dky;
(27.7)

which allows increasing resolution along the z-axis at 3D imaging. In our case,

when k2 >> kx
2 þ ky

2, expression (27.7) may be simplified as follows:
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z �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � kx

2 � ky
2

q
� k � z� z0 � kx

2þky
2

2�k2 , where z0 is the coordinate of the object

border.

Thus, expression (27.7) is represented as a 3D Fourier transform written for

simplicity in integral form

SCðx;y; zÞ ¼
ððð

FFF3dCðkx;ky;kÞ � expð�i � kx � x� i � ky � y� i � k � zÞ � dkx � dky � dk:
(27.8)

Formula (27.8) is calculated by a standard algorithm of fast Fourier transform.

Here

Fig. 27.18 2D optical field reconstruction for different z – distance to CCD plane. Fragment

f corresponds to scatterer location
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Fig. 27.19 Dependence of axial resolution on the number of spectral lines registered independently.

Left column – spectral shapes; right column – X-Z planes of the corresponding reconstructions of

“metric circle crosshair contact reticle”
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FFT3dCðkx; ky; kÞ ¼ FFT2dcðkx; ky; kÞ � exp i � z0 � kx
2 þ ky

2

2 � k
� �

Note that, unlike the holographic image obtained by means of monochromatic

radiation, a multiwave 3D image has longitudinal spatial distribution determined by

the width of the spectral range of light source tuning

Dz ¼ 2 � ln 2
p

� l2

Dl

� �
;

rather than by equivalent Rayleigh length.

Experimentally, Fig. 27.19 demonstrates the decreasing of axial resolution

element while increasing of a number N of spectral lines registered independently.

27.2.3 Experiment

The setup for implementing the holographic OCT technique is shown schematically

in Fig. 27.20.

A prototype of a narrowband radiation source with coherence wavelength of

several millimeters (2–3 mm) tuned in the 30-nm spectral range with the central

wavelength of 850 nm was created for the experiment. Radiation of a broadband

superluminescent source was subjected to spectral discrimination with a diffraction

grating (1,200 grooves per millimeter) and, further, radiation in the spectral interval

Fig. 27.20 Optical scheme

of the holographic OCT

technique
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dl was collimated into a single-mode fiber. The operating wavelength was changed

by the collimator angle of turn relative to the grating. The source radiation power

was about 2 mW.

Wavelength tunable IR radiation was separated by means of a fiber optic coupler

(Fig. 27.20) into a probing and a reference wave in 9/1 ratio. The probing wave was

emitted into free space from a single-mode fiber with natural divergence

determined by the mode size. The reference wave that was also emitted into free

space was then collimated into a plane wave. The wave scattered by the object was

added to the reference wave on the CCD matrix that recorded the result of their

interference. In our experiment we used a CCD matrix with 1024 � 768 elements,

each being 4.65 � 4.65 mm in size. With such a density of matrix elements,

the Kotelnikov-Nyquist’s criterion was met at distances to the object not less

than 40 mm. An example of digital reconstruction of field amplitude from complex

holograms recorded at one wavelength is shown in Fig. 27.21 for a fiberglass plastic

sample – scattering material with coarse-fiber structure located 43 mm away from

the CCD matrix. Pictures of the reconstructed field 2.37 � 2.37 mm in size

(500 � 500 points) for the surface of the object (z ¼ 43 mm) in the transverse

x-y plane are shown in Fig. 27.21a, and for the section 1-mm deep inside the object

(z ¼ 44 mm) in Fig. 27.21b.

The first section corresponding to the surface of the object shows the image of

surface micro-inhomogeneities with diffraction resolution. This is due to location

of the object’s surface near the focus of the equivalent confocal system digitally

reconstructed from one complex hologram. The image in the second section

corresponds to detuning from the focal plane by the depth of about 10 � ZR.

The in-depth reconstruction of the cross-section (in the x-z plane) for the same

studied sample is presented in Fig. 27.21c, where z (the vertical axis) varies from

42 to 44 mm, the size along the horizontal is 2.37 mm. This plane image is

reconstructed from a complex hologram using a coherence source at 0.85 mm.

The extended structures represent the Rayleigh regions (27.6) 2 � ZR in size.

Here, the longitudinal resolution is analogous to confocal reception. In our case,

for l ¼ 0.85 mm, f ¼ 43 mm, and d ¼ 5 mm we have: 2 � o0 � 10mm and

2 � ZR � 200mm. It is clear from Fig. 27.21 that the holographic image obtained

at one length has good transverse and poor longitudinal resolution.

Fig. 27.21 Image of the object section in the planes z ¼ 43 mm (a), z ¼ 44 mm (b), and result of
in-depth section imaging (in the x-z plane) in the 42–44 mm interval (c)
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To increase resolution along the z-coordinate we obtained 200 complex

holograms using the procedure described above for equidistant wavelengths in

the 30 nm spectral range with center at 0.85 mm. The fragments of bulk image

reconstructed by formula (27.7) are given in Fig. 27.22 in the form of two sections

(parallel and normal to its surface) at the depth of �0.5 mm.

The regions of the object in Fig. 27.22 have the size of 2.5 � 2.5 mm.

Figure 27.22 demonstrates potentialities of digital image reconstruction with high

spatial resolution from a series of complex holograms obtained without a focusing

system. In our case, for the effective value Dl ¼ 30 nm, the theoretical maximum

of longitudinal spatial resolution is Dz � 11 mm.

In Fig. 27.23, various projections of fiberglass plastic 3D image obtained

in a Mach-Zehnder interferometer setup are presented. Images are presented

for various angles of observation for the object part, bounded in x-y plane

(approximately 1 � 1 mm). On images through the artificial cube lateral sides,

the fiberglass plastic internal structure is visible.

The surface curvature visible in the figures is attributed to probing wave divergence

and may be removed by means of the corresponding correction during imaging.

Other images were obtained using commercial tunable laser source BS840-02 by

Superlum (Russia). Output optical power is about 1 mW, tuning range is from 825

to 875 nm, and laser line width is dl ¼ 0.1 nm. The test object was comprised of

Fig. 27.23 Fragments fiberglass plastic 3D images under different angles of observation

Fig. 27.22 Reconstructed fragments of bulk image in the X-Y plane (a) and in the X-Z plane (b).
(c) Photographic image of the object, cleft in plane X-Y on the same depth
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a NT39-454 Metric circle crosshair contact reticle (Edmund Optics) and piece of

semitransparent tape on the surface. Some fragments of the 3D image of the test

object are represented in Fig. 27.24.

27.2.4 Conclusion

In this chapter we presented results of development of two versions of the OCM

technique based on low-coherence interferometry. First, we described results of

creating OCM in which time-domain OCT and confocal microscopy are combined.

One of the principal features of this OCM variety is the use of several scanning

systems for high spatial resolution imaging (3-4 mm) along the X,Y,Z coordinates.

These include the transverse scanning system and the system of synchronous axial

scanning of a sharply focused focal spot and a coherence gate while keeping their

spatial alignment constant.

In the second part of the chapter we considered practical application of OCM

technique based on broadband digital holography. Thus, this chapter described

further development of the earlier research [27–29, 31]. Full-range 3D OCT

imaging of in-depth layered structure of the object is based on the digital holo-

graphic method of recording scattered signal using a wavelength-tunable IR radi-

ation source and digital reconstruction.

This technique of internal structure visualization apparently has a number of

advantages over the known TD-OCT [16] and SD-OCT [17] methods. Firstly,

digital holographic recording of scattered signal in OCT eliminates the need in

transverse scanning systems for 3D visualization, as well as systems of longitudinal

scanning of a sharply focused focal spot and a coherence gate. Secondly, holo-

graphic recording ensures a much larger reception aperture of scattered radiation

and higher signal-to-noise ratio. In the third place, transverse spatial resolution has

no limitations inherent in the correlation and spectral OCT techniques. Resolution

Fig. 27.24 3D images of the test object acquired with a tunable laser source
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can be improved up to the wavelength (and even submicron) size when using a large

digital-aperture lens or small pixel size of the matrix. The considered broadband

digital holographic technique is a good instrument for investigation of biological

objects. But it is important to ensure fast hologram recording to eliminate the

influence of phase disturbance by living objects moving during the total exposure

time. With the state-of-the-art computer speed, a 3D image with 512 elements along

each coordinate may be processed during about 1 sec.
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Abstract

Confocal laser scanning microscopy (CLSM) is best known and widely used for

fluorescence imaging. However, any commercial CLSM can be operated in

reflectance mode by setting the microscope’s detector to accept the excitation

laser wavelength. In this mode, the images are based on the scattering properties

of the cell or tissue. This chapter discusses reflectance-mode CLSM (rCLSM),

the mechanisms of contrast involved in such images, and examples of how

rCLSM is being used to study tissue properties.

28.1 Introduction

Confocal laser scanning microscopy (CLSM) offers a means of obtaining images

that are optimally sharp in detail because CLSM rejects photons that contribute to

blurring of the image. Such blurring photons can be the background fluorescence of
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the tissue, or background photons multiply scattered by the tissue. So the primary

key advantage of CLSM is the ability to acquire sharp images within the first few

hundred micrometers of a tissue, by collecting light originating from the focus of

the objective lens and rejecting photons originating from outside the focus. Reflec-

tance-mode CLSM (rCLSM) is based on the backscattered fraction of the incident

light delivered to the tissue. Any standard CLSM can be operated in rCLSM mode

by setting the collection filter to accept the “excitation” wavelength being

delivered.

This chapter discusses the signals obtained during rCLSM and how to obtain the

optical properties (scattering coefficient, ms, and anisotropy of scattering, g) of

a homogeneous tissue. These optical properties can be used as the contrast param-

eter for an image.

28.2 The Basic Method

Figure 28.1 illustrates a basic rCLSM system. rCLSM involves coordinating the

focus within a tissue and the focus at a pinhole in front of the detector (or,

alternatively, the focus at an optical fiber acting as a pinhole and carrying light to

the detector). The objective lens has a focus within the tissue, creating a focal

volume. Photons that originate from this focal volume, whether fluorescence or

scattered reflectance, and escape the tissue without significant deflection by scat-

tering will be recollimated by the objective lens and then refocused into the pinhole

in front of the detector. Hence, the detector sees only the photons that originate

from the focus and pass through the pinhole. A low background signal occurs due to

lucky multiply scattered photons that by chance escape into the solid angle of

collection that reaches the pinhole.

Scanning mirrors translate the focus along the lateral x-y axes of the field of

view, while the focus at the pinhole remains stationary. Hence, the “scanning”

aspect of the rCLSM surveys the field of view, while the single detector acquires

a signal as a function of time during the scanning. The computer can reformat the

time-resolved signal during an x-y scan with the focus at z into a dataset denoted

here as R(x, y)@z, where R indicates reflectance.

There are two approaches toward scanning versus depth along the z-axis. The
tissue sample can be translated along the z-axis, using a sample stage under

computer control to move the sample closer to or further from the objective lens.

Alternatively, a piezo-driven objective lens can move the focus to different depths

within the tissue. By repeating the R(x, y)@z acquisition for a series of z positions,
a full 3D dataset can be generated, R(x, y, z).

The objective lens is coupled to the tissue by a coupling medium, usually saline

or gel. There is a factor ∂zf/∂h that relates the height of the objective lens above the
tissue (h) and the depth position of the focus relative to the tissue surface (zf), which
depends on the refractive index mismatch at the coupling medium/tissue interface:

∂zf/∂h ¼ tan(y1)/tan(y2), where y1 ¼ arcsin(NA/nmedium) and y2 ¼ arcsin(NA/
ntissue), where NA is the numerical aperture of the lens. The focus is located within
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the tissue at a depth zf¼ (FL-h)∂zf/∂h, where FL is the focal length of the lens in the

coupling gel. If h ¼ FL, then zf ¼ 0 and the focus is at the tissue surface. If h < FL,
then zf is deeper than FL-h. For NA ¼ 0.90, nmedium ¼ 1.33 and ntissue ¼ 1.40,

∂zf/∂h ¼ 1.095. In the following equations, the parameter z is assumed to be the

depth zf after correction for this refraction at the tissue surface.

In summary, light is delivered to a focus and a fraction of the backscattered

light from the focus is able to escape the tissue without significant deflection by

scattering. The trajectory of the escaping light allows collection by the objective

lens and refocusing into the pinhole of detection. The transport from the objec-

tive lens into the tissue to the focus is here called Tin. The reflectance of photons

from the focus with a trajectory aimed toward collection by the objective lens

is called r. The transport out of the tissue from the focus to the objective lens is

called Tout.

R ¼ TinrTout: (28.1)

The terms Tin and Tout are actually identical. The ability of collimated light to be

focused by an objective lens and reach the focus is the same as the ability of light to

scatter from the focus and be recollimated by the objective lens then focused into

the pinhole. Hence, (28.1) can be expressed simply as R ¼ Tin
2r. So what is the

nature of Tin
2?

The term Tin is most simply expressed as a Beer’s law attenuation Tin¼ exp (�msL),
where L is path length, and hence Tin

2 ¼ exp(�ms2z), since L is the round-trip photon

path to/from a depth z. This expression has been used by several investigators to

describe the observed exponential decay of R as the focus is moved down into a tissue,

Fig. 28.1 A basic rCLSM

system. Light delivered to and

reflected from the focus of the

objective lens, which is within

the sample, is returned

through a pinhole to the

detector. Scanning optics use

a galvo mirror and a pair of

relay lenses to send

collimated light into the

objective lens at varying

angles, which causes the

focus to scan laterally (x, y)

within the tissue. The

objective lens is water or gel

coupled to the tissue. The

depth position of the focus

within the sample is scanned

by either moving the sample

or moving the objective lens

along z
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for example [1–3]. A more complete review is in [4]. In my laboratory, we have

developed a modified version of this expression for Tin
2:

T2
in ¼ e�ðamsþmaÞ2Gz ¼ e�mz; (28.2)

where

a ¼ 0 < a < 1 mitigates the effect of scattering

ms ¼ scattering coefficient [cm�1]

ma ¼ absorption coefficient [cm�1]

2 ¼ accounts for path into/out of the tissue

G ¼ accounts for oblique delivery/collection

z ¼ depth position of the focus within the tissue [cm]

m ¼ (ams + ma)2G, the in/out attenuation coefficient

The factor a modifies the ability of scattering to prevent photons from reaching

the focus or escaping to reach the pinhole. For the case of isotropic scattering (i.e.,

the anisotropy of scattering, g, is equal to 0), the value of a is �1, and ms is

maximally able to attenuate the reflectance R. For the case of very forward-directed
light (g approaching 1), the value of a drops toward zero and the effectiveness of ms
drops proportionately. In other words, despite multiple scattering, if the scattering is

highly forward directed, then the photon can still reach the focus. An approximate

and purely descriptive expression for a as a function of the anisotropy g is

a � uð1� e�ð1�gÞv=wÞ: (28.3)

Figure 28.2 shows the shape of a versus g based onMonte Carlo simulations [5, 6].

The role of the absorption coefficient, ma, is included in (28.2). Experiments

were conducted by Fu [7] in phantom tissues in which ma was varied at significant

levels relative to ms to demonstrate changes in R that were consistent with (28.2).

However, inmost biological tissues,ma<< ms. This chapter will neglect the role ofma.

0
0 10.5

Gareau thesis 2006
u=1.0000
v=1.0000
w=0.2630

Samatham et al. 2008
u=1.0000
v=0.6651
w=0.1555

this chapter
u=0.9110
v=0.7320
w=0.1270

g

0.2

0.4

a

0.6

0.8

1Fig. 28.2 The relationship a
versus g (see (28.2)). The

ability of ms to attenuate the

ability of photons to reach the

focus decreases as a(g)
decreases, as the anisotropy

g increases due to more

forward-directed scattering.

The simulations from Gareau

[5], Samatham [6], and this

chapter are shown
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The term 2G relates the apparent average in/out photon path to the depth of the

focus, z. The factor 2 is obvious, since photons travel into then out of the tissue. The
factor G is due to the extra photon path as photons travel obliquely to the focus

when delivered by a high numerical aperture (NA) lens. For a low NA, as in optical
coherence tomography (OCT), the value of G is close to unity. But for a 0.9-NA

lens, the value of G is �1.13.

The calculation of G involves integration over the angles of photon delivery by

the objective lens. The path length for each angle of incidence (y) entering the tissue
surface at z is z/cosy. Longer path lengths are attenuated more than shorter

path lengths. The photons entering at smaller y suffer less attenuation and

hence contribute more to Tin. The contribution to the total Tin from each angle is

exp(�(ams + ma)z/cosy), and the total Tin is the expectation value for this factor over
the range of y values:

Tin ¼ he�ðamsþmsÞz
cos y i ¼

ÐarcsinðNA=ntissueÞ

y¼0

EðyÞ
Po

e
�ðamsþmsÞz

cos y 2p sin ydy

ÐarcsinðNA=ntissueÞ

y¼0

EðyÞ
Po

2p sin ydy

; (28.4)

where E(y) (W/sr) is the incident focused beam power per incremental solid

angle entering the tissue surface at an angle of yin within the tissue. The total

beam power is Po (W) ¼ integral(E(y) 2psinydy, y ¼ 0 to yin). The focused beam

E(y) can vary in shape, usually somewhere between Gaussian and flat field, and can

be truncated by the aperture imposed by the objective lens. Rearranging (28.2), the

value of G is

G ¼ � ln Tinð Þ
ðams þ maÞz

; (28.5)

where Tin is given by (28.4).

Figure 28.3 shows the relationship between G and the NA of the objective lens

for the case of a water immersion lens (nmedium ¼ 1.33) and a tissue (ntissue ¼ 1.4).

The factor r in (28.1) describes the fraction of light backscattered from the

focus at a trajectory that can be collected by the objective lens. The expression

for r is

r ¼ msDzb; (28.6)

where

Dz ¼ axial extent of focus, Dz ¼ 1.4l/(NA/ntissue)
2

msDz ¼ fraction of light reaching the focus that is scattered within the focus

b¼ 0� b� 1 is the fraction of light scattered within the focus into a trajectory that

can be collected by the objective lens
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The factor b equals 1 if a mirror is located in the center of the focus. For a tissue

with a scattering function p(y) (sr�1), the value of b is calculated:

b ¼
ðp�arcsinðNA=ntissueÞ

y¼p

pðyÞ2p sin ydy; (28.7)

where the angle y extends over the solid angle of collection of the objective lens.

The forward direction is y ¼ 0, and the backward direction is y ¼ p radians.

A typical tissue might have an anisotropy g ¼ 0.90, which is well described by

the Henyey-Greenstein function:

pðyÞ ¼ 1

4p
1� g2

1þ g2 � 2g cos yð Þ3=2
; (28.8)

such that

1 ¼
ðp

y¼0

pðyÞ2p sin ydy (28.9)

and

g ¼
ðp

y¼0

pðyÞ cosðyÞ2p sin ydy: (28.10)

For the example in Fig. 28.4, the value of b is 0.045. The dependences of b on NA

and on g are depicted in Fig. 28.5. Decreasing g or increasing NA will increase b.

0.50 1

NA

1

1.1

G

1.2

1.5

G(NA=0.90)
= 1.127

Fig. 28.3 The path length

factor G versus numerical

aperture (NA) of the objective

lens such that the apparent

total in/out photon path length

equals 2Gz (see (28.2)). This
curve is for the case of a water

immersion lens

(nmedium ¼ 1.33, ntissue ¼ 1.4)
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The above term Dz referred to the axial resolution of a confocal microscope:

Dz ¼ 1.4l/(NA/ntissue)
2 ¼ 2.71 mm for NA ¼ 0.90, ntissue ¼ 1.4, l ¼ 800 nm.

However, an optical coherence tomography (OCT) system is also a confocal

microscope operating in reflectance mode, with its pinhole being either the optical

fiber that collects light or the detector surface area in a free-beam system. The above

analysis applies to OCT measurements as well. For OCT, the Dz of the axial

resolution of the coherence gate is Dz ¼ 0.44l2/Dl ¼ 0.282 mm, for l ¼ 800 nm,
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Dl ¼ 100 nm. For OCT, the smaller of the two Dz values, the value due to the

objective lens or the value due to the coherence gate, should be used. It should be

mentioned that this choice of Dz is a convention we currently use. However, the

issue of the appropriate value of Dz for a confocal microscope is still a topic under

study. For OCT using a high NA, the correct Dz may be a synergistic combination

of the Dz due to the objective lens and the coherence gate.

In summary, the rCLSM reflectance signal, R(z), where z is the depth position of
the focus relative to the tissue surface, falls exponentially as z increases:

RðzÞ ¼ re�mz; (28.11)

where

m ¼ ams þ mað Þ2G; (28.12)

r ¼ msDzb: (28.13)

The factors a, b, and G are functions of the anisotropy of scattering (g) and the

numerical aperture (NA): a(g), b(g, NA), and G(NA). The role of ma is usually

negligible but can become significant if absorption is strong.

Since (28.12) and (28.13) both contain ms, it is interesting to point out that the

ratio m/r cancels ms and yields

m
r
¼ 2aG

bDz
: (28.14)

Figure 28.6 illustrates the relation between m/r and g. Below g � 0.5, the ratio

follows a simple exponential m/r ¼ Aekg. At higher g, the ratio exceeds the simple

exponential expression.
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Fig. 28.6 Ratio m/r versus g,
for the case of NA ¼ 0.90,

ntissue¼ 1.4. As g exceeds 0.5,
the ratio m/r exceeds the

simple expression m/r ¼ Aekg.
The two solid curves are for

ms ¼ 10 and 104 cm�1,

illustrating the ratio m/r is

insensitive to the value of ms
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28.3 The Analysis Grid

Given (28.11), (28.12), and (28.13), it is possible to graphically portray the rela-

tionship between the experimental observables, m and r, and the tissue optical

properties, ms and g. Figure 28.7 graphically depicts the relationship and is here

called an “analysis grid.” The x and y axes are the observables, m and r. The grid

within the figures plots the iso-g and iso-ms contours. The grid is generated by

choosing a series of g values and a series of ms values, and using (28.12) and (28.13)
to generate corresponding values of m and r.

If the wavelength (l) decreases (or increases), the grid shifts left (or right)

proportional to l, since Dz is proportional to l and r is proportional to Dz (see

(28.6)).

If the NA decreases (or increases), the grid shifts left (or right) since b increases

with NA (see Fig. 28.5) and r is proportional to b (see (28.6)).

Experimentally, one measures an axial profile R(z)@x,y at a particular position
x and y. The R(z) profile is fit to the simple exponential R(z)¼ rexp(�mz) to specify
m and r. Then, this pair of observables (m, r) is mapped to the corresponding

properties (ms, g).

28.4 Computer Simulation of rCLSM

A Monte Carlo computer simulation of the rCLSM measurements simulated the

focusing of a collimated flat-field beam by an objective lens to a focus at a depth of

400 mm within a tissue. The NA of the lens was 1.26 and the ntissue was 1.4, such
that the factor NA/ntissue ¼ 0.90. The scattering coefficient ms was varied from 3.75

to 625 cm�1. The value of the anisotropy (g) was varied over g ¼ [0.10 0.50 0.70

0.80 0.90 0.95 0.99].

Figure 28.8 shows the transport T(z) (cm�2) such that the fluence rate distribu-

tion f(z) (W/cm2) was equal to PoT(z), where Po (W) was the total power of

the incident focused beam, for the two cases of g ¼ 0.10 and 0.99. The transport

to the focus fell as the value of ms was increased. It was more difficult for light to

reach the focus when scattering was stronger. However, at high g the effect of ms
was less strong than for low g. The forward-directed scattering allowed photons to

reach the focus despite multiple scattering.

The value of T(z) for z ¼ 400 mm was normalized by the value of T(z) in the

absence of scattering to specify the value of Tin:

Tin ¼ Tðz ¼ 400 mm; msÞ
Tðz ¼ 400 mm; ms ¼ 0Þ : (28.15)

Figure 28.9 plots Tin versus the optical depth (OD), defined as

OD ¼ msz; (28.16)
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where z ¼ 0.04 cm. The data is fit by the expression:

Tin ¼ e�aGOD þ background signal; (28.17)

where the background signal is due to lucky multiply scattered photons that by

chance escape with a trajectory that can reach the pinhole. The early exponential

decay of Tin(OD) specifies the value of the product aG. Analysis of several Tin(OD)
using different values of g yielded values of the aG for each value of g. Fig. 28.10
shows the aG versus g data and the fit.

To separate the lumped parameter aG into the distinct parameters a and G, the
following procedure was followed for each of the g values:

1. An initial value of G was assumed, G ¼ 1.13.

2. The value of a was assigned the value aG/G.
3. Equation 28.4 was used to calculate Tin using these a and G.
4. Equation 28.5 was used to calculate a new value of G.
5. Then, steps 2–4 were repeated. Only a couple repetitions achieved stable values

of a and G that matched the factor aG.
The results of this procedure are shown in Fig. 28.11, which plots a versus g and

G versus g. The value of a falls from an initial value of 0.911 at g ¼ 0, to a ¼ 0.533

at g ¼ 0.95, to a ¼ 0.216 at g ¼ 0.99. Simultaneously, G increases as g exceeds

about 0.5, rising from G¼ 1.13 at g¼ 0 (consistent with Fig. 28.3), to G¼ 1.157 at

g ¼ 0.95, to G ¼ 1.125 at g ¼ 0.99. The fall in a with increasing g is expected, as
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0 2010
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T
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Fig. 28.9 The transport to the focus (Tin) is plotted versus the optical depth (OD ¼ amsGz,
z ¼ 400 mm), using the data in Fig. 28.8. The value Tin(OD) ¼ T(z ¼ 400 mm, ms)/T(z ¼ 400 mm,

ms ¼ 0), which is dimensionless. The thin dashed line shows Tin ¼ exp(�OD). The bold dashed
line fits the early data before the background of multiply scattered light becomes dominant,

Tin ¼ exp(�aG OD). (a) g ¼ 0.10. The factor aG is close to unity. (b) g ¼ 0.99. The factor aG
is 0.26
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discussed earlier. The rise in G with increasing g is understood as the forward-

directed scattering allowing more photons to successfully traverse the tissue

through the larger angles delivered by the objective lens. Hence, the G increases.

28.5 History of This Work

A review of the previous literature cites the various reports of the simple expression

R(z) ¼ rexp(�ms2z) [8].
The development of the model for rCLSM, as described in this chapter, intro-

duced the behavior of a(g) as well as revisiting b(g) and G(NA). The work has
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aG = u(1−exp(−((1−g)v)/w)

u = 1.018
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w = 0.132

0.20
0
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Fig. 28.10 Plot of the factor

aG versus g based on a series

of Monte Carlo simulations
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Fig. 28.11 Separating the factor aG into the factors a and G. (a) Plotting a versus g. (b) Plotting
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involved my graduate students and postdoctoral trainees. The model began while

working with Dan Gareau, whose PhD thesis involved building a 488-nm rCLSM

system [5]. Dan generated the relation a(g) using Monte Carlo simulations and

conducted the first ex vivo murine tissue experiments. Ravikant Samatham (grad-

uate student) and Niloy Choudhury (postdoc) improved the rCLSM system, and

Samatham conducted further ex vivo experiments on tissues. Felix Truffer contrib-

uted to improving the calculations of G. Yongji Fu conducted experiments showing

the influence of absorption (ma) on the measurements and analysis [7]. David Levitz

and Choudhury implemented the work using 1,310-nm OCT [9, 10]. Levitz argued

for the usefulness of the m/r ratio. Samatham used rCLSM to study the effects of

optical clearing on excised murine dermis [11]. Colleagues at the University of

Western Australia, Robert McLaughlin et al., applied the method to imaging

excised nodes containing metastasized breast cancer [12]. Kevin Phillips conducted

in vivo rCLSM measurements of epidermal hyperplasia in mouse skin [13] and

in vivo OCT measurements of inflammation in mouse ears [14], induced by topical

drug applications.

28.6 Experimental Results

Experimental studies on gels, ex vivo murine tissues, and in vivo murine studies

have been conducted. Figure 28.12 shows the results for rCLSM studies of freshly

excised murine tissues using a 488-nm wavelength (blue light). There is a large

variation in the values of ms between the different tissue types that were measured,

ranging from 200 to 2,000 cm�1. The anisotropy values were in the range of

0.6–0.90. The value of 1 � g therefore varied from 0.1 to 0.4. The diffusion of

light depends on the product ms(1 � g), so the term 1 � g is important.
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28.7 Conclusion

In conclusion, rCLSM can determine the optical scattering properties of a tissue,

if it is sufficiently homogenous. Microscale heterogeneity usually does not

violate this restriction, since light transport averages over the microscale of these

fluctuations in tissue properties. Heterogeneities, however, do remain a challenge to

the method.

The ms and g derived from such analysis of an R(x,y,z) dataset can serve as the

contrast for an image ms(x,y) or g(x,y). Alternatively, one can work with the raw

observable parameters, m and r, as did McLaughlin et al. [12] who used the m
parameter to create image contrast in images of lymph nodes with breast cancer

metastases. The g(x,y) images are especially interesting since g maps into the

submicron size scale of tissue structure. Samatham et al. followed the change in

the structure of collagen fibers of skin in mice with one gene change (osteogenesis

imperfecta) [6]. Levitz et al. followed the disruption of collagen fibers by metal

metalloproteinases [9]. Samatham et al. followed the changes in dermal collagen

when soaked in glycerol [11].

This rCLSM project has been motivated by the desire to extract information

about a tissue rather than simply provide images of tissue landmarks such as an

interface between tissue types. We believe the optical scattering properties them-

selves are an important contrast mechanism for imaging.
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Abstract

This chapter describes approaches to understanding the physics of the interaction

of polarized beams with natural scenes and to searching for informative and

useful polarimetric discriminants to identify objects of various natures in optical

and radar polarimetry. We start with a general introduction to the Mueller

polarimetry. In particular, the multiplicative and additive matrix models of

deterministic and depolarizing objects are discussed. Then, several important

applications of optical and radar polarimetry, including biomedical tissues,

vegetation, soil, atmosphere, oil and chemical contaminations, and man-made

targets, are considered.
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29.1 Introduction

To develop polarimetric methods for object identification and classification, one

needs to understand the relation between polarimetric and physical properties of the

objects. As light interacts with or propagates through a medium, its polarization

state changes, as does its intensity. Polarization properties of the scattered light

contain extensive information on morphological and functional properties of the

medium. For example, because depolarization of scattered polarized light depends

on the morphological and physical parameters of scatterers (i.e., density, size,

distribution, shape, refractive index, etc.) present in the studied object [16, 256],

this information can be utilized for developing identification techniques for the

objects. Many constituents of an object also exhibit polarization properties such as

birefringence, dichroism, and depolarization that might serve to discriminate

between surface and volume scattering as well.

The enormous importance of the Mueller matrix is that it contains all the infor-

mation (birefringence, dichroism, and depolarization) that one can obtain from light

scattered by a medium [7, 22, 27, 50, 235]. The information contained in the Mueller

matrix has many useful applications in such diverse fields as interaction with various

optical systems ([7, 27, 50, 235]), cloud diagnostics [22, 133, 171, 172, 263], remote

sensing of the ocean, atmosphere, and planetary surfaces [20, 131–133, 175, 185],

and biological tissue optics [206, 255, 256].

Hence, the Mueller matrix shows great promise for the efficient quantification of

polarization parameters, i.e., sizes, shapes and orientation of the medium structural

elements as well as birefringence, dichroism, an depolarization of the medium. To

extract this information and interpret experimental results on scattering, one needs an

appropriate polarimetric matrix model for the particular object in question. There are

two concepts that are currently used for object modeling. First, an object can be

modeled as a discrete ensemble of scatterers [256, 263, 276]; and second, the object

can be modeled as a medium with a continuous distribution of optical parameters

[7, 27, 70, 230, 254]). The choice of concept is completely determined by both the

structural features of the object in question and the type of scattering characteristics

that are to be obtained. In the first case, the Mueller matrix contains information

related to the optical properties, size, shape, and composition of the constituent

scatterers [22, 263], while in the second case, theMueller matrix contains information

related to the anisotropy of the medium, viz., linear and circular dichroism and

birefringence (i.e., amplitude and phase anisotropies) [14, 140]. In both cases, the

Mueller matrix can contain information on depolarization [40, 82, 170]. The methods

of interpretation of the Mueller matrices have been developed by many authors [44,

85, 112, 151, 152, 160, 225, 226, 228, 280].

Our main focus in this chapter is on the Mueller matrix interpretation intended

for the characterization of the objects of various natures both in optical range and in

radar polarimetry. An example of important polarimetric applications that do not

involve the measurement of the Mueller matrix is beyond the scope of our discus-

sion. Hence, our reference list should by no means be considered exhaustive and is

merely intended to provide initial reference points for the interested reader.
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29.2 Mueller Matrices of Deterministic and Depolarizing
Objects

In the Mueller matrix calculus, the polarization state of light can be completely

characterized by a Stokes vector, while the polarization transforming properties of

a medium can be completely characterized by a Mueller matrix:

Sout ¼ MSinp; (29.1)

where the four-component Stokes column vector (with “out” and “inp” denoting the

Stokes vectors of the output and input light, respectively) consists of the following

parameters:

S ¼
I
Q
U
V

0
BB@

1
CCA ¼

s1
s2
s3
s4

0
BB@

1
CCA ¼

hjExj2 þ jEyj2i
hjExj2 � jEyj2i
hE�

xEy þ ExE
�
yi

ihE�
xEy þ ExE

�
yi

0
BB@

1
CCA; (29.2)

with i ¼ (�1)1/2. Among the pioneering contributions to this field of research, we

note those by Solleillet [244], Perrin [202], Mueller [180], and Parke [198, 199].

The Stokes parameter I is proportional to the total energy flux of the light beam.

The Stokes parameters Q and U represent the differences between two components

of the flux in which the electric vectors oscillate in mutually orthogonal directions.

The Stokes parameter V is the difference between two oppositely circularly polar-

ized components of the flux. As indicated by the angular brackets, the Stokes

parameters si are ensemble averages (or time averages in the case of ergodic,

stationary processes). This implies that no coherence effects are considered.

The Stokes vectors and Mueller matrices represent operations on intensities and

their differences, i.e., incoherent superpositions of light beams; they are not adequate

to describe either interference or diffraction effects. However, they are well suited to

describe partially polarized and unpolarized light. Extensive lists of various Mueller

matrices have been presented by several authors (e.g., [75, 129, 235]).

The Stokes parameters obey the inequality

s21 � s22 þ s23 þ s24: (29.3)

This inequality is called the Stokes�Verdet criterion and is a consequence of the

Schwartz (or Couchy�Buniakovski) theorem [8]. The degree of polarization p is

defined by

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s22 þ s23 þ s24

q
s1= : (29.4)

In (29.3), the equality holds for a completely polarized (pure) beam of light.

In this case, p ¼ 1. Another limiting case, p ¼ 0, occurs when s22 þ s23 þ s24 ¼ 0;
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i.e., when the electric vector vibrates in all directions randomly and with no

preferential orientation. An intermediate case, 0 < p < 1; implies that light con-

tains both polarized and depolarized components and is, therefore, called partially

polarized.

The inequality (29.3) plays an important role in polarimetry because it allows

one to classify the character of the light–medium interaction. Assume first that

the input light is completely polarized. In this case, the equality in (29.3)

implies that the medium is non-depolarizing. Note that the terms non-
depolarizing and deterministic or “pure” are not, in general, identical. The

term deterministic means that the Mueller matrix describing such a medium

can be derived from the corresponding Jones matrix [3, 83, 89, 237]. This

condition is more rigid than the condition of a non-depolarizing medium

[222]. Hereinafter, we call this class of matrices pure Mueller matrices [106].

If the output light results in an inequality in (29.3) then the scattering medium is

not deterministic. If, in addition, the transformation matrix in (29.1) can be

represented as a convex sum of deterministic Mueller matrices [44, 81, 82] then

the result is a depolarizing Mueller matrix (hereinafter Mueller matrix); other-

wise, the result is a Stokes transformation matrix, i.e., the transformation matrix

ensures the fulfillment of the Stokes�Verdet criterion only. The properties of

matrices transforming Stokes vectors into Stokes vectors, i.e., those satisfying

the Stokes�Verdet criterion, have been studied by many authors [86, 88, 186,

245, 266, 267, 285].

Any pure Mueller matrix M can be transformed to the corresponding Jones

matrix T using the following relation ([7, 63, 199]):

M ¼ AðT� T�ÞA�1; (29.5)

where the asterisk denotes the complex-conjugate value,

T ¼ t1 t4
t3 t2

� �
; (29.6)

A ¼
1 0 0 1

1 0 0 �1

0 1 1 0

0 i �i 0

0
BB@

1
CCA; (29.7)

the ti are, in general complex, and � is the tensorial (Kronecker) product.

Since the element m11 is a gain for unpolarized incident light, it must satisfy the

following inequality:

m11 > 0: (29.8)
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Furthermore, the elements of the Mueller matrix must obey the following

conditions:

m11 � jmijj; (29.9)

TrðMÞ � 0; (29.10)

mT � j m j2M; (29.11)

where Tr denotes the trace operation and m is an arbitrary real or complex constant.

Note that the last relation defines the ability of the Jones and Mueller matrices

to represent a “physically realizable” medium [3, 82, 151] and implies the

physical restriction according to which the ratio g of the intensities of the

emerging and incident light beams (the gain or intensity transmittance) must

always be in the interval 0 � g � 1: This condition is called the gain or transmit-

tance condition and can be written in terms of the elements of the Mueller matrix

as follows [9]:

m11 þ ðm2
12 þ m2

13 þ m2
14Þ

1 2= � 1;

m11 þ ðm2
21 þ m2

31 þ m2
41Þ

1 2= � 1:
(29.12)

While a Jones matrix has generally eight independent parameters, the abso-

lute phase is lost in (29.5), yielding only seven independent elements for a pure

Mueller matrix. Evidently, this results in the existence of interrelations for the

elements of a general pure Mueller matrix. This fact was pointed out for the first

time, although without a derivation of their explicit form, by van de Hulst [263].

Since then, this subject has been studied by many authors (e.g., [1, 73, 109]). In

the most complete and refined form these interrelations are presented in

Hovenier [106].

In particular one can derive the following important equation for the elements of

a pure Mueller matrix:

X4
i¼1

X4
j¼1

m2
ij ¼ 4m2

11: (29.13)

This equality was obtained for the first time by Fry and Kattawar [73]. However,

the question of whether this is a sufficient condition for M to be a pure

Mueller matrix has been the subject of extensive discussions (see, e.g., [3, 26,

28, 83, 106, 127, 137, 138, 237, 238]). Under the premise that the Mueller

matrix in question can be represented as a convex sum of pure Mueller matrices,

(29.13) is both a necessary and a sufficient condition for M to be a pure Mueller

matrix [82].
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In addition to the equalities presented above, a set of inequalities can be derived

to characterize the structure of the pure Mueller matrix, as follows [109]:

m11 þ m22 þ m12 þ m21 � 0;

m11 � m22 � m12 þ m21 � 0;

m11 þ m22 � m12 � m21 � 0;

m11 � m22 þ m12 � m21 � 0;

m11 þ m22 þ m33 þ m44 � 0;

m11 þ m22 � m33 � m44 � 0;

m11 � m22 þ m33 � m44 � 0;

m11 � m22 � m33 þ m44 � 0:

(29.14)

Equation (29.5) can be used to derive interrelations between the structures of

a Jones matrix and the corresponding pure Mueller matrix. For example, the

successive application of transposition and sign reversal for the off-diagonal ele-

ments of the Jones matrix in (29.6) yields

t1 �t3
�t4 t2

� �
$

m11 m21 �m31 m41

m12 m22 �m32 m42

�m13 �m23 m33 �m43

m14 m24 �m34 m44

0
BB@

1
CCA : (29.15)

Physical reasons for the above relations are quite clear. Indeed, (29.15) origi-

nates from the operation of interchanging the incident and emerging light beams,

the principle of reciprocity [205, 229, 231, 273], and mirror symmetry [104, 105].

The effect of the symmetry of the individual scatterers and collections of

scatterers on the structure (number of independent parameters) of the Mueller

matrix has been considered by van de Hulst [263]. In particular, he demonstrated

that the collection of scatterers containing equal numbers of particles and their

mirror particles possesses the following Mueller matrix:

m11 m12 0 0

m21 m22 0 0

0 0 m33 m34

0 0 m43 m44

0
BB@

1
CCA: (29.16)

If in (29.6) t3 ¼ t4, then m2
11 � m2

12 � m2
33 � m2

34 ¼ 0; m22 ¼ m11; m33 ¼ m44;
and m34 ¼ �m43, see (29.5).

If, in addition, the collection of scatterers contains equal numbers of particles in

positions described by (29.6) and (29.15) and those corresponding to the transpo-

sition and sign reversal of the off-diagonal elements of the Jones matrix (29.6), then

m12 ¼ m21.
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The Mueller matrix of (29.16) plays a key role in many light-scattering appli-

cations. Some of them will be discussed later in this section. The structure of

(29.16) can be caused by a symmetry of individual particles and a collection of

particles in single and multiple scattering [170, 263] as well as by illumination-

observation geometries for backward [289] and forward [227] scattering.

The model of a medium described by the Mueller matrix of (29.16) has been used

in studies of optical characteristics of oceanic water [132, 275]; ensembles of

identical, but randomly oriented fractal particles [134]; dense spherical particle

suspensions in the multiple-scattering regime [123]; ice clouds consisting of

nonspherical ice crystals in the multiple-scattering regime [143]; polydisperse, ran-

domly oriented ice crystals modeled by finite circular cylinders with different size

distributions [286]; cylindrically shaped radially inhomogeneous particles [158]; and

small spherical particles (ranging in diameter from 0.2 to 1.5 mm) sparsely seeded on

the surface of a crystalline silicon c-Si wafer [122]. Other applications included

measurements of the complex refractive index of isotropic materials as matrices of

isotropic and ideal metal mirror reflections [55]; the development of a symmetric

three-term product decomposition of a Mueller�Jones matrix [195]; and the descrip-

tion of very general and practically important cases of (1) randomly oriented particles

with a plane of symmetry [108] and/or (2) equal numbers of particles and their mirror

particles [172]. This list of applications can be extended significantly.

An example of the situation in which theMueller matrix has the structure of (29.16)

and contains information on the strong dependence of depolarization and depolari-

zation on the polarization state of the input light is the exact forward scattering of

polarized light by a slab of inhomogeneous linear birefringent medium [227].

The scattering angles 0�(exact forward direction) and 180�(exact backward

direction) deserve special attention owing to their importance in numerous practical

applications, including the scattering by biological tissues. For the first time, the

general form of angles was derived by van de Hulst [263]. Hu et al. [110] presented

a comprehensive study of forward and backward scattering by an individual particle

in a fixed orientation. For forward scattering, they distinguished 16 different

symmetry shapes which were classified into 5 symmetry classes; for backward

scattering, 4 different symmetry shapes were identified and classified into 2

symmetry classes. A large number of relations were derived in this way. The

structures of Mueller matrices for various collections of particles in the cases of

forward and backward scattering can be found elsewhere [107, 263].

It is important to note that although analyses of the internal structure of a general

pure Mueller matrix, the symmetry relations between matrix elements caused by

interchanging the incident and emerging light beams, and the principle of reciproc-

ity have historically been carried out in the framework of light scattering by discrete

particles these results are also relevant to pure Mueller matrices in the continuous-

medium approximation.

In this section, we consider the problem of Mueller matrix interpretation in the

framework of the approach wherein the medium studied is modeled as a medium

with a continuous (and possibly random) distribution of optical parameters. The

polarization of light changes if the amplitudes and phases of the components of the
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electric vector E change separately or simultaneously ([7, 27, 235]). It is, therefore,

customary to distinguish between the corresponding classes of anisotropic media:

dichroic (or possessing amplitude anisotropy), influencing only the amplitudes;

birefringent (or possessing phase anisotropy), influencing only the phases; and

“all other” (possessing both amplitude and phase anisotropy) affecting both the

amplitudes and the phases of the components of the electric field vector. Among

these classes, four types of anisotropic mechanisms are recognized as basic or, after

Jones, elementary [112, 116–118, 120]: linear and circular phase and linear and

circular amplitude anisotropies.

Linear birefringence is described by the following pure Mueller matrix:

MLP ¼
1 0 0 0

0 cos22aþ sin22a cosD cos 2a sin 2a ð1� cosDÞ � sin 2a sinD
0 cos 2a sin 2a ð1� cosDÞ sin22aþ cos22a cosD cos 2a sinD
0 sin 2a sinD � cos 2a sinD cosD

0
BB@

1
CCA

(29.17)

where D is the phase shift between two orthogonal linear components of the electric

field vector and a is the azimuth of the anisotropy.

The Mueller matrix describing linear dichroism is

MLA ¼

1þ P ð1� PÞ cos 2g
ð1� PÞ cos 2g cos22g ð1þ PÞ þ 2sin22g

ffiffiffi
P

p

ð1� PÞ sin 2g cos 2g sin 2g ð1� ffiffiffi
P

p Þ2
0 0

0
BBBB@

ð1� PÞ sin 2g 0

cos 2g sin 2g ð1� ffiffiffi
P

p Þ2 0

sin22g ð1þ PÞ þ 2cos22g
ffiffiffi
P

p
0

0 2
ffiffiffi
P

p

1
CCCCA;

(29.18)

where P is the relative absorption of two linear orthogonal components of the

electric vector and g is the azimuth of the anisotropy.

The Mueller matrix describing circular birefringence is

MCP ¼
1 0 0 0

0 cos 2’ sin 2’ 0

0 � sin 2’ cos 2’ 0

0 0 0 1

0
BB@

1
CCA; (29.19)

where ’ is the induced phase shift between two orthogonal circular components of

the electric vector.

Finally, in terms of the Mueller-matrix calculus, circular amplitude anisotropy is

described by the following matrix:

MCA ¼
1þ R2 0 0 2R

0 1� R2 0 0

0 0 1� R2 0

2R 0 0 1þ R2

0
BB@

1
CCA; (29.20)
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where R is the magnitude of anisotropy, i.e., the relative absorption of two orthog-

onal circular components of the electric vector. The six quantities a, D, P, g, ’, and
R are called anisotropy parameters.

It can be seen that the matrices describing linear and circular birefringence

belong to the class of unitary matrices (in the case of matrices with real-valued

elements – orthogonal matrices). The matrices of linear, (29.18), and, circular

(29.20), dichroism belong to the class of Hermitian matrices (in the case of matrices

with real-valued elements – symmetric matrices).

The Mueller matrices of (29.17)�(29.20) represent media exhibiting individual

types of anisotropy. Experimental measurements of these matrices or of the

corresponding informative matrix elements allow one to interpret and characterize

anisotropy properties of media. However, more often two or more types of anisot-

ropy are exhibited by a medium simultaneously. Evidently, such cases require the

development of more sophisticated polarimetric matrix models [44, 85, 112, 152,

195, 196, 226].

The matrix model that is used most extensively in optical polarimetry for

decoupling constituent polarization properties of optical medium is the polar

decomposition proposed by Lu and Chipman [152]. This model is based on the

so-called polar decomposition theorem [141], according to which an arbitrary

matrix M can be represented by a product

M ¼ MP MR or M ¼ MR M
0
P; (29.21)

whereMP andM0
P are Hermitian matrices andMR is a unitary one. The Hermitian

matrix is associated with amplitude anisotropy, while the unitary matrix describes

phase anisotropy [280]. The matrices MP and MR are called the dichroic and the

phase polar form [85, 152, 280].

The polar decomposition was first employed by Whitney [280] without finding

explicit expressions for MP and MR: They were proposed later, independently by

Gil and Bernabeu [85] and Lu and Chipman [152]. Alternatively, the dichroic and

phase polar forms can be derived using spectral methods of linear algebra [7].

The phase polar form MR (using notation from [152]) is given by

MR ¼ 1 ~0
T

~0 mR

 !
;

ðmRÞij ¼ dij cosRþ aiajð1� cosRÞ þ
X3
k¼1

eijkak sinR;

(29.22)

where~0 is the 3	 1 zero vector; ½ 1 a1 a2 a3 
T ¼ ½ 1 R
_T 
 T is the normalized

Stokes vector for the fast axis of MR; dij is the Kronecker delta; eijk is the

Levi�Civita permutation symbol, mR is the 3 	 3 submatrix of MR obtained by

striking out the first row and the first column ofMR; andR is the birefringence given by
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R ¼ arccos
1

2
TrMR � 1

� �
: (29.23)

The dichroic polar form MP is as follows:

MP ¼ Tu
1 ~D

T

~D mP

 !
;

mP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� D2

p
Iþ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� D2

p� �
_

D
_

D;

(29.24)

where I is the 3	 3 identity matrix;
_

D ¼ ~D j~D j
.

is the unit vector in the direction of

the diattenuation vector ~D; Tu is the transmittance for unpolarized light; and the

value of diattenuation can be obtained as

D ¼ f 1� 4 j det ðTÞ j2 ½Tr ðT�TÞ
2
.

g1 2= : (29.25)

The models of anisotropic media based on the polar decomposition contain six

independent parameters, three for the phase polar form MR and three for the

dichroic polar form MP: It can be seen that the phase polar form is a unitary

(orthogonal) matrix and the dichroic polar form is a Hermitian (symmetric) matrix.

Note that unitarity (orthogonality) of the phase polar form, (29.22), is in complete

agreement with the first Jones’ equivalence theorem [112], and is a general model

of elliptically birefringent media. The situation with the dichroic polar form is more

complex [225, 228]. Mathematically, the complexity originates from the fact that,

in contrast to unitary matrices, the product of Hermitian matrices is generally not

a Hermitian matrix [141].

If the incident light is fully polarized and the output light is characterized by an

inequality in (29.3) then the equalities for matrix elements obtained in Hovenier

[106] and (29.13), which determine the structure of the Mueller matrix as

a deterministic matrix, are lost. In this case, the output light is composed of several

incoherent contributions, and the medium as a whole cannot be represented by

a Jones matrix. However, the medium can be considered as a parallel set of

deterministic media, each one being described by a well-defined Jones matrix, in

such a way that the light beam is shared among these different media. It is important

to point out that the same result could be obtained by considering the medium as an

ensemble [127] so that each realization i, characterized by a well-defined Jones

matrix Ti; occurs with a probability pi:
If a Mueller matrix can be represented by a convex sum of pure Mueller matrices

[44, 46, 82, 238] then it is called a depolarizing Mueller matrix. It is important to

note that this class of matrices does not coincide with the class of matrices, called

Stokes matrices, satisfying the Stokes�Verdet criterion, i.e., matrices transforming

Stokes vectors into Stokes vectors, see (29.3). Any physical Mueller matrix is

a Stokes matrix, but the converse is not, in general, true [82]. On the other hand,
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no method has been quoted to physically realize a Stokes matrix that cannot be

represented as a convex sum of deterministic Mueller matrices.

Linear inequalities for the elements of a pure Mueller matrix are also valid for

a depolarizing Mueller matrix M [108], in particular:

m11 � 0; m11 � jmijj;
m11 þ m22 þ m12 þ m21 � 0;

m11 þ m22 � m12 � m21 � 0;

m11 � m22 þ m12 � m21 � 0;

m11 � m22 � m12 þ m21 � 0:

(29.26)

In this case, the following quadratic inequalities are also valid [73]:

ðm11 þ m12Þ2 � ðm21 þ m22Þ2 � ðm31 þ m32Þ2 þ ðm41 þ m42Þ2;
ðm11 � m12Þ2 � ðm21 � m22Þ2 � ðm31 � m32Þ2 þ ðm41 � m42Þ2;
ðm11 þ m21Þ2 � ðm12 þ m22Þ2 � ðm13 þ m23Þ2 þ ðm14 þ m24Þ2;
ðm11 � m21Þ2 � ðm12 � m22Þ2 � ðm13 � m23Þ2 þ ðm14 � m24Þ2;
ðm11 þ m22Þ2 � ðm12 þ m21Þ2 � ðm33 þ m44Þ2 þ ðm34 � m43Þ2;
ðm11 � m22Þ2 � ðm12 � m21Þ2 � ðm33 � m44Þ2 þ ðm34 þ m43Þ2;

(29.27)

while (29.13) becomes an inequality as well:

X4
i¼1

X4
j¼1

m2
ij � 4m2

11: (29.28)

The study and characterization of depolarization is of considerable importance

owing to the fact that depolarization phenomena are encountered in many theoret-

ical and experimental applications of polarimetry to discrete random media and

media with bulk and surface inhomogeneities. Note that the light–medium interac-

tion with depolarization is heretofore studied in considerably less detail than the

problem described by Mueller�Jones matrices discussed above.

Depolarization is the result of decorrelation of the phases and the amplitudes of

the electric field vectors and/or selective absorption of polarization states [27].

Depolarization can be observed in both single and multiple light scattering and

depends on geometrical and physical characteristics of the scattering particles:

shape, morphology, refractive index, size parameter (ratio of the particle circum-

ference to the wavelength of the incident light), and orientation with respect to the

reference frame [170]. Furthermore, multiple scattering results in depolarization of

the output light even in the case of a collection of spherically symmetric particles

and often reinforces depolarization caused by particle nonsphericity [170, 173].
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Our purpose here is to consider the depolarization phenomenon using the Mueller-

matrix formalism; in particular, we intend to discuss single-number depolarization

metrics and Mueller matrices of depolarization. The notion of depolarization

Mueller-matrix factorization has long existed in the literature and will be consid-

ered in this section, below.

Depolarization metrics provide a single scalar number that varies from zero,

thereby corresponding to a totally depolarized output light, to a certain positive

number corresponding to a totally polarized output light. All intermediate values

are associated with partial polarization.

The depolarization index was introduced by Gil and Bernabeu [83, 84]:

DI Mð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX4
i; j¼1

m2
ij � m2

11

vuut ð
ffiffiffi
3

p
m11

.
Þ: (29.29)

The depolarization index is bounded according to 0 � DIðMÞ � 1. The extreme

values of DIðMÞ correspond to the case of unpolarized and totally polarized output

light, respectively.

An “analog” to the degree of polarization, (29.4), for linearly polarized input

light in terms of Mueller matrix elements, the so-called index of linear polarization,

was introduced by Bueno [30]:

GL ¼
ffiffiffi
3

p

2m11

m2
21 þ m2

31 þ
1

3

X4
i¼1

ðm2
2i þ m2

3iÞ
 !1 2=

: (29.30)

It can be seen that GL is the ratio of the mean of the sum of the squares of matrix

elements corresponding to linear polarization of the output light and the value of the

corresponding averaged intensity normalized by the maximum value of this ratio

that occurs for a linear polarizer: ðGLÞmax ¼ 2 3= 1 2= : The former implies the fol-

lowing range of variation: 0 � GL � 1:
The average degree of polarization was defined by Chipman [42] as follows:

Average DoPðMÞ ¼ 1

4p

ðp
0

ðp 2=

�p 2=

p ½MSðe; zÞ
 cos e de dz: (29.31)

The term cos e de dz scans the incident polarization state over the Poincaré

sphere, with the latitude e and longitude z. The Stokes vector Sðe; zÞ is a function

of ellipticity and orientation azimuth of the polarization ellipse of light:

Sðe; zÞ ¼ ½ 1 cos 2e cos 2z cos 2e sin 2z sin 2e 
T; (29.32)

where T stands for “transposed.”
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The so-called QðMÞ metrics is defined as follows [68]:

QðMÞ ¼
X4
i¼2

X4
j¼1

m2
ij

X4
j¼1

m2
1j ¼ f 3 ½DIðMÞ
2 � ½DðMÞ
2g f 1þ ½DðMÞ
2g

.
;

,

(29.33)

whereDðMÞ ¼ ðm2
12 þ m2

13 þ m2
14Þ1 2=

is the diattenuation parameter and 0 � DðMÞ
� 1: The metric QðMÞ is bounded according to 0 � QðMÞ � 3. Specifically,

QðMÞ ¼ 0 corresponds to a totally depolarizing medium; 0 < QðMÞ < 1

describes a partially depolarizing medium; 1 � QðMÞ < 3 represents a partially

depolarizing medium if, in addition, 0 < DIðMÞ < 1; otherwise, it represents

a non-depolarizing diattenuating medium; finally,QðMÞ ¼ 3 for a non-depolarizing

non-diattenuating medium.

Thus, the depolarization metrics provide a summary of the depolarizing property

of a medium via a single number. The depolarization index DIðMÞ and the QðMÞ
metrics are directly related to the Mueller matrix elements only and, in contrast to

the average degree of polarization Average DoP, require no scan of the whole

Poincaré sphere of the input polarizations. Furthermore, QðMÞ provides more

detailed information about depolarization properties of a medium.

Quantities referring to the intrinsic depolarization properties of light have had

wide applications in polarimetry as well. These are the linear, dL; and circular, dC;
depolarization ratios defined according to [169, 170]

dL ¼ ðs1 � s2Þ ðs1 þ s2Þ= ; (29.34)

dC ¼ ðs1 þ s4Þ ðs1 � s4Þ= : (29.35)

The interest in these parameters is explained by the fact that they are susceptible

to particle nonsphericity. Indeed, for spherical particles both ratios are equal to zero

identically, whereas for nonspherical scatterers both dL and dC can substantially

deviate from zero [169]. The former means that if the incident light is linearly

polarized then the backscattered light is completely linearly polarized in the same

plane, whereas if the incident light is circularly polarized then the backscattered

light is completely circularly polarized in the opposite sense. For nonspherical

particles this is generally not the case.

Chipman [40] introduced somewhat different versions of the degrees of linear

and circular polarization:

DoLP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s22 þ s23

q
s1= ; (29.36)

DoCP ¼ s4 s1= : (29.37)
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These parameters turn out to be very useful for applications in meteorology,

astronomy, ophthalmology, and optical fibers (e.g., [30] and references therein).

Some media depolarize all polarization states equally. Other depolarizing media

partially depolarize most polarization states but may not depolarize one or some

incident states. Depolarization depends significantly on the polarization state of the

input light in the multiple-scattering regime ([17, 128, 214], and references therein).

In particular, Bicout et al. [17] studied numerically and experimentally how depo-

larization evolves for linear and circular input polarizations as the size of the

particles increases from very small (Rayleigh regime) to large (Mie regime) in

the case of a forward scattering geometry.

A single-number metric providing a summary of depolarization by a medium

cannot give detailed information about all features of depolarization. Such infor-

mation can only be obtained from Mueller-matrix models of depolarization. The

case when for all polarizations of the input light the degree of polarization p of the

output light is the same is called isotropic depolarization. When the degree of

polarization of the output light is a function of parameters of the input polarization,

one speaks of anisotropic depolarization.

There seems to be a consensus regarding the form of the Mueller matrix model

describing isotropic depolarization [27, 41]:

diag ½ 1 p p p 
: (29.38)

It can be seen that the properties of this type of depolarization are the following:

1. The transmittance is the same for all polarizations of the incident light;

2. p of the output light is the same for all input polarizations.

On the other hand, there is no consensus in the literature concerning the Mueller

matrix for the case of anisotropic depolarization. Apparently, one of the most

accepted forms of the Mueller matrix describing the dependence of p of the output

light on the incident polarization is the following [27, 41, 196, 234]:

diag ½ 1 a b c 
: (29.39)

The elements a, b, and c are interpreted physically in the following manner: a
and b are the degrees of linear depolarization, while c is the degree of circular

depolarization. If a ¼ b ¼ c ¼ 0 then the Mueller matrix represents an ideal depo-

larizer. Bicout et al. [17] discussed the depolarization arising in multiple scattering

of light by spherical scatterers in the Rayleigh regime and given by (29.39) with

a ¼ b:
The most general expression for the Mueller matrix describing depolarization

was suggested by Lu and Chipman [152]:

1 ~O
T

~PD mD

 !
; mT

D ¼ mD; (29.40)
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where ~PD denotes the so-called polarizance vector. The polarizance vector

describes the state of polarization generated by this Mueller matrix from unpolar-

ized incident light. The Mueller matrix of (29.40) has 9� of freedom, and this is of

interest because this matrix along with a generalized deterministic Mueller matrix

are jointly characterized by 16� of freedom. This means that in this way one obtains

the generalized Mueller matrix of an arbitrary medium that has 16� of freedom and

linearly interacts with polarized light.

The product of Mueller matrices of the polar forms (29.22) and (29.24) and the

depolarizing Mueller matrix (29.40)

M ¼ MD MR MP; (29.41)

is the generalized polar decomposition and a multiplicative matrix model of an

arbitrary Mueller matrix [81, 82, 152].

The product of the phase polar form and the depolarizing matrices can then be

obtained as

MD MR ¼ M0 ¼ MM�1
P : (29.42)

Then

~PD ¼ ð~P�m~DÞ ð1�= D2Þ; (29.43)

where ~P ¼ ð1 m= 11Þ½m21 m31 m41 
T and m is the submatrix of the initial matrix

M. The m0 is the submatrix of M0 and can be written as

m0 ¼ mD mR: (29.44)

The submatrix mD can be calculated as follows:

mD ¼ �½m0 ðm0ÞT þ ð
ffiffiffiffiffiffiffiffiffi
l1l2

p
þ

ffiffiffiffiffiffiffiffiffi
l2l3

p
þ

ffiffiffiffiffiffiffiffiffi
l1l3

p
Þ I
�1

	½ð
ffiffiffiffiffi
l1

p
þ

ffiffiffiffiffi
l2

p
þ

ffiffiffiffiffi
l3

p
Þm0 ðm0ÞT þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l1l2l3

p
I
;

(29.45)

where li are the eigenvalues ofm0 ðm0ÞT: The sign “+” or “�” is determined by the

sign of the determinant ofm0: The net depolarization coefficient D can be calculated

according to

D ¼ 1� 1

3
jTr ðMDÞ � 1 j : (29.46)

In conclusion of this section, we consider the additive Mueller matrix model of

depolarizing object suggested by Cloude [44] and extensively employed in optical
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and radar polarimetry (see, e.g., [47, 48, 182–184, 219, 224, 274]). The Cloude

coherence matrix J is derived from the corresponding arbitrary Mueller matrix as

follows:

J11 ¼ 1 4=ð Þ m11 þ m22 þ m33 þ m44ð Þ J12 ¼ 1 4=ð Þ m12 þ m21 � im34 þ im43ð Þ
J13 ¼ 1 4=ð Þ m13 þ m31 þ im24 � im42ð Þ J14 ¼ 1 4=ð Þ m14 � im23 þ im32 þ m41ð Þ

J21 ¼ 1 4=ð Þ m12 þ m21 þ im34 � im43ð Þ J22 ¼ 1 4=ð Þ m11 þ m22 � m33 � m44ð Þ
J23 ¼ 1 4=ð Þ im14 þ m23 þ m32 � im41ð Þ J24 ¼ 1 4=ð Þ �im13 þ im31 þ m24 þ m42ð Þ

J31 ¼ 1 4=ð Þ m13 þ m31 � im24 þ im42ð Þ J32 ¼ 1 4=ð Þ �im14 þ m23 þ m32 þ im41ð Þ
J33 ¼ 1 4=ð Þ m11 � m22 þ m33 � m44ð Þ J34 ¼ 1 4=ð Þ im12 � im21 þ m34 þ m43ð Þ

J41 ¼ 1 4=ð Þ m14 þ im23 � im32 þ m41ð Þ J42 ¼ 1 4=ð Þ im13 � im31 þ m24 þ m42ð Þ
J43 ¼ 1 4=ð Þ �im12 þ im21 þ m34 þ m43ð Þ J44 ¼ 1 4=ð Þ m11 � m22 � m33 þ m44ð Þ

(29.47)

It can be seen that coherence matrix J is positive semidefinite Hermitian and,

hence, has always four real eigenvalues. The eigenvalues of the coherence matrix, li,
can be combined to form a quantity that is a measure of the depolarization, depolar-

izationmetric, of the studied medium. This quantity is called entropy and is defined as:

H ¼ �
XN
i¼1

li
X
j

lj

, !
logN li

X
j

lj

, !
(29.48)

Given eigenvalues li of coherence matrix J, we have for initial Mueller matrix:

M ¼
X4
k¼1

lkMk
D; Mk

D , Tk; (29.49)

here Mk
D are the pure Mueller matrices obtained from the Jones matrices by (29.5).

The Jones matrix, T, in turn, is obtained in the following manner:

t
ðkÞ
11 ¼ CðkÞ

1 þCðkÞ
2 ; t

ðkÞ
12 ¼ CðkÞ

3 � iCðkÞ
4

t
ðkÞ
21 ¼ CðkÞ

3 þ iCðkÞ
4 ; t

ðkÞ
22 ¼ CðkÞ

1 �CðkÞ
2 k ¼ 1; 4

; (29.50)

where CðkÞ ¼ C1 C2 C3 C4ð ÞTk is k-th eigenvector of coherence matrix J.
Thus, the substance of the Cloude’s coherency matrix concept, which, in

essence, is an additive matrix model of depolarizing Mueller matrix, (29.49), is

the representation of the initial depolarizing Mueller matrix as a weighted convex

sum of four pure Mueller matrices.
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If three of the eigenvalues of J vanish, then the entropy H ¼ 0 and initial matrix

M is a deterministic Mueller-Jones matrix. If all four eigenvalues of J are not equal
to zero and H � 0:5, then the pure Mueller matrix, which corresponds to the

maximal eigenvalue, is the dominant type of deterministic polarization trans-

formation of the studied object. So, this model allows the possibility of studying

the anisotropy properties of depolarizing objects on the one hand and, on the

other hand, is a necessary and sufficient criterion for given 4 	 4 real matrix

to be Mueller matrix (the case when all four eigenvalues of J are non-negative)

and pure Mueller matrix (the case when three of the eigenvalues vanish)

[182–184, 274].

29.3 Mueller Matrix Measurements

The aim of this section is to discuss the general concept of the Mueller matrix

measurement. An ample number of practical schemes of the Stokes and Mueller

polarimeters can be found elsewhere [6, 40, 96].

The Mueller matrix polarimeter at visible and infrared is composed of

a polarization state generator (PSG) and polarization state analyzer (PSA), as

shown in Fig. 29.1.

The PSG forms the particular polarization state of incident light on the studied

object. The PSA is operated to measure either the full Stokes vector or some of the

Stokes parameters of the scattered light. Both PSG and PSA consist of retarders and

diattenuators that are capable of analyzing the polarization state of the scattered

beam.

Nearly all existing Mueller matrix polarimeters are configured so that the entire

Mueller matrix has to be measured [40]. Such an approach is required to make up

the conditioned set of 16 equations for matrix elements in order to reconstruct the

full 4	 4 Mueller matrix. The approach has been determined by structure of the so-

called characteristic or data-reduction matrix of generalized measurement equation.

The data-reduction matrix describes the conversion of a set of polarized-intensity

measurements into the Mueller matrix that is represented as a 16 	 1 vector. For

any PSG and PSA, the total flux measured by the detector is

g ¼ QML ¼
X4
i¼1

X4
j¼1

qimijlj; (29.51)

where L is the Stokes vector produced by PSG;M is the object Mueller matrix; and

Q is the Stokes vector corresponding to the first row of the Mueller matrix

representing the PSA.

To measure the full Mueller matrix, N � 16 of flux measurements (29.51) are

required. Flattening the Mueller matrix M into 16 	 1 Mueller vector of the form
~M ¼ m11 m12 m13 m14 � � � m43 m44½ 
T the polarimetric measure-

ment equation can be represented as follows:
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G ¼ W~M ¼

q11l
1
1 q11l

1
2 q11l

1
3 � q14l

1
4

q21l
2
1 q21l

2
2 q21l

2
3 � q24l

2
4

q31l
3
1 q31l

3
1 q31l

3
3 � q34l

3
4

� � � � �
qN1 l

N
1 qN1 l

N
2 qN1 l

N
3 � qN4 l

N
4

0
BBBB@

1
CCCCA

m11

m12

m13

�
m44

0
BBBB@

1
CCCCA; (29.52)

where G- N 	 1 vector, whose components are the fluxes measured by detector;W
is N	 16 general characteristic or data reduction matrix with elements wN

ij ¼ qN
i l

N
j .

Equation (29.52) is a system of generally N algebraic equations for Mueller

matrix elements mij. The simplest case of the system (29.52) occurs when 16

independent measurements are performed. In this case N ¼ 16, W is of rank 16,

and inverse matrix W�1 is unique. Then all 16 Mueller matrix elements are

~M ¼ W�1G: (29.53)

Most Mueller matrix polarimeters are configured so that N > 16. This makes ~M
overdetermined, and W�1 does not exist. The optimal (least-squares) estimation of
~M can be obtained using the pseudoinverse matrix ~W of W [141]:

~M ¼ ~WG ¼ WTW
� ��1

WTG: (29.54)

In mathematics there exist a variety of pseudoinverse matrices (e.g., one-sided

inverse, Drazin inverse, group inverse, Bott-Duffin inverse, etc.). Here we use the so-

called Moore-Penrose pseudoinverse matrix [19, 176, 201]. Note that the characteris-

tic matrixW in (29.7) is or can evidently be reduced to those of the full column rank.

This approach is called complete Mueller polarimetry. The theory of operation

and calibration of Mueller matrix polarimetry was developed in [40], and the

general formalism has been applied by many authors to the optimization of Mueller

matrix polarimeters in the presence of noise and measurement error [53, 220, 241,

258]. This procedure is repeated at different scattering angles in order to determine

the angular profile of the Mueller matrix.

incident
 angle

Measured object

PSG PSA

Source
Detector

scattering
 angle

Fig. 29.1 Schematic

overview to measure the

Mueller matrices
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However, in many applications reconstruction of the full Mueller matrix is not

necessary [193, 220, 221, 259]. First of all, some subset of matrix elements might

completely describe scattering that is of interest and, hence, these subsets can be

considered as initial information for the solution of corresponding classes of inverse

problems. Another factor making the measurement of complete Mueller matrix

unnecessary is matrix symmetry. Illustrative example is the pure Mueller matrix

with symmetry determining by the first Jones equivalence theorem [106, 112]. This

matrix is widespread in the literature [247, 248] because it describes linear crystal

optics without absorption. This approach is termed incomplete or partial Mueller

polarimetry [221, 259].

The exact sets of matrix elements, i.e., structures of incomplete Mueller matri-

ces, which can be measured in the framework of any of measurement strategies

(time sequential, dynamic, etc.), are also determined by structure of the data-

reduction matrix of generalized measurement equation (29.51). This corresponds

to the third case in (29.51) occurring when N < 16 and W is of rank less than 16.

The optimal estimation of ~M is again obtained using the pseudoinverse matrix ~W.

However, only 15 or fewer Mueller matrix elements can be determined from the

system (29.54), i.e., polarimetry is “incomplete” or “partial.”

29.4 Radar Polarimetry

Radar polarimetry is a special class of equipment to carrying out the polarization

measurements at micro- and radiowave. Monostatic radars use the same antenna to

transmit and receive electromagnetic radiation and are limited to measurements at

the exact backscattering direction. Bistatic radars use one or more additional

receiving antennas that provide supplementary polarization information.

For radar polarimetry, the Stokes vector is not the most effective way to

characterize the data since there are effectively two measurements of polarization

to quantify – one for each of the orthogonal transmitted waves. The radar transmits

a horizontal polarized wave, measures the echo polarization, transmits a vertical

polarized wave and measures the polarization of that echo. At least two Stokes

vectors would then be required [283]. Since the polarimetric measurements of the

echoes are made as orthogonal measurements it is convenient to define an alterna-

tive notion of the Jones matrix, (29.6), called in radar polarimetry a scattering

matrix [45, 178]

S ¼ sVV sVH
sHV sHH

� �
; (29.55)

where sHV denotes a transmitting antenna of a horizontal polarization and

a receiving antenna of a vertical polarization. S becomes symmetric if the target

is reciprocal, sHV ¼ sVH.
In (29.6) and (29.55) there are two major conventions currently used for coordi-

nates systems, the forward-scatter alignment (FSA) convention and the backscattered
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alignment (BSA) convention [21, 91, 271]. If BSA convention is used, then the

scattering matrix defined in (29.18) relates the scattered wave viewed approaching

the receiving antenna to the incident wave viewed receding from the transmitting

antenna [272]. In optical or transmission polarimetry, the FSA convention is used.

The S matrix, which is expressed in the BSA coordinates, is referred to as the

Sinclair matrix [21, 91, 126, 239, 287].

When we say in (29.1) that the input and output Stokes vectors are connected

through the Mueller matrix, it assumes utilization of the FSA convention. Using the

BSA convention, the Stokes vector of the backscattered wave is related to the incident-

wave Stokes vector through the Kennaugh matrix, K [21, 125, 263, 272]. Thus, the

Mueller matrix M and the Kennaugh matrix K are formally related by [21, 91, 153]

M ¼ diag 1 1 1 �1½ 
 �K: (29.56)

For symmetrical targets the matrices S, K, and M are characterized by only five

parameters.

In addition toM andK, two matrices named the target covariance matrix and the

target coherence matrix might be used for characterization of partially polarized

waves.

The scattering matrix of (29.18) can be represented in the vector form as follows

~S ¼ sHH sHV sVH sVV½ 
T : (29.57)

An ensemble average of the complex product between~S and~S
�T
leads to the so-

called covariance matrix C [24, 270]:

C ¼ <~S � ~S�T
>: (29.58)

The Hermitian positive semi-definite matrix C has precisely the same elements

as the Kennaugh matrix K and the Mueller matrix M but with different arrange-

ments. The full established properties of Hermitian matrices make convenient the

use of C in some applications [24, 135, 190, 249, 269].

The coherency marix (29.47) introduced by Cloude [44] can per analogy with

(29.58) be written as

J ¼ <~k � ~k�T
>: (29.59)

where~k is the target scattering vector [44] and is given by

~k ¼ sHH þ sVV sHH � sVV sHV þ sHV i sHV � sVHð Þ½ 
T : (29.60)

Note that C and J are unitarily similar. The two matrices carry the same

information; both are Hermitian positive semidefinite and both have the same

eigenvalues but different eigenvectors [47].
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Once reciprocity, sHV ¼ sVH, has been assumed the elements of S and may be

stacked into a three-element vector~k ¼ sVV sHV sHH½ 
T . The linear basis is not
always the most efficient way of dealing with the analysis of polarimetric data, and

the Pauli basis of the target vector

~kP ¼ sHH � sVV 2sHV sHH þ sVV½ 
T (29.61)

Is, for many applications, more useful as it helps to emphasize the phase

difference between the HH and VV terms. Double-interactions are dominated by

the first term, multiple (volume) scattering is dominated by the second term, and

direct scattering is dominated by the third term. Equation (29.59) gives in these

cases the 3 	 3 coherency matrix and corresponding three components decompo-

sition of the target Mueller matrix. Using normalized eigenvalues of coherency

matrix pi ¼ li
P3

i¼1 li
.

[49], one more important single metric, the scattering

anisotropy A, can be introduced

A ¼ p2 � p3ð Þ p2 þ p3ð Þ= : (29.62)

Scattering anisotropy A varies between zero and one defining the relation

between the second and the third eigenvalues, i.e., the difference of the secondary

scattering mechanisms. Entropy for smooth surfaces becomes zero, implying a non-

depolarizing scattering process described by a single scattering matrix and increas-

ing with surface roughness. Depolarizing surfaces are characterized by nonzero

entropy values. However, A can be zero even for rough surfaces. For surfaces

characterized by intermediate entropy values, a high scattering anisotropy A indi-

cates the presence of only one strong secondary scattering process, while a low

anisotropy indicates the appearance of two equally strong scattering processes. For

azimuthally symmetric surfaces p2 ¼ p3 and A becomes zero [47]. In this sense, the

anisotropy provides complementary information to the entropy and facilitates the

interpretation of the surface scatterer.

The scattering patterns are described by four independent variables, the elliptic-

ity and orientation of the incident wave, and the ellipticity and orientation of the

backscattered wave. However, using all four of these variables would result in

a response that would be too cumbersome and complicated to interpret. Therefore,

for clearness, only two variables are used at a time to interpret the scattering

patterns – the ellipticity and orientation angle of the incident wave. This yields

two signatures – the co-polarization and cross-polarization signatures introduced in

[2, 272], see Fig. 29.2. In the co-polarization case, the polarization of the scattered

wave is the same as the polarization of the incident wave; while in the cross-

polarization case, the polarization of the scattered wave is orthogonal to the

polarization of the incident wave.

The height of the pedestal is an indicator of the presence of an unpolarized

scattering component, and thus the degree of polarization of a scattered wave [272].

Signatures with significant pedestals are typical of targets that are dominated by
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volume scattering or multiple surface scattering. Evans et al. [69] reported that

pedestal height was directly proportional to vegetation density. Ray et al. [212] and

van Zyl [268] noted that pedestal height was related to surface roughness with

increases in roughness resulting in higher pedestals.

Although being not unique, polarization signature capturing many scattering char-

acteristics of the target, at all polarizations, is informative and can indicate the

scattering mechanisms dominating the target response. Inasmuch as different scattering

mechanisms give different polarization signatures, they could be extracted from the

measured Mueller matrix. The “building block” of such interpretation of the measured

Mueller matrix are the following scattering mechanisms: (1) double bounce scattering;

(2) Bragg scattering; (3) single (odd) bounce scattering; (4) cross scattering (see, for

example, [61]). Because measurements for independent scattering mechanisms can be

added incoherently ([127, 263]), the total Mueller matrix can be represented as a sum

of the above basic scattering mechanisms. A number of additive decompositions of the

scattering and Mueller matrix can be found elsewhere [47, 48, 250].

Double bounce scattering models typically the scattering from the dihedral-

corner-reflector-like structures such as the trunk-ground structure in forested

areas and the wall-ground structures in urban areas. It has been shown [59] that

the scattering matrix for this mechanism can be written as

S1 ¼ 1 0

0 1
ffiffiffi
a

p
=ð Þ exp idð Þ

� �
; (29.63)

where a and d are referred to as polarization index defined as the ratio of HH to VV
polarization response and polarization phase difference defined as the phase

difference between HH and VV backscattered responses. For trunk-ground struc-

ture, a  4� 6 and d  140–160� [60]. The Mueller matrix for the double bounce

scattering has the form

18
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M1 ¼
aþ 1ð Þ 2a= a� 1ð Þ 2a= 0 0

a� 1ð Þ 2a= aþ 1ð Þ 2a= 0 0

0 0 1
ffiffiffi
a

p
=ð Þ cos d � 1

ffiffiffi
a

p
=ð Þ sin d

0 0 � 1
ffiffiffi
a

p
=ð Þ sin d � 1

ffiffiffi
a

p
=ð Þ cos d

0
BB@

1
CCA: (29.64)

Bragg scattering models the scattering from slightly rough surfaces, for example,

sea surface [66, 262]. The Mueller matrix of the Bragg scattering is

M2 ¼
aþ 1ð Þ 2a= a� 1ð Þ 2a= 0 0

a� 1ð Þ 2a= aþ 1ð Þ 2a= 0 0

0 0 1
ffiffiffi
a

p
=ð Þ 0

0 0 0 � 1
ffiffiffi
a

p
=ð Þ

0
BB@

1
CCA; (29.65)

where the mean polarization index value a < 1; the mean polarization phase

difference value d is zero, the Bragg scattering undergoes a single bounce.

The single bounce scattering models the direct specular reflections from the

ground surfaces or from building roofs perpendicular to incident waves. The

Mueller matrix for this mechanism is

M3 ¼
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 �1

0
BB@

1
CCA: (29.66)

The co-polarized response from forest crown volume backscattering can be

included in this mechanism. If the orientations of leaves, twigs, and small branches

are assumed to be uniformly distributed, the backscattering response will be

independent of polarization, giving the same HH and VV responses. The backscat-

tering from the trihedral-corner-reflector-like, wall-wall-ground structures can also

be classified into this mechanism, since the scattering undergoes odd bounces [61].

The polarimetric response of a point or distributed target can generally consist of

the co- and cross-polarized responses. If the total cross-polarized component is of

interest, it can be assumed theoretically that the total cross-polarized response is

caused by a hypothetical cross-scattering mechanism whose scattering matrix is

S4 ¼ 0 1

1 0

� �
; (29.67)

and the corresponding Mueller matrix

M4 ¼
1 0 0 0

0 �1 0 0

0 0 1 0

0 0 0 1

0
BB@

1
CCA: (29.68)
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29.5 Applications of Mueller Matrix Polarimetry

Optical Mueller polarimetry and polarimetric remote sensing have recently dem-

onstrated their unique abilities in anisotropic media and point and distributed

targets of various nature identification, characterization, and classification. Some

of their applications will be discussed in this section.

A comprehensive survey would here be impossible through, in the limited space

of this chapter, and, all applications considered below deserve their own individual

volumes. Thus, we select a few representative examples taken from different areas

and concentrate only on some of their features affecting polarization of incidence

EM wave.

29.5.1 Biomedical Applications

In this subsection we restrict ourselves to consideration of the structures and

information content of Mueller matrices in the framework of the dichotomy of

biological tissue modeling: the cases of a discrete ensemble of scatterers and of

a continuous distribution of optical parameters. The understanding of the nature

of light interaction with biological tissues is relevant to a number of noninvasive

medical diagnostic techniques for cancer and other tissue pathologies. More

comprehensive discussions of the interaction between polarized light and bio-

medical tissues, including the aspects suggesting no Mueller matrix measure-

ments, can be found, for example, in the following excellent books Tuchin [255]

and Tuchin et al. [256].

29.5.1.1 Polarization Properties of Tissues: The Case of a Discrete
Ensemble of Scatterers

Based on the results of the above sections, the following features can be pointed out

that allow one to classify scattering parameters of tissues or other biomedical

structural components, by interpreting their Mueller matrices.

The ratio �m21 m11= is called the degree of linear polarization for unpolarized

incident light [134, 170]. It is often negative for most scattering angles. This means

that the vibrations of the electric field vector occur predominantly in the plane

perpendicular to the scattering plane. For single spheres, the ratio �m21 m11= at

scattering angles 0 and p is identically equal to zero. Mishchenko et al. [172]

pointed out that the most prominent feature of nonspherical scattering appears to

be the bridge of positive linear polarization at scattering angles near 120�.
The ratio m22 m11= is equal to unity for spherical particles at any scattering

angle [172]. Therefore, the deviation of m22 m11= from unity can be used as an

indicator of particle nonsphericity sensitive, at least in some cases, to the particle

size and aspect ratio [169, 210]. The angular features of this ratio have been

studied for different kinds of pollen [16] and marine organisms [148, 275].

However, similar features can be caused by multiple scattering in turbid collec-

tions of spherical particles (e.g., [173]).
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He et al. [98] showed that characteristic scattering features of the skeletal

muscle (bovine Sternomandibularis) can be described by sphere–cylinder scat-

tering because the element m22 has an asymmetry in the image scattering pattern

characteristic of the scattering by cylinders. The Mueller matrix element patterns

of the skeletal muscle found by He et al. are similar to those reported in other

studies [147, 211].

The ratio m34 m11= describes the transformation of the linearly polarized inci-

dent light into the circularly polarized output light. The m34 m11= decreases with

the particle refractive index. Bickel et al. [16] and Bickel and Stafford [15] have

found a high specificity of the normalized element m34 m11= for every type of

biological scatterers. Strong distinctions are revealed in the values of m34 m11= for

spores of two mutant varieties of bacteria, which are distinguished by variations in

their structures not detectable by traditional scattering techniques. The sensitivity

of other matrix elements to these types of scatterers appears to be significantly

weaker.

If scattering is well described by the Rayleigh–Gans approximation, then

m34 ¼ 0: Thus, a non-zero value for this element can be related to a deviation of

the particle characteristics from those satisfying the Rayleigh–Gans scattering

regime [22].

As noted in Bickel et al. [16], Bickel and Stafford [15], Hoekstra and Sloot [102,

103], Bronk et al. [25], and van de Merwe et al. [264, 265], the element m34 is

sensitive to properties of various biological microorganisms, in particular, to small

morphological alterations in scatterers. It has been shown that m34 is affected by

a small surface roughness of a sphere [102]. It has also been demonstrated that

measurements of m34 can be a basis for determining the diameters of rod-shaped

bacteria (Escherichiacoli cells), which are difficult to characterize using other

techniques [25]. The angular dependences of the normalized element m34 m11= for

different bacteria turn out to be oscillating functions whose maxima positions are

very sensitive to varying sizes of the bacteria [25, 264, 265] thus allowing bacterial

growth to be traced. Mueller matrix measurements have been used to examine the

formation of liposome complexes with plague capsular antigens [253, 256] and

various particle suspensions, e.g., those of spermatozoid spiral heads [115, 217].

The ratio m33 m11= describes the reduction of the degree of circular polarization

for circularly polarized incident light. Like for m22 m11= ; the behavior of the

element ratios m33 m11= and m44 m11= also represents asymmetric particle shapes,

i.e., the deviation ofm44 m11= fromm33 m11= indicates a nonspherical morphology of

particles [172, 286]. The polarization characteristics of suspensions of biological

particles have been described by Lopatin et al. [149], who analyzed the sensitivity

of different matrix elements to variations in scatterer shapes and sizes. It was noted

that the values of the elements m33 and m44 in the backward scattering direction

may serve as indicators of biological particle nonsphericity.

By experimentally measuring backscattering Mueller matrix patterns, it was

demonstrated in Antonelli et al. [4] that for the tumoral and healthy parts of

a sample of ex vivo human colon tissue, the absolute value of m22 and m33 was

larger for the diseased tissue than in healthy regions. The same difference between
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cancerous and healthy regions was observed in the m44 element. For both kinds of

tissue, the following inequality holds:

jm22j ¼ jm33j > jm44j: (29.69)

Note that this trend seems to be quite general. Indeed, it has been observed for

healthy and cancerous cell suspensions by Hielscher et al. [101] and Sankaran et al.

[218] for a variety of tissues (fat, tendon, arterial wall, myocardium, blood) in

transmission. Only whole blood displayed the opposite trend,

jm22j ¼ jm33j < jm44j; (29.70)

with lower depolarization for circularly polarized incident light.

Many tissues are characterized by optical activity manifesting itself in circular

dichroism and circular birefringence. The optical activity of tissues may be caused

by the optical activity of the substances they are formed from and by their structural

features. Circular intensity differential scattering is the difference between

scattered intensities for left- and right-hand circularly polarized incident light.

Circular intensity differential scattering effects can be studied by measuring the

matrix element m14 [22]. The so-called “form circular intensity differential scatter-

ing” is an anisotropy resulting from the helical structure of a scatterer [103].

Dorman and Maestre [62] were likely the first to point out that the matrix element

m14 could be useful in studies of helical structures. Indeed, Maestre et al. [156]

reported large m14 values for octopus sperm heads of the species Eledone cirrhosa.
In Shapiro et al. [232], the Mueller matrix elements for a model of DNA

plectonemic helix were calculated using the coupled dipole approximation. The

calculations of the Mueller matrix elements were carried out for two and four turn

helices versus scattering angle. It was shown that the elements m12 and m14 exhibit

the largest change with respect to the number and position of nodes, maxima, and

minima for the calculation performed at l ¼ 20 nm and allow one to discriminate

between the cases of two and four turn helices. In Shapiro et al. [233], the matrix

element m14 was used for the determination of the average DNA orientation of this

scatterer. In [11, 58, 288] it was reported that m14 appears sensitive to the higher

order of DNA structures, namely the pitch and radius of the polynucleosomal

helical arrangements

29.5.1.2 Polarization Properties of Tissues: The Case of a Continuous
Distribution of Optical Parameters

Biological tissues are often optically anisotropic ([111, 256] and references therein;

[12, 43, 70, 145, 187, 257]) and, in principle, can exhibit all the elementary types of

anisotropy (29.17)–(29.20).

Tissues are primarily characterized by the linear birefringence caused by fibrous

structures, which are common constituents of many connective tissues. A large

variety of tissues, such as eye cornea, tendon, cartilage, eye sclera, dura mater, testis,

muscle, nerve, retina, bone, arteries, myocardium, myelin, and so on, exhibit
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birefringence. All of these tissues contain uniaxial and/or biaxial birefringent struc-

tures. The refractive index of the medium is greater along the length of the fibers than

across the width. Reported birefringence values for tendon, muscle, coronary artery,

myocardium, sclera, cartilage, and skin are on the order of 10�3 ([51, 52, 142, 256]

and references therein, [260, 284]).

Linear dichroism (diattenuation), i.e., differential wave attenuation for two orthog-

onal polarizations, in systems formed by long cylinders or plates is defined by the

difference between the imaginary parts of the effective refractive indices. For exam-

ple, the linear dichroism of the retinal nerve’s fiber layer gives rise to partial

polarization of an unpolarized laser beam that has passed the retinal fiber layer

twice [12, 150, 187]. Naoun et al. [187] reported significant differences in dichroism

between normal and glaucomatous eyes. The magnitudes of birefringence and

diattenuation are related to the density and other properties of the collagen fibers,

whereas the orientation of the fast axis indicates the orientation of the collagen fibers.

In addition to linear birefringence and dichroism, many tissue components exhibit

optical activity. There are a number of effects, generically called optical activity,

resulting from the molecule’s chirality that stems from its asymmetric structure [5, 10,

92, 157, 246]. A well-knownmanifestation of optical activity is the ability to rotate the

plane of linearly polarized light about the axis of propagation. The angle of rotation

depends on the chiral molecular concentration, the path length through the medium,

and the wavelength of light. Interest in optically active turbid media is caused by the

possibility of noninvasive in situ optical monitoring of the glucose in diabetic patients.

Many tissues demonstrate effects of optical activity resulting in circular dichro-

ism. An example is the difference between the scattered intensities for left- and right-

handed circularly polarized incident light (the so-called circular intensity differential

scattering) resulting from the helical structure of scatterers [11, 31, 58, 90, 288].

Note that the interpretation of the individual contributions of several types of

anisotropy occurring simultaneously is made considerably more complicated by multi-

ple scattering in optically thick turbid media (such as most biological tissues), resulting

in strong depolarization. Depolarization is controlled by a large number of tissue

parameters such as the concentration, size, shape, and refractive index of the scatterers,

the detection geometry, and the incident light’s state of polarization [17, 76, 218].

Using the polar decomposition model in (29.41), Manhas et al. [157] showed that

the change in the orientation angle of the polarization vector of light propagating

through a chiral turbid medium arises not only due to the circular birefringence

property of the medium but also is caused by linear diattenuation and linear birefrin-

gence of light scattered at large angles. Measurements were carried out on chiral

turbid samples prepared using known concentrations of scatterers and glucose mol-

ecules. This research can potentially facilitate the determination of the concentration

of chiral substances present in a turbid medium using the measured Mueller matrix.

Structurally, each muscle fiber consists of many myofibrils, which appear

striated due to the periodic sarcomere structure [256]. Sarcomeres are the funda-

mental functional unit in each muscle fiber. Using the bovine Sternomandibularis
muscle as an example, Li and Yao [145] applied the polar decomposition to study

the effect of sarcomere lengths, which is closely related to force generation in
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skeletal muscles, by comparing polarization images of muscle samples in their

original states and after stretching along the muscle fibers.

Many forms of precancerous changes in tissues are difficult to detect using

conventional techniques, which require a histological examination of biopsies

obtained from visible lesions or random surveillance biopsies. On the other hand,

it is known that cancerous tissues depolarize light less than their surrounding

tissues, whereas noncancerous tissues have the same depolarizing properties as

the surrounding tissue [240]. This effect is caused by changes in the subsurface

structures of cancerous tissues that prevent light from penetrating inside the tissue

as deeply as it would in the case of a normal tissue. These facts are indicative of the

likely potential of the polarimetric approach to noninvasive cancer detection.

This potential was demonstrated by Chung et al. [43] based on the polar decompo-

sition of in vivoMueller matrix image patterns of nine cheek pouches in female golden

Syrian hamsters (Mesocricetus auratus). The histological features in this model have

been shown to correspond closely with those of premalignancy and malignancy in

human oral mucosa. Figure 29.3 shows in vivo depolarization and birefringence images

for normal and precancerous tissues, respectively. These images were taken from three

different hamster cheek pouches, and the imaged fields were 2.25	 2.25 mm.

Thus, depolarization and birefringence images can be used to identify quantita-

tively the dysplastic region of a tissue. Apparently, this suggests that depolarization

and birefringence results will facilitate earlier and more sensitive diagnosis of

precancerous changes and improve the monitoring of disease progression, the

identification of region boundaries, and the assessment of cancer response to

therapy. Ghosh et al. [78] used the polar decomposition methodology for monitor-

ing regenerative treatments of myocardial infarction. To this end, the Mueller

matrices were measured in the transmission mode for 1-mm-thick ex vivo myocar-

dial samples from Lewis rats harvested after myocardial infarction, both with and

without the stem cell treatment. The measured Mueller matrices were analyzed with

the polar decomposition method to obtain the values of linear birefringence. The

results are shown in Fig. 29.4. It can be seen that significant differences in the

derived linear birefringence values exist between normal and infracted regions as

well as between infracted regions with and without the stem-cell treatment. An

increase in birefringence in the infracted regions of the treated hearts indicates

reorganization and re-growth, as confirmed by a histologic examination.

Several important problems related to the validation of the generalized polar

decomposition for the quantification and interpretation of all the intrinsic polariza-

tion parameters of a complex turbid medium have been analyzed in Ghosh et al.

[77, 79, 80] and Wood et al. [282]. The gist of this issue is that the generalized polar

decomposition, (29.41), represents the initial Mueller matrix as an ordered product

of the Mueller matrices of the constituent polarization effects, thus implying that

they act in succession. However, in actual tissues, all the polarization effects are

exhibited simultaneously and not in an ordered sequential manner. To realize the

potential of the polar decomposition approach for real tissues, Ghosh et al. [77, 80]

have tested the validity of the decomposition process in the case of multiply-

scattering media exhibiting simultaneous linear birefringence, optical activity,
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and depolarization for the forward and backward directions. The simultaneous

effects of linear birefringence and optical activity have been accounted for by

using the Jones N-matrix formalism [119, 281] in a Monte Carlo simulation of

light propagation between successive scattering events. The simulation results for

the forward direction were found to corroborate the experimental findings and

demonstrate that the Mueller matrix decomposition methodology can successfully

extract the individual polarization characteristics of a medium that exhibits simul-

taneous linear birefringence, optical activity, and multiple-scattering effects. In the

backward geometry, it was shown that the simultaneous determination of the

intrinsic values of linear and circular birefringence can be accomplished by

decomposing the Mueller matrix measured at a distance from the point of illumi-

nation greater than the transport mean free path.

In Wood et al. [282], the validity of the polar decomposition was demonstrated

in vivo by carrying out intravital measurements in a dorsal skin window chamber

mouse model using collagenase to induce changes in tissue structure and birefrin-

gence. In the window chamber model, the skin layer of the mouse was removed from

a 10 mm diameter region on the dorsal surface, and a titanium saddle was sutured in

place to hold the skin flap vertically. The treatment and measurements were carried

out under general anesthesia. The values for linear and circular birefringence,

depolarization, and diattenuation were extracted from the experimentally derived

Mueller matrices at successive moments in time. The properties of the referenced and

treated tissues were alternatively controlled by the histological examination.

In Fig. 29.5, the values of the birefringence d and the net depolarization

coefficient D, (29.46), in treated and control regions of the tissue are plotted as

functions of time following the collagenase injection. The birefringence ranges

from 1.2 to 0.3 rad, in contrast to the control region where the values remain

essentially constant at 1 rad. The decrease in birefringence is likely due to the

denaturation of the collagen fibers, which reduces the structural anisotropy. This

reduction in depolarization (D decreases from 0.63 to 0.45) is also due to the

destruction of the collagen fibers, since these represent one of the primary scattering

structures in the tissue. These results were confirmed by histology.

It is evident that, due to the non-commuting nature of the matrix multiplication,

the multiplication order in (29.41) is ambiguous. This results in the possibility of six

different decomposition orders of multiplication that can be grouped into two

families, depending upon the position of the depolarizer and the diattenuator

matrices [152, 177, 197]. The three decompositions with the depolarizer set after

the diattenuator form the first family, while the three decompositions with the

depolarizer preceding the diattenuator constitute the second family:

First family Second family

MD MR MP

MD MP MR

MR MD MP

MP MR MD

MR MP MD

MP MD MR

8><
>:

8><
>:

(29.71)
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In Ghosh et al. [79], the influence of the multiplication order for two cases from

both families represented by the first rows in (29.71) was studied.

The experimental Mueller matrices were measured for the dermal tissue of an

athymic nude mouse (NCRNU-M, Taconic), in vivo from a dorsal skinfold

window chamber mouse model, using a high-sensitivity turbid-polarimetry sys-

tem [282]. Table 29.1 shows the experimental Mueller matrix (in transmission),
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the corresponding decomposed constituent matrices, and the determined values

of the polarization parameters. The constituent matrices obtained via the decom-

position according to the first rows of (29.71) ðMD MR MP and MP MR MDÞ are
shown in the second and third rows, respectively. The results summarized in the
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Fig. 29.3 (a) Depolarization images, and (b) birefringence images for the m33 element of the
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(After Chung et al. [43])
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table show that the polar decompositions using the two selected multiplication

orders of the constituent matrices give similar values for the retrieved polariza-

tion parameters. An insignificant difference is observed in the linear dichroism

value only, the other parameters being almost identical. We can thus conclude

that the individual polarization parameters of the tissue could be decoupled and

quantified despite their simultaneous occurrence, even in the presence of multi-

ple scattering.

It should be noted that, although almost all existing polarimetric matrix models

assume successive multiplication of the constituent Mueller matrices, the physical

nature of the interrelation between this successive multiplication and the actual

simultaneity of the polarization effects in real anisotropic media has not been

clarified completely. Therefore, the results of Ghosh et al. [77, 79, 80] and Wood

et al. [282] have the utmost practical importance.
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29.5.2 Vegetation

Complete radar polarimetry has proven inherent advantages over optical polarim-

etry in vegetation monitoring due to their ability to penetrate the vegetation cover

and obtain information of the underlying soil surface. Several experimental and

theoretical studies have been carried out in last few decades to investigate the

sensitivity of microwave polarization sensors to the vegetation and soil parameters.

In this subsection we concentrate on results of radar polarimetry of different types

of vegetation and trees. Some recent results obtained in optical range, in particular,

Mueller polarimetry of the different types of leaves at visible, are discussed as well.

Imhoff et al. [113] and Hess et al. [100] demonstrated that when the incident

wave propagates through the entire canopy and reaches an underlying highly

reflecting surface, mangrove forests and flooded vegetation exhibit the enhance-

ment of the back scattering coefficient for the co-polarizations HH and VV by

a factor up to 10 dB, depending on the magnitude of canopy attenuation and thus on

radar parameters and vegetation type. This originates from double-bounce returns

or multiple scattering between the water surface and forest components [67, 213,

277, 278]. At the same time, the cross-polarization HV originating from multiple

scattering within the canopy layer does not exhibit any particular enhancement.

In [179] experimental results obtained over mangrove forests of French Guiana

with the NASA/JPL AIRSAR has been presented. The further challenge is to

provide a physically based interpretation of observed polarimetric radar signatures

of mangroves forests [207]. To this end, it seems reasonable to use the polarimetric

scattering model of Karam et al. [124] to simulate the response of mangrove

canopies aimed at identifying the dominant scattering mechanisms in the

Table 29.1 Top: the experimental Mueller matrix and the decomposed constituent matrices from

dermal tissue. The constituent matrices obtained via decomposition with the order of (2.1)

(MDMRMP and MPMRMD) are shown in the second and the third rows respectively. Bottom:
The values for the polarization parameters extracted from the decomposed matrices (After Wood

et al. [282])

Parameters

d
D
y (°)
d (rad)

0.079
0.58
0.51
1.06

0.051
0.59
0.50
1.058

Estimated values using the order of Eq. (2.1) Estimated values using the order of Eq. (2.4)

1
0.0480
0.0162
0.0021

0.0707
0.4099

−0.0184
−0.0465

M

−0.0060
0.0650

−0.3580
0.1783

0.0348
0.0077
0.2243
0.3571

MΔ

1
0.0193
0.0076

−0.0060

0
0.4006

0
0

0
0
0

0.3768

0
0

0.4596
0

MR

1
0
0
0

0
0.9935
0.0435

−0.1049

0
0.0897

−0.8673
0.4897

0
0.0697
0.4960
0.8655

MD

1
0.0707
0.0348

−0.0060

0.0707
0.9994
0.0012

0

−0.0060
0
0

0.9969

0.0348
0.0012
0.9975

0

1
0
0
0

0.0516
0.3994

0
0

−0.0037
0
0

0.3758

0.0301
0

0.4588
0

1
0
0
0

0
0.9935
0.0436

−0.1047

0
0.0898

−0.8672
0.4898

0
0.701
0.4960
0.8655

1
0.0480
0.0162
0.0021

0.0480
0.9999
0.0004

0

0.0021
0
0

0.9987

0.0162
0.0004
0.9988

0
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radar–forest interactions. In compliance with this model, the forest is treated as

a multilayer medium over a rough surface. The layers represent the canopy volume,

and the rough surface delineates the soil interface. Each layer contains the tree

constituents; i.e., trunks, branches, and leaves. The branches and trunks are

modeled as randomly oriented finite cylinders, and the leaves are modeled as

randomly oriented elliptic discs. All the scatterers are assumed to be uniformly

oriented in the azimuth direction.

The study site, named Crique Fouillee (52�190W, 4�520N), is a 2.5 km 	
32.5 km area allocated along the coast of French Guiana. On this test site, three

development stages of mangrove forests are present: pioneer, mature, and declin-

ing stages. The pioneer stage consists of a very homogeneous canopy dominated

by the gray mangrove (Laguncularia racemosa). Tree density is high, ranging

from about 10,000 to 40,000 stems per hectare. Mean tree height lies between

0.8 m and 7.7 m. The mature stage is dominated by the white mangrove

(Avicennia germinans) with a tree density ranging between 500 and 2,000 stems

per hectare. Mean tree height is about 15 m, reaching a maximum of 25 m for the

dominant species. The declining stage shows more heterogeneous canopies,

including two strata: a high single-species stratum composed of the white man-

grove and a lower stratum of the red mangrove (Rhizophora ssp.). Tree density is

low, from about 300 to 600 stems per hectare. Overall, the considered forest

stands consist of closed canopies. The topography of the study site is nearly flat

(more details about study site can be found in Fromard et al. [72], Mougin et al.

[179], and Proisy et al. [207]).

From the delivered data, the averageMueller matrix is formulated and then used to

determine the following quantities for each frequency: the backscattering coefficients

sVV , sHH, and sHV (for the HH, VV, and HV polarizations, respectively), the co-

polarized sVV sHH= ratio, and the two cross-polarized sHH sHV= and sVV sHV= ratios.

Preliminary experimental observations on the relations between mangrove param-

eters and backscattering coefficients were reported in [179]. Results show that, for all

frequencies, there is a positive relation between sii and total biomass, with the largest

sensitivity to biomass found at P-band (0.44 GHz) HV and L-band (1.225 GHz) HV.
Moreover, strong differences are observed between polarizations at L- and P-band

below a biomass value of about 100–150 tDM/ha (tons of dry matter per hectare).

Above this threshold, co- and cross-polarization ratios reach small and constant values.

The mangrove stands are modeled as multilayer media above a rough semi-

infinite interface. The young stands are modeled with one or two layers, whereas

three layers are necessary for the oldest stands (Fig. 29.6).

Figure 29.7a shows the comparison between simulated backscattering coeffi-

cients versus total biomass and observed backscatter at C-, L-, and P-band. The

three main contributions to the total response also are plotted – namely, the soil

scattering component, the volume scattering component, and the double-bounce

scattering component (see Fig.29.7b). The soil term is the surface response atten-

uated by the canopy layer. The volume term consists of the scattering from the tree

components up to the second order. The double-bounce term corresponds to the

interaction between the tree components and the ground.
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On the whole, P-band provides the most pronounced polarimetric patterns.

Among the polarimetric parameters, the polarization ratio is found to be most

informative and useful for analyzing scattering mechanisms for discriminating

between various forest stages.

Validation of the above-mentioned three-layer canopy model is carried out for

another type of canopy – coniferous trees [124]. This is done in two steps. First,

computed backscattering coefficients are compared with experimental data. The

computed backscattering coefficient is broken down into individual contributions

from different scattering mechanisms in order to develop an understanding of the

relation between the backscattering coefficients and different forest biophysical

parameters. The microwave data were retrieved from multipolarization,

multifrequency SAR images acquired over a coniferous forest in Les Landes Forest,

in southwestern France, near Bordeaux, during the MAESTRO-I campaign. The

data were acquired with the NASA 1 JPL AIRSAR system, which operates at

P-band (0.44 GHz), L-band (1.225 GHz), and C-band (5.3 GHz) [99].

This test site is the largest pine plantation forest in Europe. The forest is almost

totally formed of maritime pine (Pinus pinaster). It is managed in a consistent

fashion in order to ensure that the canopy remains homogeneous. The test site under

consideration consists of an area 7 km 	 10 km, comprising quasi-uniform large

stands with a mean area of about 25 ha. The stands are rectangular in shape and

delimited by fire protection tracks. Most of the stands are artificially sown, gener-

ally in rows of 4 m spacing. The rows follow an east-west direction on the test site.

The test area includes many clear-cuts and a range of classes, varying from

seedlings to stands over 46 years old. Consequently, these stands provide a wide

range of variability of the relevant forest parameters to the model, such as density,

Top Layer

Middle Layer

Bottom Layer

Pioneer Stage Mature Stage

Surface Surface-canopy interaction Volume

Fig. 29.6 Geometry of the mangrove forest model (After Proisy et al. [207])
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diameter at breast height (dbh), tree height, and standing biomass. In particular,

standing biomass ranges from 0 to 150 t of dry matter per hectare.

As an example, Fig. 29.8a shows the prediction of the three-layer model against

experimental data for P-bands. Each figure shows VV, VH, and HH polarizations.

Figure 29.8b shows the individual contributions from those scatterers, which,

according to the model, most affect the total backscattering coefficient. The con-

tributions shown are limited to those from bare soil; single-bounce scattering from

the needles, branches, and trunks; and double bounce scattering involving the

needles, branches, trunks, and the ground.

In Fig. 29.8a, more dynamic range is obtained in the case of cross-polarization

than co-polarization. Fig. 29.8b shows that, for younger trees, both the single-
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bounce scattering from branches and the double-bounce scattering of the trunk-

ground interaction make significant contributions. As the trees grow older, the

trunk-ground contribution becomes less significant, and the contribution from the

branch dominates. This dominance is more obvious in the case of VV polarization

than HH. On the other hand, the VH backscattering coefficient is due almost solely

to the long branches, for all ages. Therefore, for P-band and VH polarization, the

dynamic range observed reflects the physiological changes in the long branches as

the canopy age increases.

An empirical relation between biomass and age reflecting the fact that the

growth of trees tends to slow down as the canopy becomes older has been suggested

in the form
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Biomass ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
463:85 age� 2; 938

p
: (29.72)

The relation (29.72) was used to obtain the total aboveground biomass for the

ages (excluding the clear cuts) for which ground truth was available, see Fig. 29.9

for biomass as a function of tree age.

The Lear Area Index (LAI) is a dimensionless variable that measures the amount

of leaf area per area unit ground surface, and may be used to describe the health of

the forest after, for example, aninsect attack (e.g., [216, 243]). The use of
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polarimetric radar data has shown a great potential for obtaining precise estimates

of the LAI of boreal forests [159], rice fields [65] and corn, sorghum, and

wheat [261].

A few models exist of the backscatter as a function of LAI for forest vegetation.

These models are, in general, very complex, and an inverse function (i.e., a function

describing LAI as a function of radar backscatter) is more or less impossible to

obtain [71]. Manninen et al. [159] showed that LAI of Norway spruce and Scots

pine were well explained by the backscattering ratio VV HH= . In their study they

obtain for single measurement

LAI ¼ a0 þ a1 sVV sHH=ð Þ; (29.73)

and for multiple measurements

LAI ¼ aþ b1 sVV1 sHH1=ð Þ þ . . .þ bK sVVK sHHK=ð Þ; (29.74)

where k-measurement number.
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In Salberg et al. [216] a simple quadratic model to predict the LAI from the

backscatter measurements has been used:

LAI ¼ a0 þ a1sHH þ a2s2HH þ a3sXX þ a4s2XX þ a5sVV þ a6s2VV (29.75)

where sHH , sVV and sXX denote the backscatter with horizontal, vertical and cross

polarization, respectively.

The area of investigation is situated at Palokangas, in the east of Finland, about

62�5202300N, 30�5401000E. The image of the test site (acquired by August 28, 2007)

is shown in Fig. 29.10.

Figure 29.11 shows the estimates of the LAI from backscatter HH and VV
(Fig. 29.10). Here, the cross polarization terms are not included.

The main elements within a forest canopy are individual trees, leaves, branches,

and trunks. All of these elements act as scatters and may strongly influence the

backscatter patterns. The magnitude of each one of these backscatter components

depends on wavelength, polarization, angle of incidence, and many other terrain

and canopy parameters. Therefore, the scattering by these elements are individual

problems, which are important for studying of scattering and polarization properties

of these elements by themselves and play a crucial role in understanding of canopy

scattering as a whole. Further, we consider the scattering of microwaves and optic

radiation by different trees and leaves.

In [23, 37, 163, 164, 188] measurements of the Mueller matrices at 95 GHz

(3.07 mm) and 225 GHz (1.3 mm) of four individual trees: eastern cottonwood and

weeping willow, which have vertically oriented leaves (erectophil); silver maple,

which has horizontally oriented leaves (planophil); and white pine, a conifer having

needles which are less than 0:5l in diameter have been carried out.

Measured co-polarized and cross-polarized signatures for all four trees are

shown in Fig. 29.12a–h. Note that the signatures at t ¼ �450 are nonzero as a result

of unpolarized energy in the scattered wave. The greater unpolarized energy in the

white pine’s response is illustrated in Fig. 29.13d, where for all four trees the

power-weighted histograms of the receive polarization state as a function of

azimuth ’ and ellipticity t for vertical transmit polarization are presented.

As can be seen at 225 GHz, the two erectophil trees (cottonwood and willow) are

the most highly polarized, the white pine (conifer) is the least polarized, and the

silver maple (planophil) falls roughly in between.

These results are of interest when compared with the complete polarimetric data

presented in [61] for eucalyptus at P-, L-, and C-bands measured in Gippsland,

Australia (see Fig. 29.14).

It can be seen that pedestals are high for all bands. Authors explained this by

the significance of the responses of RR (right-handed transmission and right-

handed receiving) and LL (left-handed transmission and receiving) circular polar-

izations. The VH component also contributes to the pedestals. Eucalyptus in the

studied site is quite sparse, with less than 25 % closure of their crowns. This can

manifest double bounce scattering between underlying vegetation and the ground

surface.
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To study the dependence of scattering on leaf orientation, in [164], the variabil-

ity of percent polarization versus footprint location within a single tree canopy was

measured. Figure 29.15 shows the approximate locations of the center of the radar

footprints (A–F) within the tree crown of an eastern cottonwood tree that was

approximately 20 m tall by 10 m wide and results for the percent polarization for

the three linear transmit polarizations V, H, �45� and right-handed circular

polarization.

From Fig. 29.15, there is a considerable difference in percent polarization for the

central measurement point A versus the measurement point F at the edge of the

crown. This difference relates apparently to the predominant orientation of leaves

for these points: at point A, leaves perpendicular to the direction of the propagation,

whereas, the average leaf normal near the edge of the crown (points F and E) is

more likely to be a large angle with respect to the direction of propagation. At the

same time, for point A, the percent polarization measured for the eastern

Fig. 29.10 Images of the

scene with 20 	 20 m pixel

resolution. Upper/left: HH-
polarized. Upper/right: HV-
polarized. Lower/left: VV-
polarized. Lower/right:
Linear decomposition

RGB ¼ (HV,HH,VV) (After

Salberg et al. [216])
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Fig. 29.11 LAI versus backscatter HH (right) and VV (left) (August 28, 2008) (After Salberg
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cottonwood and weeping willow trees, which have significantly different leaf

shapes, turned out to be nearly equal. This suggests that the angular distribution

of the leaves is dominant for scattering compared with the leaf shape and size,

provided that the leaves are significantly larger than a wavelength in length and

width.

Thus, the polarization characteristics of the trees are varied according to species

and location on crown. A further important aspect is whether there exists any

variability of the polarimetric behavior for a given tree species. Evidently, it

would be reasonable to make such measurements for coniferous trees, because

white pine has an angular distribution of needles that is practically uniform and the
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scattering is expected to depend on the footprint location. The Mueller matrices of

11 independent footprints from 7 individual white pine trees were measured [164].

The averaged Mueller matrix and the standard deviation matrix are

1:044 �0:006 0:007 �0:011
�0:097 0:739 0:020 �0:005
�0:021 �0:027 0:749 0:144
0:003 �0:014 0:088 �0:532

0
BB@

1
CCA and

0:0073 0:0129 0:0129 0:0110
0:0085 0:0097 0:0093 0:0073
0:0076 0:0091 0:0091 0:0076
0:0040 0:0123 0:0082 0:0081

0
B@

1
CA

(29.76)

This indicates little variability between the polarimetric behavior for a given tree

species.

Light scattering from leaves has been the subject of many previous studies (see,

for example, [161] and references therein) but only a few (e.g., [139, 161, 204, 219,

223, 224]) address the Mueller matrix measurements, and these have mainly been

single wave length (633 nm), multiple incidence angle measurements.
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Savenkov et al. [224] reported Mueller matrices at a fixed wavelength (633 nm)

with normal incidence and backscattering angles for English oak and wheat leaves.

Krishnan and Nordine [139] reported Mueller matrices for yew and maple leaves at

633 nm with a fixed incidence angle of 400 measuring the reflected light from the

leaf surface. In [161], measurement geometry assumes the angle of incidence on the

sample is 45� and the light scattered is measured at a fixed angle of 135�. The
spectral range is from 345 to 1,020 nm, with gap at 510–550 nm for three leaf

samples, Arabidopsis thaliana (aka Thale Cress), English oak (Quercus robur), and
Ficus benjamina. Results for English oak presented in [224] are consistent with that
measured in [161] at 630 nm.

Structures of the Mueller matrices for transmitted and backscattered light

reported in [224] have the forms
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and (c) C-bands (After Dong et al. [61])
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V, H, -450 and right-handed circular polarization (After Mead and McIntosh [164])
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Mtr ¼

mtr
11 0 0 0

0 mtr
22 0 0

0 0 mtr
33 0

0 0 0 mtr
44

0
BBB@

1
CCCA and Mbsc ¼

mbsc
11 mbsc

12 0 0

mbsc
21 mbsc

22 0 0

0 0 mbsc
33 0

0 0 0 mbsc
44

0
BBB@

1
CCCA:

(29.77)

It is interesting that Krishnan and Nordine [139] obtained the same structure of

the Mueller matrices as (29.77) for yew and maple leaves, however, with consid-

erably greater (negative) values for elements m12 and m21 The degree of polariza-

tion of light reflected by plant-leaf surfaces in their experiments was largely

explained as the result of higher external and smaller internal scattering by the

leaves.

It turned out that the most informative parameters for leaf type identification

(coniferous or deciduous) [139], for estimation of changes to water vapor concen-

tration [224], and for testing of leaf virus infection [219] were the single depolar-

ization metrics: degree of polarization (linear and/or circular), (29.4), and Cloude’s

entropy, (29.48). Figures 29.16 and 29.17 show the degree of polarization as

a function of input light for a fresh leaf and a day-old leaf for transmitted (obser-

vation angle 0�) and backscattered (observation angle 170�) light, respectively.

Figure 29.18 shows the Cloude’s entropy for wheat infected by WSMV (the wheat

streak mosaic virus) with various infection developments for forward and

backscattered light.

29.5.3 Soil

The sensitivity of microwaves to the dielectric properties and geometrical surface

structure of bare soil surfaces makes radar remote sensing applicable to a wide
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range of environmental issues relating to soil. In particular, the potential to retrieve

soil moisture with high spatial and/or temporal resolution represents a significant

contribution to predictive modeling in hydrology and meteorological modeling, as

well as to economical optimization of agricultural procedures. A major problem in

the quantitative estimation of either soil moisture or surface roughness is the

separation of their individual contributions to the backscattered radar signal. In

this subsection we consider the use of fully polarimetric measurements to obtain

independent estimates of surface roughness and soil moisture.
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Fig. 29.17 Degree of polarization as a function of input light azimuth and ellipticity for (a)
a fresh leaf and (b) a day-old leaf for backscattered light at observation angle 170� (After

Savenkov et al. [224])

Fig. 29.18 Dependencies of the entropy versus the observation angle for the wheat leaves grown

under field conditions: (1) wheat infected with WSMV (infection development 4 points); (2) wheat
infected with WSMV (infection development 3 points); (3) wheat infected with WSMV (infection

development 2 points); (4) healthy wheat; (5) wheat infected with WSMV (infection development

1 points) (After Savenkov et al. [219])
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Soil surfaces are characterized in terms of their material (dielectric) and geo-

metrical properties. One of the key material parameters is the volumetric soil

moisture content that affects the radar backscatter, primarily through its strong

influence to the dielectric constant. Soil moisture is determined by gathering soil

samples with a probe of known volume, weighing them with a portable scale, and

drying them in a microwave oven. By using wetM1 and dryM2 soil masses and the

volume V, the volumetric soil moisture values is calculated as

M1 �M2ð Þ V=ð Þ � 100 %. On the other hand, the geometric properties of surfaces

are described by the spatial roughness scales in both the horizontal and vertical

directions, through the surface rms height and the surface correlation length,

respectively.

In the absence of any simple relationship between the backscattered signal and

the surface parameters, polarimetry plays an important role allowing a direct or

indirect separation of roughness and moisture-induced effects.

In [94], the quantitative estimation of roughness and dielectric constant over

a wide range of natural bare surfaces from polarimetric data based on the model that

is an extension of the small perturbation model have been carried out. The used

model has two components: a Bragg scattering term and a roughness-induced

rotation symmetric disturbance. In order to decouple the real part of the dielectric

constant from surface roughness, the model is addressed in terms of the polarimet-

ric scattering entropy H, scattering anisotropy A, and alpha angle a that are derived
from the eigenvalues and eigenvectors of the polarimetric coherency matrix [48].

The performance of the proposed inversion algorithm is tested using fully

polarimetric L-band (HH, VV, HV, VH) data against ground measurements col-

lected over two different test sites: the flat terrain of the river Elbe, characterized by

dry and rough surface conditions, and the hilly terrain of theWeiherbach watershed,

characterized by wet and slight-to-moderate surface roughness. Experimental

polarimetric data with a spatial resolution of the single-look complex data in

azimuth of about 0.75 m and in range of about 1.5 m were acquired in April and

August 1997 along two 15-km-long and 3.2-km-wide strips over two test sites.

The experimental scattering matrix data are transformed into a coherency matrix

form. Then the coherency matrix data were eigendecomposed to compute the

entropy H – (29.48), anisotropy A – (29.62), and alpha angle a [48]. This allows

identifying dominant surface scattering areas. The areas for which H > 0:5 and

alpha a > 450 are not considered in the following. Results for surface roughness ks
and volumetric soil moisture mv are presented in Figs. 29.19 and 29.20.

The application of the model to experimental data shows good agreement

between the inverted values and ground measurements for surface roughness ks
and soil moisture mv. The inversion accuracy is high enough to point out the

seasonal variation effects: the rms errors for the Weiherbach test site are much

smaller for the upper soil layer (flight campaign in March), while for the Elbe-Auen

test site the rms error is smaller in the deeper soil layer (flight campaign in August).

In [93] it has been shown that the model permits robust roughness estimation

largely independent of topographic variations of test areas. However, a challenging

problem and the main limitation for surface parameter estimation from polarimetric
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data is the presence of vegetation. This leads to overestimations of the surface

roughness and complex dielectric constant; the former due to increasing of the

entropy and decreasing the anisotropy and the latter through increasing of the alpha

angle.

The most popular scattering model for vegetated surfaces is the radiative transfer

model [251]. This scattering model, however, is too complicated to be used for the

inversion algorithm. In DeRoo et al. [56], to retrieve soil moisture from radar

response the regression models for the backscattering coefficients of a specific

vegetation canopy have been used. An approach assuming an inversion of

a simplified scattering model, the so-called water-cloud model, which represents

the vegetation canopy as uniformly distributed water particles like a cloud, was

proposed by Bindlish and Barros [18] and Sikdar et al. [236]. The parameters of the

water-cloud model are derived by fitting the model with experimental data.

The backscattering coefficients for a tall-grass field, the biomasses, leaf moisture

contents, and soil moisture contents are measured in [194] with a polarimetric

L-band scatterometer. For computing the radar backscattering coefficients of veg-

etated surfaces, the radiative transfer model was suggested. This model includes

five basic scattering mechanisms, as shown in Fig. 29.21: (1) direct backscattering

from the vegetation canopy, (2) forward-scattering from the vegetation layer and

then reflecting from the soil surface, (3) reflecting from the soil surface and then
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forward-scattering from the vegetation layer, (4) reflecting from the soil surface,

then backscattering from the vegetation layer, and reflecting again from the soil

surface, and (5) direct backscatter contribution of the underlying soil surface with

two-way attenuations through the vegetation layer.

The proposed model was used for analysis of a set of polarimetric measurement

data acquired using the Hongik Polarimetric Scatterometer system at 1.85 GHz

from a tall-grass field at an incidence angle of 40� for a period of 2 months in 2006

with various soil moisture conditions and a fixed surface roughness. The measured

ground-truth data have the following values; the vegetation height h ¼ 72 cm,

averaged leaf length Lleaf ¼ 60 cm, averaged leaf width Wleaf ¼ 2 cm, leaf density

Nleaf ¼ 800 m�2, surface RMS height s ¼ 2.35 cm, and surface correlation length

l ¼ 34.5 cm. The measured volumetric soil moisture contents mv have a range from

0.17 cm3/cm3 to 0.38 cm3/cm3 during the experiment period.

The measured co-polarized ratio p ¼ sHH sVV= and cross-polarized ratio

q ¼ sHV sVV= of the tall-grass field, as well as the HH-, VV-, and HV-polarized
backscattering coefficients (sVV , sHH, and sHV), were used to retrieve the soil

moisture and surface roughness. Figure 29.22 demonstrates that the scattering

model agrees quite well with the measured parameters.

The crop residue classification by radar polarimetry was addressed in McNairna

et al. [162]. This is of great importance for land use, the economy, and agricultural

production. In this analysis polarimetric data (HH, VV, and HV) for the Altona site,
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Fig. 29.20 Estimated volumetric soil moisture, m, ranging from 0 to 40 (vol%); invalid areas are

indicated with black. (a) Elbe-Auen test site. (b) Weiherbach test site (After Hajnsek et al. [94])
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Fig. 29.21 Scattering

mechanisms of the radiative

transfer model (After Oh

[194])
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southern Manitoba, acquired in April 12 and October 5, 1994 were used. In April,

the Altona test site consisted of bare agricultural fields with varying surface

roughness and amounts of crop residue cover. The site conditions in October

were similar, although some crops had not yet been harvested.

The incidence angle was approximately 44� at the center of the site for the April,
and 51� for the October measurements. Results for L-band co-polarization signa-

tures are presented in Fig. 29.23.

From Fig. 29.23a it can be seen that these surfaces are not rough enough and do

not have enough vegetation to cause significant multiple or volume scattering.

These are the typical cases of surface scattering. The cases of no-till residue fields,

Fig. 29.23b, and senesced crops, Fig. 29.23c, are dominated by multiple and volume

scattering. Evidently, one of the most informative parameters for given test fields

characterization is the pedestal height. Larger pedestals associated with standing

crops and no-till fields. This demonstrates the sensitivity of pedestal height to

multiple and volume scattering.

29.5.4 Atmosphere

Evidently, Solar’s radiation budget plays a key role for all living beings on the Earth

and it can be dramatically affected by volcanic eruptions, injecting into the atmo-

sphere active gases and solid aerosol particles. They can remain there for months to

several years changing the composition of the atmosphere [192, 209, 242, 252]. The

composition and size distribution of the volcanic aerosols can significantly affect

the climate changes [95].

After eruption of Eyjafjallaj€okull in Iceland, April 2010, it is well known that

volcanic ash clouds formed right after the eruption can disrupt the air traffic of the

whole continent. Ash clouds are extremely dangerous to jets. Jet engines are

affected by volcanic ash particles, and these can also produce acid abrasion of

windshields and other surfaces [13, 215].

The climate can be strongly affected by anthropogenic atmospheric aerosols as

well, in particular, by fly ash clouds which is a by-product (consisting mainly of

clays) of the combustion of coal in electricity power plants [38].

Therefore, studying the scattering and polarization properties of ash particles

is important and useful in order to estimate their effect on Earth’s climate as

a whole and, in particular, in industrial regions where the concentration of

anthropogenic aerosols can be high. Unfortunately, theoretical and numerical

techniques are not suited for realistic polydispersions of volcanic ash particles,

because of their wide ranges of sizes and shapes. Therefore, experimental

studies remain an important source of information on scattering properties of

irregular ash particles.

In [183, 184, 274], laboratory measurements of complete Mueller matrices as

functions of the scattering angle in the range from 5� to 173�, of several different
samples of volcanic ashes and in [182] of fly ash particles at 633-nm wavelength

have been reported.
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Fig. 29.23 (continued)
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The samples of volcanic ashes include the following: (1) sample of dacitic

pyroclastic flow from the 1989 to 1990 eruption of Mount St. Helens, Washington;

(2) andesitic samples from the 1989 to 1990 eruption of Redoubt Volcano, Alaska;

(3) andesitic ashes from the 18 August 1992 eruption of Crater Peak, Mount Spurr,

Alaska; (4) two andesitic ash samples from the 17–18 September 1992 eruption of

Crater Peak, Mount Spurr, Alaska and some other. Details of the volcanic ashes and

fly ash particle’s parameters and of measurement procedures are in [182, 184].

Particles presented are the examples of the two classes of small irregular particles

[154]: fly ash (aggregates) and the volcanic ashes (compact particles).

Figure 29.24 presents elements of the complete Mueller matrices as functions of

the scattering angle for the randomly oriented particles of fly ash. The same for the

Mount St. Helens sample of volcanic ash has been presented in Fig. 29.25.

For all samples considered, the elements F13 F11= , F14 F11= , F23 F11= , and

F24 F11= are zero within the experimental errors in the complete measured scattering

angle range. Therefore, their Mueller matrices have a block-diagonal structure, see

(29.16). This allows assuming that these scattering samples consist of randomly

oriented particles with equal amounts of particles and their mirror particles.

The phase functions F11 for the fly ash particles show a relatively strong increase

at backscattering angles, which seems to be related to their shape, compared with

experimental results obtained for all samples of volcanic ashes. For all volcanic

ashes, the phase functions F11 are smooth functions of the scattering angle showing

a strong forward peak; they are featureless and flat at side-scattering angles and

have almost no structure at backscattering angles. This scattering behavior can

probably be considered as general property of ensembles of mineral irregular

particles [114, 174, 274, 279]. The measured �F12 F11= curves for fly ash particles

are found to differ appreciably from the ones for volcanic ashes. This means that the

values of the degree of linear polarization for the fly ash are generally lower. The

shape of F22 F11= with an increase around 130� observed for fly ash was also

obtained by Mackowski and Mishchenko [155] for monodisperse aggregates of

N spheres with a size parameter of the single sphere of 5 and N ranging from 2 to 5.

The Mueller matrix elements for the volcanic ash samples show relatively little

differences. Nevertheless, differences cannot evidently be attributed to the shapes

Fig. 29.23 L-Band co-polarization signatures: (A) tilled fields with lower amounts of residue; (B)
no-till fields; (C) senesced crop prior to harvest (After McNairna et al. [162])
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of the volcanic particles rather to the size and color of these samples. Through the

relatively small observed differences, Munoz et al. [184] suggested constructing an

average Mueller matrix for volcanic ashes that can be used for many purposes, in

particular, in studies of climatic effects of volcanic eruptions when the actual

properties of the volcanic ash are unknown.

One more factor that can make a significant radiative impact on climate is dust

clouds. In many regions of the Earth the atmospheric aerosol component is dom-

inated by mineral dust. The main source of mineral dust over the globe is probably

Saharan dust. Indeed, large quantities of dust are transported from sources in North

Africa across the Atlantic, covering very large areas [39, 146, 208].

In Munoz et al. [290], the complete Mueller matrices as a function of the

scattering angle of a Sahara sand sample were measured. The samples of particles

were collected from the upper part of a dune in Libya. Thus, these samples mainly

consist of large particles since small particles were blown up by the wind. The

Libyan sand particles in this experiment have the effective radius reff ¼ 124.75 mm
and effective variance veff ¼ 0:15 and a wide variety of irregular, round and

elongated shapes with occasional sharp edges [121, 136, 189]. Such particles

are composed of a variety of different minerals. Taking into account previous

data [64, 130, 200] it is assumed for the sample’s refractive indices an average

value m ¼ 1:5þ 4 � 10�3i at 632.8 nm. Results of the Mueller matrix element

measurements are presented in Fig. 29.26.
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In spite of considerable difference in size, the measured Mueller matrix

elements for the Libyan sand sample, the same as volcanic ashes samples, follow

the general trends presented by irregular mineral particles (see, e.g., [174, 274]).

Numerical simulations show that the single scattering properties of the Libyan

sand particles can be reasonably modeled with accounting for the effects of

surface roughness, i.e., very spiky shapes of the particles combined with

Lambertian surface elements.

Obtained results are expected to improve the accuracy of remote sensing of

desert surfaces. In addition, it is important for the understanding of the scattering

properties of asteroid surfaces apparently composed of particles that large com-

pared with the wavelength in the visible range [181].

29.5.5 Contamination

29.5.5.1 Ocean
Almost a decade ago, the use of the microwave polarimetric measurements for oil

slick observation was suggested [29]; the first results appeared unsatisfactory [74],

however, and it was not further developed. Only recently have new studies showed

the usefulness of these fully and partially polarimetric SAR measurements (see,

e.g., [165, 167, 191] and references therein).
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Sea oil spills and pollution is a matter of great concern since it affects ruinously

and sometimes irretrievably both the environment and human health. Oil slick

detection is determinative for effective planning of restorative countermeasures

and to minimize pollution fatal consequences. In this sense, through its all-

weather day-and-night capabilities [29], the full polarimetric radar data is

undoubtedly recognized as the most informative and useful tool for global and

regional environment monitoring, disaster management support, and resource

surveys.

The oil spill detection approach is based on the different sea surface scattering

mechanisms expected with and without surface slicks (non-Bragg and Bragg,

respectively) [167, 191] and, therefore, they are characterized by different polari-

metric features (see Table 29.2).

In [168], two approaches to the Mueller matrix analysis of three data samples

(one an oil spill accident and two of look-alikes) are presented. First, the Mueller

matrix analysis approach assumes using the co-polarized signatures (see

Sect. 29.4). Migliaccio et al. [166] shows that a sea surface without a slick,

characterized by low unpolarized backscattered energy (see Table 29.2), yields

a copolarized signature with a small pedestal height. The larger pedestal height
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corresponds to the case of a sea surface with slick, characterized by a large,

unpolarized backscattered signal. The second approach is based on the use of the

Cloude entropy, (29.48). In the scope of this approach in the case of a sea surface

without slick, low entropy is evidently expected, and high entropy is characteristic

to the case of a sea surface with slick.

The first data sample is a oil spill accident that occurred with the tanker Solar I in

August 11, 2006, which sank in 640 m of water about 24 km off the southern coast

of Lusaca Point, Guimaras Island of the Philippines, causing a heavy oil spill

(approximately 200,000 L) from the tanker.

In Fig. 29.27a, polarimetric L-band SAR data (VV) for the accident area are

presented. Fig. 29.27b depicts this area in the polarimetric entropy terms. It can be

seen that, as predicted in [166], the entropy values for the oil-covered area are larger

than the surrounding sea.

The normalized co-polarized signature has been synthesized for both the oil-

free, Fig. 29.28a, and the oil-covered, Fig. 29.28b, sea surfaces by considering two

regions of interest of equal size. Again, comparison of the two polarization signa-

tures shows that, in accordance with [166] the oil slick, increasing the amount of

unpolarized backscattered energy, yields the higher pedestal.

Two other cases relate to two look-alikes belonging to the acquisition on March

10, 2007, off the coasts of Dа Nang (Vietnam). Figure 29.29a shows polarimetric

Table 29.2 Oil-free and oil-covered polarimetric features (After Migliaccio et al. [168])

Oil-free Oil-covered

Polarimetric entropy Low High

Unpolarized energy Low High

HH-VV correlation High Low
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Fig. 29.27 (a) Polarimetric L-band SAR data (VV) for the accident area; (b) polarimetric entropy

(After Migliaccio et al. [168])
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L-band SAR data (VV) for one of look-alike areas, in which a dark elongated

feature is visible. Figure 29.29b is the same in the polarimetric entropy terms. In

Fig. 29.30, the normalized co-polarized signature, synthesized for both the slick-

free sea surface (a) and the dark area (b), are presented.

The polarimetric entropy, Fig. 29.29b, does not show any reliable features that

can be attributed to the dark area in Fig. 29.29a. Comparison of the two co-

polarized signatures, Fig. 29.30, shows low and almost equal pedestals for the

slick-free sea surface and the dark area. These allow classifying the dark area in

Fig. 29.29a as a look-alike.

The experimental results obtained show the effectiveness and the usefulness of

the polarimetric L-band SAR data for sea oil slick observation.
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29.5.5.2 Chemical-Biological Materials
Undoubtedly, a need for the rapid and reliable identification of toxic chemical-

biological materials and their derivatives in the atmosphere or on remote surfaces at

safe distances (standoff detection) is urgent for military, industrial, and civilian

defense practices ([57, 203] and references therein). It is even more crucial because

only long-range and beforehand detection and classification of toxic chemical-

biological materials will allow one to take appropriate countermeasures minimizing

their environmental and population consequences.

In [32–36, 97], an approach to detect the presence of particular compounds in the

atmosphere or on remote surfaces named differential absorption Mueller matrix

spectroscopy (DIAMMS) has been suggested. The approach consists of twice

measuring the Mueller matrix of the suspected contaminant in the backscattering

direction, using two CO2 laser emission lines as the light sources. The matter is that

the Mueller matrices would not normally be measurably differently for two close

wavelengths. However, if one of the wavelengths is selected to coincide with

a known IR absorption band of the suspected contaminant, a significant difference

can occur in 1 or more of the 16 Mueller matrix elements in switching between

wavelengths.

This approach was tested on number of materials, in particular, crystalline

samples comprising amino acids, sugars, enantiomorphs, aerosolized g-irradiated
Bacillus subtilus, and protein chicken egg white albumen. These materials were

chosen because they are nontoxic, easy to handle, have some polarization properties

that are inherent in the more complex biological organisms and act as biological

warfare agent surrogates.

Samples of crystalline organic materials were prepared by pressing the powder

to form the wafers, which could then be vertically arranged in a polarimeter. The

sample Mueller matrix for backscattering was measured for the orientation angle,

which is normal incidence �20�. For aerosol measurements, materials were dis-

persed inside windowless pneumatic chambers, and then irradiated across
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9.1–12.0 mm optical bandwidth. Each aerosol was interrogated between 30 and 94

beam wavelengths, and at least one fundamental molecular vibration or vibration-

rotation resonance mode in the analyte is stimulated from these infrared probing

beams.

Figure 29.31 displays the example of results of the Mueller matrix element

measurements for L-tartaric acid. The dotted curves represent data acquired with

a laser line coincident with an absorption band in L-tartaric acid (1,082.3 cm�1); the
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Fig. 29.31 Normalized Mueller matrix elements as a function of backscattering orientation for

L-tartaric acid off and on vibration resonance (solid line 1,029.9 cm�1 and dotted line
1,082.3 cm�1, respectively) (After Carrieri et al. [34])
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solid curve data were taken at a wavelength off resonance (1,029.9 cm�1). The data

in Fig. 29.31 are qualitatively typical of all the samples. The dependence on the

orientation angle is observed only in the diagonal elements and the rapid and

seemingly random fluctuations in amplitude as the orientation angle is scanned

are not electronic detector noise – the pattern is reproduced in detail as the

orientation angle is scanned back and forth.

The DIAMMS approach requires that the detection of the suspected contaminant

is based on the Mueller matrix elements whose values differ when the probe beam is

switched between on- and off-resonance wavelengths not less than the sum of the

standard deviations associated with each of the two measurements. The analysis of

the data presented in Fig. 29.31 indicates that, for L-tartaric acid, five Mueller

matrix elements correspond to this requirement, see Table 29.3.

The column “Scaled difference” in Table 29.3 presents a quantity related to the

simple difference between matrix elements on- and off-resonance and is computed

by

Dmij ¼ Dmij a; lo; lrð Þ � Dmij a; lo; lrð Þ	 
� �
4 � SD= ; (29.78)

where Dmij a; lo; lrð Þ ¼ mij a; loð Þ � mij a; lrð Þ and the subscripts o and r refer to
off- and on-resonance wavelengths, respectively; < > is the average, SD denotes

standard deviations for matrix elements.

Figure 29.32 is an example of DIAMMS data of biological aerosol protein

chicken egg white albumen irradiated at beam wavelengths l ¼ 9.155 mm and

l* ¼ 10.458 mm.

Normalized and averaged ordinate and abscissa of plots are

mo
ij lð Þ ¼ mij lð Þ m11 lð Þ=

	 

andma

ij l
�ð Þ ¼ mij l

�ð Þ m11 l�ð Þ=
	 


; respectively, the inter-

section of ordinate and abscissa red dotted lines at mo
ij; m

a
ij

� �
are average M-

elements coordinates, and separation widths of paired ordinate and abscissa green

solid lines are standard deviations in mo
ij; m

a
ij

� �
data sets. The perpendicular

distance from coordinate mo
ij; m

a
ij

� �
to the diagonal line in eachM-element block is

rij ¼ 2�1 2= mo
ij

� �2
þ ma

ij

� �2� �1 2=

cos arctan ma
ij mo

ij

.� �� �
� sin arctan ma

ij mo
ij

.� �� �h i
(29.79)

Table 29.3 Measured polarization signatures of L-tartaric acid

Matrix element

Off-resonance

1,029.9 cm�1
On-resonance

1,082.3 cm�1
Scaled difference

Dmij

m13 0.058 0.188 0.105

m21 0.208 0.704 1.587

m31 0.120 �0.310 �1.101

m34 �0.039 0.131 0.099

m43 �0.038 0.011 0.003
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where i; j ¼ 1; 2; 3; 4 and 6¼ 11. Quantities rij are measures of analyte suscepti-

bility and key identification parameters of the dual-beam-interrogated aerosol. In

the example of Fig. 29.32, for instance, the eight most significant values of rij for
chicken egg white albumen are grouped in the Mueller space (m14, m24, m31, m32,

m33, m34, m42, m43) denoted by solid rectangles in Fig. 29.32.

Some common conclusions relating the results have to be noted: (1) a complete

Mueller matrix is not required for establishing biosimulant materials features; (2) diag-

onal matrix elements undergo the error test rarely; (3) matrix elements m12, m21, m13,

m31,m24,m42,m34, andm43 seem to be the most informative detectionmatrix elements.

29.5.6 Urban and Manmade Targets

A primary motivation for research in scatter polarimetry is to gain an understanding

of the physical nature of the interaction of polarized beams with natural scenes and

Fig. 29.32 Mueller matrix elements of biological aerosol protein chicken egg white albumen.
Mantissa, measurement at l¼ 9.155 mm; abscissa, measurement at l*¼ 10.458 mm (After Carrieri

et al. [36])
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to search for useful discriminants to classify objects at a distance. The main subject

of interest in this section is polarimetry of various manmade objects, as diverse as

buildings and automobile paints.

In [54], the Mueller matrix data of different manmade samples (e.g., fabric,

concrete, metal) as well as their reduced polarimetric data (e.g., depolarization and

diattenuation) are studied as a function of scattering geometry at 808 nm (laser

diode Hamamatsu L-8446). The seven manmade samples measured are presented in

Table 29.4.

As an example, Fig. 29.33 depicts the Mueller matrix elements as a function of

sample rotation angle for (a) a green-painted metal sample and (b) canvas material.

The Mueller matrix data allows making some common conclusions on polari-

zation properties of the samples considered. The green-painted metal and the gold-

coated diffuser are characterized by large m11 peaks at the origin and, hence, exhibit

pronounced specular components. Diffusely scattering samples (the nylon plastic,

screen mesh fabric, and concrete) exhibit small specular components yielding

nearly flat m11 curves. The majority of the non-zero matrix elements for all samples

are m11, m12, m21, m22, m23, m32, m33, and m44. Correspondingly, nearly zero

elements are m13, m14, m24, m31, m34, m41, m42, and m43. Utilization of polar

decomposition (29.41) shows that these samples, while being very different, all

have negligible retardance and a small diattenuation and polarizance oriented with

the s or p planes, but all exhibit high depolarization.

The depolarization index (29.29) versus sample rotation angle is shown for five

samples in Fig. 29.34I.

The depolarization profiles in Fig. 29.34I with changing sample rotation angle

resemble inverted Gaussian curves. However, depolarization profiles of the screen

mesh and nylon plastic material, which are depicted in Fig. 29.34II, not well fit by

Gaussian curves.

For most samples, the depolarization separately of each linear state and of

both circular states are nearly equal. However, the depolarization difference

between linear and circular states is significant; circular states are depolarized

more than linear states. This is consistent with previous results [144, 169]. Less

difference between the depolarization of circular and linear states is observed for

three of the more reflective samples, the green-painted metal and the two diffuser

samples.

Table 29.4 Manmade samples characterized by scatter polarimetry (After DeBoo et al. [54])

Sample Description

Metal box part Smooth metal painted dark green

Nylon plastic material Dark green color, lightweight material

Canvas with paint splotches Varies in color and material, underlying cloth is greenish-khaki

Sidewalk concrete Flat, rough surface

Glass diffuser Frosted on only one side

Gold-coated glass diffuser Similar to glass diffuser, roughened surface has thin coating of gold

Screen mesh Finely meshed material, as used for a window screen
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Fig. 29.33 Normalized Mueller matrix elements for (a) a green-painted metal sample; (b) canvas
material as a function of sample rotation angle (After DeBoo et al. [54])
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Mueller matrix measurements and depolarization index calculations were used

in [87] for identification of samples of totally different nature, namely, automobile

panel samples at the range 0.7–2.6 mm. The samples selected are very shiny: 1990

Ford (mean roughness 0.37 mm), 2004 Toyota, and 2006 Kia; shiny but somewhat

dulled: 1999 Honda; a satin finish: back of the VW bug (mean roughness 0.62 mm);

and very aged and rough: front of the VW bug (mean roughness 1.66 mm), see

Fig. 29.35a. Depolarization index versus sample angle at 1.06 mm is presented in

Fig. 29.35b.

Again, depolarization index features enable reliable discrimination between

automobile panel samples. However, it seems reasonable to use other depolariza-

tion metrics, see Sect. 29.2, for improving further the discrimination procedure.

Thus, depolarization offers an extremely informative metrics for identification of

both surface scattering properties such as roughness or reflectivity and bulk scat-

tering with large dynamic range.
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Fig. 29.36 P-band polarization signatures for two groups of buildings: (a) at incidence angle of
300 and (b) at incidence angle 600 (After Dong et al. [61])
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In [61], the comparison of two groups of buildings in the test site of Sydney

(complete polarimetric data acquired in Sydney, Australia, in August-September

1993 at P-band) has been carried out. The motivation was to study the features of

polarization signatures of two groups of buildings, which are similar to one another,

but are seen for radar at different angles: one group in the near range at 30� and the
other in the far range at 60�. Figure 29.36 shows measured P-band polarization

signatures (top row) for these two groups of buildings: (a) at incidence angle of 30�

and (b) at incidence angle 60�.
For analysis of polarization signatures measured, the approach to decompose

them into a combination of contributions by four basic scattering mechanisms was

suggested. These four basic mechanisms are (see Sect. 29.4 for details): (1) double

bounce scattering; (2) Bragg scattering; (3) single (odd) bounce scattering, and

(4) cross scattering. The bottom row of Fig. 29.36 presents the theoretic polariza-

tion signatures by (a) single bounce and (b) double bounce scattering for

comparison.

Table 29.5 lists the percentages of single, double, and Bragg scattering compo-

nents of HH polarization for two groups of buildings considered at P-band. The last

column, “Error,” presents the error between measured and predicted by decompo-

sition suggested values.

The results obtained indicate that at incidence angle 30�, single bounce scatter-
ing is a dominant mechanism, whereas at 60� there is a pronounced double bounce

scattering. The reason is that the roofs of most of buildings covered by plain tiles

are tilted about 30–35� from vertical. So, in the near range at incidence angle 30�,
the pronounced specular reflections from the roofs are expected. In far range, the

roofs are not almost normal to the radar and strong double bounce scattering from

wall-ground structures is observed.
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187. O.K. Naoun, V. Louis-Dorr, P. Allé et al., Exploration of the retinal nerve fiber layer

thickness by measurement of the linear dichroism. Appl. Opt. 44, 7074–7082 (2005)

188. R.M. Narayanan, C.C. Borel, R.E. McIntosh, Radar backscatter characteristics of trees at

215 GHz. IEEE Trans. Geosci. Remote Sens. 26, 217–228 (1988)

189. T. Nousiainen, K. Muinonen, P. Raisanen, Scattering of light by large Saharan dust particles

in a modified ray optics approximation. J. Geophys. Res. 108(D1), 4025 (2003)

190. L.M. Novak, M.C. Burl, Optimal speckle reduction in polarimetric SAR imagery. IEEE

Trans. Aerosp. Electron. Syst. 26, 293–305 (1990)

191. F. Nunziata, A. Gambardella, M. Migliaccio, On the mueller scattering matrix for SAR Sea

oil slick observation. IEEE Geosci. Remote Sens. Lett. 5, 691–695 (2008)

192. V.R. Oberbeck, E.F. Danielsen, K.G. Snetsinger, G.V. Ferry, Effect of the eruption of El

Chichon on stratospheric aerosol size and composition. J. Geophys. Lett. 10, 1021–1024
(1983)

193. E.A. Oberemok, S.N. Savenkov, Structure of deterministic Mueller matrices and their

reconstruction in the method of three input polarizations. J. Appl. Spectrosc. 70, 224–229
(2003)

194. Y. Oh, Radar remote sensing of soil moisture and surface roughness for vegetated surfaces.

Korean J. Remote Sens. 24, 427–436 (2008)

195. R. Ossikovski, Interpretation of nondepolarizing Mueller matrices based on singular-value

decomposition. J. Opt. Soc. Am. A 25, 473–482 (2008)

196. R. Ossikovski, Analysis of depolarizing Mueller matrices through a symmetric decomposi-

tion. J. Opt. Soc. Am. A 26, 1109–1118 (2009)

29 Mueller Matrix Polarimetry 1249



197. R. Ossikovski, A. De Martino, S. Guyot, Forward and reverse product decompositions of

depolarizing Mueller matrices. Opt. Lett. 32, 689–691 (2007)

198. N.G. Parke III, Matrix optics. Ph.D. thesis, Massachusetts Institute of Technolody,

Cambidge, MA, 1948

199. N.G. Parke III, Optical algebra. J. Math. Phys. 28, 131–139 (1949)

200. E.M. Patterson, D.A. Gillete, B.H. Stockton, Complex index of refraction between 300 and

700 nm for Saharan aerosols. J. Geophys. Res. 82(C21), 3153–3160 (1977)

201. R. Penrose, A generalized inverse for matrices. Proc. Cambridge Philos. Soc. 151, 406–413
(1955)

202. F. Perrin, Polarization of light scattering by isotropic opalescent media. J. Chem. Phys. 10,
415–427 (1942)

203. M.W.P. Petryk, Promising spectroscopic techniques for the portable detection of condensed-

phase contaminants on surfaces. Appl. Sp. Rev. 42, 287–343 (2007)

204. M.M. Pospergelis, Spectroscopic measurements of the four stokes parameters for light

scattered by natural objects. Sov. Phys. Astronom. 12, 973–976 (1969)

205. R.J. Potton, Reciprocity in optics. Rep. Prog. Phys. 67, 717–754 (2004)

206. A.V. Priezzhev, V.V. Tuchin, L.P. Shubochkin, Laser Diagnostics in Biology and Medicine
(Nauka, Moscow, 1989) (in Russian)

207. C. Proisy, E. Mougin, F. Fromard, M.A. Karam, Interpretation of polarimetric radar signa-

tures of mangrove forests. Remote Sens. Environ. 71, 56–66 (2000)

208. J.M. Prospero, P.J. Lamb, African droughts and dust transport to the Caribbean: climate

change implications. Science 302, 1024–1027 (2003)

209. R.F. Pueschel, P.B. Russell, D.A. Allend, G.V. Ferry, K.G. Snetsinger, J.M. Livingston,

S. Verma, Physical and optical properties of the Pinatubo volcanic aerosol: aircraft obser-

vations with impactors and a Sun-tracking photometer. J. Geophys. Lett. 99(12), 915–922
(1994)

210. M.S. Quinby-Hunt, P.G. Hull, A.J. Hunt, Polarized light scattering in the marine environ-

ment, in Light Scattering by Nonspherical Particles: Theory, Measurements, and
Applications, ed. by M.I. Mishchenko, J.W. Hovenier, L.D. Travis (Academic, San Diego,

2000), pp. 525–554

211. J.C. Ranasinghesagara, G. Yao, Imaging 2D optical diffuse reflectance in skeletal muscle.

Opt. Express 15, 3998–4007 (2007)

212. T.W. Ray, T.G. Farr, J.J. van Zyl, Detection of land degradation with polarimetric SAR.

Geophys. Res. Lett. 19, 1587–1590 (1992)

213. J.A. Richards, P.W. Woodgate, A.K. Skidmore, An explanation of enhanced radar backscat-

tering from flooded forests. Int. J. Remote Sens. 18, 1319–1332 (1987)

214. L.F. Rojas-Ochoa, D. Lacoste, R. Lenke et al., Depolarization of backscattered linearly

polarized light. J. Opt. Soc. Am. A 21, 1799–1804 (2004)

215. W.I. Rose, Interaction of aircraft and explosive eruption clouds: a volcanologist’s perspec-

tive. AIAA J. 25, 52 (1986)

216. A.-B. Salberg, S. Solberg, D.J. Weydahl, R. Astrup, Leaf Area Index Estimation using

ENVISAT ASAR and Radarsat-2. Note No.SAMBA/30/09 (Norwegian Computing Center,

NR, 2009)

217. G.C. Salzmann, S.B. Singham, R.G. Johnston, C.F. Bohren, Light scattering and cytometry,

in Flow Cytometry and Sorting, ed. by M.R. Melamed, T. Lindmo, M.L. Mendelsohn (Wiley,

New York, 1990), pp. 81–107

218. V. Sankaran, J.T. Walsh Jr., D.J. Maitland, Comparative study of polarized light propagation

in biologic tissues. J. Biomed. Opt. 7, 300–306 (2002)

219. S.N. Savenkov, L.T. Mishchenko, R.S. Muttiah, Y.A. Oberemok, I.A. Mishchenko, Mueller

polarimetry of virus-infected and healthy wheat under field and microgravity conditions.

JQSRT 88, 327–343 (2004)

220. S.N. Savenkov, Optimization and structuring of the instrument matrix for polarimetric

measurements. Opt. Eng. 41, 965–972 (2002)

1250 S.N. Savenkov



221. S.N. Savenkov, Analysis of generalized polarimetric measurement equation. Proc SPIE

6682, 668214 (2007)

222. S.N. Savenkov, K.E. Yushtin, New classes of objects in polarimetry including the isotropic

depolarization. Radiotechnika 116, 3–11 (2000) (in Russian)

223. S.N. Savenkov, R.S. Muttiah, Inverse polarimetry and light scattering from leaves, in

Photopolarimetry in Remote Sensing, ed. by G. Videen, Y. Yatskiv, M. Mishchenko

(Springer, Dordrecht, 2004)

224. S.N. Savenkov, R.S. Muttiah, Y.A. Oberemok, Transmitted and reflected scattering matrices

from an English oak leaf. Appl. Opt. 42, 4955–4962 (2003)

225. S.N. Savenkov, O.I. Sydoruk, R.S. Muttiah, The conditions for polarization elements to be

dichroic and birefringent. J. Opt. Soc. Am. A 22, 1447–1452 (2005)

226. S.N. Savenkov, V.V. Marienko, E.A. Oberemok, O.I. Sydoruk, Generalized matrix equiva-

lence theorem for polarization theory. Phys. Rev. E. 74, 056607 (2006)

227. S.N. Savenkov, R.S. Muttiah, K.E. Yushtin, S.A. Volchkov, Mueller-matrix model of an

inhomogeneous, linear, birefringent medium: single scattering case. J. Quant.

Spectrosc. Radiat. Transf. 106, 475–486 (2007)

228. S.N. Savenkov, O.I. Sydoruk, R.S. Muttiah, Eigenanalysis of dichroic, birefringent, and

degenerate polarization elements: a Jones-calculus study. Appl. Opt. 46, 6700–6709

(2007)

229. D.S. Saxon, Tensor scattering matrix for electromagnetic fields. Phys. Rev. 100, 1771–1775
(1955)

230. J.M. Schmitt, G. Kumar, Turbulent nature of refractive-index variations in biological tissue.

Opt. Lett. 21, 1310–1312 (1996)

231. Z. Sekera, Scattering matrices and reciprocity relationships for various representations of the

state of polarization. J. Opt. Soc. Am. 56, 1732–1740 (1966)

232. D.B. Shapiro, P.G. Hull, A.J. Hunt, J.E. Hearst, Calculations of the Mueller scattering matrix

for a DNA plectonemic helix. J. Chem. Phys. 101, 4214–4221 (1994)

233. D.B. Shapiro, M.F. Maestre, W.M. McClain, P.G. Hull, Y. Shi, M.S. Quinby-Hunt, J.E.

Hearst, A.J. Hunt, Determination of the average orientation of DNA in the octopus sperm

Eledone cirrhossa through polarized light scattering. Appl. Optics. 33, 5733–5744 (1994)

234. Y. Shindo, Applications of polarized modulator technique in polymer science. Opt. Eng. 34,
3369–3384 (1995)

235. W.A. Shurcliff, Polarized Light: Production and Use (Harvard University Press, Harvard,

1962)

236. M. Sikdar, S. MacIntosh, I. Cumming, B. Brisco, Incorporating a vegetation index into a soil

moisture retrieval model: results from Conair-580 SAR data, in Proceedings of the IGARSS
(2005), pp. 383–386

237. R. Simon, The connection between Mueller and Jones matrices of polarization optics. Opt.

Commun. 42, 293–297 (1982)

238. R. Simon, Mueller matrices and depolarization criteria. J. Mod. Opt. 34, 569–575 (1987)

239. G. Sinclair, Transmission and reception of elliptically polarized waves. Proc. IRE 38,
148–151 (1950)

240. M.H. Smith, Interpreting Mueller matrix images of tissues. Proc. SPIE. 4257, 82–89 (2001)

241. M.H. Smith, Optimization of a dual-rotating-retarder Mueller matrix polarimeter. Appl. Opt.

41, 2488–2495 (2002)

242. K.G. Snetsinger, G.V. Ferry, P.B. Russell, R.F. Pueschel, V.R. Oberbeck, Effects of El

Chichon on stratospheric aerosols late 1982 to early 1984. J. Geophys. Res. 92(14), 761–771
(1987)

243. S. Solberg, A. Brunner, K.H. Hanssen, H. Lange, E. Nusset, M. Rautiainen, P. Stenberg,

Mapping LAI in a Norway spruce forest using airborne laser scanning. Remote Sens.

Environ. 113, 2317–2327 (2009)
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Principles of nonlinear laser fluorescence spectroscopy of complicated organic

compounds and of the method capable of determining photophysical parameters

are considered in this chapter. Special attention is paid to the peculiarities of the
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compounds, especially in proteins, and to the major role of intramolecular

energy transfer and presence of localized donor-acceptor pairs (LDAP) of

fluorophores within single macromolecules. These facts stimulated the develop-

ment of models based on the collective states formalism describing fluorescent

response of LDAP to pulsed laser excitation. Unique features of the method are

illustrated by the example of proteins (proteins with intrinsic fluorescence (HSA,

BSA) and fluorescent protein mRFP1) that can be used as fluorescent tags of

intracellular processes while their photophysical parameters can be used as the

information channel.

30.1 Introduction

The use of lasers (laser radiation) has dramatically changed optics and optical

spectroscopy [1–3]. Many of the traditional methods of spectroscopy had

a rebirth, the most striking examples being spectroscopy of spontaneous Raman

scattering [2, 4], opto-kalorimetric methods (the method of termolens, optoacoustic

spectroscopy, etc.) [2, 3]. Of greater scientific interest and practical importance are

the “true laser” techniques, based on the nonlinearity and coherent optical response

of the medium on laser radiation. For example, these methods include intracavity

laser spectroscopy [3], laser spectroscopy within the Doppler line [2], coherent anti-

Stokes Raman spectroscopy (CARS) [2], nonlinear spectroscopy of surface (SERS,

the second and the third harmonic spectroscopy [1]), and parametric scattering of

light spectroscopy [1, 2, 5].

For a long time, the method of fluorescence spectroscopy stood apart from this

process, though this method has high sensitivity [6]. The principal limitations of

classical fluorometry are its low selectivity caused by broad and unstructured fluo-

rescence emission bands and the fact that this method is very limited at the solution of

the inverse problem (i.e., at determination of photophysical characteristics of fluo-

rescent molecules). In the early 1970s, the prospects of using fluorescence in remote

laser (lidar) sensing of the atmosphere and, especially, the hydrosphere were dem-

onstrated [7], and extensive application of laser diagnostics in medicine and biology

[8] became incentives for seeking ways of making fluorometry more informative.

These studies led to the creation of the method of nonlinear laser fluorescence

spectroscopy [9–11]. In this method, fluorescence saturation curves (nonlinear

dependencies of fluorescence intensity on the exciting radiation) are used as the

input data for solving of the inverse problem. In the framework of solving just one

inverse problem, using a single saturation curve measured on a single spectrom-

eter, one can simultaneously determine the photophysical characteristics (absorp-

tion cross section, the lifetime of the excited state, the rates of energy transfer,

etc.), measuring which in classical spectroscopy would require the use of different

tools and techniques, and, moreover, it can be done without a priori information

required for classical methods, such as the concentration of molecules (for determin-

ing the absorption cross section), the lifetime of the excited state of the donor in the

absence of the acceptor (for determining the rate of energy transfer), and so on.
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Laser fluorometry turned out to be a unique method of studying natural organic

compounds, photosynthetic organisms [12], proteins [13–15] (especially fluores-

cent proteins [14, 15]), and humic substances [16], which, moreover, can be used as

fluorescent descriptors and indicators of the ecosystem state to which they belong.

An important property of the majority of natural complex organic compounds

(COC) in scope of optical spectroscopy is a high local concentration of absorbing

(chromophores) and fluorescing (fluorophores) groups located within a single mac-

romolecule, while the concentrations of these macromolecules in media are usually

low. This fact predetermines a major role of intramolecular energy transfer. Some

of the natural COC typically have a determined countable number of chromo-

phores/fluorophores with a possible energy transfer between them (e.g., localized

donor-acceptor pairs [14]). All these require the development of novel methods

based on the laser fluorescence spectroscopy technique.

This chapter outlines the basis of nonlinear laser fluorescence spectroscopy of

complex organic compounds. The possibilities of laser fluorometry are illustrated

by the results of its application in the research and diagnostics of extremely

important natural organic compounds - proteins, including fluorescent proteins

that are of great interest as indicators of living cells’ state. The choice of these

objects has been determined both by their importance in nature and the variety of

photophysical processes that allows illustration of unique possibilities of nonlinear

laser fluorometry.

In this chapter, human and bovine serum albumins (HSA and BSA [13, 14]) and

red fluorescent protein mRFP1 [14, 15] are represented. The complexity of

photophysical processes in this sequence increases and requires the development

of the analysis method.

30.2 Fundamentals of Nonlinear Laser Fluorescence
Spectroscopy of Complex Organic Compounds (COC)

30.2.1 Photophysical Processes in COC. Photophysical Parameters

Both classical (linear) and laser fluorescence spectroscopy of complex organic

compounds (COC) are based on the phenomenon of fluorescence. The model of

fluorescence response formation under optical excitation operates with a set of

photophysical parameters – the absorption (or excitation) cross section, fluores-

cence quantum yield, the rates of radiative and non-radiative excited state relaxa-

tion, the rate of singlet-triplet conversion, and the rate of intermolecular energy

transfer, including energy transfer between similar molecules in the excited state

(singlet-singlet annihilation). The processes and capabilities of classical fluores-

cence spectroscopy (fluorometry) are presented in many monographs (see, e.g.,

[6]). The information below is provided to present the foundations of nonlinear

laser fluorometry.

Fluorescence, or fast luminescence, is the result of the allowed radiative transi-

tions from the excited electronic state to the ground one. The diagram of the lowest
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molecules’ energy levels is presented on Fig. 30.1. For the majority of molecules

with an even number of electrons in ground state, all the molecular orbitals (MO)

are filled with pairs of electrons (i.e., the orbital contains an even number of

electrons).

According to the Pauli exclusion principle, electrons of the same MO have

opposite spins, hence, the resultant spin quantum number (S) for the molecules in

the ground state is zero (S¼ 0) and the multiplicity J¼ |2S + 1|¼ 1. However, when

one electron goes to the upper orbital, its spin can be oriented in either the same or

the opposite direction to that of the remainder of the lower orbital electron. In the

first case, S ¼ 0, J ¼ 1, and the excited state is singlet; in the second, S ¼ 1, J ¼ 3,

and the state of the molecule is triplet.

Each electronic level of an organic molecule splits into a series of vibrational

levels, and each vibrational level into a series of closely spaced rotational sublevels.

Collision of molecules and electrostatic perturbation induced by the surrounding

solvent molecules leads to broadening of the vibrational-rotational sublevels. As

a result, a quasicontinuum of energy states appears. Therefore, absorption and

fluorescence spectra of COC molecules in solution are usually unstructured bands

with a width of a few tens of nanometers [6].

A COC molecule in ground state absorbs photon with a probability equal to sF,
where s is the absorption cross section (cm2), and F is the excitation photon flux

density (cm�2 s�1). A number of processes lead to relaxation of the excited state.

The typical excited state lifetime of COC molecule is tF � 10�9 s. Relaxation

between vibrational energy levels m and n (m>n) within the same electronic level i
Si

m!Si
n is called internal conversion (typical time tIC � 10�12�10�13 s). Radiative

S1!S0 transition is called fluorescence. Non-radiative S1!S0 transitions can also

occur; rates of these processes determine fluorescence quantum yield. Nonradiative

Si ! Ti transitions are called singlet-triplet conversion (tST � 10�7 s), and radiative

S2

T2

T1

S1

S0

a e
d

b

f c

g
h

Fig. 30.1 Lowest energy levels of COC molecule and possible photophysical processes:

a – absorption; b – internal conversion; c, e, g – nonradiative decay; d – fluorescence emission;

f – singlet-triplet conversion; h – phosphorescence
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T1 ! S0 transitions are called phosphorescence (tP � 10�3�102 s). Transitions

between energy levels with different multiplicity are spin-forbidden and become

partially allowed for COC as the result of spin-orbit coupling.

Radiative transitions from higher energy levels Si and Ti can also occur, how-

ever, for COC, probability of such processes is quite low [6]. When the concentra-

tion of fluorescing COC molecules in solution or in an organic complex is high,

bimolecular energy transfer processes are possible. One of these processes is

singlet-singlet annihilation: when two excited molecules are close enough, energy

transfer can occur if the necessary conditions are fulfilled (e.g., in case of fluores-

cence resonance energy transfer (FRET), the donor’s emission band and the

acceptor’s absorption band must overlap). As the result, one of the molecules

comes to the ground state. This effect plays a major role in fluorescent response

to pulsed laser excitation of photosynthetic organisms due to high (up to 1 M) local

concentration of chlorophyll a [12, 17, 18].

Since internal conversion leads to fast deactivation of higher COC molecule

energy states Si and Ti (i> 1) and of higher vibrational levels of S1 and T1, one can

use a three-level model of COC energy states, involving transitions (absorption and

excited state relaxation) between S0, S1, and T1 levels (Fig. 30.2).

The balance of S0, S1, and T1 states populations (n1, n3, n2, respectively) for
a COC molecule can be described by the system of differential equations (30.1):

@n1ðt; r!Þ
@t

¼ ðK31 þ K0
31Þn3ðt; r

!Þ � Fðt; r!Þsn1ðt; r!Þ þ gn23ðt; r
!Þ

@n2ðt; r!Þ
@t

¼ K32n3ðt; r!Þ

@n3ðt; r!Þ
@t

¼ Fðt; r!Þsn1ðt; r!Þ � ðK31 þ K0
31 þ K32Þn3ðt; r!Þ � gn23ðt; r

!Þ

8>>>>>>>><
>>>>>>>>:

(30.1)

where

K31, K
0
31, K32 are the rates of radiative and nonradiative S1 ! S0 transitions and the

rate of singlet-triplet conversion (see Fig. 30.2)

t�1 ¼ K31 + K
0
31 + K32 is the total rate of S1 state deactivation

s is the COC molecule’s absorption cross section (in the general case, the COC

molecule’s excitation cross section taking into account all the possible pathways

of excitation: direct absorption, energy transfer, etc.)

g is the constant of the singlet-singlet annihilation rate, caused by energy transfer

between two excited fluorophores (Fig. 30.2)

Fðt; r!Þ is the excitation photon flux density

r
! ¼ fx; yg are coordinates in the beam cross section

The relation between n1, n2, and n3 is determined by the conservation law:

n0 ¼ n1 þ n2 þ n3;

where n0 is the total concentration of COC molecules (in cm�3).
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When writing (30.1), the following factors are neglected:

• Excited state absorption from S1 and T1 states – if this process does not cause

photobleaching (e.g., photoionization), it does not affect the kinetics of the

energy level’s population due to fast internal conversion,

• Stimulated transitions from S1 to S0 (here we suppose the excitation to be non-

resonant);

• T1 Ú S0 transitions (it is supposed that the duration of exciting laser pulse

tpulse << 1/K21 << f�1, where K21 is the rate of T1 state relaxation, and f is the
pulse repetition rate; i.e., triplet state T1 is some kind of “trap,” accumulating

COC molecules, that completely depopulates between two excitation pulses).

Here we consider pulsed laser radiation because of its high photon flux density

that can cause nonlinear dependency of fluorescence intensity on the excitation

intensity.

Let us consider a diluted solution of the COC molecules that is irradiated with

light pulses propagating along the z axis. We regard an optically thin layer of

thickness l (n0�s�l<< 1) bounded by two planes perpendicular to the z axis with the
coordinates z and z + l. Let’s consider the fluorescent response of the selected layer

to the excitation laser pulse.

The exciting pulse can be represented as a group of photons propagating along

the z axis. We suppose the distribution of photons in the beam cross section to be

axisymmetric; this allows use of cylindrical coordinates

fz; rg z ¼ z; r2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p� �
.

We introduce the distribution function of photons per pulse g(t/tp,r/r0), which
describes the probability density for a photon of the exciting radiation to be at time t
at the point with coordinate r (here, tp, r0 are effective pulse duration and beam

radius). Let’s introduce the following notation: x¼ t/tp, r¼ r/r0, then, by definition,

S1

S0 S0

S1

T1 T1

K32 K32

γn3

σΠ FK31′ K31 K31′ K31σΠ F

Fig. 30.2 Three-level model of COC molecule energy levels (including singlet-singlet

annihilation)
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the probability of a photon to be in the ring of dV ¼ 2pr�dr�dx volume is

determined by g(x,r)dV. Therefore, the function g(x,r) must obey the normaliza-

tion condition:

ðþ1

�1

ðþ1

�1
gðx; rÞ � 2pr � dr � dx ¼ 1: (30.2)

Let g(x, r) be a factorized distribution g(x, r) ¼ gx(x)�gr(r). The effective pulse
duration tp and the beam radius r0 can be defined as follows:

gxð�0:5Þ ¼ 0:5 � gxð0Þ
grð1Þ ¼ 0:5 � grð0Þ

(30.3)

Possible gx(x) distributions include Gauss distribution in time

gxGðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � lnð2Þ

p

r
� expð�4 � lnð2Þ � x2Þ (30.4)

and in the beam cross section

grGðrÞ ¼
lnð2Þ
p

� expð� lnð2Þ � r2Þ: (30.5)

These distribution functions [(30.4) and (30.5)] satisfy (30.3), and their combina-

tions satisfy (30.2).

Let us select a ring volume dV ¼ 2pr�dr�dx. The number of exciting pulse

photons in dV is NdV ¼ F(t, r)�2pr�dr�dt, where F(t, r) is the photon flux density.

From the other side, NdV ¼ N�g(x,r)�2pr�dr�dx, where N stands for the total

number of photons in the pulse. Hence, Fðt; rÞ � r20 � tp ¼ N � gðx;rÞ. The value

Feff ¼ N
tppr20

is called the effective photon flux density of the exciting radiation and

Fðt; rÞ ¼ p � gðt=tp; r=r0Þ � Feff ¼ p � gðx; rÞ � Feff : (30.6)

In cylindrical coordinates z ¼ z; r2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p� �
, assuming an optically thin

layer system, (30.1) is transformed into

@n1ðt; rÞ
@t

¼ K31 þ K0
31ð Þn3ðt; rÞ � p � gðt=tp; r=r0Þ � Feffsn1ðt; rÞ þ gn23ðt; rÞ

@n2ðt; rÞ
@t

¼ K32n3ðt; rÞ
@n3ðt; rÞ

@t
¼ p � gðt=tp; r=r0Þ � Feffsn1ðt; rÞ � K31 þ K0

31 þ K32ð Þn3ðt; rÞ � gn23ðt; rÞ

8>>>>>><
>>>>>>:

(30.7)

30 Nonlinear Laser Fluorescence Spectroscopy of Natural Organic Compounds 1261



Integrating the system (30.7) and taking into account the conservation law, one

can obtain an expression for the population of the first excited singlet state of

fluorescent molecules n3(t, r). Using this expression, it is possible to find the

number of fluorescence photons emitted from the selected layer of the solution as

a result of excitation by the laser pulse:

Nfl ¼ K31 �
ðzþl

z

dz �
ð1
0

2pr � dr �
ð1

�1
n3 K31;K

0
31;K32; s; g;Feff ; t; r

� � � dt

¼ K31 � l�
ð1
0

2pr � dr �
ð1

�1
n3 K31;K

0
31;K32; s; g;Feff ; t; r

� � � dt
(30.8)

30.2.2 Fluorescence Saturation of COC Under Pulsed Laser
Excitation. Basics of the Nonlinear Fluorometry

With increasing intensity of the exciting radiation, the dependence of COC mole-

cules’ fluorescence photons [see (30.8)] on the photon flux density becomes

nonlinear (Fig. 30.3a). This effect is called fluorescence saturation. In the frame-

work of the adopted three-level model (for single-component solution of COC),

there are two basic mechanisms of fluorescence saturation [9, 12, 17]: depletion of

the ground state of fluorescent molecules (absorption bleaching) and singlet-singlet

annihilation.

Nonlinear laser fluorometry is based on the fluorescence saturation effect and

operates with the measured dependence of the number of fluorescence photons Nfl

on the photon flux density F of the exciting laser radiation – Nfl(F). At typical F
values for pulsed lasers (F� 1020 cm�2 s�1), deviation of Nfl(F) from the linear law

appears, in varying degrees for different COC. For diluted solutions of organic

dyes, nonlinearity becomes significant at F values F � 1024cm�2с�1 [9] and for

objects with a high local concentration of fluorophores (e.g., photosynthetic organ-

isms), it is already apparent at F � 1019 cm�2 s�1 [12, 17].

The next step is the inverse problem solution: determination of photophysical

parameters used in the model describing experimental fluorescence saturation

curves Nfl(F). As usual, the inverse problem solution consists of two stages: direct

problem solution (evaluation of Nfl(F) for a given set of photophysical parameters)

and the inverse problem solution itself: determination of the set of parameters that

gives minimum discrepancy between theoretical and experimental saturation

curves. For this purpose, different algorithms – the traditional variational, such as

gradient descent methods and nonlinear regression, and neural networks [10] – are

used. Some unique capabilities of nonlinear fluorometry (NLF) will be presented in

Sect. 30.3 using the example of concrete proteins. As with any other method, NLF

has its limitations: because of the monotonous character of the saturation curves,
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the dimension of an inverse problem with a sustainable solution is no more than

three (detailed analysis of sustainability and uniqueness of NLF inverse problem

solution is given in [11]). This limitation is partially overcome in the so-called

matrix method of laser fluorometry, synthesizing nonlinear and time-resolved

(kinetic) fluorometry [19]. Fundamentals of this method are described in

Sect. 30.2.4, which is preceded by a description of the method of time-resolved

fluorometry (Sect. 30.2.3).

In real experiments, the value Nfl(F) is measured in arbitrary units (a.u.), since

the procedure for measuring the absolute values of fluorescence photons is cum-

bersome and fraught with errors. In order to obtain quantities that can be measured

in absolute terms and compared with those calculated from the adopted model, it is

necessary to make the normalization of the number of detected fluorescence protons

Nfl some reference signal Nref that depends linearly on the photon flux density of

exciting radiation. The intensity of laser radiation measured by the second photo-

detector or the signal of Raman scattering (RS) of light by water molecules or other

solvent [9, 20] can be used as a reference signal. The ratio F ¼ Nfl/Nref is called the

fluorescence parameter.

To characterize the degree of fluorescence saturation, the saturation factorG ¼ N0
fl

Nfl

is introduced, where N0
fl ¼ F� lim

F!0

dNfl

dF is the number of photons that would have

been emitted by the molecule in the absence of saturation. Fluorescent parameterФ is

connected with Г by the following equation: G ¼ F0

F , where F0 ¼ lim
F!0

FðFÞ is

the unsaturated fluorescence parameter that does not depend on F. In absence of

fluorescence saturation, Nfl 	 F and Г ¼ 1. When Nfl(F) becomes nonlinear, Г(F)
ceases to be a unit (Fig. 30.3). The dependencies Nfl(F) (Fig. 30.3a), Ф�1(F)
(Fig. 30.3b), and Г(F) (Fig. 30.3c) are called fluorescence saturation curves in

corresponding axes.

30.2.3 Fluorescence Kinetics of COC Molecules. Principles of Time-
Resolved Fluorometry

The classical method of time-resolved fluorometry [2] is based on analysis of

the fluorescence decay curves after the exciting pulse with much shorter

Nfl

1

ΓΦ−1

Φ0
−1

a b cFig. 30.3 Fluorescence

saturation curve in different

axes: (a) Nfl(F), (b) Ф
�1(F),

(c) Г(F). Dependencies in the

absence of fluorescence

saturation are shown with

dotted lines
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duration than the lifetime of the excited state. For typical COC molecules, this

method requires the use of picosecond pulses. However, information about the

relaxation of the excited state of COC molecules can be also obtained with

nanosecond excitation.

In Ref. [21], the suggested variant of time-resolved fluorometry COC solution is

excited laser pulses with duration tp ¼ 10 ns. The fluorescence signal is detected

with intensified CCD camera with mini/mum gate width tgate ¼ 10 ns and gating

resolution Dt¼ 2.5 ns. It was shown that, using this equipment it, becomes possible

to determine COCmolecules’ lifetimes down to 1 ns, despite the fact of large tp and
tgate values.

Here, the dependence of the number of photons in the ICCD gate tg on the delay
time tdel after the exciting laser pulse is called the kinetic curve. According to

(30.8), Nfl(tdel) is given by:

Nfl ¼ K31 � l�
ð1
0

2pr � dr
ðtg=2þtdel

�tg=2þtdel

n3ðt; rÞ � dt (30.9)

Delay time tdel changes discretely proportional to the number of the gating

steps i: tdel ¼ i � tstep.
When using this technique, the key point is selection of the zero point, that is, the

moment when tdel¼ 0; for example, this point can be chosen from the condition that

at tdel¼ 0 the maximum of the laser pulse and the center of the ICCD gate coincide.

This point can be chosen using the maximum of Raman scattering by water

molecules as a reference (RS signal is almost inertialess; the elementary act of

scattering occurs at 10�11 � 10�12 s timescales).

Fluorescence intensity is measured in a.u., so in order to compare for experi-

mental and calculated kinetic curves the normalized values of intensity are used:

IflðtdelÞ ¼ NflðtdelÞ
Nflð0Þ

where Nfl(tdel) is the number of photons registered at tdel delay at the same gate

width. This normalization is used during processing of experimental data.

30.2.4 Matrix Method in COC Fluorometry

As already mentioned, capabilities of NLF are limited by the number of

photophysical parameters that can be recovered from smooth fluorescence satura-

tion curves. In many cases, this can be enough, for example, in the case of

monofluorophoric solution absorption cross section (in absence of a priori infor-

mation about concentration; see Sect. 30.3 for details), excited state lifetime, the
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rate of singlet-triplet conversion, or the rate of singlet-singlet annihilation can be

determined. However, in case of a bifluorophoric system when energy transfer

appears, this set of parameters can appear to be insufficient. This situation is

mathematically described by a system of kinetic equations:

dn1
dt

¼ FðtÞs1ðn01 � n1Þ � n1
t
� gn21 � K12ðn02 � n2Þ

dn2
dt

¼ FðtÞs2ðn02 � n2Þ � n2
t
� gn22 þ K12ðn02 � n2Þ

8><
>: (30.10)

with the following abbreviations:

n1, n2 – concentrations of the excited molecules of the corresponding fluorophores;

n01, n02 – initial concentrations of the molecules of the corresponding fluorophores;

t1, t2 – lifetimes of the excited molecules of the corresponding fluorophores;

g1, g2 – constants of singlet-singlet annihilation of the corresponding fluorophores;

s1, s2 – excitation cross sections of the corresponding fluorophores;

F(t) – photon flux density of the exciting radiation;

K12 – constant of intermolecular energy transfer from the first to the second

fluorophore.

Having determined n1(t,F) and n2(t,F), it is possible to calculate the fluorescence
intensity I(F,T) in a receiver gate delayed for time T with respect to the exciting

laser pulse for the given value of photon flux density F [21].

In this model we do not separate singlet-triplet conversion from the common

channel of intermolecular relaxation of excited state of fluorophores, that is, from the

total time of this relaxation, t1 and t2. Nevertheless, there are nine model parame-

ters, which cannot be determined simultaneously neither with the kinetic fluorom-

etry method, nor with the nonlinear fluorometry method, nor by the sequential use of

these methods. These considerations have led to the idea to perform a synthesis of

these methods [19]. To do so, the following matrix needs to be measured:

MFT ¼
IF1T1

. . . IF1Tt

..

. ..
. ..

.

IFWT1
. . . IFWTt

2
64

3
75

where IFnTm is the fluorescence intensity of the COC mixture for the exciting

radiation photon flow density Fn and for the gate delayed for time Tm with respect

to the laser pulse.

The rows of this matrix are the points on kinetic curves at different photon flux

densities F; the columns are the points on fluorescence saturation curves at different

gate delays T. The range of F should be selected in such a way that, at its minimal

value, there would be no saturation of fluorescence, and at its maximum value

saturation would be significant. The degree of saturation at maximum F is chosen

based on the peculiarities of the specific problem.
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From physical considerations, it may be expected that different matrix elements

have different dependences on photo-physical parameters. Consequently, under

rational choice of matrix elements, all photo-physical parameters can be determined.

It should be noted that this approach is in principle different from the matrix

method, suggested in [22, 23] and aimed at determination of partial concentrations

of components in a mixture where the following matrix is used:

MlT ¼
Il1T1

. . . Il1Tt

..

. ..
. ..

.

IlWT1
. . . IlWTt

2
64

3
75

Here, the matrix elements are the values of intensity measured at different

wavelength within the overall fluorescence band at different ICCD gate delay

with respect to the laser pulse.

30.2.5 Laser Fluorometry of Localized Donor-Acceptor Pairs.
Collective States of Donor-Acceptor Pair

The systems with excitation energy transfer in which the donor has only one

possible acceptor (localized donor-acceptor pairs) are finding increasing wider

application [24, 25]. Commonly, the systems of this kind are constructed artificially

out of pairs of organic compounds (e.g., out of dye molecules or fluorescent protein

macromolecules). A description of the fluorescence response of such systems in

terms of the conventional approach becomes inapplicable, because the situation is

possible when the donor and the acceptor of a LDA pair are simultaneously in an

excited state; therefore, the energy transfer in the framework of a conventional

scheme [see (30.10)] is impossible. The model presented in this section makes it

possible to describe the energy transfer inside a LDA pair, but disregarding the

energy transfer between the pairs.

We employ the following notations: S0D, S1D are the ground and the first excited

states of the donor, S0A, S1A are the same for the acceptor. Let us to introduce

a notion of the collective states of a LDA pair, each of these states simultaneously

describes both the donor state and the acceptor state:

• Collective state 1: the donor and the acceptor are in the ground state S0D and S0A,

respectively; the concentration of such molecules is denoted as n1 
 n1ðt;~rÞ;
• Collective state 2: the donor is in the state S1D, and the acceptor is in the state

S0A; the concentration of such molecules is denoted as n2 
 n2ðt;~rÞ;
• Collective state 3: the donor is in the state S0D, and the acceptor is in the state

S1A; the concentration of such molecules is denoted as n3 
 n3ðt;~rÞ;
• Collective state 4: the donor and the acceptor are in the first excited state S1D and

S1A, respectively; the concentration of such molecules is denoted as n4 
 n4ðt;~rÞ
The collective states of a LDA pair can be illustrated by the diagrams, see

Fig. 30.4.
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The dynamics of variation in the concentrations of these four collective states of

the LDA pair (disregarding singlet-triplet conversion and single-singlet annihila-

tion process) is mathematically described by the following system of the kinetic

(30.11):

@n1
@t

¼ �Fðt;~rÞ � ðsD þ sAÞ � n1 þ n2
tD3

þ n3
tA3

@n2
@t

¼ �Fðt;~rÞ � sA � n2 � n2
tD3

� KDA � n2 þ Fðt;~rÞ � sD � n1 þ n4
tA3

@n3
@t

¼ �Fðt;~rÞ � sD � n3 � n3
tA3

þ Fðt;~rÞ � sA � n1 þ n4
tD3

þ KDA � n2
@n4
@t

¼ Fðt;~rÞ � sA � n2 þ Fðt;~rÞ � sD � n3 � n4
tD3

� n4
tA3

n1 þ n2 þ n3 þ n4 ¼ n0;

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

(30.11)

where the symbols D and A denote the donor and the acceptor, respectively; t is the
lifetime of excitation state of the donor or acceptor molecules; s is the absorption

cross section corresponding to the S0 ! S1 transition; KDA is the rate of the energy

transfer from the excited donor to the unexcited acceptor; n0 is the total concentra-
tion of molecules containing a LDA pair.

It should be noted that that the parameter KDA in (30.11) has the meaning of

the energy transfer rate, whereas in the conventional model (30.10) it is the constant

of the energy transfer rate, that is, the rate normalized to a unitary concentration of

the unexcited acceptor molecules. This is the consequence of the fact that the

model described by (30.11) suggests the presence of only one donor and one

acceptor in a macromolecule (it should be noted that the model can be generalized

for the case when a macromolecule contains several donors and acceptors). In this

case, the energy transfer rate can assume two fixed values: KDA ¼ 0 (in the

collective state 4) and KDA ¼ const (in the collective state 2). In the conventional

model, the donor is surrounded by a large quantity of the acceptor molecules and,

S0A S0A S0A S0A

S1AS1AS1AS1A

S1DS1DS1DS1D

S0D

Collective
state 1

Collective
state 2

Collective
state 3

Collective
state 4

S0D S0D S0D

Fig. 30.4 The collective states of the localized donor-acceptor pair (in each collective state the

left scheme of the energy levels is attributed to the donor of the LDA pair (levels S0D and S1D) and

the right one to the acceptor (levels S0A and S1A))
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consequently, the rate of energy transfer can assume a continuous series of values

from 0 to some maximum value, which is equal to KDA
* � M0A, here KDA

* is the

constant of energy transfer rate, and M0A is the concentration of the acceptor

molecules.

Knowing the law of variation in the concentration of fluorescent molecules in the

excited state, one can calculate the number of fluorescence photons NFl, emitted

under the influence of a laser pulse:

For the donor:

ND
FlðlÞ /

ð1
0

2pr � dr
ðþ1

�1
ðn2ðt; rÞ þ n4ðt; rÞÞdt; (30.12)

For the acceptor:

NA
FlðlÞ /

ð1
0

2pr � dr
ðþ1

�1
ðn3ðt; rÞ þ n4ðt; rÞÞdt: (30.13)

In the model described by (30.11), the fluorescence saturation occurs due to the

finite time of return of fluorescent molecules from the excited state S1 to the ground

state S0, and due to a decrease in the number of molecules in the collective state 2

(the saturation of the energy transfer channel). As the conventional model, model

(30.11), operating with the collective states of a LDA pair, could be supplemented

with other mechanisms of the fluorescence saturation (the singlet-triplet conver-

sion, singlet-singlet annihilation, photochemical processes in an excited state, etc.).

30.3 Laser Fluorescent Spectroscopy of Proteins

30.3.1 Optical Properties of Protein Macromolecules

It is well known [26] that protein molecules obtain intrinsic luminescence in the UV

region of spectrum due to the presence of aromatic amino acids – tryptophan (Trp),

tyrosine (Tyr), and phenylalanine (Phe). About 90 % of the total fluorescence of

proteins is usually due to tryptophan residues. This natural fluorophore is extremely

sensitive to the polarity of the environment. Spectral shifts of its absorption and

fluorescence bands are often the consequence of several phenomena, among which

are the ligand binding, protein-protein association and denaturation. Proteins absorb

light near 280 nm, the maxima of fluorescence spectra lie in the region 320–350 nm

(Fig. 30.5). Excited state lifetimes of tryptophan residues usually ranged from 1 to

6 ns.

Tyrosine fluoresces intensively in solution, but its emission intensity in proteins

is much weaker. Protein denaturation usually increases tyrosine emission.
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Phenylalanine’s fluorescence quantum yield in proteins is small (less than 1 %),

so its impact on protein fluorescence can usually be neglected.

A detailed analysis of the intrinsic fluorescence of proteins is hampered by the

number of factors that affect the fluorescence and the presence of several different

aromatic amino acid residues in one protein molecule. Since each residue is in

a different environment, its spectral properties may differ. Emission spectra of all

residues overlap, and it is difficult to separate the spectral contributions of each of

them, for example, in a multitryptophan protein. In addition, the emission spectra

and fluorescence relaxation kinetics are rather complicated, even for free trypto-

phan and proteins containing a single tryptophan residue. For example, for most

proteins with a single tryptophan residue multiexponential fluorescence decay is

observed; for this reason we can’t simply interpret the data of time-resolved

fluorometry in terms of the behavior of individual residues in multitryptophan

proteins. A detailed review of data on amino acids and proteins fluorescence can

be found, for example, in Ref. [26].

Fig. 30.5 Irreversible

changes in the absorption (a)
and fluorescence (b) spectra
of the tryptophan solution

during its irradiation by UV

light: before irradiation (solid
curve), after irradiation for

15 min (dashed curve), after
irradiation for 30 min

(circles), and within 6 h after

the end of 30-min irradiation

(triangles) for the photon flux

density F ¼1025 cm2s�1. The

inset shows the dependence of

the change in the optical

density of the aqueous

solution of tryptophan at

278 nm due to the

photoproduct formation on

the exciting photon flux

density. The irradiation time

is 30 min [27]
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30.3.2 Nonlinear Laser Fluorometry of Tryptophan

As already noted, many proteins fluoresce in the near UV region due to the

presence of tryptophan, tyrosine, and phenylalanine residues (aromatic amino

acid residues) [26]. Because the parameters of fluorescence spectra (position,

shape, intensity, etc.) of aromatic amino acids (fluorophores) characterize their

interaction with the environment, they can be used to obtain information about

the properties of protein molecules. To obtain more complete information, it is

also important to know the molecular photophysical parameters of fluorophores

such as absorption cross sections, singlet-triplet conversion constants, and so on. Of

special importance is studying the nature of fluorescence of tryptophan molecules

because this fluorescence dominates in the so-called intrinsic fluorescence of

proteins [26].

Although the fluorescence of tryptophan in solutions and proteins has been

investigated in many papers (see review in Ref. [26]), the nature of the fluorescence

band of this amino acid cannot be considered explained so far. The determination of

the entire set of photophysical parameters of a tryptophan molecule and their

dependence on the environment factors is promising for the development of the

method of fluorescence diagnostics of proteins.

In Ref. [27] the results of measuring the molecular photophysical parameters of

tryptophan in aqueous solution by the method of nanosecond laser fluorometry

based on the simultaneous recording (by using one laser spectrometer) of the kinetic

and fluorescence saturation curves are presented. The solution of L-tryptophan

(Ajinomoto, Japan) in mQ water (MilliPor, USA) was studied. Absorption spectra

were recorded at the tryptophan concentration of 1.3 � 10�4 M; fluorescence

spectra and fluorescence saturation curves were obtained at the tryptophan concen-

tration of 2� 10�9 M. All the experiments were carried out at temperature 25 �C�
1 �C.

Excitation of tryptophan molecules by UV radiation can induce a number of

photophysical processes and photochemical reactions involving the excited state.

Although the photophysical parameters of tryptophan molecules have been studied

in many papers, the mechanisms of their phototransformations have not been

completely established. The values of photophysical parameters corresponding to

these processes reported in the literature differ considerably [28–33] (see Table 30.1

below).

The following deactivation mechanisms of the first excited singlet state can be

distinguished, which affect the fluorescence response of a low-concentration tryp-

tophan solution excited by nanosecond laser pulses:

1. Radiative and nonradiative transitions to the ground state

2. Singlet-triplet conversion

3. Spontaneous ionization

4. Photoionization. This process was not considered in detail anywhere; it was also

pointed out that it occurs and ionization products are similar to products formed

upon one-step ionization [28–30]. This process, as with process 3, is reversible,

with recombination times at the micro-to-millisecond scale [29].
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5. Formation of a non-recoverable photoproduct. The existence of such an irre-

versible mechanism is pointed out in [28]; however, like process 4, it has not

been quantitatively studied. It seems that this process, as process 4, is caused by

the absorption of a photon by a tryptophan molecule in the first excited singlet

state (and, hence, is a two-step process as a whole). This is confirmed by the fact

that the dependence of the product formation rate on the radiation intensity

deviates from a linear dependence (inset in Fig. 30.5a), and the product forma-

tion is manifested in a gradual decrease in the fluorescence intensity (during UV

irradiation) and optical density in the first and second singlet absorption bands of

a sample (Fig. 30.5).

The two-step processes 4 and 5 are poorly studied since the experimental

measurement of the quantum yield of ions and a photoproduct in the case of

a two-photon reaction involves considerable difficulties because it is necessary to

know the concentration of excited molecules absorbing the second photon and also

their extinction coefficient at the excitation wavelength. Thus, it is difficult to

describe these processes quantitatively within the framework of traditional classical

approaches. The authors of most papers (e.g., on flash photolysis [29, 30]) deliber-

ately selected the energy parameters of setups to minimize the contributions of two-

step processes (specially specifying this fact) to the quantitative characteristics

being determined. When molecular photophysical parameters are measured by

the method of nonlinear fluorometry upon excitation by high-power radiation,

processes 4 and 5 can make a noticeable contribution to the fluorescence response,

and therefore their neglect can lead to errors in the measurements of other param-

eters. Moreover, the consideration of these processes in the method of nonlinear

fluorometry allows one to obtain their quantitative parameters.

In the laser fluorometer used in Refs. [13–15, 27], fluorescence was excited by

10-ns, 0.7-mJ, 266-nm fourth-harmonic pulses from a Nd:YAG laser with a pulse

repetition rate of 10 Hz. Fluorescence was recorded with an optical multichannel

analyzer consisting of a polychromator and a multichannel camera (DeltaTech,

Moscow State University Scientific Park), which gave a two-dimensional optical

image in the plane of the polychromator exit slit. The camera was coupled with

a PC equipped with the software allowing operation both in the continuous

(nonlinear fluorometry) and gated (kinetic fluorometry) regimes. The gate duration

was 10 ns, the delay time step was 2.5 ns. The fluorescence intensity was measured

Table 30.1 Photophysical parameters of tryptophan molecules in an aqueous solution.

Parameter

Values

NLF-based method [27] Other (linear) methods

t3, ns 2.8 � 1 3.13 (amplitude¼ 0.93), 0.53 [28]

s, 10�17 cm2 1.6 � 0.3 1.9 [28]

�T + �i 0.17 � 0.5 �T ¼ 0.12 [28]; �i ¼ 0.25 [29];

�i ¼ 0.08 [28, 30]

K32 + K3i, 10
7 с�1 6 � 2

(s3i + sph), 10
�18 cm2 2.2 � 0.7
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by varying the laser photon flux density F from 2 � 1024 to 5 � 1025 cm2s�1. For

a fixed value of F (and a fixed delay time in the case of kinetic measurements [21]),

the fluorescence signal was obtained by averaging over 100 pulses. The dynamics

of photoproduct formation was studied by the methods of absorption and fluores-

cence spectroscopy by using a tryptophan solution of volume 3 mL. Nonlinear and

kinetic fluorometry was performed by using a continuous-flow system to exclude

the photoproduct accumulation. Absorption spectra were recorded with a Lambda

25 PerkinElmer spectrophotometer.

The model of a fluorescence response, which is used in the methods of nonlinear

and kinetic fluorometry and takes into account processes pointed out above, is

described by the system of kinetic equations for populations of the energy states of

a polyatomic organic molecule (Fig. 30.6), where, in comparison with models from

Sect. 30.4, photophysical processes involving the excited state are taken into account:

@n3ðt;~rÞ
@t

¼ Fðt;~rÞs � n1ðt;~rÞ � n3ðt;~rÞ
t31

� ðK32 þ K3iÞn3ðt;~rÞ�
� Fðt;~rÞðs3i þ sphÞn3ðt;~rÞ
@n2ðt;~rÞ

@t
¼ K32n3ðt;~rÞ

@niðt;~rÞ
@t

¼ K3in3ðt;~rÞ þ Fðt;~rÞs3in3ðt;~rÞ
@nphðt;~rÞ

@t
¼ Fðt;~rÞsphn3ðt;~rÞ

n0 ¼ n1 þ n2 þ n3 þ ni þ nph

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

(30.14)

where n0 is the sum of concentrations of initial polyatomic molecules and their

photoproducts; n3, n2, and n1 are concentrations of molecules in the first excited S1

Photoproduct

Photoionisation
product

K32

S0

S1

T1

Fs

Fs3i
Fsph

τ31K3i

−1

Fig. 30.6 Energy level diagram of a polyatomic organic molecule, corresponding to the system of

kinetic (balance) (30.13). The arrows indicate processes considered above (Fs is the probability of

photon absorption from the S0 state; t31
�1 is the total rate of radiative and nonradiative transitions

from the excited S1 single t state to the S0 ground state; K32 and K3i are the rate constants of singlet-

singlet conversion and spontaneous ionization, respectively; Fs3i and Fsph are the probabilities of
induced photoionization and product formation, respectively)
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singlet (level 3), the first excited T1 triplet (level 2), and the S0 ground (level 1)

states, respectively; ni is the total concentration of reversibly ionized and

photoionized molecules; nph is the concentration of reversibly photoionized and

irreversibly photodegraded molecules; F(t, r) is the photon flux density of exciting

radiation at the instant t at the point with coordinate r ¼ {x, y} in the plane

perpendicular to the laser beam direction (the dependence of parameters on the

coordinate z along the beam direction is neglected, i.e., the optically thin layer

approximation is used); s is the absorption cross section of the fluorophore;

t31 ¼ 1/(K31 + K
0
31), where K31 and K

0
31 are the rate constants of radiative and

nonradiative transitions from the excited S1 singlet state to the S0 ground state

(level 1); K32 is the rate constant of singlet-triplet conversion; K3i is the rate

constant of spontaneous ionization from the S1 state; s3i and sph are the cross

sections for photoionization and photodegradation of molecules from the S1 state

induced by irradiation.

The total lifetime of a molecule in the S1 state (fluorescence decay time) in this

model is described by the expression

t3�1 
 K3 ¼ t31�1 þ K32 þ K3i þ F � ðs3i þ sphÞ; (30.15)

which at low excitation intensities (when the absorption of radiation by molecules

in the S1 state can be neglected) has the form

t3�1 
 K3 ¼ t31�1 þ K32 þ K3i: (30.16)

The lifetimes of the T1 ! S0 transition and recombination of ions can lie in the

micro- and millisecond ranges, which greatly exceeds the laser pulse duration but is

smaller than the time between laser pulses (0.1 s). This allows us to neglect these

processes in the system, described by (30.15) [28–30].

Knowing variations in molecular concentrations n3(t, r), we can calculate the

number Nfl of fluorescence photons emitted upon excitation by a laser pulse. For an

axially symmetric beam, Nfl is determined with (30.8).

The fluorescence saturation in the model under study is caused by a finite S1! S0
fluorescence decay time, the singlet-triplet conversion, mechanisms of ionization

and photoionization and the formation of a photoproduct. The method of

nonlinear fluorometry involves the measurement (by solving the inverse problem)

of molecular photophysical parameters of organic compounds from the saturation

curve Nfl(F). It is convenient to normalize the number Nfl of detected fluorescence

photons to the reference signal Nref, which can be a Raman scattering line of water

(or other solvent).

In principle, all photophysical parameters of the model, described by (30.14),

can be determined from the fluorescence saturation curve. However, the practical

stability of the solution of the corresponding inverse problem allows one, at present,

to determine no more than three parameters [10, 11]. Therefore, along with the

measurement of the saturation curve, we recorded the fluorescence kinetics by

using the same laser spectrometer.
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The lifetime t3 found from the kinetic curve Nfl(tdel) recorded at low-intensity

laser pulses (F < 1023 cm2s�1) was a fixed parameter in the model describing the

saturation curve. The combined use of kinetic and nonlinear fluorometry allows us

to solve the four-parameter inverse problem with a sufficient practical stability.

However, as follows from (30.16), by using the method of kinetic fluorometry, two

parameters, a3
�1 ¼ t31

�1 + K32 + K3i and b 
 (s3i + sph), can also be determined

by recording several (minimum, two) kinetic curves for different values of F.
It was shown in papers [31, 32] that the fluorescence decay of the aqueous

solution of tryptophan excited by picosecond laser pulses was described by two

exponentials: the long-lived (	3 ns) component making a dominant contribution

(85–95 %) and the short-lived (	0.5 ns) component. So far, no convincing mech-

anisms were proposed that would predict the nonexponential fluorescence decay of

tryptophan. For this reason, and also taking into account the nanosecond duration of

the exciting pulse and the nanosecond time resolution of a detector, in [27] the

inverse problem of kinetic fluorometry by using a model with one excited-state

lifetime t3 ¼ (t31
�1 + K32 + K3i)

�1 was solved.

Figure 30.7 presents one of the kinetic curves obtained in [27]. The processing of

such curves by the variation method gave t3 ¼ 2.8 � 1.

Figure 30.8 shows one of the fluorescence saturation curves. The solution of the

three-parametric inverse problem with the fixed parameter t3 ¼ 2.8 ns gave the

following values of the other model parameters: s¼ (1.6� 0.3)� 10�17 cm2; s3i +
sph ¼ (2.2 � 0.7) � 10�18 cm2; K32 + K3i ¼ (6 � 2) � 107 s�1. These values give

the sum of triplet and ionization quantum yields (�T + �i) ¼ 0.17 � 0.5.

The parameter b 
 (s3i + sph) was also determined from kinetic measurements

bymeasuring two kinetic curves for low and high values ofF. ForF¼ 1023 cm�2 s�1,

the calculated lifetime was 2.8 � 1 ns, while for F ¼ 1026 cm�2 s�1 this time was

t3 ¼ 2 � 1 ns. Then, by using (30.16), s3i + sph ¼ (1.2 � 0.4) � 10�18 was

determined, which agrees (taking the confidence interval into account) with the

value obtained from the saturation curve.

Since the influence of the intersystem crossing (the rate K32) and spontaneous

ionization (the rate K3i) on the fluorescence kinetics and saturation curves is indis-

tinguishable, one can determine within the framework of the NLF method only the

total rate of these processes. A similar situation takes place for cross sections for

reversible photoionization (s3i) and formation of a stable photoproduct (sph).
Table 30.1 compares the results obtained [27] with the use of the complexmethod

including NLF with the data, obtained with the use of classical spectroscopy.

30.3.3 Nonlinear Laser Fluorometry of Proteins Containing One and
Two Tryptophan Residues. Application of the Formalism of
Localized Donor-Acceptor Pairs

Tryptophan is used as a natural “intrinsic tag” whose fluorescence can bring

information about the changes in the protein molecule properties under an external

action [26].
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However, information obtained using conventional methods of fluorescence

spectroscopy is often insufficient for the interpretation of the structural organization

of proteins and use as the descriptors of living systems. The analysis can be

significantly improved by using laser methods (such as nonlinear, kinetic, and,

especially, “matrix” laser fluorometry), which, in addition to traditional fluorescent

parameters describing the shape and position of fluorescence bands, allows one to

determine the molecular photophysical parameters of fluorophores (such as the

lifetime, absorption cross section, rate of energy transfer, etc.) under a lack of

a priori information necessary for conventional methods (see Sect. 30.2). These

parameters can be used as diagnostic identifiers.
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In Ref. [13], an approach based on the use of the nonlinear laser fluorometry

method that allows one to determine in the experiment the individual photophysical

parameters of fluorophores in single-tryptophan-containing (using the example of

human serum albumin) and two-tryptophan-containing (using the example of

bovine serum albumin) proteins is suggested and developed. The latter can exhibit

the excitation energy transfer between tryptophan residues within one protein

macromolecule (intramolecular energy transfer); therefore, the solution of this

protein is an example of an ensemble of localized donor–acceptor pairs. Individual

photophysical parameters of the mentioned proteins have been determined for the

first time. The values of the photophysical parameters received for concrete objects

(albumins) can be used for the diagnostics of biological systems containing these

proteins.

Serum albumins are globular proteins accomplishing the transport function in

blood plasma. The structure and biological functions of albumins can be found in

Ref. [34]. Tryptophan, tyrosine, and phenylalanine (with relative contents of

1:18:31 in HSA and 2:20:27 in BSA [34]) are the absorption groups (chromo-

phores) in proteins, including albumins. The tyrosine fluorescence in HSA and BSA

(as in many other natural proteins) is quenched due to the effect of adjacent peptide

bonds, polar groups (such as CO, NH2), and other factors [26], and phenylalanine

has a low fluorescence quantum yield [26]. Therefore, the fluorescence signal in

these proteins is determined mainly by tryptophan residues. As described in Ref.

[34], HSA and BSA have a similar amino acid sequence and spatial structure.

However, HSA contains one tryptophan residue in the protein matrix (Trp214), and

BSA contains two residues (Trp212 and Trp134). Trp212 in BSA and Trp214 in

HSA have a similar microenvironment and, hence, their spectral properties are

similar [35]. Tryptophans of BSA are not spectrally identical due to the stronger

integration of Trp212 into the protein’s structure and the more hydrophobic envi-

ronment of Trp212 in comparison with Trp134 [35]. The distance between trypto-

phans in BSA is about 3.5 nm [34]. This fact makes the intramolecular energy

transfer between them using the Forster resonance energy transfer (FRET [6])

mechanism possible.

The absorption spectra of the objects under study and (for comparison) the

corresponding equimolar solutions (solution of tryptophan, tyrosine, and phenylal-

anine at the same ratio as they are contained in protein) are shown in Fig. 30.8. It is

seen that the parameters of the absorption bands of proteins do not coincide with the

corresponding parameters for the equimolar solutions.

The fluorescence spectra of the proteins and the solution of the free tryptophan

(the tryptophan in a water solution was investigated in Ref. [13]) are presented in

Fig. 30.9. One can see that the fluorescence of the proteins is blue shifted relative to

the tryptophan fluorescence (353 nm) in a buffer solution. This is due to a decrease

in the tryptophan environment polarity in the proteins. The maximum of the HSA

fluorescence (332 nm) is blue shifted in comparison with BSA (342 nm). Because

the fluorescence spectrum of the tryptophan residues reflects the polarity of their

nearest environment, and since the properties of the environments of Trp212 in

BSA and Trp214 in HSA are similar [35], such a shift can be related to the fact that
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BSA contains tryptophan Trp134 located in the environment with a higher polarity

(in comparison with Trp212). Thus, the total fluorescence spectrum of BSA is red

shifted.

In Ref. [13], application of NLF in complex with time-resolved fluorometry to

diluted solutions of HSA and BSA yielded new information about their

photophysical characteristics. The results of the investigation performed are

presented below.

In this work, solutions of human serum albumin (HSA) (>96 %, Sigma) and of

bovine serum albumin (BSA) (>98 %, MP Biomedicals) in a phosphate buffer

(0.01 M, pH 7.4) were used. The concentrations were 10�5 (during the measure-

ment of the absorption spectra and the fluorescence spectra at spectrofluorometer)

and 10�9 M (during the measurement of the fluorescence spectra, kinetic curves,

and nonlinear curves at the laser fluorometer). All of the experiments were

performed at a temperature of 25 �C � 1 �C.
Fluorescence saturation curves and fluorescence kinetics were measured with

the use of a spectrometer described in Sect. 30.3.2. Experimental data were

processed using the models of fluorescence response given in Sect. 30.2.

The fluorescence bands at several values of photon flux density F of the exciting

laser radiation are shown in Fig. 30.10. One can see that the maximum of the HSA

fluorescence band does not change its position when F is changed. This is due to the

fact that HSA contains one saturating fluorophore. However, the BSA fluorescence

band is blue shifted (from 340 to 335 nm) when F is increased, owing to the fact that

BSA contains two fluorophores in different environments (therefore, with different

spectral properties), which exhibit different degrees (factors) of saturation. Taking

into account the blue shift of the HSA fluorescence spectrum (in comparison with

the BSA fluorescence spectrum) and the similarity of the properties of Trp214 in

HSA and Trp212 in BSA, one can assume that, in the system of two tryptophans of

BSA, Trp212 serves as the donor of the energy, and Trp314 is the acceptor (i.e., its

fluorescence spectrum is presumably shifted towards long wavelengths).
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The kinetic curves and the fluorescence saturation curves of BSA are shown in

Fig. 30.11. For BSA, the saturation curves depend on the registration wavelength in

the wavelength range 310–390 nm. This is due to the fact that the BSA fluorescence

band is a superposition of the bands of two tryptophans possessing different spectral

properties. A similar difference in the curves for HSA is negligible.

For the determination of the photophysical parameters of HSA fluorophore, the

inverse problems of nonlinear fluorometry were solved with the model, described

by (30.8) and (30.9) (see Sect. 30.2). For the determination of the individual

photophysical parameters of fluorophores of BSA, the inverse problems of

nonlinear and kinetic fluorometry were also solved, but, in this case, the model

described by (30.11) and Eqs. (30.12) and (30.13) was used; the fluorescence signal

was measured at 310 nm (when the kinetic curves and the fluorescence saturation

curves for the donor were constructed) and 390 nm (when similar curves were

constructed for the acceptor). The resulting values of the parameters of protein

fluorophores are presented in Table 30.2.

As one can see fromTable 30.2, the values of photophysical parameters s and t3 of
Trp214 in HSA and Trp212 in BSA are similar. This result should have been expected

based on a comparison of the structures of these proteins. The rates of energy transfer

in BSA from excited donor to unexcited acceptor (KDA) and to excited acceptor (KSS)

are small in comparison with the rate of intramolecular relaxation (t3
�1). This can be

due to the following reasons: (A) In BSA, the tryptophan residues in the D–A pair are

located at a distance that is insufficient for a noticeable energy transfer between them.

According to the data on theBSA structure [34], the distance between two tryptophans

in the molecule is about 3.5 nm. For comparison, the Forster radius for the energy

transfer between free tryptophans ranges from 0.6 to 1.2 nm [26] (depending on the

solvent). (B) Perhaps, the mutual orientation of the transition dipoles of fluorophores

impedes the energy transfer [6].
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It is significant that the values of the absorption cross section determined using

the method of nonlinear fluorometry are true values for fluorophores and they are

obtained without a priori information about the contribution of other groups into

absorption at a specific wavelength and about the concentration of fluorophores.

This is a unique feature of nonlinear fluorometry. In the literature (see, e.g., Ref.

[36]), the absorption cross section of the tryptophan residue in protein is assumed to

be equal to the absorption cross section of free tryptophan in solution, because it is

supposed that this parameter is weakly dependent on the environment.

However, it is clear that such an assumption is only an estimate. A comparison of

the equimolar solution and protein solution absorption spectra (Fig. 30.8) shows

that these spectra do not coincide. The absorption cross section for tryptophan in

solution is equal to 1.6 � 10�17 cm2 [26] (at 266 nm in an aqueous solution); now, it

can be compared with the true values of the absorption cross section of tryptophan

residues in native proteins (see Table 30.2), which were determined for the first

time in Ref. [13].
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(30.13) for the parameters presented in the Table 30.2

Table 30.2 Photophysical parameters of fluorophores (tryptophan residues) in human serum

albumin (HSA) and bovine serum albumin (BSA)

Protein Parameters Tryptophan residues

HSA Trp214

t3, ns 4.5

s,10�17 cm2 1.3

K32, s
�1 <107

BSA Trp134 Trp212

t3, ns 6.2 5

s, 10�17 cm2 3 1

KDA, s
�1 <107

KSS, s
�1 <107
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Nonlinear fluorometry provides a unique possibility to determine one more

parameter; namely, the energy transfer rate in a localized D–A pair, in which the

measurement of the donors’ lifetime in the absence of an acceptor (which is

necessary information for the application of a traditional method [6]) is impossible.

In BSA as a representative of a macromolecule with a localized donor–acceptor

pair, the values of the interfluorophore energy transfer rates KDA and KSS was 1–2

orders of magnitude lower than the value of the intrafluorophore energy transfer

rate; with the use of the suggested method, it became possible to give the upper

estimate these values: KDA, KSS < 107 s�1.

30.3.4 Nonlinear Laser Fluorometry of Red Fluorescent Protein
mRFP1

Fluorescent proteins (FP) are a special class of proteins that have a distinguishing

property to form inner fluorescent (and/or absorbing), in a visible wavelength range,

center (heterogroup) without involvement of any additional cofactors and ferments

(autocatalytic reaction), except for molecular oxygen [37–39]. That center is called

a chromophore, even in the case when it produces fluorescence, i.e., it is

a fluorophore (as in FP mRFP1). The interest in FPs is determined by several

factors: (a) the possibilities to use them as indicators of processes in living cells

[37–39]; (b) the structure features [38, 39]; (c) the features of photophysical

processes in FPs, which make it possible to use them as model systems with LDA

pairs [40, 41].

According to the investigations of the mRFP1 three-dimensional structure [42],

there is a tryptophan (tryptophan residue) at the distance of 15 Å from the protein

chromophore, which could be a potential partner (the donor of energy) for inductive

resonance energy transfer (FRET) to the protein chromophore. It is known [43–47]

that the water solution of mRFP1 (and the water solutions of mRFP1 homologs) is

a mixture of two or three (it depends on external factors) chemically nonidentical

types of molecules (spectral forms). In the literature these forms are called the B, G,

and R form of a protein and they have a difference only in chemical structure of the

protein chromophore [43, 45–47]. Thereby, one can say that mRFP1 molecule

contains a LDA pair and an ensemble of molecules of the protein is

a multicomponent ensemble of such pairs.

It is known [43–47] that the balance between B and G forms of FP can be

disturbed with a change of the solution acidity (pH indicator) or as a result of light

(from the UV, blue, or green spectral range) influence on the protein. Irradiation of

the protein molecules by the light from the green spectral range provokes

a conversion of G-form molecules to the molecules of B form; as a result, the

protein solution will represent a mixture of only two forms (the sum of two sub-

ensembles of molecules containing a LDA pair), namely, B and R. An incremental

change of the protein solution pH to 9 leads to nearly total transfer of the B-form

molecules to the G-form ones. In [15], these procedures decreased the amount of

simultaneously existing forms in the mRFP1 solution and the method of the
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nonlinear fluorometry (combined with kinetic fluorometry) for determining

photophysical parameters was used. The experimental setup is described in

Sect. 30.3.2. Kinetic curves were obtained with the use of a picosecond fluorometer.

Combined use of both methods allows for such a complex object as three-

component solution of fluorescent protein (FP) to identify the most relevant set of

photophysical parameters that describes the main features of photophysical pro-

cesses in FP and can be used to diagnose its condition in the environment.

The acceptor fluorescence decay under excitation of an ensemble of donor-

acceptor pairs by d-pulse is described [48] as:

IA tð Þ ¼ B�exp ð�t=tAÞ � A�expð�t=tDþAÞ; (30.17)

where B¼ A + [A*]0, [A
*]0 is the excited acceptor molecules concentration at a time

point t ¼ 0 (immediately after the excitation pulse is over); A ¼ [D*]0 � KDA/

(1/tD+A � 1/tA); [D
*]0 is the excited donor molecules concentration at a time

point t ¼ 0; tD+A ¼ (1/tD + KDA)
�1 is the fluorescence lifetime of the donor in

the presence of the acceptor; other designations are given above.

The excitation pulse duration and the detector instrument function’s width of the

spectrometer used in Ref. [15] are an order of magnitude less than the fluorescence

lifetimes measured in the experiments. Therefore, after an approximation of the

experimental time dependence of object fluorescence intensity by function (30.17),

one can determine the lifetimes tA, tD+A, and the partial contributions of B and A
components of the fluorescence decay curve.

As has been mentioned, the obtained preparation of the mRFP1 is a mixture of

three chemically nonidentical sub-ensembles of molecules (G, B, and R forms of

protein). The excitation of the protein solution by irradiation at a wavelength

of 270 nm (the absorption maximum of the tryptophan in the protein [49], see

Fig. 30.12) leads to appearance in the signal spectrum not only of an UV band

(maximum at 330 nm), which corresponds to the tryptophan fluorescence in the
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protein matrix [49], but also of a band in the visible region of wavelengths

(maximum at 607 nm) corresponding to fluorescence of the chromophore mRFP1

R form (Fig. 30.13) [50]. The chromophore of B and G forms of the protein is

nonfluorescent [50].

In principle, there are two possible mechanisms of the R-chromophore fluores-

cence band appearance under UV-light (the wavelength around 270 nm) excitation:

(a) direct light absorption by the chromophore; in this case the chromophore is

transferred to a higher state than the first excited singlet one, with further

nonradiative relaxation to the first excitation level; (b) the energy transfer from

tryptophan to the chromophore, through a higher than the first, excited level of the

chromophore. By using only absorption, fluorescence excitation, and emission

spectra one cannot define the contributions of these two mechanisms.

The method of nonlinear fluorometry allowed in [15] to reveal that, under

UV-light irradiation (the wavelength around 270 nm, namely, 266 nm), the

predominant mechanism of the fluorescence band (which we mentioned above) –

excitation – is the energy transfer from tryptophan. Moreover, using this method

one can obtain the value of the energy transfer rate and the values of other

significant photophysical parameters. Below we describe the procedure of resolving

this task according to Ref. [15].

The processing of the fluorescence decay curve of the mRFP1 using (30.17),

which was obtained under picosecond pulsed laser excitation (excitation wave-

length is 266 nm) and registered in the range of the R-form chromophore fluores-

cence (other forms’ chromophores are not fluorescent), allowed determination of

the lifetime values tA ¼ 3 ns and tD+A ¼ 0.24 ns [15].

The values of pre-exponential coefficients В and A in (30.4) were found to be

practically equal. This is indicative of the absence of the direct excitation of the

acceptor [48], therefore, in the (30.11), we can assume sA ¼ 0 (under excitation at

lex ¼ 266 nm) and for this reason, the acceptor fluorescence (under this wavelength

excitation) is a result of the energy transfer from the tryptophan to the chromophore.
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At the value of pH ¼ 7.4, the mRFP1 solution is represented as a sum of three

sub-ensembles of molecules with the LDA pair, each having its own set of

photophysical parameters. It is difficult to resolve the inverse task of the nonlinear

fluorometry in such a situation, because the number of unknown parameters is too

large. But, as we have mentioned above, there are the techniques that allow

reducing the number of simultaneously presented forms to two.

In Ref. [15] the following procedure was performed:

(a) The value of the protein solution pH was kept near 9; in this situation, the

protein solution contains only protein molecules of R and G forms. After that, two

saturation curves were under excitation at the wavelength of 266 nm and registra-

tion at 330 nm (the fluorescence saturation curve of the donor, which is determined

by the fluorescence signal from tryptophan contained in protein molecules of the

R and G forms) and at 607 nm (the fluorescence saturation curve of the acceptor,

which is determined by the chromophore fluorescence signal only from the protein

molecules of the R-form). Resolving the inverse task of nonlinear fluorometry, in

which the fluorescence response formation is described by the model of the

collective states of the LDA pair (see Sect. 30.2.5) and the values of the parameters

tD+A, tA, sA ¼ 0 for R-form of the protein are considered to be known (see above),

the values of KDA (for the R and G forms) and tA (for the G form) were determined.

The experimental dependences Ф�1
D(F) and Ф

�1
A(F) for case (a) are presented

in Fig. 30.14. In order to obtain the saturation curves Ф�1
D(F) and Ф�1

A(F), the
first and second orders of RS valence band of water molecules (the wavelengths are

291 and 582 nm, correspondingly) were used as a reference signal; the excitation

was at lex ¼ 266 nm.

Having performed this procedure by the use of the model of collective states of

the LDA pair, the photophysical parameters (see Table 30.3) were determined. The

parameters measured in Ref. [15] by the complex of methods based on the nonlinear

fluorometry formed a practically complete set of the parameters that describe the

photophysical processes in the molecules of three sub-ensembles of the protein

mRFP1, containing a LDA pair.
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As the result, it is important to point out that:

(a) The nonlinear fluorometry method makes it possible to determine the true (not

distorted by the effect of other sources of light attenuation at a given wave-

length) absorption cross section of a fluorescent molecule in the absence of

information on the molecule concentration (which is necessary in the traditional

methods of absorption spectroscopy). It is interesting to compare the value

obtained for tryptophan in the FP mRFP1 with the values of this parameter

for tryptophan in an aqueous solution (s266 ¼ 1.6 � 10�17 cm2 [27]), human

serum albumin (s266 ¼ 1.3 � 10�17 cm2 [13]), and bovine serum albumin

(sD266 ¼ 1 � 10�17 cm2 and sA266 ¼ 3 � 10�17 cm2 [13]).

(b) We emphasize that the lifetime of the excited state of the donor in the absence

of the acceptor has been obtained without the removal of the acceptor. For FP

mRFP1, this value also has been obtained first in Ref. [15]. For tryptophan in an

aqueous solution, tD ¼ 2.8 ns [27]; for tryptophan in human serum albumin,

tD ¼ 4.5 ns [13]; and for tryptophan in bovine serum albumin, tD ¼ 5 ns and

tA ¼ 6.2 ns [13].

(c) The value tA for the chromophore of the R form obtained in Ref. [15] coincides

within the error with the parameter obtained in Ref. [51] in the direct excitation

to the absorption band of the chromophore. Simultaneously, the excited state

lifetime values of the chromophores of the B and G form have been obtained

(although the chromophores of these forms are nonfluorescent).

(d) The obtained results show that the high volume (E ¼ 0.89) of the energy

transfer efficiency from the tryptophan to the chromophores in all three forms

of the protein is of special scientific and practical interest. This permits

employing mRFP1 as a promising fluorescence indicator that makes use of its

own inner LDA pair (an alternative is the preparation of such pairs of two

proteins [46, 47]). Let us note that the application of the nonlinear fluorometry

enabled us to determine this parameter on conditions that the concentration of

the acceptor cannot be changed or the acceptor cannot be totally removed

Table 30.3 The values of the photophysical parameters of the LDA pairs in mRFP1 protein

Parametera R-form B-form G-form

sD(lex ¼ 266), cm2 (1 � 0.2) � 10�16

sA(lex ¼ 266), cm2 0 Not defined Not defined

KDA (3.7 � 0.7) � 109 (7.8 � 1) � 109 (2.5 � 0.7) � 109

E 0.89 0.94 0.84

t3
A, ns 3 � 0.15 1.9 � 0.4 1.7 � 0.4

t3
D, ns 2.1 � 0.5

aIn the table:

sD(lex¼ 266) and sA(lex¼ 266) – the absorption cross section of the donor and the acceptor at the

wavelength of 266 nm;

KDA and E ¼ KDA/(KDA + 1/t3
D) – the rate and efficiency of the energy transfer from the excited

donor to the unexcited acceptor;

t3
D and t3

A – the excited state lifetimes of the donor (in the absence of the acceptor) and the

acceptor

1284 V.V. Fadeev and E.A. Shirshin



(in conventional methods of the energy transfer rate measurement, this

procedure is assumed [48]) without any preparative actions on the protein

(in our case, for the native protein).

30.4 Conclusion

The material presented in the chapter covers the fundamentals of nonlinear fluo-

rometry. This method is not widely used in spectroscopy of COC, although it has

some unique features. Among them are the following capabilities that can be of

interest for spectroscopists:

• The nonlinear fluorometry method makes it possible to determine the true (not

distorted by the effect of other sources of light attenuation at a given wavelength)

absorption cross section of a fluorescent molecule in the absence of information

on the molecule concentration (which is necessary in the traditional methods of

absorption spectroscopy).

• Тhe lifetime of the excited state of the donor in the absence of the acceptor has

been obtained without the removal of the acceptor.

These possibilities have been illustrated by the example of proteins (including

fluorescent proteins) that attract attention as potential fluorescent tags and indicators

of state of the cells, where they can be introduced using gene expression. An approach

based on NLF that allows one to determine photophysical parameters of fluorophores

within a single protein macromolecule has been developed. In the case of red

fluorescent protein mRFP1, these fluorophores are a pair consisting of tryptophan

residue and the chromophore that fluoresces in the visible area of spectrum.

The approach uses the formalism of the collective states of a LDA pair and was

applied to a ternary ensemble (solution) of the red FP mRFP1 for determination of

its photophysical parameters. This allowed quantitative investigation of the

photophysical processes in FP macromolecules.

It was shown that the basic channel of the chromophore fluorescence excitation

in the R form of the protein under UV radiation at a wavelength of 266 nm is the

energy transfer from the tryptophan residue. The rate values of energy transfer from

the tryptophan residue to the chromophore for each of three forms coexisting in the

ensemble of FP mRFP1 and the individual photophysical parameters (the absorp-

tion cross sections and excited state lifetimes) have been determined. It was shown

that the tryptophan residue and chromophore in each protein form formed a LDA

pair with a high efficiency of energy transfer (approximately 90 %), which makes it

possible to use the FP mRFP1 as a prospective fluorescent indicator of the states of

living systems. Another advantage of this indicator is the fact that the LDA pair is

contained directly in the protein molecule and does not need to be constructed

artificially. Thereby, using a rather complex object such as the ternary ensemble of

the FP mRFP1 molecules, the abilities of the nonlinear fluorometry method (with

excitation by 10 ns pulses of laser radiation) were demonstrated. A wide set of the

photophysical parameters have been obtained after processing only two experimen-

tal dependences: namely, the fluorescence saturation and kinetic curves.
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Abstract

A description of the energetically conjoined triplet-triplet annihilation

upconversion (TTA-UC) process in a soft matter environment is provided.

Material parameters of the organic system assuring efficient TTA and TTA-

UC are discussed. TTA-UC-based stable and reproducible sensing of local

temperature in thin polymer films and a water environment is suggested.
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31.1 Introduction

Rapid progress in the synthesis and processing of materials has lead

to a drastic reduction in sample characteristic dimensions – down to

sub-micrometer length scales (<10�6 m) and specific volume in the range

of picoliters (�10�12 m3). This development has created a demand for greater

scientific understanding and technological control of the physical parameters

such as temperature, thermal transport or viscosity in microscale devices,

individual nanostructures, and nanostructured materials. Direct quantitative

sensing of the local temperature or the local viscosity is still a considerable

challenge. Even more complicated is the definition of two-dimensional (2D)

spatial and/or temporal temperature profiles in ultra-thin (sub-100 nm)

films and small (sub-micrometer) objects. The challenges in obtaining quan-

titative information about the local temperature distribution increase signifi-

cantly when the thin films are included in complicated multilayer structures

and/or are locally heated – a typical example of which being the process

of optical addressing in memory devices, where diffraction limited spots

are used.

A universal representative of sensing problems with sub-micrometer length

scales is the definition of 2D-spatial and/or 2D-temporal temperature profiles of

the studied sample. A bright pallet of thermal sensing techniques has been

developed. The scanning thermal microscope technique (SThM) [1] delivers

quantitative data for lateral thermal distribution with ultra-high spatial resolu-

tion. Despite rapid progress made in the field of SThM, some severe problems

remain [2], namely, the role of near-field radiation in tip-sample heat transfer,

especially in a vacuum environment; the propagation of phonons and electrons

through a point contact that is on the order of their wavelength; and the

dependence of the tip-sample thermal resistance on surface topography. As

a consequence, a topography-related artifact [2] in thermal images remains

a problem. The time-domain thermo-reflectance method (TDTR) [3] has

a high temporal sensitivity, but it is inherently limited only to metallic samples,

or samples that can be coated with a thin metal film. Direct imaging with

infrared cameras [4] has a natural limitation of the spatial resolution (until

about 1.1 mm used in confocal geometry) caused by the wavelengths used from

the infrared region.

Further experimental complications are created if the microscale device is

included in a life-science sample of interest. In addition to the problem of scaling

down the sensing techniques, the necessity of non-contact measurement tools

becomes imperative. The application of all-optical sensing tools in the field of

life science has additional complications in terms of spectral mismatch: there are

strongly contradictive requirements for the wavelength of the excitation light and,

as a consequence of the tissue transparency properties, only wavelengths higher

than l � 700 nm are well transmitted, whereas only photons with enough high

energy, namely l << 700 nm, can initiate biochemical processes and serve as

a sensing tool.
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31.1.1 Material Parameters of the One-Component Organic System
Assuring Efficient Triplet-Triplet Annihilation (TTA)

Metallated macrocycles (MM) such as porphyrins and phthalocyanines are known

as efficient phosphorescent emitters [5, 6]. The dependence of the integral phos-

phorescence emission or the decay time of the phosphorescence is widely used as

a thermal or oxygen sensor [7, 8]. The sensing process includes optical excitation of

the MM molecule and registration of the decreased phosphorescence or phospho-

rescence decay time as a function of the increased sample temperature or oxygen

content [9, 10].

The main experimental drawback of this sensing technique is that the phospho-

rescence emission is an integral parameter, depending on the series of experimental

parameters, many of them difficult to control, including local changes in molecular

concentration, local variation of the sensing layer thickness, and instability of the

probing laser intensity. All these experimental parameters are interconnected

through their dependence on the excitation light intensity. A powerful solution to

this problem demonstrates the use of the process of TTA: instead a single material

response on the acting parameter (temperature), a ratiometric material response is

obtained, ensuring inherent and instantaneous compensation for the local changes

of the sample parameters.

In the following, the TTA–sensing procedure will be elucidated using the

example of palladium octaethyl porphyrin (PdOEP), the structure of which is

shown in the inset of Fig. 31.1. It is important to note that all experimental results

can be transferred to the other MM with different extension of the p-conjugated
system by annelated aromatic rings and, consequently, with different excitation and

emission spectra.

In Fig. 31.2, a Jablonski diagram is shown for the molecule of PdTBP together

with the energetic schema of the process of TTA. Both singlet bands, Soret- and

Q-band, have a common response on optical excitation.

The absorption of a photon into the Soret-band is followed by fast relaxation (on

the order of 200–1,000 ps), depending on the structure of the macromolecule and the

type of central atom [5, 6], and emission-less relaxation to the bottom of the S1 band:

S0 þ hv1 ! S�2 ���!
fast

S1: (31.1)

Similarly, the absorption of a photon into the Q-band is followed by fast

relaxation to the bottom of the S1 band:

S0 þ hv2 ! S�1 ���!
fast

S1 (31.2)

Two competing processes lead to depopulation of the S1–singlet state. The first
represents the prompt fluorescence:

S1 ���!F S0 þ hv3 (31.3)
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The probability for emissive depopulation of the S1–porphyrin singlet state is

very low; therefore porphyrin fluorescence is rarely reported. At higher tempera-

tures, – on order of 300 �C, the S1 fluorescence becomes stronger and so-called

“hot-band emission” [6] is observed.

The second relaxation process is the inter-system crossing (ISC), which is

strongly enhanced by the spin-orbit coupling to the metal center of the MM

S2

T1

S1

hν1

hν2

hν1

hν3hν4

Abs. in Soret-band, t = t1
Abs. in Soret-band, t = t2

TTA, t = t3

Abs. in Q-band

Delayed Fluorescence

S1

S2

T1

S0

ISC ISCTTA

sensitizer I sensitizer II
S0

Phosphorescence

Fig. 31.2 Energetic schema

of the process of TTA in

metallated macrocycles

Fig. 31.1 Normalized

absorption spectrum (left) and
normalized luminescence

spectrum (right) of PdOEP. In
order to represent the

fluorescence (lmax ¼ 550 nm)

and the phosphorescence

(lmax ¼ 662 nm) with

comparable intensity, for the

wavelength higher than

600 nm, additional signal

attenuation (more than 50

times) is introduced. Inset:
Structure of the sensitizer –

(2,7,8,12,13,17,18-octaethyl-

porphyrinato)Pd(II) (PdOEP)
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sensitizer molecules [11, 12]. The efficient ISC within the sensitizer molecules (for

instance, the ISC-probability is almost 1 for metallated porphyrins [6]) ensures an

efficient population of the sensitizer triplet level via single photon absorption:

S1���!ISC
T1: (31.4)

The probability of ISC at the molecules of the MM is high and depends strongly

on the mass of the central metal ion [5, 6]. In the case of heavy metals, the yield of

the ISC approaches 0.95–0.995 and the metastable triplet state is populated. The

sensitizer triplet states, with their relatively long lifetimes (which exceed several

tens of microseconds in the case of the MM in this work)s serve as an energy

reservoir. The depopulation channels for these triplet states include radiative decay

(phosphorescence) and nonradiative energy dissipation. The MM are known [6] as

very efficient phosphorescent emitters. For instance, the phosphorescence quantum

yield of PdOEP in toluene solution (1 � 10�6 М) is 0.5. At small molecular

concentrations (�1 � 10�6 М), the interactions between the exited triplet states

can be neglected.

When the molar concentration of the optically active molecules is increased up

to 1 � 10�4 to 1 � 10�3 М, the interaction between the molecules of the MM

cannot be neglected. The probability of the process of TTA grows remarkably and,

at specific experimental conditions, could become the main relaxation mechanism.

Schematically, the process of TTA is shown in Fig. 31.2. Note that the population of

the triplet states participating at the process of TTA can be completed in indepen-

dent time intervals:

S0 þ hn1 ! S2���!fast
S1���!ISC

Tð1Þ
1; t ¼ t1 (31.5)

S0 þ hn1 ! S2���!fast
S1���!ISC

Tð2Þ
1; t ¼ t2 (31.6)

where the upper index ðiÞrepresents the triplet states created at the moments t = ti,
i = 1, 2 correspondingly.

As a consequence of the ТТА process, one of the excited MMmolecules returns

to the ground state S0, but the other MM molecule is excited to the higher lying

singlet state S2. After fast intramolecular relaxation, the S1 singlet state is again

populated. Furthermore, this singlet state can participate in one of the competing

relaxation processes described earlier, namely emitting fluorescent photons or

performing ISC to the metastable triplet state. The process of ТТА and the

following relaxation can be described as:

T1
ð1Þ þ T1

ð2Þ���!TTA
S0 þ S2���!fast

S0 þ S1 )
���!DF

2� S0 þ hn3; t ¼ t3
or

���!ISC
S0 þ Tð3Þ

1; t ¼ t4

8><
>: (31.7)
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It is important to note that the emitted photon hv3 belongs to the particular

fluorescent spectrum (delayed fluorescence (DF)) of the studied molecule, but it

will be emitted at the moment t ¼ t4, much longer after cancelation of the optical

excitation pulse. Practically, the moment t3 is 2–3 orders of magnitude longer than

the specific lifetime of the prompt fluorescence.

Furthermore, the triplet state TðiÞ
1 can participate in one of the competing

processes – phosphorescence:

TðiÞ
1���!Ph

S0 þ hn4; i ¼ 1; 2; 3 (31.8)

or again in the process of ТТА, but now interacting with a third molecule in the

excited triplet state.

As an outcome of the processes, described by (31.3)–(31.8), delayed fluorescence

(31.7) is added to the trivial relaxation channels of the optical excitation (hv1 or hn2)
including phosphorescence (31.8) and prompt fluorescence (31.3), the particular

intensity of which is predetermined by the efficiency of the TTA process. The energy

of the delayed fluorescence photons results from the excitation energy stored at the

triplet ensemble. Therefore, emission of delayed fluorescence photons leads to

a remarkable decrease of the emitted phosphorescent photons and will change signif-

icantly the temporal characteristics of the residual phosphorescence.

Though the process of TTA is a diffusion-controlled process, and the efficiency

of the TTA will depend on material parameters of the system such as molar

concentration of the MM, physical parameters of a matrix, intensity of excitation,

and temperature of the sample. These dependencies can be successfully used as

sensing tools because of TTA ratiometric response.

31.1.2 Material Parameters of the Two-Component Organic System
Assuring Efficient Triplet-Triplet Annihilation Upconversion
(TTA-UC)

The process of TTA-UC incorporates a chain of mutually complementary processes:

ISC, triplet-triplet transfer (TTT), TTA, and consequent emitter fluorescence

[13–15]. The energetic schema of the process of TTA–UC in a two-component

molecular system is shown in Fig. 31.3.

The first process in the chain is the ISC, which is strongly enhanced by the spin-

orbit coupling to the metal center of the MM sensitizer molecules. The efficient ISC

within the sensitizer molecules ensures an efficient population of the sensitizer

triplet level via single photon absorption.

On the other hand, the weak ISC of the emitter molecules (its probability for

various aromatic hydrocarbon derivatives has vanishing values [6]) substantially

prohibits the depopulation of the excited emitter triplet states via phosphorescence

and thus stores the created triplet population of the emitter for the process of TTA.
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Therefore, the first requirement of the molecular system is that a large difference

between the ISC coefficients of the sensitizer and emitter molecules must exist:

csISC � ceISC (31.9)

where the upper indexes s and e represent the sensitizer or emitter energy state,

respectively.

The second process in the chain of TTA-UC is the transfer of the excitation of

the sensitizer triplet to the emitter triplet: TTT [16]. Those processes can be

expressed through the equation:

S0 þ hn1 ! Ss1���!
ISC

T
sð1Þ
1 ���!TTT

T
eð1Þ
1 ; t ¼ t1 þ dt: (31.10)

S0 þ hn1 ! Ss1���!
ISC

T
sð2Þ
1 ���!TTT

T
eð2Þ
1 ; t ¼ t2 þ dt (31.11)

where the upper index ðiÞ represents the sensitizer or emitter triplet states created at

the moments t ¼ ti; i ¼ 1; 2, correspondingly. The sensitizer triplet ensemble is

essentially depopulated by the process of TTT [17]. Nevertheless, the sensitizer

triplet state TðiÞ
1 can participate in the competing depopulation process and phos-

phorescence of the MM:

TsðiÞ
1���!Ph

S0 þ hn3; i ¼ 1; 2 (31.12)

Fig. 31.3 Energetic schema

of the process of a TTA–UC

two-component organic

system
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As a consequence of the effective quenching of the sensitizer triplet state, the

dynamical parameters of the residual sensitizer phosphorescence such as the inten-

sity of the integral sensitizer phosphorescence and decay time of the sensitizer

phosphorescence are strongly influenced. Furthermore, their change relative the

undisturbed sensitizer triplet ensemble can be used as a prompt experimental proof

for the efficiency of the TTT process.

The efficiency of the TTT is determined by the extent of overlap of the sensitizer

and emitter triplet manifolds, thus the second requirement [13] of the molecular

system is:

DE���!0 in Es
triplet þ DE ¼ Ee

triplet (31.13)

Particularly if the emitter triplet energy level requires involvement of thermal

energy in order to match the sensitizer triplet level (i.e., DE > 0), this reduces the

efficiency of the TTT process significantly.

The third process is the subsequent TTA [5]. In a two-component molecular

system, the process of TTA happens mostly between the identical triplet states of

the emitter molecules (homo TTA, process 31.14). As a consequence of this process,

one of the emitter molecules returns to the ground state, but the other emitter molecule

is excited to the higher singlet state and strongly blue-shifted emission is observed

[18–20]. The hetero TTA (processes 16 and 17), i.e., annihilation of one emitter triplet

state and one sensitizer triplet state, has significantly lower probability because

the concentration of the excited sensitizer triplet states is much lower than the

concentration of the excited emitter triplet states [21]. The probability of homo TTA

(process 31.14) between the triplet states of the sensitizer is even lower.

Te
1 þ Te

1���!
TTA

Se0 þ Se1���!2� Se0 þ hn2 (31.14)

Ts
1 þ Ts

1���!
TTA

Ss2 þ Se0���!
fast

Ss1 þ Se0���!
ISC

Ts
1 þ Ss0 (31.15)

Ts
1 þ Te

1���!
TTA

Ss0 þ Se1 ! Ss0 þ Se0 þ hn2

Ss2 þ Se0���!
fast

Ss1 þ Se0���!
ISC

Ts
1 þ Se0

(
(31.16, 31.17)

The requirement for effective TTA-UC (process 31.14) is the fulfillment of the

(31.18) without the need for thermal energy:

DE ! 0 in 2� Ee
triplet þ DE ¼ Ee

singlet: (31.18)

In other words, this requirement ensures that the sum-energy of two excited

emitter triplet states is enough to populate the first excited singlet state of the

emitter molecule without using thermal energy.

The last requirement is related to the structure of the absorption spectrum of the

sensitizer. In order to reduce the re-absorption of the UC emission generated via
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the sensitizer molecules in ground state, the so-called “transparency window” of the

sensitizer molecule has to be sufficiently large. Serendipitously, MMs such as

porphyrins and phthalocyanines have a band-like absorption spectrum, with only

two strong bands – the Soret-band and the Q-band. Therefore, photons with

energies lying far enough away from these two local absorption maxima will hardly

be absorbed. For the energy positions of the absorption maxima of the sensitizer and

the first excited singlet state of the emitter, the third requirement of the molecular

system follows from the above:

Es
Soret� band > Ee

singlet � Es
Q� band (31.19)

In summary, the main outcome of these theoretically and experimentally deter-

mined requirements of multi-component organic systems is that, if the requirements

specified in (31.9), (31.13), (31.18), and (31.19) are fulfilled, then it follows that it is

likely that (31.10) and (31.14) will also be fulfilled, and thus efficient energetically

conjoined TTA-UC will be observed. A typical sensitizer absorption spectrum and

UC fluorescence spectrum are shown in Fig. 31.4.

Special attention must be drawn to the fact that all molecular energy levels

involved in the process of TTA-UC are real molecular levels; consequently, no

virtual energetic levels are involved. The processes of intramolecular relaxation

happen on a time scale of picoseconds [6]. The characteristic time scale of the

process of TTA is predetermined by the decay time of the delayed emitter fluores-

cence (time scale of 100 ms) and the diffusion-controlled process of triplet-triplet

energy transfer (TTT) [22] (time scale of microseconds). Therefore, the processes

of internal energy relaxation (i.e., thermalization of the electronic states of the

molecules involved) and, consequently, their influence on the energetic schema of

the process of TTA-UC cannot be neglected. As a consequence, the processes of

internal energy conversion lead to a noticeable loss of excitation photon energy,

therefore, the up-converted emission a priori has a frequency lower than the

doubled frequency of the excitation light.

Fig. 31.4 Normalized

absorption spectrum (left) of
the sensitizer molecule

(PdTBP, structure is shown in

Fig. 31.6a) and the

normalized fluorescence

spectrum (middle) of the
emitter molecule. Inset:
structure of the emitter – 3,10-

Bis(3,3-dimethylbut-1-ynyl)

Dibenz[de,kl] anthracene
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It is important to note that the observed time-dependent dynamic of the

remaining sensitizer phosphorescence has a multi-exponential time behavior as

a consequence of the complexity of the depopulation process. The depopulation

efficiency of the sensitizer triplet state depends on experimental parameters such as

concentration of the excited triplet states (which is continuously changed during the

process), concentration of the emitter molecules, local temperature, and excitation

intensity. Ignoring this complexity and defining the decay time as the time neces-

sary to drop the phosphorescence signal amplitude down to 1/e level, consistent and

valuable results could be obtained.

The quantum yield (�TTA�UC) of the TTA-UC process is certainly of decisive

importance. The studied TTA-UC process incorporates a chain of mutually com-

plementary processes (as mentioned earlier, ISC, TTT, TTA, and consequent

emitter fluorescence), all with particular efficiency (�ISC, �TTT, �TTA, and �F,
respectively). The value of the TTA-UC quantum yield (independent of its partic-

ular definition [17, 23]) is an integral parameter.

�TTA�UC ¼ �ISC � �TTT � �TTA � �F (31.20)

It has to be pointed out that a classical term (such as quantum yield) is attributed

to a complex system like the TTA-UC process. By using such a term that is clear

and noncontradictive, knowledge about the ratio of absorbed excitation photons to

emitted UC-photons can be derived [17]. Any other definition (such as internal

efficiency [24] or amount of participating emitter triplet states [23]) can only lead

the reader to inconsistency of the real UC photon flux expected. Thus, we recom-

mend using the term quantum yield in its classical meaning: the “absorption” of the

UC media will be determined by the absorption of the used sensitizer, and the

“emission” will be attributed to the UC fluorescence of the emitter species:

�TTA�UC ¼ Nphotons
absorbed Nphotons

emitted

.
(31.21)

In this context, it is important to compare UC systems with the same amount of

emitter chromophores (i.e., systems with the same molar ratio sensitizer/emitter

chromophores).

31.2 Sensing tools based on TTA-UC

A realistic sensing alternative in cases of nontrivial scaling-down could be the

process of TTA in multi-component organic systems. The proposed process has

three crucial advantages:

First, it is inherently a micro-scale sensing technique. The sensing function is

carried out by ensembles of organic (organometallic) macromolecules. Therefore,

the mass and the heat capacity of the sensor itself are comparable or significantly

lower than the mass and heat capacity of the micro-scale sample.
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Second, the TTA sensing function is performed in an all-optical regime. The

mechanical contact (even in near-field meaning) is not obligatory. Furthermore, the

optical intensities needed are low – at the level of Wcm�2. This low excitation

intensity keeps the radiation stress on the living tissue at an acceptable level.

Finally, the sensing properties and the efficiency of the process of TTA do not

depend on the coherence characteristics of the light used. The TTA sensing

function also resolves another shortcoming of the conventional methods for all-

optical sensing: the necessity to excite the samples with extremely bright optical

sources (e.g., lasers). Excitation sources emitting light with extremely low spectral

power density (down to 125 mWnm�1) can generate efficient TTA emission [13].

The sensing molecules have broad absorption spectra, in some cases even up to

80 nm (FWHM). As a consequence, optical sources with flexible chosen emission

wavelengths can be used without any consequence to the TTA emission spectra or

TTA efficiency.

31.2.1 Sensing of Local Temperature in Thin Polymer Films

The temperature dependence of the process of TTA between the MM dispersed in

polymer matrix (“solid solution”) for a broad range of temperatures will be dem-

onstrated. This results directly in strong temperature dependence of the phospho-

rescence and the fluorescence emission for this class of metallated porphyrin

molecules. Therefore, the ratio between the intensities of the fluorescence and the

phosphorescence emission for different temperatures represents a real-time tem-

perature probe with ratiometric response [25] for a broad temperature interval. The

temperature-sensing systems, based on up-conversion processes [26], have the

additional experimental advantage of relative easy optical separation between the

pump and the signal wavelengths.

In Fig. 31.5, the dependence of the sample phosphorescence on the temperature

is demonstrated. Indeed, there is a strong decrease in the phosphorescent signal

when the sample temperature increase is known for a number of MMs [6]. Con-

versely, the strong (more than 8 times) increase of the sample fluorescent signal

when the sample temperature also increases is rarely demonstrated.

The absolute as well as the relative values of the integral phosphorescence and

integral fluorescence of certain samples are completely reproducible, at multiple

increases or decreases of the sample temperature. Nevertheless, there are two

important requirements for free reproducibility. First, the residual concentration

of the molecular oxygen must not exceed the value of 1–3 ppm. The second is

related to the matrix material: the sample temperature should not exceed the

specific glass transition temperature (TG) of the optically inactive polymer matrix.

For many bio applications it is important that the sensing light does not interact

with the sample causing unwanted light-triggered processes. A typical example is

generation of oxygen-dependent reactions of free-radical species during the exci-

tation of fluorescent proteins or dye molecules with surrounding cellular compo-

nents [27]. An elegant solution of this problem might be the excitation wavelength
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tuning of the MM used in sensing. If the probing light is adequately red-shifted,

then it will be not absorbed and unwanted interactions will be avoided.

The extension of the p-conjugated system in the metallated porphyrins by

annulated aromatic rings results in a noticeable red shift in the absorption and

emission spectra. Porphyrins, such as tetranaphthoporphyrins [28] and tetraanthra-

porphyrins [29], have expanded excitation spectra down to the IR-A region of the

visible spectrum (Fig. 31.6).

The absorption spectra of the extended porphyrins are shown in Fig. 31.7. The

Soret-band of the sensing molecule demonstrates less expressed red-shift of the

absorption maxima, whereas the corresponding Q-bands are remarkably red-

shifted.

An example of the sensing molecule PdTBP will be shown where the sensing

properties do not depend in any way on the excitation wavelength used. In other

Fig. 31.6 Structures of sensing molecules: (a) meso-Tetraphenyl-tetrabenzoporphyrin Palladium
(PdTBP); (b) meso-Tetraphenyl-octamethoxide-tetranaphtho[2,3]porphyrin Palladium (PdTNP),

X ¼ OMe (c) tetrakis-5,10,15,20-(p-Methoxycarbonylphenyl) tetraanthra[2,3-b,g,l,q]porphyrin
(PdTAP), R ¼ COOH

Fig. 31.5 Dependence of the

phosphorescence and the

fluorescence of a thin polymer

film (PS 20 kD blended with

3 % wt PdOEP) on the sample

temperature. The film is

prepared in a nitrogen-filled

glove box with residual

oxygen less than 3 ppm.

Quartz substrate, the film

thickness is 80 nm. Excitation

laser with l ¼ 405 nm, laser

power ¼ 2 mW (stability

better than 1 %), excitation

spot diameter � 300 mm;

TG ¼ 98 �C
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words, the temperature evaluation is not affected in which the absorption maxima

of the MM is excited optically. Two samples consisting of polystyrene (PS 30 kD)

thin film blended with 5 % wt PdTBP on quartz substrates were prepared in

a nitrogen-filled glove box with a residual oxygen concentration of О2 � 3 ppm

(Fig. 31.8).

As shown in Fig. 31.9, the thermal evolution of the triplet ensembles of the MM

molecules created via excitation in the Soret-band or Q-band is identical. As a rule

of thumb, the optical excitation in the Q-band is more desirable, mainly because of

the possibility to tune significantly the pump wavelength deep in the red optical

region. Additionally, the energy difference between the Soret-band and Q-band is

substantial, therefore the amount of excitation energy that is dissipated as heat

Fig. 31.7 Normalized

absorption spectrum of the

materials shown in Fig. 31.6,

as follows, PdTBP (black
line), PdTNP (dark gray line),
and PdTAP (gray line)

Fig. 31.8 (a) Dependence of the luminescence of a thin polymer film of PS (film thickness 80 nm)

on the sample temperature. Optical excitation into the Soret-band, l ¼ 407 nm, cw-laser power
� 1 mW, laser spot diameter 300 mm. Optical density of the sample at the excitation wavelength:

OD407 ¼ 0.27; (b) Dependence of the luminescence of a thin polymer film of PS on the sample

temperature. Optical excitation into the Soret-band, l¼ 635 nm, cw-laser power � 0.5 mW, laser

spot diameter 300 mm. Optical density of the sample at the excitation wavelength: OD635 ¼ 0.72
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through the sample must be considered when extremely sensitive applications are

planned.

Thus far, the temperature-sensing properties of the time-integrated temperature

dependencies of MM fluorescence and MM phosphorescence have been discussed.

Another way to increase the sensitivity of the measuring process is to use the strong

dependence of the decay time of the delayed MM fluorescence and the decay time

of the MM phosphorescence as sensing tool.

In the classical description of the TTA process in organic molecular crystals [6],

it is postulated in axiomatic manner that the concentration of the singlet states

created via the process of TTA depends only on the concentration of the excited

triplet states:

S½ 	 � T½ 	 � T½ 	 (31.22)

Therefore, the intensity of the DF signal depends on the quadrate of the excita-

tion intensity, IDF � I2excitation, and, consequently, the decay time of the delayed

fluorescence (tDF) and the phosphorescence decay time (tPhos) are related by

tDF ¼ tPhos 2= .

As has been demonstrated in our experiments, the temporal evolution of the MM

blended in polymer films shows strong temperature dependence, not generalized by

the classical theory of the TTA process (Fig. 31.10).

Note that the signal amplitudes are not normalized in order to show how not only

the time-dependent parameters but also the integral characteristics of the signal are

changed with the temperature. The excitation pulse duration is long enough to reach

steady-state conditions of the build-up of the excited state triplet ensemble. The

repetition rate (100 Hz) ensures cross-talk-free operation; the time between the

excitation pulses is much longer than the 5� decay time of the longer process.

Fig. 31.9 Temperature

calibration curve: excitation

into the Soret-band (filled
circles) and into the Q-band

(stars)
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Again, the observed time-dependent dynamic of the sensing macrocycle phos-

phorescence, as well as the time-dependent dynamic of the delayed fluorescence,

have a multi-exponential time behavior, a consequence of the complexity of the

depopulation processes. Ignoring this complexity, one can define the decay time as

the time necessary to drop the phosphorescence signal amplitude down to the 1/e

level.

The working hypothesis, giving a physical description of the experimentally

observed phenomenon of temperature dependence of the TTA efficiency in opti-

cally excited MM ensembles, is as follows: at increased sample temperatures, the

viscosity of the optically inactive polymer matrix, where the MM molecules are

dispersed, is decreased (Fig. 31.11). The lower viscosity leads to temperature-

dependent increase of the local mobility of the dispersed molecules, and the

required optimal steric alignment of the participating molecules for the process of

TTA is reached faster. Therefore, the signal directly related to the process of TTA,

the delayed fluorescence signal, grows remarkably.

This working hypothesis successfully explains why, in the boundary cases

regarding the viscosity of the matrix, with vanishing viscosity (organic solutions)

or with infinite viscosity (macromolecular organic crystals), the efficiency of the

TTA process (and, therefore, the delayed fluorescence) does not depend on the

sample temperature. In the first case, the viscosity is so low that it cannot be

decreased by a reasonable amount, but in the second case it remains great, inde-

pendent of the sample temperature.

For application in the field of life science, two additional experimental issues

must be addressed. The first of them is to ascertain the sample (local) temper-

ature in an aqueous environment, maintaining the advantages of the all-optical

sensing TTA technique. This means that the TTA process must be transferred

from the hydrophobic environment (organic solvent) to the hydrophilic one. The

second problem is that the intensity used at the temperature measurement via
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Fig. 31.10 Time-resolved fluorescence and phosphorescence intensity of sample consisting of PS

20 kD and PdOEP for two temperatures: 24 �C (filled circles) and 90 �C (open circles). Excitation
pulse duration 200 ms, peak intensity 0.4 kWcm�2, repetition rate 100 Hz, l ¼ 405 nm, film

thickness 40 nm. The lines serve to guide the eye
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the TTA process in MM molecules (on the order of 0.4 kWcm�2) could be too

high for certain sensitive biological applications. Therefore, there is a tough

need to further decrease the required all-optical temperature-sensing excitation

intensity.

The temperature-sensing potential of the process of TTA-UC in water environ-

ment under extremely low excitation intensities will be discussed below.

31.2.2 Sensing of Local Temperature in Water Environment

The process of TTA-UC was demonstrated earlier for metallated porphyrins and

aromatic hydrocarbon dyes (serving, respectively, as sensitizer and emitter) in

various organic media: volatile or nonvolatile organic solvents [30] and styrene

oligomers [31]. Replacing the organic solvent by an aqueous medium would enable

a cluster of unique applications in the fields of material and life science.

Practically, solubilization in water can be achieved by various methods, includ-

ing chemical modification of the sensitizer and emitter in order to enhance their

solubility in highly polar solvents, and encapsulation (or embedding) of the opti-

cally active hydrophobic dyes in colloidal carriers (such as micelles of an appro-

priate surfactant or nanoparticles of a polymer or inorganic nature).

Fig. 31.11 Dependence of the decay time of phosphorescence (filled circles) and decay time of

the delayed fluorescence (squares) on the temperature for different mass concentrations of the

PdOEP: (a) 0.1 % wt.; (b) 1 % wt.; (c) 10 % wt
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Of the mentioned techniques, the solubilization by encapsulation in micelles of

nonionic surfactants is a powerful method, widely used for the delivery and

controlled release of bioactive hydrophobic components [32, 33]. Recently, effi-

cient solubilization of substances with low water-solubility was demonstrated using

amphiphilic block-copolymers from the family of polyoxyethanyl a-tocopheryl
sebacate (PTS) as a surfactant [34]. The chemical structure of PTS is presented in

Fig. 31.1a. It has been shown that PTS surfactant forms spherical micelles with

diameter on the order of 20–25 nm that possess a high capacity for loading strongly

hydrophobic materials; for instance, the highly water insoluble Q10 coenzyme has

been successfully solubilized in PTS and delivered into the human body [35].

In a typical formulation, the molar ratio between PTS and Q10 coenzyme was

2 to 1. Thus, very high solubility is achieved. For instance, 5 % wt. solution of PTS

in water can solubilize nearly 1.8 % wt (or 21 mM) of the Q10 coenzyme.

Therefore, we expected that concentrations of sensitizer and emitter from 10 mM
up to 10 mM are obtainable. It should be noted that the local concentration of

sensitizer and emitter dyes inside the PTS micelles is nearly one order of magnitude

higher, and therefore more than sufficient to observe effective TTA-UC. Further-

more, PTS micelles have also been used as nanoreactors: chemical transformations

such as Heck and Suzuki coupling, olefin metathesis, and ring-closing metathesis

were conducted with good yield at ambient conditions [36]. These chemical

processes are only possible if the core of the micelles has a liquid-like nature and

the reactants diffuse freely. This suggests that the requirement of high local

mobility of the active substances necessary to achieve efficient TTA-UC is also

met in this system. Therefore, these micelles are ideal candidates for transferring an

efficient TTA-UC process from an organic solvent environment to a biologically

relevant aqueous environment.

Using the example of the UC system, consisting of a sensitizer – palladium

benzoporphyrin (Fig. 31.12b) – and an emitter – bis(butylphenyl)perylene

(Fig. 31.12c) – embedded at the PTS micelles (Fig. 31.12a), the sensing properties

of the process of TTA-UC in a water environment will be demonstrated.

In Fig. 31.13, the luminescence spectra of the UC system PdTBP/BTP in two

different solvents is compared. It is important to note that the only wavelength-

selective element in the experimental setup is a notch filter, designed to suppress the

excitation wavelength (central wavelength l ¼ 632 nm, FWHM � 18 nm). There-

fore, for the chosen UC system, the intensities of the delayed fluorescence (the UC

signal) and the residual phosphorescence are comparable. This demonstrates the

efficiency of the TTA-UC process and explains why the sensing intensity can be

lower by more than 2 orders of magnitude, down to excitation intensities of

1 Wcm�2. If a further decrease of the sensing intensity is needed, as a fast solution

of the problem, the observation time can be increased so that enough sensing

photons will be collected, even at intensities on the order of 1 mWcm�2.

The dependences of integral UC fluorescence in an organic solvent and PTS/

water mixture on the excitation intensity are shown in Fig. 31.14. The solid lines are

power law fits: IUpConv ¼ a �Iexcb with b ¼ 1.11 for the TTA-UC in toluene solution

(Fig. 31.14, filled circles) and b ¼ 1.18 for the TTA-UC in the micellar system
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(Fig. 31.14, filled triangles). It is important to note that the region of excitation

intensities, where the UC molecular system shows an intensity dependence that is

well approximated with a sub-linear function, is more than 3 orders of magnitude

broad.

The dependence of luminescence of the UC system PdTBP/BTP/Igepal®CA-

630 (1�10-6 M/1�10-5 M/5 wt%) in an aqueous environment on the sample

temperature is shown in Fig. 31.15.

As in the case of TTA between optically excited MM blended in a polystyrene

matrix, the Igepal®CA-630 micelles ensure for the TTA-UC process an optically

inactive matrix for which the viscosity has strong dependence on temperature.

A well-expressed ratiometric response to the sample temperature is observed. The

ratio (Fig. 31.15b) of the integral UC fluorescence regarding the integral residual

phosphorescence changes more than 6 times for a temperature interval of 60 K.

Such a strong change ensures a temperature sensitivity of 0.1 K.

The flexibility to choose a specific excitation wavelength is demonstrated

in Figs. 31.16 and 31.17, where porphyrins with tunable p-conjugation (including

p-contraction or p-extension) obtained from tetrabenzo building blocks are

demonstrated.

On one hand, the replacement of benzo- rings with naphto- or anthro- groups will

induce a significant red shift of the Q-band. Such a red shift will allow matching of

the excitation spectrum with the transparency window of the living tissue. On the

other hand, the removal of benzo- rings or their replacement with an alkyl substit-

uent will cause a significant blue shift of the Q-band absorption. Following this

synthetic strategy, a fine tuning of the absorption maxima of the porphyrin Q-bands

by addition or removal of one, two, or three benzo- rings is possible. This also

Fig. 31.12 Structures of the: (a) Polyoxyethanyl a-tocopheryl sebacate (PTS); (b) meso-
Tetraphenyl-tetrabenzoporphine Palladium (PdTBP) and (c) 3,10-Bis(4-tert-butylphenyl) Dibenz
[de,kl]anthracene (BTP)
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Fig. 31.14 Dependence of

the integral TTA-UC

fluorescence on the excitation

light intensity for the UC

couple PdTBP/BTP in

different solvents: filled
circles – in toluene

(1 � 10�6 M/1 � 10�5 M);

filled triangles – in 5 wt%

PTS/water mixture

(1 � 10�6 M/1 � 10�5 M)

Fig. 31.13 Dependence of

the sample luminescence on

the excitation light intensity

for the UC couple PdTBP/

BTP in different solvents:

(a) in toluene (1 � 10�6 M/

1 � 10�5 M); (b) in 5 wt%

PTS/water mixture

(1 � 10�6 M/1 � 10�5 M).

Pump wavelength

l ¼ 635 nm, excitation spot

diameter � 400 mm, maximal

light intensity <3 Wcm�2
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means a fine tuning of the porphyrin triplet states energies. In a nonprecise manner,

exchanging one benzo- ring with one naphto- ring will lead to Dl� 30 nm red-shift

of the corresponding Q-band absorption. Conversely, the exchange of one
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Fig. 31.15 (a) Dependence of the luminescence of the UC system PdTBP/BTP/Igepal®CA-630

in an aqueous environment on the sample temperature. Optical excitation – l ¼ 635 nm, cw-laser
intensity �3 Wcm�2, laser spot diameter 400 mm. (b) Temperature calibration curve

Fig. 31.16 Chemical structures of: (a) tetraphenyltetrabenzo, (b) tribenzo-, (c) dibenzo-, and (d)
monobenzotetraphenyl-porphyrins. Sensitizers for emitters from the blue part of the visible

spectrum

Fig. 31.17 Chemical structures of: (a) tetraphenyltetrabenzo-, (b) mononaphthotribenzo-, (c)
dinaphthodibenzo-, and (d) trinaphthomonobenzo-porphyrins. Sensitizers for emitters from the

green part of the visible spectrum
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benzo- ring with one alkyl substituent will lead to Dl � 25 nm blue-shift of the

corresponding Q-band absorption.

Additionally, the absorption spectra of the sensitizer molecules used are broad, in

some cases up to 80 nm (FWHM); therefore, optical sources with various emission

wavelengths can be used, allowing flexibility in choosing the excitation wavelength

without any consequence on the TTA-UC sensing properties or efficiency. Another

important feature of the TTA-UC is the sub-linear dependence of the UC emission on

the excitation intensity. This behavior helps to predict precisely the necessary

radiation dose and to avoid unwanted optical stress of the bio-samples.

31.3 Conclusion

In summary, the temperature-sensing properties of the processes of triplet-triplet

annihilations in thin polymer films and the energetically conjoined triplet-triplet

annihilation-assisted photon energy upconversion in a water environment

were demonstrated. Those noninvasive and all-optical sensing techniques are

applicable to a wide sample family and experimental environment. This tempera-

ture-sensing technique is based on the ratiometric luminescence response and pro-

vides stabile and reproducible results.
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Diffusion equation, 270, 276, 277

Diffusive scattering, 272–274

Digital holograms, 217, 222–234,

241–242, 249

Digital holographic microscopy (DHM),

216–253

Digital holography, 217, 218, 220, 227, 230,

231, 234, 278, 1144–1155

Digitally recorded interference microscopy

with automatic phase-shifting
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Digital signal processor (DSP), 173–175, 206

Dimethyl sulfoxide (DMSO), 698–708

Dioptric power, 323, 324

Dipolar (Rayleigh), 621–623

Discrete scatter dynamics, 34

Disordered media, 3, 5–22, 50

Dispersing polymer-liquid crystal (DPLC), 34,

51–54, 56–60

Dispersive media, 51–60

DLS. See Dynamic light scattering (DLS)

DMOD. See Demodulator block (DMOD)

DOCT. See Doppler optical coherence
tomography (DOCT)

3D OCT imaging, 803–804, 1022

DOF. See Depth of focus (DOF)

Donor-acceptor pairs, 1266–1268,

1274–1280

Doppler effect, 515, 516, 518, 543, 635, 670

Doppler flow profile, 932, 936, 938, 942

Doppler frequency, 490–492, 515–517, 519,

522, 545–548, 550–552, 668, 670–672,

801, 927, 931, 936, 942, 950, 951,

953, 1010

Doppler images, 904, 905, 916, 917

Doppler lidar, 366, 367, 369–378, 391

Doppler optical coherence tomography

(DOCT), 889–918, 923–924, 930, 932,

933, 941–942, 951, 953, 961, 963,

964, 1091

Doppler principle, 891–893, 899

Doppler shift, 595, 902, 953, 959

Doppler signal, 1140, 1141, 1144

Doppler spectrum, 891, 892, 903

Doppler ultrasound (DUS), 150, 890

Dorsal skinfold chamber (DSWC), 965, 968

Double bounce scattering model, 1196

Double-pass problem, 349, 351

Double path electro-optic modulator,

820–823

Doubly degenerated polarization singularities,

125–126

Down-lead sensitivity, 1085

DPD. See Differential phase delay (DPD)

DPM. See Diffraction phase microscopy

(DPM)

Drug delivery, 716–721

Drug screening, 907–909

DsRed2 fluorescent protein, 968

Dual-channel method, 891

Dunning prostate cancer, 1089

DWS. See Diffusing wave spectroscopy

(DWS)

Dynamic aberration, 422–424

Dynamic Activity Maps, 33

Dynamical absorption, 154

Dynamic focus, 755–756, 1129–1132,

1138–1140, 1144

Dynamic inhomogeneity, 27, 28

Dynamic light scattering (DLS), 536, 537,

566–588

Dynamic range (DR), 671

Dynamic speckle pattern, 22, 33

Dysplasia, 441, 447, 451–459, 472–475

E
Early cancer detection, 444

Echogenic needle, 1089

Edwards-Wilkinson model, 50

Eigenvalues, 1189–1191, 1194, 1195, 1221

Elastic light scattering (ELS), 260, 438–482

Electric field autocorrelation function, 169, 170

Electromagnetic field, 111, 112, 153, 477, 480,

493, 525, 862

Electromagnetic theory, 491–494, 506, 507,

515, 525
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Electromagnetic waves, 4, 6

Electro-mechanical system, 1138–1140

Electron diffractive imaging (EDI), 303–310

Electron-mechanical system, 1018

Elliptical polarization, 113, 125

Ellipticity, 109–111, 115, 118, 119, 127, 145

Endoplasmic reticulum, 440

Endoscopic implementation, 1024

Endoscopic optical coherence tomography,
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Endoscopic polarized scanning spectroscopic

instrument (EPSS), 454–459

Endothelium (ED), 980

Enhanced backscattering, 272–274, 284, 285

Entrance pupil, 398, 416, 418, 419

Envelope function, 307

Environmental applications, 1175–1241

Environmental ocular toxicity, 578–582

Epithelial cell nuclei, 441–443

Error reduction (ER), 297–299
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Ewald sphere, 265, 266

Excitation rejection filter, 465, 468–469

Experimental optical coherence tomography
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External limiting membrane (ELM), 989

Ex vivo Raman spectra, 470, 471

Eye aberration, 397–399, 403, 408, 415–420,

422–429, 431, 432

Eye-fundus-image quality, 423

Eye irrigation, 587–588

Eye topography, 826–827
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FA. See Fluorescein angiography (FA)

Fabrication, 1018, 1060, 1071, 1075, 1078,

1080–1082, 1085, 1092

Fabry-Pérot etalon, 375, 377

Face optical coherence tomography imaging,

799–852

Faraday cell, 1016, 1023

Faraday rotator (F), 1023, 1024

Fast Fourier transform (FFT), 298, 299, 301,

308, 309

Fiber-based PS- optical coherence tomography

systems, 871–886

Fiber-optic-based diffusing wave

spectroscopy, 163

Fiber-optic faceplate, 400, 401, 404, 405,

410–412, 414, 420, 422

Fiber-optic QELS probe, 569

Fiber optics, 469–470

Fiber-optics-based dental coherence

tomography system, 684

Fibromyoma, 122, 123

Fick’s law, 276

Field-programmable gate array (FPGA)-based

LSI system, 175–179

Field reflection coefficient, 925

Figures of merit (FOMs), 299

Finite-difference time-domain (FDTD)

simulation, 441

Fizeau interferometer, 1053, 1054, 1057

Fliform structural elements, 109

Flow-tracing particles, 488, 489, 492, 511, 515,

518, 524, 541

Flow velocity, 490–540, 542, 545–548, 550,

551, 553–560

Fluid flow velocity, 895

Fluorescein angiography (FA), 917

Fluorescence imaging, 841–844, 851

Fluorescence kinetics, 1263–1264, 1273,

1274, 1277

Fluorescence microscopy, 1116–1119

Fluorescence saturation, 1257, 1262–1263,

1265, 1268, 1270, 1273, 1274, 1277,

1278, 1283, 1285

Fluorescence spectroscopy, 1255–1285

Fluorescent protein, 1266, 1281, 1285

Fluorometry, 572

Form factor, 269

Forster resonance energy transfer (FRET),

1259, 1276, 1280

Forward coherent diffractive imaging, 300–302

Forward-scatter alignment (FSA), 1193, 1194

Forward scattering, 268

Forward-scattering geometry, 299, 300, 303

Forward-scattering mode, 20

Fourier components, 864

Fourier domain mode locking (FDML), 984

Fourier domain optical coherence tomography

(FDOCT), 676, 899–902, 959, 978

Fourier domain-optical delay line scheme, 833

Fourier phase microscopy (FPM), 278, 279

Fourier transform (FT), 264–266, 268, 275,

283, 292, 296, 297, 307
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Fourier transformation, 223, 227, 891, 895,

898, 902

Fourier transform light scattering (FTLS),

259–286

Foveal avascular zone (FAZ), 991

Fractal approach, 126–131

Fractal dimension (FD), 992–994

Fractal volume analysis, 993

Fraunhofer approximation, 263, 266

Frequency domain mode locking (FDML), 676

Frequency-domain optical coherence

tomography (FD-OCT) system, 716

Frequency modulation scattering, 594, 595,
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Frequency-shifted ray tracing aberrometer, 353

Fresnel-Arago law, 68

Fresnel distance, 292

Fresnel-Huygens principle, 223

Fresnel propagation equation, 278

Fresnel relation, 595, 603, 630, 633

Fresnel zone plate, 300, 302

FRET. See Forster resonance energy transfer

(FRET)

Fringe pattern analysis, 227, 229, 235

Fringe signal, 897–899, 901, 903

Fringe spacing, 8

FSA. See Forward-scatter alignment (FSA)

Full-field speckle correlometry, 198

Full width at half maximum (FWHM),
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Functional magnetic resonance imaging

(fMRI), 168, 179, 184, 910
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Galvanometer scanning mirror system (SXY),
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Gastroendoscope, 455, 456

Gastroenterology, 682–684

Gauss distribution, 1261

Gaussian approximation, 412

Gaussian beam, 1070, 1071, 1078

General Public License (GNU), 175

G-form molecule, 1280

Glan-Thompson polarizer, 12

Glass–air interface, 1068

Glass–tissue interface, 1090

Glaucoma, 554, 566, 573, 574, 678, 860, 886,

890, 915, 917, 961, 989

Global depolarization, 70

Glucose biosensor, 480–482

Glucose permeability rates, 1115

Glucose sensing, 720–721

Glycerol, 185–191, 206, 681, 698–710, 715,

717, 719, 720, 721, 1042

Golgi apparatus, 440

Goniometer, 260, 272

Gradient-index (GRIN), 1071, 1073, 1080

Graphical user interface (GUI), 175

Graphics processing unit (GPU), 172

Green fluorescent protein (GFP), 216

Green’s function, 263, 274–276

Green’s theorem, 748, 749, 752–754, 785,

791, 792

Grid deformation, 318

Grid sampling function, 807–811

GRIN fiber probes, 1080

GRIN rod lenses, 1075, 1089, 1090

Gullstrand model, 428, 429, 432

Gynecology, 1030, 1037

H
Half-integral reflections, 297

Halo photonics, 373

Hartmannogram, 402–405, 415, 419, 423

Hartmann-Shack sensor, 331, 333, 334,

337, 338

Hartmann’s test, 330–340, 342, 357

HDL. See High-density lipoprotein (HDL)

Helicity, 11, 16

Helmholtz equation, 263

Hematoxylin and eosin (H&E), 1093–1097

Hemoglobin, 262

He-Ne laser, 27, 51, 52, 169, 862

Henyey-Greenstein scattering phase

function, 619, 624, 653, 658, 934,

938, 1162, 1163

Hermitian matrix, 1053, 1183, 1184, 1194

Heterodyne detection, 668, 687, 1019, 1054

Heterodyne efficiency factor, 710

Heterodyne intensity back-coupling

efficiency, 926

Heterodyne signal current, 750, 751, 754,

755, 780

Hierarchical self-similar structure, 109

High acquisition speed, 978, 979, 980, 987, 995

High-density lipoprotein (HDL), 1104, 1105,
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High-grade dysplasia (HGD), 452, 458, 1034,

1036–1039

High-grade squamous dysplasia, 472–475

High-resolution transmission electron

microscope (HRTEM), 304–310

High scattering media, 923–942

Hilbert phase microscopy (HPM), 278, 279

Hilbert transformation, 891, 892, 897–899

Histological assessment, 1092

Holographic autofocusing, 217, 230–232, 243

Holographic off-axis geometry, 219

Homogeneous tissue, 1050, 1058

Homogenous scattering medium, 925

Hongik polarimetric scatterometer system, 1223

Hot-band emission, 1292

Hot spots, 947

Human carotid endarterectomy tissues,
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Human retinal blood vessel, 915–918
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1275–1279, 1283, 1284

Huygens-Fresnel principle, 263, 292, 507, 526

Hybrid input-output (HIO), 297–299

Hydroacoustic sensing, 1001

Hydrosol, 82

Hyperbaric oxygen treated animals, 580–581

Hyperglycemia, 191–195, 207, 583

Hyper-osmotic chemical agent, 184–191, 1107

Hyperplasia (hypertrophy), 1031, 1032

Hypothetical cross-scattering mechanism, 1197
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Image contrast, 31, 171, 181, 191, 198, 222,

229, 230, 233, 234, 237–240, 242–252,

302, 423, 686, 704, 723, 725, 980, 1009,
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Image processing, 30, 173, 174, 219, 357, 511,
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Image sensor, 490, 505, 510–512, 524

Image-space scanning, 1072, 1073

Imaging enhancement, 666–726

Imaging modalities, 150, 168, 184, 253, 672,
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Incoherent back reflections, 1086

Incoherent detection techniques, 862

Incoherent illumination effect, 273

Incoherent reflectivity, 1085

Incoherent sample-arm back reflections,

1087, 1088

In-depth back-reflectance profile, 704, 705

Index of refraction, 747, 748, 750,

784–786, 790

Indocyanine green (ICG), 841–844

Indocyanine green angiography (ICGA), 917

Inelastic light scattering, 438–482

Inhomogeneous polarized object field,

116–118

Inner nuclear layer (INL), 989, 995

Inner plexiform layer (IPL), 985, 995

Intensity distribution, 222, 224, 227, 236, 401,

404–406, 424–426

Intensity fluctuations, 5–6, 9, 16, 22, 27, 35, 38,

45–49, 53–57, 59, 60

Interference, 3–60, 489, 490, 494–497,

499–503, 505, 508, 517–520, 526,

527, 529, 554, 1000, 1009, 1018,

1020, 1023, 1058

Interferometer, 489, 490, 499–502, 518, 523

Interferometric gating technique, 865

Inter-system crossing (ISC), 1292–1295, 1298

Intralipid, 27, 157, 202, 686, 914, 924,

928–930, 934, 938–937, 941, 942

Intraocular pressure (IOP), 573

Intrinsic aberration, 399

Intrinsic fluorescence proteins, 1269, 1270

Invasive cancer, 1034, 1036–1038

Inverse scattering problem, 262

In vivo blood flow monitoring, 907, 909–910

Irradiance distribution, 747, 753, 760–762, 785

Ischemic stroke, 191, 207

Isotropic depolarization, 1188

Isotropic optical fibers, 1053, 1054, 1060

Isotropic polarization scattering, 939

Isotropic scattering, 268

Isotropic single mode fiber, 1016, 1017, 1056

iTrace visual function analyzer, 342–343, 349

J
Jones formalism, 880–885

Jones matrix, 877–881, 885, 1014–1016, 1053,

1178–1181, 1184, 1190, 1191

Jones N-matrix formalism, 1203

Jones operators, 113–114, 119, 120, 131–133

K
Kardar-Parisi-Zhang equation, 50–51

Kennaugh matrix, 1194

Keyhole coherent diffractive imaging (KCDI),

299, 302–303

Kinetic curve, 1264, 1265, 1274, 1275,

1277–1279, 1281
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Kinetic fluorometry, 1263, 1271, 1272, 1274,

1278, 1281

Kirchhoff approximation, 748

Koehler-like illumination, 219

Kolmogorov structure function, 53

L
Label-free phase imaging, 216, 217, 242, 243,

245, 247–250, 917

Lamina propria, 683

Laplace transformations, 12, 13

Large-scale heterogeneities, 1004, 1005, 1006

Laryngeal carcinoma diagnosis, 1037

Laser-assisted in situ keratomileusis

(LASIK), 585

Laser-based Tscherning approach, 355–357

Laser diode (LD), 173, 240, 342, 381, 390, 403,

418, 467, 470, 471, 549, 841

Laser Doppler, 488–560

Laser Doppler anemometry, 489, 491,

514–519

Laser-Doppler flowmetry (LDF), 151, 168,

179, 181, 184, 206, 537, 538, 543, 544,

549, 890

Laser Doppler perfusion imaging (LDPI), 168,

201, 207

Laser Doppler velocimetry (LDV), 378, 379

Laser Doppler wind sensing, 366

Laser fluorometry, 1257, 1262, 1266–1268,

1270–1274

Laser-induced fluorescence (LIF)

technique, 491

Laser radiation, 108, 112–118, 120, 125,

127, 133, 1256, 1260, 1262, 1263,

1277, 1285

Laser remote sensing, 364–392

Laser safety, 586–587

Laser-scanning confocal microscopy, 150–151

Laser scanning microscopy (LSM), 528

Laser speckle, 491, 505, 528–540, 554, 560

Laser speckle contrast analysis (LASCA), 151,

199, 200, 202–205

Laser speckle contrast imaging (LSCI),

947, 948

Laser speckle imaging (LSI), 167–207, 560

Laser spectroscopy, 1256

Laser-to-target-and-return time-of-flight

experiments, 365

Laser vibration sensing (LVS), 380

Laser vibrometry, 381, 383, 389, 391

LASIK. See Laser-assisted in situ

keratomileusis (LASIK)

Lateral coherence length, 746, 753, 755,

766, 790

Lateral resolution, 759–762, 1106, 1107

LB. See Linear birefringence (LB)
LCLS. See Low-coherence light source

(LCLS)

LDAP. See Localized donor-acceptor pairs

(LDAP)

Lear Area Index (LAI), 1212

Least-scattered photons (LSP), 688–696

Leave-one-out cross-validation technique, 471

Lefevre polarization controller, 1023

Lens-based imaging system, 489

Lens-less imaging setup, 294, 305

Lenslet array, 398, 401

Lens opacification, 573

Lens proteins, 574, 581

Levi–Civita permutation symbol, 1183

Lidar, 364–367, 369–379, 381, 384, 391

Light correlation, 3–60

Light emitting diode (LED), 218, 224

Light intensity autocorrelation function, 169

Light propagation, 493, 502, 503, 506, 525,

527, 532, 745, 746, 748, 750, 755, 767,

768, 784

Light scattering, 71, 82, 83, 262–264, 489, 490,

505, 519, 525–529, 535, 536, 537, 540,

542, 546, 547, 553, 560, 594–658,

666–726, 1135–1138, 1181, 1185, 1217

Light scattering spectroscopy (LSS), 272,

438–482

Light tissue interaction, 933–934

Light transmittance enhancement, 698–702

Light transport, 58, 276, 595, 657, 1170

Linear birefringence (LB), 872, 873, 877, 879,

1182, 1200–1203

Linear B-scan images, 1089

Linear diattenuation (LD), 879

Linear dichroism, 1182, 1201, 1206

Linear polarization, 10, 12, 13, 15, 16, 19, 21,

36, 51

Lipoproteins, 718, 719, 1104, 1105, 1108,
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Liquid crystal display (LCD), 173, 176, 178

Liquid-gas interfaces, 34–51

Live cell analysis, 216–253

Localized donor-acceptor pairs (LDAP), 1256,

1266–1268

Local refractive power, 341, 342

Lockheed Martin Coherent Technologies,

372, 374

Logarithmic intensity scale, 1024

Log-log dependences, 129–131, 136, 138
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Longitudinal coherence length, 1135–1136

Lorentzian function, 170, 655

Low-coherence interferometer, 23–25

Low-coherence interferometry, 666, 669, 672,

685, 800, 801, 823, 1009

Low-coherence light source (LCLS), 218, 219,
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Low-coherence radiation, 1014, 1015

Low coherence reflectometry (LCR),
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Low-density lipoprotein (LDL), 1104, 1105,
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Low-grade dysplasia, 1034, 1036

Low-grade squamous dysplasia, 447, 449, 452,

472, 473

Low-molecular-weight dextran L (LMD-L), 716

Low-order aberration, 399

Low-Power Atmospheric Compensation

Experiment (LACE) satellite, 384

Low scattering media, 924, 927–931, 942

Lucas-Washburn model, 36, 39, 41, 42,
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Luminescent diodes (LEDs), 1129

Lung imaging, 1094–1097

Lymph flow velocity, 554, 556, 558, 559

Lymph microcirculation, 551–560

Lymph vessel model, 556–557
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Mach-Zehnder interferometer, 501, 502

Mach-Zehnder spatial filtering setup, 279

Maclaurin expansion, 307

Macroscopic flow velocity, 902

Magneto resonance angiography, 150

Malignant tissue, 1094

Mandel’s concept, 68

Manmade targets, 1236–1241

Material science, 1175–1241

Mathematical model, 744, 764, 766, 774

MATLAB software, 118

Matrix method, 1263–1266

Maximal flow velocity, 546, 547

Maximum probing depth, 759
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MC simulations. See Monte Carlo (MC)

simulations

Mean scattering free path, 58

Mean transport free path (MTFP), 4, 7, 11, 20,

21, 25, 45, 58

Mesenteric arterial flow, 909

Meso-Tetraphenyl-tetrabenzoporphyrin

Palladium (PdTBP), 1291, 1297, 1300,

1301, 1305–1308

Metallated macrocycles (MM), 1291–1295,

1299–1304, 1306

Metaplastic processes, 1032

Metrology of coherence, 68–102

MHAT wavelet, 140–143, 145

Michelson interferometer, 749, 751, 859, 862,
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1018–1021, 1053–1055, 1058

Michelson-interferometer-based self-

interference, 218, 221–222, 230

Microangiography, 892, 950, 961

Microbubbles, 959, 960

Microcirculation, 194, 196–198, 207

Microelectromechanical systems (MEMS)

technology, 913–915

Microinvasive cancer, 1034, 1036–1038

Micrometer translation stage (MTS), 805

Micro particle image velocimetry (mPIV),
513, 514

Microscopic structure, 989

Microtubules, 441

Microvascular imaging, 945–970

Microvascular network, 905, 913–914

Microvasculature, 890, 892, 905–906, 912, 991

Mie calculations, 928, 929

Mie theory, 439, 442, 447, 450

Mine detection, 395–387

Mirror particles possesses, 1180

Mitochondria, 440

Mode-field diameter (MFD), 1079

Model conceptions, 131–134

Modified chemical-vapor-deposition

(MCVD), 1080

Modified corneal analyzer, 571

Modified laser speckle imaging, 200–201,

203–205, 207

Modified slit-lamp apparatus, 570

Molecular Optical Air Data System (MOADS),

377–378

Molecular orbitals (MO), 1258

Molecular photophysical parameters, 1270,

1271, 1273, 1275

Molecule collisions, 1258

Monochromatic aberration, 317

Monochromatic light, 494–498, 500, 507, 516,
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Monostatic radars, 1193
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Monte Carlo (MC) simulations, 16–17, 19–21,
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Mueller matrix polarimetry, 1175–1241
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Multiphoton confocal microscopy
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Multiple scattering, 3–60, 269–271, 666, 667,
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Multispectral fundus imager, 416, 417, 420
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Mutual coherence, 73–78, 751–754, 756, 760,
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Myometrium, 121–123
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Nano-electron diffraction (n-ED), 305–310
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Near-infrared (NIR), 465–469, 475, 476, 479,

480, 959

Near-infrared Raman spectroscopy (NIRRS),

465, 467–476

Needle probe, 469, 702, 704, 963, 1066,
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Nelder-Mead algorithm, 431

Nerve fiber bundles, 978, 989, 990, 996

Neurodegenerative diseases, 585–586

Neurological disease, 585–586
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Nomarski differential interference, 226

Nonarteritic ischemic optic neuropathy
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Non-coherent illumination, 35–39, 48, 49

Non-coherent light probing, 34–51

Non-invasive detection of diseases, 444,
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Noninvasive diagnostic technology, 444

Noninvasive optical biopsy, 1025

Nonlinear fluorometry (NLF), 1262–1263,

1271, 1273, 1274, 1278–1285

Nonlinear laser fluorescence spectroscopy,
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Non-stationary multiple scattering media, 8
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function, 7
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Visual acuity, 323, 325, 326

Visualization, 987

Vitrectomy, 1090

Vitreopathy, 568, 583–584

Vitreoretinal surgery, 584–585

Volcanic aerosols, 1225

Volume Imaging Lidar (VIL), 371

Volume scattering, 1176, 1195, 1196,

1208, 1225

W
Water-cloud model, 1222

Water environment, 1304–1309

Wavefront, 85, 87, 89, 219, 222, 226, 292, 293,

296, 299, 301, 316–357, 398–399,

403–408, 415, 416, 418, 419, 421–423,

425, 431, 497, 501–503, 507, 518, 520,

526, 529, 539, 555, 556, 846, 847,

849–851, 926, 985, 1147

Wave-front dislocation, 85, 87

Wavefront maps, 325, 326, 347–349

Wavefront sensing, 316, 332, 352, 849

Wave front sensor (WFS), 846, 847

Wavelet approach, 140–145

Weak phase object approximation (WPOA),

306, 307

Weight factor, 597, 598

Wheat streak mosaic virus (WSMV),

1219, 1220

White light interferometry, 668

Wide-field retinal imaging, 424–432

Wiener-Khinchin theorem, 669

Wigner phase-space distribution function, 745,

783–790

Windcube 200S model, 375

Wind sensing, 366–378

WindTracer, 372–374

WindTracer Terminal Doppler Solution

(WTDS), 373

Wolf’s coherency matrix elements, 68,

70, 71

X
Xenopus laevis, 953, 954
X-ray, 44, 265, 299–303, 308, 310, 311,

578–580, 666, 709

X-ray coherent diffractive imaging, 299–303,

308, 310, 311

X-ray exposure, 578–580

Y
Young’s interference experiment, 68

Young’s two-pinhole interference

arrangement, 70

Z
Zeiss Scheimpflug imaging set up, 570

Zernike coefficients, 405, 407, 422, 431

Zernike polynomials, 331, 340, 344, 346, 347,

403, 415, 419, 428, 431

Zero order intensity, 223, 229

zPSF. See Depth point spread function (zPSF)
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