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Preface: Life-Course Developmental
Criminology, Past and Future

This book brings its readers up to date on the very latest empirical findings
from life-course developmental criminology, a science that delves into human
development aiming to understand and prevent crime. Each of the book’s 18
chapters has been written by knowledgeable authors who are leaders in mul-
tiple fields of behavioral science. The chapters come not just from the fields
that traditionally worry about crime, such as sociology, criminal justice, and
economics. They also come from developmental psychology, public health
epidemiology, biological psychology, and education. This melting pot of dis-
ciplines is one of the elements that have made life-course developmental
criminology so hugely successful.

But this book does more than update us on findings from different disci-
plines. The book’s most important gift is signposts pointing readers toward
research targets that will yield the highly cited empirical findings of the
future. These signposts are to be found at the end of each chapter, where
authors present their best-bet research agendas. Here, the experts give us their
real treasure; they articulate their insights about the most promising direc-
tions for future research, innovative methods, and intriguing hypotheses. This
kind of horizon-scanning took some serious intellectual effort, generosity,
and real bravery. Effort, because it is much easier to describe what has already
been found than to envisage new research heretofore unattempted by anyone.
Generosity, because once authors do the hard mental work to formulate an
exciting new hypothesis, it is terribly tempting to keep it secret until they can
test it themselves! Bravery, because some of the novel ideas put forward in
this book are inevitably not going to work out, as is natural with scientific
innovation. But if we knew now how the research would turn out, we wouldn’t
need to do it.

1l call out just a few examples of research ideas from the book’s chapters,
beginning with childhood, proceeding to adolescence, and ending with adult-
hood. Neuroscience research into crime will collect repeated neuroimaging
measurements while young people in longitudinal cohorts grow up, to track
whether changing brain development tracks with changing crime participa-
tion (Portnoy et al., Chap. 2). Research into genetics will undertake genotyp-
ing of participants in criminology studies, to find out how social environments
can curb, or unleash, inherited criminal propensities (Beaver and Connolly,
Chap. 3). This same kind of research will reveal whether genotypes previ-
ously assumed to instill only vulnerability might also predispose children to
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blossom if they are given safe, stable, and nurturing social environments
(Simons and Lei, Chap. 4). Neighborhood studies will become longitudinal,
to track changes over years in the qualities of a neighborhood and changes
over years in the antisocial activities of the young people living there, to ask
whether these two levels of analysis are synchronized. Research into adoles-
cence-limited and life-course persistent offenders will tell us how these
groups’ crime participation is now being altered by the prolonged adoles-
cence of emerging adulthood in modern life, and by today’s dwindling eco-
nomic opportunities for young men (Piquero et al., Chap. 8). Research into
youth gangs will investigate how internet technology and social networking
affect offenders’ prosocial bonds as well as their opportunities for finding
victims (Decker et al., Chap. 9). Research into criminal desistence will reveal
what career offenders do to adopt a new personal identity as a non-offender
(Bushway and Paternoster, Chap. 13). Longitudinal research into work will
illuminate the downward spiral in which crime leads to punishment, which
diminishes employability, which leads to more crime (Lageson and Uggen,
Chap. 12).

Why am I so excited about the potential of Chris Gibson and Marv Krohn’s
book to grow the future of life-course developmental criminology? A short
history will explain. Compared to other fields in the behavioral sciences, life-
course developmental criminology is still an infant, or at most a toddler.
Today, virtually every criminology textbook and anthology of crime theories
sets aside an entire section to cover developmental or life-course approaches.
Students can be forgiven for taking this hegemony for granted. But life-course
developmental work was not always so ubiquitous in criminology; it was
rather more marginal as recently as the 1980s. While thinking about writing
this preface, I revisited the tables of contents and indexes of the most popular
textbooks on crime and delinquency from 25 years ago. I found nary a men-
tion of life-course, development, or anything near synonymous.

There were earlier formative longitudinal studies, such as Eleanor and
Sheldon Glueck’s 1950 book Unravelling Juvenile Delinquency and Lee
Robins’ 1966 book Deviant Children Grown Up. However, the field began to
gain traction in mainstream criminology only 40 years ago with Marvin
Wolfgang’s 1972 book Delinquency in a Birth Cohort and Donald West and
David Farrington’s 1973 book Who Becomes Delinquent? Serious funding
was injected only when criminology’s leading grant-making agencies and
private foundations were persuaded to invest in developmental criminology
by a pair of field-defining books, the 1986 book by David Farrington et al.
Understanding and Controlling Crime: Toward a New Research Strategy and
the 1991 book by Michael Tonry et al. Human Development and Criminal
Behavior: New Ways of Advancing Knowledge. About the time these books
were written, funders launched several longitudinal cohort studies of delin-
quency, as described in Akiva Lieberman’s 2008 book, The Long View of
Crime. Fresh ideas were soon imported from developmental psychology and
life-course sociology that enriched the theoretical base of the field, as
exemplified by Terrie Moffitt’s 1993 theoretical article “Adolescence-Limited
and Life-Course Persistent Antisocial Behavior,” and Rob Sampson and John
Laub’s 1993 book Crime in the Making. This cross-pollination was hailed by
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Wayne Osgood’s thoughtful 1998 essayin The Criminologist, “Interdisciplinary
integration: Building criminology by stealing from our friends.” The develop-
ment of girls’ delinquency emerged as a priority topic in the late 1990s, as an
example see Moffitt’s 2001 book, Sex Differences in Antisocial Behaviour.
Next came new methodological tools and technologies for getting the most
out of developmental life-course data. Daniel Nagin’s methods for group-
based modeling of developmental trajectories enabled a wave of theory test-
ing that helped put developmental criminology on a new empirical footing;
see his 2005 book, Group-Based Modeling of Development. By the start of
this century, life-course developmental criminology had gone global, as illus-
trated by Arjan Blokland and Paul Nieuwbeerta’s 2006 compendium of Dutch
research, Developmental and Life Course Studies in Delinquency and Crime.
Another accomplishment is that along with the rest of criminology, life-
course developmental criminologists are embracing experimental testing of
their approaches to crime prevention, using randomized trials. This advance
is nicely illustrated in the 2006 book David Olds and the Nurse Home-Visiting
Program. Life-course developmental criminology has by now made its mark;
as evidence, in 2011 Ellen Cohn reported that eight of the top dozen most
highly cited criminologists are now life-course developmental criminologists
(http://dx.doi.org/10.1080/10511253.2011.556134).

Now on a firm theoretical and empirical foundation, this new science that
delves into human development aiming to understand and prevent crime is
ready to make some really big discoveries. We need some big discoveries,
because preventing and controlling crime is essential for enhancing the
healthy human development of everyone, everywhere. This book is the start.

South London, UK Terrie E. Moffitt
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Development of Antisocial Behavior
During Childhood

Richard E. Tremblay

Abstract

This chapter describes recent research results on the development of
different forms of antisocial behavior from infancy to adolescence. Prior
to these studies two theoretical models had strongly influenced research
on antisocial behavior: social learning and disease onset. According to
these developmental perspectives, children learn antisocial behaviors from
their environment and onset is triggered by accumulated exposition to
antisocial models in the environment, including the media. Most of the
evidence came from studies of school age children and adolescents.
Longitudinal studies tracing developmental trajectories of antisocial
behavior from early childhood onwards suggest an inversed developmental
process. Antisocial behavior is universal during early childhood. With age,
children learn socially acceptable behavior from interactions with their
environment.

Keywords
Antisocial behavior * Development * Trajectories ¢ Childhood « Adolescence

an evil man is rather like a sturdy boy, or a man of childish mind, and evil is simply
want of reason at an age when it normally accrues to men by nature governed by
discipline and experience of harm.

Thomas Hobbes (1647)

Thomas Hobbes’ perspective on human nature was inspired by the classical

Greek-Roman philosophical tradition which perceived young children as
guided by instinct more than by reason and in need of early education. More
than a century before Hobbes, in his essay “On Education,” Erasmus (1529/1985)
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suggested that the “pagan” philosophers were
perplexed by their observation that young children
were instinctively inclined to evil behavior. He
attributed the perplexity to their lack of under-
standing “original sin”: “’since Adam, the first man
of the human race, a disposition to evil has been
deeply ingrained in us.” Jean-Jacques Rousseau
tried to counter 2,000 years of philosophical
thinking with his magnum opus on education,
“Emile” (1762/1986), arguing that children are
born good and corrupted by their environment.
This self-reassuring idea is still omnipresent in
modern social thinking. It drove much of the
research on antisocial behavior (ASB) and more
specifically aggression over the past half century
through the influence of “social learning” (e.g.,
Zimbardo, 2007), although more than a century
ago Charles Darwin (1872/1998) had given a
powerful explanation for the mechanisms by
which Adam and Eve inherited “original sin” and
transmitted it to all their descendents. This chapter
reviews the state of knowledge on the develop-
mental origins of ASB which include behaviors
such as: physical aggression, opposition, defiance,
overt disregard for rules, lying, rule breaking, and
theft-vandalism.

Physical Aggression

Physical aggression is a crucial component of
human’s behavioral heritage. Our ancestors needed
to be skilled in the art of physical aggression to eat,
to defend themselves against predators, to com-
pete for mating, to protect their brood, and to
acquire resources. However, all animals need to
learn to use aggression sparingly because physi-
cally aggressive encounters can be fatal, and lack
of self-control among social animals can lead to
social exclusion (Boivin, Vitaro, & Poulin, 2005).

Because survival of civilized twenty-first cen-
tury humans is rarely dependent on physical aggres-
sion, it is easy to forget that the life of our close
ancestors was, in the words of Hobbes, “solitary,
poor, nasty, brutish and short” (Hobbes, 1651/1958).
Historical analyses of homicide rates indicate that
physical violence has systematically and substan-
tially decreased among European citizens over the

R.E. Tremblay

past 500 years (Eisner, 2003). Homicides in
European cities decreased from 40 to 1 per 100,000
citizens per year. Compared to the estimated 261
per 100,000 among chimpanzees (Wrangham,
Wilson, & Muller, 2006), we can conclude with
Elias (1939) that the civilizing process has brought
some advantages to humans, although, surpris-
ingly, we often look back nostalgically to our prim-
itive nature! However, 25,000 years is a short time
for biological evolution and a newborn today does
not know if he will have to survive with his physical
strength in the jungle among wild animals or with
his wits in Universities among academics.

Definition

Aggression was intensively investigated by biolo-
gists, psychiatrists, psychologists, and sociologists
over more than a century (Tremblay, 2000a). The
results of these studies shed light on its development
and functions, but these scientific results also cre-
ated some confusion. For example, under “aggress”
the American Heritage Dictionary (1985) wrote
“Though the verb aggress has a long and honorable
history, it has lately come to be associated primarily
with the jargon of psychology and is often objected
to.” Aggression has indeed become a symptom of
mental illness. The aggressor is considered in need
of treatment rather than praise or punishment.

The simplest way to define a “physical aggres-
sion” is to follow the ethological approach and list
the physical aggressions in agonistic encounters
(Blurton-Jones, 1972). However, it is difficult to
make a complete list of the multitude of means
humans invented to physically hurt other humans.
Examples of the most basic physical aggressions
should be sufficient to make the concept clear: hit-
ting, slapping, kicking, biting, pushing, grabbing,
pulling, shoving, beating, twisting, chocking. Some
scales use terms such as fighting and bullying to
summarize these behaviors. Threatening to
physically aggress, use of objects and weapons
to aggress is also included in the definition used
by ethologists. In a playful context these behav-
iors are defined as playful aggression. For exam-
ple, the Olympic Games reward humans who are
best at the basic war like behaviors a 2 year old
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does: run, throw, hit, push, pull, etc. An agonistic
interaction context is needed to conclude that the
behavior is a physical aggression.

Chronic physical aggression (CPA) can be
defined as a tendency to use physical aggression
more frequently than the large majority of a birth
cohort over many years. Thus repeated assess-
ments over many years (longitudinal studies) of
random samples of new born populations are
needed to estimate the prevalence of CPA during
development. Such studies provide an opportunity
to assess the different developmental trajectories
of physical aggression in a population and estimate
the proportion of individuals on a CPA trajectory
(Nagin & Tremblay, 1999).

Early Childhood Developmental
Trajectories

Figure 1.1 illustrates the results of physical
aggression developmental trajectory analyses
with data from a birth cohort during early child-
hood (Coté, Boivin, et al., 2007). We can see that
half of the children are in the middle trajectory of
physical aggression frequency, a third are on a
low trajectory, while 17% are on a high trajectory.
Such analyses are based on prospective repeated
assessments of a behavior problem over many

years. From this perspective developmental
trajectories should be a better estimate of a chronic
behavior problem than an assessment at a given
point in time, even if that assessment attempts to
reconstruct past behavior. Longitudinal data has
shown that within a year mothers do not recall the
age of onset of their children’s physical aggres-
sions (Tremblay, 2000b). In a clinical study of
boys between 7 and 12 years of age, the mean age
of physical aggression onset reported by parents
was 6.75 years (Frick et al., 1993). Retrospective
information collected in the Pittsburgh Youth
Study (Loeber & Hay, 1997; Loeber & Stouthamer-
Loeber, 1998) compared to prospective data is a
good example of the problem with retrospective
dating of onset. The subjects (N=503) represented
the Pittsburgh public schools male eighth graders
and were close to 14 years old (mean age=13.8;
SD=0.80) at the first data collection. Figure 1.2
presents the cumulative age of onset of aggres-
sions reported by the mothers and the boys at that
first data collection point. We can see that before
age 5 less than 5% of the boys were reported to
have initiated aggressions and almost no one had
initiated fighting. In sharp contrast, prospective
data on physical aggression from the end of the
first year after birth indicates that children who do
not initiate physical aggression before 3 years of
age are extremely rare. These prospective studies
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Fig. 1.2 Cumulative onset curves for minor aggression, physical fighting, and violence in the oldest sample of the
Pittsburgh Youth Study (from Loeber & Hay, 1997; Loeber & Stouthamer-Loeber, 1998)

suggest that the peak frequency in physical aggres-
sion for most humans is somewhere between 2
and 4 years of age (see Fig. 1.1 and NICHD Early
Child Care Research Network, 2004).

Developmental Trajectories
After Early Childhood

Based on the results from seven large longitudi-
nal cohort studies of children from Canada,
the Netherlands, New Zealand, and the USA
(Bongers, Koot, van der Ende, & Verhulst, 2004;
Broidy et al., 2003), we can expect between 7 and
11% of elementary school children on a trajec-
tory of CPA. That percentage tends to be higher
for preschool children (C6té, Boivin, et al., 2007)
and lower for adolescents (Brame, Nagin, &
Tremblay, 2001). This decrease in CPA cases
with age corresponds to the general decrease in
frequency of physical aggression with age (Nagin
& Tremblay, 1999). Indeed, most children learn
to use alternatives to physical aggression with
age, and this applies to a number of chronic cases
during early childhood and preadolescence
(Nagin & Tremblay). In fact there is good evidence

that the learning process to gain control over
physical aggression continues throughout adult-
hood. A longitudinal study from adolescence to
old age showed that the number of violent
offenses decreased with age even for the most
delinquent during adolescence (Fig. 1.3 from
Sampson & Laub, 2003). Crime records from the
middle ages to modern times suggest that this
phenomenon is not new. The likelihood of
committing a homicide and most other crimes
decreases from late adolescence and early
adulthood to old age (Eisner, 2003; Quetelet,
1833/1984). Trajectories of physical aggression
covering different age periods (early childhood to
childhood, childhood to adolescence, adoles-
cence to adulthood) also indicate that CPA very
rarely onsets after early childhood (Barker et al.,
2007; NICHD Early Child Care Research
Network, 2004; van Lier, Vitaro, Barker, Koot, &
Tremblay, 2009).

Severity of Aggressions

Two qualifications of physical aggression have
led to much confusion in the literature on the
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Laub, 2003)

development of physical aggression: severity and
intentionality. The severity issue is essentially
related to the consequences of the aggression for
the victim. Pushing and slapping generally have
less serious consequences than choking and
stabbing. However, from a developmental per-
spective one needs to take into account that age,
from birth to adolescence, is positively correlated
with increase in physical strength, cognitive
development, and unsupervised access to objects
that can be used as weapons. A punch from a 6
foot, 250 1b, 17 year old potentially has more
serious consequences than a punch from the same
individual when he was 24 month old. A boy
looking for revenge will have easier access to a
knife or a gun at 12 than at 3 years of age. Thus
severity of physical aggression generally increases
with age, but this does not mean that a 16 year old
who is committing the most serious physical
aggressions for his age was not committing the
most serious physical aggressions for his age
when he was 2 year old. To my knowledge there
are no intra-individual studies of the severity of
physical aggression development with reference
to the norm of a given age group from early
childhood onwards. It would be surprising if

severity adjusted for age was not highly correlated
to frequency of physical aggressions. Figure 1.4
from the Pittsburgh Youth Study (Loeber et al.,
2005) can be used as an example of the severity
assessment problem. The authors used a serious-
ness of violence scale based on the potential harm
of the behavior to the victim. Teacher, parents,
and self-reports were used to rate three levels of
violence for the sample of males: no violence;
moderate violence measured with “gang fighting”
and “carrying a weapon’’; serious violence mea-
sured with “attack to seriously hurt” and “attack
to kill.” An individuals’ score represented the
most serious violent offense committed during a
given time interval, thus the minimum was 0 and
maximum 2. Results from the trajectory analysis
shown in Fig. 1.4 confirm the conclusions from
the review of the development of physical aggres-
sion frequency described above: (1) violence
seriousness decreases steadily from 14 to 24
years of age except for a small part of the sample
(4.7%) who’s seriousness increases slightly from
14 to 19 year of age and then decreases to the 14
year level; (2) the high level trajectory nicely
mirrors Quetelet’s early nineteenth century age
crime curve as well as the desistance curve of the
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Fig. 1.4 Trajectories of serious violence from 14 to 24 years (from Loeber, Lacourse, & Homish, 2005)

delinquent sample in Fig. 1.2. Importantly, the
boys who reached the highest peak of serious
violence at 19 years of age are those who were at
the peak of serious violence at age 14. To under-
stand to what extent an individual increases or
decreases his level of “violence severity” with
reference to his age group over time, we need
longitudinal data on seriousness of violence from
early childhood to adolescence with scales that
are age appropriate in terms of violence serious-
ness. What we know for the moment is that:
(a) frequency of physical aggression generally
decreases with age after a peak between 2 and 4
years; (b) seriousness of physical aggression gen-
erally decreases from 14 to 24 years; (c) the small
group of individuals who increase in frequency
and seriousness during adolescence were most
likely on the highest trajectory in terms of fre-
quency and seriousness since early childhood.

Intentionality of Aggressions

The intentionality issue is nicely illustrated by
the seriousness scale used in the Pittsburgh Youth
Study described above. Two items were used to
measure serious violence: “attack to seriously

hurt” and “attack to kill.” These items clearly refer
to the intention of the aggressor. Many have argued
that intent to harm is required to conclude that
behavior is aggressive. The “intent” criterion has
significantly limited the study of the early devel-
opment of aggressive behavior because it was
assumed that young children cannot aggress since
they cannot intend to hurt others. After a 6-year-old
boy gunned down a 6-year-old girl in their class-
room, one of the frequently asked questions was:
“did the boy really understand what he had done?”
The intent question is interesting in itself; how-
ever, it is a different question from the fact that
infants physically aggress when angry or when
they want to take something from someone.
Research on aggression among mice, rats, and
monkeys has not been inhibited by the intentional-
ity issue, while most aggression investigators kept
away, until very recently from studying aggression
in infants and toddlers. The intent criterion is a
problem not only for human infants and non-
human animals. Behavior driven by anger and fear
is often not under the control of one’s will, even
during adulthood. Many, if not most, of the aggres-
sive behaviors following intense frustration are
impulsive behaviors that were not “planned.”
Numerous physical aggressions are related to
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Gray’s (1982) “fight-flight system” which controls
behavioral reactions to unconditioned punishment
and non-reward.

Lewis and his colleagues showed that infants
will express facial anger when they are prevented
to activate a stimulating toy they had learned to
activate. A few months later, when the infants
have gained better control over their limbs, they
start hitting and kicking when they cannot achieve
their goal (Tremblay, 2008; Tremblay et al.,
1999). Recent longitudinal studies of physical
aggression from the end of the first year of life
show that there is continuity of physical aggres-
sion from early childhood onwards: infants who
frequently used physical aggression are those
most likely to use physical aggression throughout
childhood (NICHD Early Child Care Research
Network, 2004).

Conclusions

From the available data on the development of
physical aggression, we can conclude that: (a) the
vast majority of preschool children use physical
aggression; (b) the vast majority also learn with
age to use other means of solving problems;
(c) some need more time than others to learn;
(d) girls learn more quickly than boys; (e) by ado-
lescence not much more than 5% of males can be
considered cases of CPA, while female cases are
exceptional; (f) most of the CPA cases during ado-
lescence were CPA cases since early childhood.

Oppositional Behavior

The development of oppositional behavior
(e.g., disobedient, blames others, defiant, stubborn,
tells lies, talks back, disrupts class, inconsiderate,
irritable, doesn’t share) has been studied from
behavioral, emotional, and personality perspectives
(e.g., Frick & Viding, 2009; Lahey et al., 2009).
Surprisingly, few long-term developmental stud-
ies of these disruptive problems with population
samples led to publications on their developmen-
tal trajectories. One recent population sample did
trace developmental trajectories from 2.5 to 6

years (Petitclerc, Boivin, Dionne, Zoccolillo, &
Tremblay, 2009) with the following items: refuses
to comply with adults’ requests or rules, does not
seem to feel guilty after misbehaving, punish-
ment does not change behavior. Results illus-
trated in Fig. 1.5 are somewhat similar to the
physical aggression levels at these ages (Fig. 1.1),
except that there is no clear peak in any of the
trajectories. There is no continuous increase with
age, as would be expected from a “learning to
oppose-defy” developmental model. The sub-
stantial differences in frequency of disregard for
rules among groups appear stable from 2.5 to 6
years, indicating that those who disregard rules
most frequently at 2.5 years are still doing it most
frequently at 6 years. Interestingly, a study which
aggregated physical aggression, temper tantrums,
and oppositional behaviors between 2 and 8 years
led to developmental trajectories that appear to
be a cross between Figs. 1.1 and 1.5 (Shaw,
Gilliom, Ingoldsby, & Nagin, 2003).

A comparison of six longitudinal studies with
elementary school children from 6 to 12 years in
Canada, New Zealand, and the USA (Broidy
et al., 2003) reported that the mean frequency in
oppositional behaviors (disobedient, blames
others, defiant, stubborn, tells lies, talks back,
disrupts class, inconsiderate, irritable, doesn’t
share) was stable in one study, increased slightly
in three, and decreased slightly in two. The minor
differences could be due to differences in items
between the studies. Fortunately, developmental
trajectories of oppositional symptoms (argues,
disobedient, stubborn, sulks, teases, temper tan-
trums) from 4 to 18 years were traced with a
large sample from an accelerated-longitudinal
design in the Zuid Holland province of The
Netherlands (Bongers et al., 2004). Results
(Fig. 1.6) indicated that, in line with physical
aggression, the frequency of these behaviors,
over a 14 year period, decreases with age for the
large majority of boys and girls, except for a
group of highly chronic cases (7%) and a group
(6%) showing no indication of problems at 4
years but increasing the frequency, particularly
between 9 and 15 years. Note that the maximum
level attained is very far from the level of the
“high persisters.” Nonetheless, this is one of the
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very few observed examples of “late onset” overt ment problems. However, it is difficult to imag-
ASB. It would be useful to identify the behaviors ine that this group is generating the “late onset”
that are increasing for this group, their early risk  antisocial cases (Moffitt & Scott, 2008), since
factors, and the consequences of this trajectory the frequency of oppositional symptoms is rela-
on other behavior problems and social adjust- tively modest.
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Conclusions

From the available data on the development of
overt anger, opposition, defiance, and overt disre-
gard for rules, which is admittedly thin, we can
conclude that: (a) the vast majority of preschool
children manifest these behaviors; (b) the vast
majority also learn with age to use other means of
solving problems; (c) some need more time than
others to learn; (d) there does not appear to be
substantial differences between females and
males; (e) approximately 7% of children could be
considered chronic cases from childhood to ado-
lescence; (f) it appears that approximately 6% of
children increase the frequency of oppositional-
defiant behavior from preadolescence to mid-
adolescence; however, these cannot be considered
clinical cases because the frequency of the overt
is 60% less frequent compared to the chronic
group, in fact the increase simply placed them
close to the mean level.

Rule Breaking

There is almost no developmental study of the
DSM-IV Conduct Disorder (CD) “rule break-
ing” symptoms, probably because they are the
strangest when looked at from a developmental
perspective. There is no doubt that children with
CD break rules, but why specifically choose
“staying out late,” “truanting from school,” and
“running away from home” before age 13? It is
easy to imagine that asking mothers of young
children if they truant from school or run away
from home would spark laughter or indignation.
This is not because young children do not break
rules, they constantly do. Children run away
from parents as soon as they start running. They
will truant from tasks they do not like whenever
they have an opportunity and they will often
stay out playing until you physically bring them
back while they are throwing a temper tantrum.

The individual differences observed in the
development of physical aggression and opposi-
tion must also exist for “age appropriate serious
rule breaking.” The problem with the criteria tra-

n

ditionally used for “rule breaking” is the concept
of “seriousness” or “severity,” as discussed for
aggression above. The severity of a given rule
breaks changes with age and must take into
account its frequency. Truanting from school can
be considered more serious at 10-11 than at
15-16 years from a “disorder” perspective. The
three rule breaking symptoms of the DSM-IV
CD criteria can be considered covert behaviors
(Frick et al., 1993) while the disregard for rules
symptoms described in the previous section are
overt behaviors. Children high on disregard for
rules will openly refuse to obey parents while
those who run away from home and truant gener-
ally attempt to hide from the authority figure. The
ability to do so successfully increases with age
because of cognitive and physical development.
However, there are precursors that need to be
included in our assessments. For example, overt
disregard for rules in early childhood may well
be transformed for some individuals into covert
rule breaking in adolescence.

Developmental Trajectories

From my reading of published studies, the best
developmental data we have is from the Zuid-
Holland accelerated-longitudinal study described
above (Bongers et al., 2004). They analyzed the
developmental trajectories of “status violations”
from 4 to 18 years with the following parent
reported items: swearing or obscene language,
running away from home, truanting from school,
use of alcohol and drugs. Figure 1.7 appears to
strongly confirm the social learning hypotheses:
as children grow older they learn from their envi-
ronment to violate rules. However, results still
indicate that children on the two highest trajecto-
ries during adolescence (28%) were on the high-
est trajectories during childhood, so that even
when using mostly early-adolescent types of rule
breaking symptoms there is no evidence of late
onset. One would expect that the most frequent
rule breaking behavior from the four items at the
younger ages was “swearing or obscene lan-
guage,” while use of alcohol or drugs would be
the most frequent behavior of the “adolescent
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Fig. 1.7 Developmental trajectories of status violations (from Bongers et al., 2004)

onset” group who remains at a level remarkably
near zero. However, this would mean that overt
behavior such as swearing and obscene language
towards parents in early childhood would develop
into covert behavior such as running away from
home and truanting. It would be interesting to
reanalyze these data without the swearing-
obscene language symptom.

Conclusions

Better data is needed to understand the develop-
ment of covert rule breaking from early child-
hood to adolescence. To collect the appropriate
data it will be important to re-think where rule
breaking fits in the AS spectrum. The present
criteria are by definition creating an adoles-
cence-onset group because they do not apply to
young children. Appropriate rule breaking crite-
ria for each developmental period are needed.
Truanting from school, staying out late, and
running away from home are pre-early-adoles-
cence behaviors apparently more closely equiv-
alent to preschoolers refusing to comply with
adult rules than to violation of other people’s
rights by aggression, theft, and vandalism.
Finally, since we are dealing with a covert
behavior, we need to take into account the source

of the information. Self-reports are difficult to
obtain and to rely on during early childhood,
while parents’ reports are most probably under-
estimating their frequency.

Stealing and Vandalism

The first man who, having enclosed a piece of
ground, bethought himself of saying This is mine,
and found people simple enough to believe him,
was the real founder of civil society. From how
many crimes, wars and murders, from how many
horrors and misfortunes might not any one have
saved mankind, by pulling up the stakes, or filling
up the ditch, and crying to his fellows, ‘Beware of
listening to this impostor; you are undone if you
once forget that the fruits of the earth belong to us
all, and the earth itself to nobody’

(Rousseau, 1755/1991)

Definition

To understand the development of theft and van-
dalism, it is important to clearly distinguish
these ASBs from physical aggressions, i.e., dif-
ferentiate overt and covert behavior towards
property. Most justice systems classify crimes in
two general categories: “property” and ‘“violent”
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offences. Property offences generally include
burglary, arson, larceny/theft, and motor-vehicle
theft. In the developmental psychopathology lit-
erature burglary, theft and vandalism have been
considered destructive covert behaviors (Frick
et al., 1993) because the offender attempts to
hide his behavior from the property owner.
Violent offenses such as homicide and rape are
overt physical aggressions against persons rather
than property. When physical aggression against
a person is used to steal property, the crime
against property also becomes a crime against a
person and, by definition, an overt ASB.

Interestingly, the developmental study of these
behaviors from birth onwards shows that crimes
against persons (overt and violent) “onset” before
covert property offences. Indeed, by the end of
the first year after birth humans do not have
sufficient control over their muscles for property
crimes such as burglary and motor-vehicle theft;
they also lack the control over their emotions to
take the time to covertly steal an object they
desire. However, overt physical violence towards
persons is frequent. For example, a 12 month old
who sees an attractive toy in the hands of a peer
will not say “please will you lend me the toy?”
He will try to take the toy from the hands of the
peer and physical aggression will often ensue if
the latter resists.

Developmental Trajectories

Taking someone’s property by force or threat of
force is a violent crime, if you are old enough to
be considered responsible under the law. Most
physical aggressions among infants and toddlers
are related to competition for property (attractive
objects). Infants, especially toddlers, also fight to
take or defend territory. For example, they will
fight for a specific place in a room or for proxim-
ity to a person. Unfortunately, research has
focused on the fighting more than the stealing
that leads to the fighting, probably because adults
have difficulty seeing children as property own-
ers, even if children use the word “mine” very
early in life and will throw a temper tantrum or

hit if their sense of property is not respected. The
“sense of property” did not suddenly appear in
the mind of an evil adult, as Rousseau wanted us
to believe. We obviously inherited the “sense of
property” from our very distant ancestors (e.g.,
Aureli, Schaffner, Verpooten, Slater, & Ramos-
Fernandez, 2006; Borchelt, 1983).

Very few longitudinal studies have traced the
development of stealing and vandalism from
early childhood. In the Quebec Longitudinal
Study of Child Development, the frequency of
mother reported stealing was stable from its first
assessment at 3.5-8 years (Tremblay, unpub-
lished data). Fortunately, again the Zuid-Holland
accelerated-longitudinal study discussed above
provided an opportunity to trace deceptive behav-
ior rated by parents from 4 to 18 years of age with
the following items: lies, cheats, steals, vandal-
izes, sets fires, cruel to animals (Bongers et al.,
2004). The frequency of these behaviors for each
trajectory was remarkably stable. Less than 1%
of the subjects were on the extremely high chronic
trajectory and 5% on the following trajectory.
Thus the frequency of parent reported deceptive
behavior was very low and stable.

By definition assessments of deceptive behav-
iors by parents or other “observers” are less valid
than self-reports, and self-reports are difficult to
obtain from large population samples before 10
years of age. van Lier et al. (2009) traced the
developmental trajectories of self-reported theft
and vandalism from 10 to 15 years with a large
sample of males from poor neighborhoods in
Montreal (see Fig. 1.8a, b). Vandalism was low
for all at 10 years and increased substantially
only for one group (8.9%). The frequency of theft
increased for all groups, but most remarkably for
a relatively substantial group (15.6%) who were
not different from the rest of the sample at 10
years. Similar results were obtained from trajec-
tory analyses of self-reported theft with a large
sample of middle class males from New Jersey
followed from 12 to 31 years of age. Figure 1.8¢c
shows that the increase in theft was maintained
up to the start of adulthood for 43% of the sub-
jects and up to 31 years of age for 12% of the
sample (Barker et al., 2007).
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Conclusions

The comparison between developmental trajecto-
ries of theft and physical aggression is striking.
Frequency of physical aggression apparently
decreases substantially from the preschool years to
the end of adolescence, except for a very small
group, while frequency of theft apparently
increases for all from 10 years onwards at the lat-
est. This developmental difference makes it hard
to understand why diagnostic categories, develop-
mental theories, etiological studies, and studies
meant to test preventive and corrective interven-
tions aggregate physical violence and theft assess-
ments (e.g., Lahey et al., 2008; Moffitt & Scott,
2008; Tremblay, Pihl, Vitaro, & Dobkin, 1994;
Wilson & Lipsey, 2007). A good example of the
problems created by the aggregation tendency can
be seen in the Dunedin study (Odgers et al., 2008).
Stealing and fighting were assessed with the pres-
ent-absent measurement strategy to create a ASB
scale. Percentage of males fighting from 7 to 18
years did not appear to significantly decline (59—

21 24 28 31

Age,y

2009). (¢) Developmental trajectories of self-reported theft
(from Barker et al., 2007)

52%) and a decline of only 10% was observed for
females (from 48 to 38%). For stealing the expected
increase was not observed: it varied around 24%
for males and 16% for females. The most obvious
explanation for the differences in development of
ASB between this New Zealand sample and the
others (Canadian, Dutch, the USA) described
above is the present-absent scale used for each
symptom to measure total ASB. With this type of
scaling it is impossible to capture the variability in
the frequency of a behavioral dimension over time
and thus impossible to compare behavioral dimen-
sion. ASB seriousness is measured by the variety
of ASB rather than the frequency of behaviors.
Not only do we lose the variability in the develop-
ment of different forms of disruptive behaviors,
we lose the frequency of different types of behav-
ior at a given point of assessment. For example, an
individual who steals cars every day would have a
lower ASB score than someone who lies and tru-
ants once in a while.

Physical aggression and theft have different
destructive consequences (person vs. property),
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are at opposite ends of the overt-covert contin-
uum, and require different skills (brawn vs.
brain). There are good reasons why infants start
by physically aggressing to obtain property rather
than commit simple theft: they do not have the
cognitive control needed for the covert behavior,
but they have the strong desire and enough impul-
sive brute force for the overt behavior. It seems
obvious that physical violence and theft require
different bio-psycho-social skills and different
interventions are needed to prevent or correct
these problems. Yet they have been systematically
aggregated to create ASB scores and develop-
mental taxonomies. We need to study more
attentively theft before the age when self-reporting
becomes reliable. It is clear that taking things
from others (with and without force) starts during
early childhood, and it is most likely that the
individual differences in the frequency of this
behavior are as stable as physical aggression.
What is changing with time is the type of prop-
erty which is stolen. The chronic stealer will steal
the stylish red Tonka car at 3 years and the stylish
red BMW at 17 years. However, it appears clear
that theft, like indirect aggression, substantially
increases among humans with increase in cogni-
tive ability and opportunity. Interestingly, although
extremely disruptive for victims and society, the
more skilled at these covert behaviors generally
managed not to be perceived as ASB cases.

General Conclusions on
Developmental Trajectories of ASB

Developmental taxonomies: Developmental tra-
jectories of the two overt behavioral categories
(physical aggression and opposition-defiance) and
the two covert behavioral categories (rule breaking
and theft-vandalism) indicate that the frequency of
overt behavior generally decreases with age while
the frequency of covert behavior generally
increases with age. If we included indirect aggres-
sion, we would also see that indirect aggression
increases with age (Co6té, Vaillancourt, Barker,
Nagin, & Tremblay, 2007; Keenan, Coyne, &
Lahey, 2008). These developmental differences
are not surprising when we consider the behavioral

15

impact of brain maturation which increases the
ability to inhibit impulses with age. Because aggre-
gated scales of ASB have been the norm, very few
studies have addressed these issues (Barker et al.,
2007). The available studies suggest very strongly
that the a priori developmental taxonomy “early
and late onset” of ASB or conduct disorder
(American Psychiatric Association, 2000; Moffitt
& Scott, 2008) confounds early development of
overt ASB and later development of covert ASB.
The aggregation of overt and covert ASB also
masks the timing of the appearance and disappear-
ance of important sex differences.

Sex differences: Most studies indicate that males
are largely over-represented in the chronic
trajectories of each ASB categories (e.g., Coté,
Vaillancourt, LeBlanc, Nagin, & Tremblay, 2006;
NICHD Early Child Care Research Network,
2004; Tremblay et al., 2004). The best available
data is for aggression. Sex differences increase
with age; however, these tendencies are inversed
for overt (physical) and covert (indirect) aggression
(Coté, 2007). Girls appear to learn the covert
aggression strategy earlier and increase their
frequency up to late adolescence. These sex dif-
ferences can best be observed among the chronic
cases. Physical violence of females during ado-
lescence is generally so rare that modeling their
developmental trajectories fails (Barker et al.,
2007). Thus the differences in type of aggression
between males and females are at their peak when
they start mating (Archer & C6té, 2005).

Research Questions for the Next
Few Decades

Descriptions and Causal Explanations

We know that extensive descriptions of a problem
are needed before we can find its causes. However,
we are all eager to find causal explanations.
Descriptions are boring. Peer reviews of articles
describing new developmental trajectories of a
behavior problem generally include the follow-
ing comment “this is interesting but what about
the risk and causal factors?” In hindsight we
would find amusing a peer reviewer that would
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have reacted in the same way to Kepler’s descrip-
tion of the solar system or to the description of
the DNA structure by Crick and Watson.
Description of the variability of behavior devel-
opment from birth to death would be a major
“discovery” in itself. It would take at least 90
years to achieve, an amazing intergenerational
scientific feat in itself. But we all agree that we
need to go beyond description of behavior devel-
opment. We need developmental descriptions of
the potential causal factors. If parenting is
believed to be an important causal factor for a
form of ASB development, we need to under-
stand the developmental trajectories of parenting
and their association with the ASB developmental
trajectories. If brain functioning is believed to be
a causal factor for ASB development, we need
developmental trajectories of brain functioning.
This is also true for other biological problems
associated with ASB including the new field of
epigenetics, i.e., the impact of environments on
gene expression (DNA methylation) (Tremblay
& Szyf, 2010). The amount of developmental
work needed to do these descriptions and find the
causal relations among the different levels of
development is difficult to grasp and to accept.
We always hope that a few million dollars over a
few years will do the trick. In fact the effort
needed to describe the complete development of
the different bio-psycho-social levels involved in
ASB is by far greater than the effort needed to
map the genes of the human genome. The only
short-cut available is through experiments.
However, the last half century has provided much
fewer experiments than longitudinal studies and
most of the longitudinal studies targeted individuals
long after the development of ASB. To seriously
advance our knowledge base, we will also need
large international collaborative efforts over at
least a few decades. The cost of ASB problems to
society is certainly worth the investment.

Development and Taxonomies
Although the importance of disaggregating ASBs

was highlighted a long time ago, the develop-
mental taxonomies of ASB created in the 1990s

R.E. Tremblay

were based on studies which aggregated different
behavior problems into an ASB score and com-
pared this score at two or three age periods (e.g.,
Lahey et al., 1998; Moffitt, Caspi, Dickson, Silva,
& Stanton, 1996; Tremblay et al., 1994). Over the
last decade developmental trajectory analyses
traced the development of ASB using frequent
repeated assessments (often annual) from early
childhood to adolescence and disaggregated the
subtypes of ASB. These studies indicate that
overt ASB (physical aggression, opposition,
defiance, disregard for rules) start in infancy and
decrease with age, after a peak between 2 and 4
years of age. They also suggest that onset of
chronic overt ASB after early childhood (childhood
or adolescence-onset) is rare. Developmental
trajectories of covert ASB (rule breaking, theft,
vandalism, and indirect aggression) suggest an
increase with age. Covert ASB appears later than
overt ASB, most likely because they require
greater cognitive skills; however, there is accu-
mulating evidence that they still appear during
early childhood, albeit in a primitive form. We
need age appropriate assessments of covert
behavior during early childhood and childhood to
understand to what extent the frequency does
increase with age. The chronic form of covert
ASB in preadolescence and adolescence may
simply be a continuation of a chronic early child-
hood form that has not been assessed.

This advance in knowledge on the development
of ASB has important consequences for develop-
mental taxonomies of childhood behavior prob-
lems. By definition, developmental taxonomies
need to reflect development. Aggregation of
subtypes (e.g., overt and covert, destructive and
not destructive) into a total ASB score and aggre-
gation of assessment time points (e.g., annual or
biennial) into global periods (e.g., childhood,
adolescence, and adulthood) mask essential
aspects of development not only for the purpose
of understanding, but especially for implement-
ing successful interventions. For example, if we
aggregate two types of behaviors, one that
increases with age (e.g., indirect aggression) and
another that decreases with age (e.g., physical
aggression), we will come to the conclusion that
there is no change with age. Efforts to create



1 Development of Antisocial Behavior During Childhood 17

useful developmental taxonomies should start by
representing as best as possible the nature of
development over the whole developmental
period and for all of the behavioral dimensions.

The introduction of the developmental per-
spective in criminology was an important step in
making professionals aware of developmental
issues. However, professionals are not doing
prospective developmental studies with their
cases and the retrospective information they
obtain is clearly inadequate to determine the
individual’s developmental trajectories.
Developmental taxonomies require after the fact
(post mortem) diagnoses. The job of a profes-
sional is to make diagnoses that will help change
the developmental trajectory before it reaches its
end point, not observe its natural development.
Professionals need to concentrate on the types of
ASB the individual is manifesting. Does this
person use only covert or only overt ASB? Does
he use both? What type of overt and what type of
covert ASB? The professional should have a
good idea of the prognosis and the required inter-
vention if he takes into account the age of the
individual, investigates comorbid conditions and
familial context, and understands four basic
findings from developmental trajectories: (a)
chronic overt problems start very early in life
and decrease in frequency with age while increas-
ing in dangerosity for the victims; (b) covert
problems start later and tend to increase with
age; (c) destructive ASB, compared to not
destructive ASB, have more serious conse-
quences on the environment and the environ-
ment’s reaction towards the aggressor; (d) all
other things being equal, the younger the indi-
vidual the better the prognosis if there is an ade-
quate treatment available.

Situational cases of ASB is an important issue
for professionals and is generally not discussed
in developmental taxonomies of ASB.
Developmental taxonomies are meant to repre-
sent long-term developmental trends for groups
of individuals. When individual trajectories are
plotted we see that there is much individual vari-
ability over time. There are at least two catego-

ries of individuals who may appear to be
pathological ASB cases when they are assessed
at a given point in time within one of the major
developmental periods (early childhood, child-
hood, adolescence): (1) the chronic cases, who
reach the high frequency level at most of the
assessment points; (2) the situational cases, who
reach the high frequency level at one or possibly
two assessment points. The chronically physi-
cally aggressive male does not hit every person
he meets. There can be relatively long periods
when he appears to have gained control over
himself. Similarly, individuals who never had
any serious problems of aggression may find
themselves in conditions that will spark serious
physical aggressions. We regularly hear of the
perfect citizen who suddenly killed someone,
often a family member. Atrocities during wars
are often committed by somewhat “normal” citi-
zens. The extremely popular idea that “good
people are turned into evil” by circumstances
(Zimbardo, 2007) is easy to link with the idea that
situations can bring back the primitive instincts
that we have learned to control during childhood
(Tremblay & Nagin, 2005). Socialization is a thin
veneer which the beast of the original sin can
easily break if challenged. However, the idea of
late onset may lead professionals to classify a
situational case as a late onset case. For example,
the observation that the increase in truanting for
females explodes (from 7 to 33%) between two
assessments points in the Dunedin study (Odgers
et al., 2008) suggests that adolescence-onset
ASB is fueled by school truanting in early ado-
lescence. From this perspective many ‘“‘success-
fully” treated late onset cases could be situational
cases, i.e., individuals that would not have been
identified as a late onset case 1 or 2 years later
even if they had not been treated. We need
research that will estimate the proportion of indi-
viduals who could be defined as situational cases
at different periods of development, estimate the
extent to which different types of situational
cases in a given age period are likely to recidi-
vate in that age period or a following age period,
and do randomized control trials to verify if
treatment of these cases is useful.
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Abstract

Research into the biological underpinnings of antisocial behavior has not
only been increasingly integrated into criminological research, but has also
expanded its scope to focus on antisocial behavior that develops during
childhood. Many of the biological risk factors that are associated with anti-
social behavior during adulthood have also been found to characterize young
antisocials. Structural and functional brain imaging studies have implicated
several brain regions in the development of antisocial behavior in children,
including the amygdala, the ventromedial prefrontal cortex, and the tempo-
ral region. Neuropsychological studies indicate that antisocial children dis-
play multiple behavioral indices of brain dysfunction, including executive
dysfunction and IQ deficits. Psychophysiological studies have revealed that
antisocial children are characterized by underarousal and diminished
responses to stimuli and stressors. Early health factors, including minor
physical anomalies and prenatal nicotine exposure, both independently and
in interaction with social risk factors are associated with antisocial behavior
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in children. Future research should focus on incorporating a life-course
criminological perspective into the study of the biology of childhood crime
and antisocial behavior. Longitudinal studies that measure both biological
and social risk factors over time will be critical to advancing our understand-
ing of the development of antisocial behavior both during childhood and
throughout the life-course.
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Introduction

In recent years, research into the biological under-
pinnings of criminal and antisocial behavior has
slowly, but increasingly, been integrated into crim-
inological research. The results of this research
have shown that numerous biological risk factors
are likely to play a role in the development of anti-
social behavior. Although much of the past bio-
logical research has focused on adults, recent
technological advances have extended the toolkit
used to study neurological risk factors for crime to
children and adolescents. Driven in part by these
advances, researchers have shown increasing
interest in the neurobiology of childhood antiso-
cial behavior. Childhood studies have shown that
many findings from adult populations also gener-
alize to children. However, there may be some dif-
ferences in the manifestation of biological risk
factors for antisocial behavior across the life-
course, making it important to examine these risk
factors during childhood, as well as adulthood.
Additionally, some research suggests that the pres-
ence of biological risk factors during childhood in
particular increases the risk for later, more serious
criminal behavior during adulthood.

The results of studies of genetics, structural
brain imaging, functional brain imaging, neurop-
sychology, the autonomic nervous system, elec-
trocortical activity, and early health risks have
each contributed to our understanding of the
development of antisocial behavior during child-
hood. In the following sections, we briefly review
the relevant research findings in these domains.
We discuss some adult studies in order to provide

a context and point of reference for the discus-
sion of the childhood research. We conclude with
a research agenda for innovative new research in
this area which can contribute to life-course
criminology.

Genetics

The quest to understand antisocial and criminal
behavior often begins with the blueprint of the
human being: DNA. However, long before DNA
sequencing and other relevant technology were
easily accessible, scientists found ways to search
for the genetic underpinnings of antisocial behav-
ior. Often, this was done using behavioral genet-
ics studies, which utilize twin or adoption designs
to estimate the proportion of genetic vs. environ-
mental influence. One meta-analysis that exam-
ined a large number of such studies found
considerable heritability for antisocial behavior
and estimated that 41% of the variance in antiso-
cial behavior is due to genetic factors, with the
remaining 59% due to environmental factors
(Rhee & Waldman, 2002). In particular, this
meta-analysis found children to show stronger
heritability for antisocial behavior than adults,
suggesting that as we age, environmental factors
become more important to the development of
antisocial behavior. However, this also suggests
that genetic influences are more pronounced and
more relevant for understanding childhood anti-
social behavior.

Behavioral genetic studies have been crucial
to the field of criminal genetics, as they confirmed
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for scientists that there is good reason to search
for specific genetic markers that predict antiso-
cial behavior. The search for specific candidate
genes often begins with an examination of
specific systems known to be involved in the rel-
evant behavior. For example, hormonal systems,
such as testosterone, and neurotransmitter sys-
tems, such as norepinephrine, dopamine, and
serotonin, have all been implicated in antisocial
behavior, both in animals and in humans (Arce &
Santisteban, 2006), rendering all of these useful
clues in the search for specific genes related to
antisocial behavior. By examining genes related
to these systems, numerous candidate genes have
been identified in recent years. However, as can-
didate genes that predict antisocial behavior are
reviewed in detail elsewhere in this volume, they
are not discussed here. Instead, we focus primar-
ily on the biological processes and structures to
which these genes, coupled with environmental
influences, give rise.

Functional Brain Imaging

Although brain imaging methods in youth were
previously limited due to potential hazards of
administering radioactive isotopes or ionizing
radiation, the development of magnetic resonance
imaging (MRI) techniques has allowed for the
extension of brain imaging studies to youth.
Studies of youth with conduct disorder have pro-
duced results that are largely similar to those in
antisocial adults, suggesting that the brain impair-
ments observed in adults likely exist at an early
age. However, some inconsistencies in findings
do exist.

Functional brain imaging studies in antisocial
adults, particularly those with psychopathic traits,
have consistently observed reduced activity in
the amygdala. The amygdala is important in clas-
sical conditioning, which forms the basis of con-
science development and the generation of
anticipatory fear that normally deters individuals
from committing antisocial acts (Blair, 2004).
More specifically, the amygdala is necessary for
the formation of stimulus-reinforcement asso-
ciations, which are necessary for individuals to

learn to associate their harmful actions with the
pain and distress of others, thus facilitating empa-
thy for victims and discouraging antisocial behav-
ior (Blair, 2006). It is also involved in the
production of emotional states (Phillips, Drevets,
Rauch, & Lane, 2003) and enhancing attention to
emotional stimuli, such as facial expressions of
emotion (Adolphs et al., 1999). Finally, the
amygdala has been identified as a region impor-
tant in moral judgment (Greene, Nystrom, Engell,
Darley, & Cohen, 2004).

Several functional MRI (fMRI) studies have
demonstrated reduced activity in the amygdala of
youth with conduct disorder. Sterzer, Stadler,
Krebs, Kleinschmidt, and Poustka (2005) found
reduced activation in the amygdala in aggressive
children with conduct disorder while viewing
negative emotional pictures. Jones, Laurens,
Herba, Barker, and Viding (2009) found that boys
with conduct problems and callous-unemotional
traits demonstrated reduced activity in the
amygdala when viewing fearful faces compared
to control participants. Similarly, Marsh et al.
(2008) found that children with callous-unemo-
tional traits demonstrated reduced amygdala
activity to fearful facial expressions, but not to
neutral or angry expressions.

Another study by Passamonti et al. (2010)
compared two subtypes of youth with conduct
disorder—those with antisocial behavior that
emerged in either childhood or adolescence. One
of the key findings was that though both groups
of participants demonstrated reduced amygdala
activity in response to sad facial expressions, this
effect was more pronounced in the childhood
onset group. The authors suggest that more pro-
nounced reductions in amygdala functioning in
the childhood onset group may explain why
childhood onset conduct disorder is more severe
and persistent than adolescent-onset conduct
disorder.

In the study by Marsh et al. (2008), abnormal-
ities were also observed in the connectivity
between the amygdala and ventromedial prefron-
tal cortex, a region in the front of the brain located
just behind the eyes, in children with callous-
unemotional traits. The orbitofrontal/ventrome-
dial region is commonly implicated in antisocial
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behavior in adults. It is thought to play a role in
decision-making (Bechara, 2004), affective the-
ory of mind (Shamay-Tsoory, Tomer, Berger,
Goldsher, & Aharon-Peretz, 2005), processing
reward and punishment information (Rolls,
2000), inhibiting responses (Aron, Robbins, &
Poldrack, 2004), and regulating emotions
(Ochsner et al., 2005). In the study by Marsh
et al. (2008), youth with more severe callous-
unemotional traits were found to have reduced
connectivity between these regions. The authors
suggest that the connectivity between these
regions is important because it allows for emo-
tion-related input from the amygdala to guide
behavioral selection processes in the ventrome-
dial prefrontal cortex. Other studies have also
identified deficits in the ventromedial/orbitofron-
tal region in antisocial youth. Finger et al. (2008)
found abnormal ventromedial prefrontal cortex
functioning in children and adolescents with cal-
lous-unemotional traits and disruptive behavior
disorders during a reversal learning task. In a
later study, Finger et al. (2011) again found
reduced orbitofrontal responsiveness to stimulus-
reinforcement exposure and to rewards in youth
with disruptive behavior and psychopathic traits.
Additional regions that have demonstrated
reduced functioning in fMRI studies of youth
with conduct disorder include the insula, hip-
pocampus, and anterior cingulate during a
rewarded continuous performance task (Rubia
et al., 2009), and the posterior cingulate and tem-
poral-parietal regions during an inhibition task
(Rubia et al., 2008). Reduced activity in the
medial and orbitofrontal prefrontal cortex and the
temporo-parietal junction has been observed in
adolescents with conduct disorder when viewing
scenes of pain being intentionally inflicted on
another individual (Decety, Michalska, Akitsuki,
& Lahey, 2009). Similar to findings by Marsh
et al. (2008), adolescents with conduct disorder
also exhibited less co-occurring activation
between the amygdala and prefrontal cortex when
perceiving others in pain, which may reflect
impairment in the ability to regulate emotions.
Some discrepancies exist in the literature on
antisocial youth. Rather than observing reduced
activity, Herpertz et al. (2008) found increased
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left-sided amygdala activity in boys with conduct
disorder when viewing negative pictures and no
evidence of reduced functioning in orbitofrontal,
anterior cingulate, or insular cortices. Similarly
Decety et al. (2009) found greater activity in the
amygdala and temporal pole in adolescents with
aggressive conduct disorder compared to healthy
adolescents when perceiving other individuals in
pain. In this study, it was hypothesized that this
activation may reflect an aroused state of enjoy-
ment or excitement at viewing others in pain. It is
important to keep in mind that “antisocial” is a
rather heterogeneous category, and this may be
the source of some of the discrepancies in the lit-
erature. For example, there are likely neurobio-
logical differences in youth with and without
callous/unemotional traits.

For the most part, findings from neuroimaging
studies in antisocial youth tend to parallel those
of adult antisocial individuals, suggesting that
brain abnormalities likely exist early in life.
However, the comparison of imaging data from
adult and youth samples can be challenging,
partly because the brain undergoes substantial
structural development throughout childhood and
adolescence (Koenigs, Baskin-Sommers, Zeier,
& Newman, 2011). For example, the volume of
white matter increases throughout childhood and
adolescence, which underlies greater connectiv-
ity and synchronization between different regions
of the brain (Lenroot et al., 2007). Gender differ-
ences in developmental trajectories are also
important to consider. Total brain volume peaks
at approximately 10.5 years in females and 14.5
years in males. Unlike the continual increase of
white matter during childhood and adolescence,
gray matter volumes follow an inverted U-shaped
developmental trajectory, and peak approxi-
mately 1-3 years earlier in females (Gogtay et al.,
2004). These typically occurring increases should
be considered when interpreting anatomical data
from patient populations. Cross-sectional stud-
ies, which are only able to test for differences in
absolute brain volume at a single point in time,
may be less informative than longitudinal stud-
ies, which assess differences in the trajectory of
growth of brain regions across developmental
periods.
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Structural Brain Imaging

With the advance in recent years in imaging tech-
nologies and analysis methods, structural brain
abnormalities among delinquents have also been
gaining research interest in the hope of under-
standing neurobiological characteristics that can
explain criminal behavior across the lifespan.
Despite strong evidence accumulated from
findings of frontal and temporal deficits and anti-
social, aggressive behavior in adults (e.g., Gao,
Glenn, Schug, Yang, & Raine, 2009; Yang &
Raine, 2009), structural brain imaging studies of
delinquents are still rare. In the following section,
we examine the neuropathology underlying
delinquent behavior in children and adolescents
using findings from traumatic brain injuries
(TBIs), structural magnetic resonance imaging
(sMRI), and diffusion tensor imaging (DTI), both
of which use MRI. The technology of MRI is
based on the principle that atoms in the human
brain are like small bar magnets that possess
magnetic charge in random orientations. When
immersed in a strong magnetic field (usually
0.5-3 T), the nuclei of these atoms tend to align
and reach an equilibrium state. A radiofrequency
electromagnetic field is then briefly introduced to
excite the atoms and induce a transient phase
coherence among the nuclei that creates a signal,
which can be detected by the MRI scanner
receiver. Typically, MRI detects the resonance of
'H atoms in water, and because this element is
abundant in the brain, images with excellent ana-
tomical details can be produced without the use
of radiation. More importantly, the MRI has the
flexibility of acquiring images with different
image contrast that highlight different properties
of the nuclei of 'H atoms such as sMRI (using three-
dimensional TI1-weighted MP-RAGE images),
which provides superb gray and white matter
contrast, and DTI, which maps microscopic
details about white matter fiber tracts.

For decades, clinicians have been document-
ing functional impairments that increase the risk
of delinquent behavior in children and adoles-
cents who suffered TBIs. For example, Hux,
Bond, Skinner, Belau, and Sanger (1998) reported

that half of the delinquents they studied had expe-
rienced a TBI (defined as having ever received a
“blow to the head”), while one third of delin-
quents with TBIs were thought (by their parents)
to have suffered adverse, long-term behavioral
problems including diminished attentional capac-
ity, impaired interpersonal skills, and poor school
performance. Another study conducted by
Carswell, Maughan, Davis, Davenport, and
Goddard (2004) found 27.7% of the delinquents
to have TBIs (defined as a “significant head injury
involving loss of consciousness/amnesia with
ongoing cognitive or social impairment”). These
findings are consistent with several longitudinal
studies that used large samples to show an ele-
vated incidence of delinquency among children
and adolescents who had experienced brain
trauma (Asarnow, Satz, Light, Lewis, & Neumann,
1991; Bloom et al., 2001; Butler, Rourke, Fuerst,
& Fisk, 1997; McAllister, 1992; Rantakallio,
Koiranen, & Mottonen, 1992; Rimel, Giordani,
Barth, Boll, & Jane, 1981; Rivara et al., 1994).
Although the definition of TBI varied between
these studies, findings provided strong evidence
suggesting a causal relationship between the
occurrences of brain lesions and the subsequent
development of delinquent behavior.

More recently, researchers have been applying
novel brain imaging analysis methods to reveal
global and regional alterations in brain morphol-
ogy and disturbances in connectivity in individu-
als with delinquent behavior using sMRI and
DTI. The majority of the studies today have
focused on children who exhibit strong conduct
disorder and disruptive behavior disorder symp-
toms, for they tend to exhibit high levels of
aggression throughout adolescence until adult-
hood (Gretton, Hare, & Catchpole, 2004; Rutter,
2005). By examining these so-called “early start-
ers,” researchers could reveal neurobiological
precursors that may contribute not only to delin-
quent behavior in childhood but also antisocial,
criminal behavior in adulthood.

Consistent with lesion studies, SMRI studies
to date have found volumetric and morphological
abnormalities in several frontal and temporal
regions in children and adolescents with conduct
disorder and/or antisocial, aggressive behavior.
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For example, Kruesi, Casanova, Mannheim, and
Johnson-Bilder (2004) showed reduced temporal
gray matter and smaller prefrontal volume in
children with conduct disorder compared to
healthy controls. On the other hand, Sterzer,
Stadler, Poustka, and Kleinschmidt (2007) found
reduced gray matter volumes in the amygdala
and insula in adolescents with conduct disorder
compared to healthy controls. Consistent with
these findings, Huebner et al. (2008) showed
reduced gray matter volumes in the orbitofrontal
and temporal regions (including the amygdala
and hippocampus) in children with conduct dis-
order compared with healthy controls. Similarly,
Boes, Tranel, Anderson, and Nopoulos (2008)
found significantly reduced gray matter volume
in the right anterior cingulate cortex in boys with
high levels of aggression-defiance ratings com-
pared to those with low ratings. Dalwani et al.
(2011) reported that adolescents with severe con-
duct and substance problems showed significantly
reduced gray matter volume in the left dorsolat-
eral prefrontal cortex compared to healthy con-
trols. They further found a significant association
between reduced dorsolateral prefrontal volume
and impulsivity within controls. On the contrary,
for the subgroup of children with conduct disor-
der who present callous-unemotional traits, they
were found to show significantly increased gray
matter concentrations in the medial orbitofrontal,
anterior cingulate and temporal cortices com-
pared to typically developing children (De Brito
et al., 2009). Although the gray matter integrity
of delinquents remains inconclusive, these
findings provide initial evidence indicating neu-
roanatomical correlates of disruptive behavior
that likely involve abnormalities in the fronto-
temporal circuitry that may predispose to delin-
quent behavior in children and adolescents and
may further contribute to the continuation of
engaging in antisocial, criminal behavior across
the lifespan.

The relatively new imaging technique of DTI
is promising in that it provides information
regarding white matter development in the brain
that can be used to map neuronal connectivity.
A commonly used metric in DTT studies is frac-
tional anisotropy (FA), which estimates the direc-
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tional diffusivity of water molecules within white
matter fiber tracts (Basser & Pierpaoli, 1996).
Lower FA values in white matter pathways have
been argued to reflect a reduced extent of myeli-
nation and less coherent fiber tracts. This tech-
nique has been used in estimating the
microstructural integrity of white matter path-
ways within neural networks in various popula-
tions. However, very few studies have employed
it in the examination of disturbances in white
matter pathway connectivity associated with
delinquent behavior. The only study to our knowl-
edge was conducted by Li, Mathews, Wang,
Dunn, and Kronenberger (2005), which showed a
13% reduction in the FA at the left arcuate fas-
ciculus (a major fiber tract connecting the
amygdala and the orbitofrontal cortex) and in the
prefrontal cortex in adolescents with disruptive
behavior disorders as compared to normal con-
trols. Findings are consistent with a recent report
by Graig et al. (2009) revealing reduced FA in the
uncinate fasciculus in adult psychopaths with
criminal convictions compared to healthy con-
trols. FA deficiencies in specific brain regions
have been linked to impaired cognitive perfor-
mance, such as language ability (Klingberg et al.,
2000). These DTI studies provide initial evidence
suggesting that disturbed structural integrity in
the morphometry and connectivity of the fronto-
temporal regions plays a crucial role in the devel-
opment of disruptive behavior and emotional
deficiency that, especially in the presence of
environmental and/or social risk factors, could
escalate into delinquency and ultimately a life-
time of persistent criminal, violent offending.
Overall, findings have provided initial evi-
dence suggesting that brain structural variations
may contribute to functional variations that pre-
dispose one to delinquent behavior. However, it is
clear that there is a complicated neural mecha-
nism at work here in children and adolescents
with delinquent, disruptive behavior, which could
be due to the fact that the developing brain is still
going through various maturation processes
including synaptic pruning and myelination.
Thus, more neuroimaging studies focusing on
children and adolescent samples are necessary to
improve our understanding of the biological
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underpinnings of antisocial, delinquent behavior
in childhood and adolescence and ultimately the
origin and development of criminal behavior in
adulthood.

Neuropsychology

Neuropsychology is the study of the behavioral
expression of brain dysfunction. Like brain imag-
ing studies, neuropsychological investigations of
violent, aggressive, and antisocial behavior have
contributed significantly to our current under-
standing of the neurobiological antecedents, con-
comitants, and etiological factors of crime and
antisocial behavior across the life-course.

Intelligence

Intelligence is the best-replicated correlate of
antisocial, violent, and criminal behavior among
non-mentallyillindividuals (Wilson & Herrnstein,
1985), and Full-Scale 1Q deficits have been found
in specific antisocial populations such as pedo-
philes (Cantor et al., 2004) and other types of sex
offenders (Cantor, Blanchard, Robichaud, &
Christensen, 2005). Both verbal and spatial 1Q
deficits have also been observed in child and ado-
lescent antisocial populations.

Verbal deficits: Numerous studies report lowered
verbal as opposed to spatial/performance IQ in
antisocial adult populations (Raine, 1993)—a
finding thought to represent left hemispheric dys-
function. Verbal IQ reductions have also been
widely reported in antisocial populations of chil-
dren and adolescents (Barker et al., 2007; Brennan,
Hall, Bor, Najman, & Williams, 2003; Raine, 1993;
Teichner & Golden, 2000; Vermeiren, De Clippele,
Schwab-Stone, Ruchkin, & Deboutte,
2002)—though these findings may be somewhat
confounded by conceptual and methodological
issues (Teichner & Golden, 2000). Verbal deficits
(which may result from posterior temporal and
parietal lobe injury) may play a critical role in the
development of self-control (Luria, 1966) by fol-
lowing verbal instructions and subsequent internal-

ization of verbal-based self-control mechanisms (a
process mediated by intact receptive speech, verbal
memory, and verbal reasoning). Compromised
development may produce a limited repertoire of
appropriate verbally mediated behavior, impulsiv-
ity, aggression, and hostility (as the condition is
exacerbated by environmental influences; Teichner
& Golden, 2000), and ultimately socialization fail-
ure (Eriksson, Hodgins, & Tenstrom, 2005).
Juvenile offenders with compromised verbal devel-
opment are generally characterized by reduced ver-
bal intelligence, reading problems, speech delays,
and verbal memory dysfunction. However, progno-
sis may be comparatively good, as environmental
modifications and therapy (e.g., training in identi-
fying alternative response solutions) can lead to
effective control and mediation of impulses in this
group (Teichner & Golden, 2000).

Spatial impairments: The classic view of verbal
but not performance intelligence impairments in
antisocial individuals—derived primarily from
neuropsychological studies of institutionalized
populations—has been recently questioned by
community-based investigations. For example,
Raine et al. (2005) found spatial as well as verbal
impairments in a community sample of 325 adoles-
cent schoolboys. These findings have been explained
using an early starter spatial impairment model of
antisocial behavior (Raine et al., 2005) , which
proposes that early visuospatial deficits may inter-
fere with mother-infant bonding via impaired ori-
enting to and recognition of the preverbal infant’s
mother’s facial expression, leading to limited
reciprocal expressive responses to the mother, thus
eliciting more negative parenting from the mother.
This in turn may reflect right hemisphere dysfunc-
tion that disrupts emotion processing and regula-
tion, which ultimately contributes to life-course
antisocial and aggressive behavior.

Executive Functioning

Executive functioning (EF), thought to represent
frontal lobe activity, is an umbrella term that
refers to the cognitive processes that allow for
goal-oriented, contextually appropriate behavior
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and effective self-serving conduct (Lezak,
Howieson, Loring, Hannay, & Fischer, 2004;
Luria, 1966; Morgan & Lilienfeld, 2000; Spreen
& Strauss, 1998). Executive dysfunction—indi-
cated by poor strategy formation, cognitive
inflexibility, or impulsiveness—is represented by
performance errors on neuropsychological mea-
sures such as category tests, maze-tracing tests
(e.g., the Porteus Maze Test), Stroop interference
tests, card sorting tests (e.g., the Wisconsin Card
Sorting Test), verbal fluency tests, and tower tests
(e.g., the Tower of London). Also demonstrating
effectiveness in this area have been go/no-go
tasks and the Bechara Gambling Task.

Evidence for executive dysfunction in con-
duct disordered adolescent populations varies
depending upon the characteristics of the delin-
quent sample, control groups, assessment mea-
sures, and methodology (Teichner & Golden,
2000). Antisocial behavior and EF deficits may
be related developmentally, and certain EF
deficits may have serious developmental conse-
quences such as inattention, impulsivity, and
difficulty understanding the negative implica-
tions/impact of behavior. This may lead to an
impaired ability to mentally maintain abstract
ideas of ethical values and future contingencies
while focusing upon immediate rewards and to
inhibit or modify behavior in response to social
feedback (Moffitt & Henry, 1989). Earlier
investigations of EF in children have produced
mixed evidence for a link between delinquency
and EF deficits, though this may be due to meth-
odological weaknesses, inconsistent definitions/
operationalizations of EF, or both (Moffitt &
Henry). More recent findings are also mixed,
and EF deficits have been reported in some
antisocial youth populations (Nigg et al., 2004;
Raine et al., 2005; White et al., 1994) but not in
others (Moffitt, Lynam, & Silva, 1994; Nigg
et al., 2004).

Biological vs. social influences: The impact of
social influences upon neuropsychological func-
tioning in general and EF performance in particu-
lar must also be considered, as these influences
may work in concert with biological factors to
produce  developmental neuropsychological
deficits leading to antisocial behavioral trajecto-
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ries in children. Earlier prospective longitudinal
studies found interactions of neuropsychological/
neurobiological dysfunction and adverse social/
environmental influences to produce significantly
increased levels of later violence, aggression,
crime, and antisocial behavior over either
influence alone (Raine, 2002).

Brennan et al. (2003), in a later study of 370
Australian adolescents, found the interaction of
biological risk factors (including age 5 low
vocabulary ability, age 15 poor VIQ and execu-
tive functioning, prenatal/birth complications,
maternal illness during pregnancy, and infant
temperament) and social risk factors (including
poor parenting, poverty, and a high number of
disruptive family transitions) predicted early-
onset persistent (i.e., LCP) aggression in boys
and girls and predicted LCP vs. adolescent-onset
(i.e., AL) aggression in boys. Though social risk
factors appeared to be stronger predictors of later
aggression than biological risk factors, these
authors suggest an interaction of early social risks
with later biological risks in predicting persistent
aggression. It was also argued that lifetime,
cumulative interactions of these risks are stronger
predictors of persistent aggression in boys than
are childhood- or adolescence-specific risks.

The chronological sequencing of neuropsy-
chological deficits and antisocial behavior must
also be considered. Some theorists (e.g., Moffitt,
1993) speculate that neuropsychological dys-
function precedes antisocial behavior, while oth-
ers contend that antisocial behavior may in some
cases be an antecedent to neuropsychological
impairment (e.g. Lewis, Yeager, Blake, Bard, &
Strenziok, 2004; Teichner & Golden, 2000). For
example, it is known that head injury may result
in specific neuropsychological deficits. Children
characterized by problematic behavioral or tem-
peramental characteristics may be more vulnera-
ble to head injury by nature of increased exposure
to situational adversities—such as recurrent
physical fights, thrill-seeking behaviors (e.g.,
Lewis et al., 2004), or evoked severe parental cor-
poral punishment (Teichner & Golden, 2000).
Alcohol and illegal drug use in children and ado-
lescents may also lead to acute brain impairment
and long-term neuropsychological decline
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(Teichner & Golden). Additionally, low verbal
scores may be an artifact of academic under-
achievement (Moffitt et al., 1994).

Autonomic Nervous System

With the advantages of relatively easy data col-
lection and noninvasive recording features, psy-
chophysiological measures have proved to be
valuable, especially in child and adolescent pop-
ulations, in filling the gap between genetic risk
for crime and the brain abnormalities which give
rise to antisocial and criminal behavior. Most
psychophysiological research has assessed auto-
nomic and central nervous system (CNS) func-
tioning at a baseline level or in response to
external stimuli using measures such as skin con-
ductance, heart rate, startle blink, and respiratory
sinus arrhythmia.

Reduced classical fear conditioning has been
a key concept in theories of aggressive/antisocial
behavior and crime. It has been conceptualized
that a conscience is a set of classically condi-
tioned emotional responses and impaired condi-
tioning may result in a lack of conscience that
predisposes individuals to antisocial behavior
(Eysenck, 1977). Empirical studies have consis-
tently shown that poor skin conductance fear
conditioning is associated with aggressive and
antisocial behavior in children and adolescent
populations (Fairchild, Stobbe, van Goozen,
Calder, & Goodyer, 2010; Fairchild, van Goozen,
Strollery, & Goodyer, 2008; Gao, Raine, Venables,
Dawson, & Mednick, 2010). Increased condi-
tioning responses, as well as high autonomic
arousal and orienting, distinguished adolescents
who desisted from crime by age 29 from those
who did not (Raine, Venables, & Williams, 1995,
1996), suggesting a protective role of these mech-
anisms against antisociality.

Fewer non-specific skin conductance responses
and reduced skin conductance levels have been
found in non-psychopathic antisocial individuals
in comparison to normal controls. For example, a
prospective study has shown that in a sample of
behaviorally disordered children, low skin con-
ductance levels measured at age 11 years pre-

dicted institutionalization at age 13 years (Kruesi
et al., 1992). In sum, although not all studies
reveal skin conductance underarousal in antiso-
cials (Glenn, Raine, Venables, & Mednick, 2007),
there is some evidence associating low skin con-
ductance activity with general antisocial
behavior.

Low resting heart rate is the best-replicated
biological correlate of antisocial behavior in chil-
dren and adolescents (Lorber, 2004; Ortiz &
Raine, 2004). Furthermore, low heart rate is diag-
nostically specific of conduct disorder, and has
demonstrated value as a childhood predictor of
adolescent aggression (Raine, 1996; Raine,
Venables, & Mednick, 1997) and life-course per-
sistent offending (Moffitt & Caspi, 2001).
Additionally, high resting heart rate appears to
protect against the development of criminality,
characterizing antisocial boys who later desist
from adult criminal offending (Raine et al., 1995).
It has been proposed that arousal levels are con-
sistently lower in antisocials, and that aggressive
youths bring their arousal to an optimal level by
engaging in pathological stimulation-seeking
behaviors. Alternatively, autonomic hypoarousal
(e.g., low heart rate) may indicate lack of fear or
anxiety, which in turn may reduce the effective-
ness of punishment, impede socialization pro-
cesses, and eventually predispose individuals to
antisocial behavior (Raine, 1993). It is also plau-
sible that low heart rate and reduced autonomic
conditioning reflects a disruption in the somatic
marker network, which leads to inappropriate
decisions (Damasio, 1994) and thus increased
risky behavior.

Startle reflex studies measure the eye blink
response to an unexpected stimulus of strong
intensity or rapid onset that typically occurs while
the subject is engaged in some other primary
task. The startle reflex tends to be smaller when
the primary task is more interesting or requires
greater attention and is larger in amplitude when
the primary task stimulus is unpleasant (Hugdahl,
2001). Startle potentiation deficits have been
found in criminal and noncriminal male psycho-
pathic samples, as well as in women with psy-
chopathy (Patrick, 2006; Patrick, Bradley, &
Lang, 1993), although this index has received



30

relatively less attention in child and adolescent
populations. Fairchild and colleagues have
found startle reflex deficits in both early-onset
and adolescent-onset conduct disordered boys
(Fairchild et al., 2008), and in female adolescents
with conduct disorder (Fairchild et al., 2010),
suggesting an emotional deficit underlined by
amygdala dysfunction in individuals with severe
behavior problems (Blair, 2010).
Psychophysiological risk factors also interact
with psychosocial factors in predisposing certain
individuals to aggressive and antisocial behavior.
For example, it has been reported that boys with
low resting heart rate are more likely to be rated
as aggressive by their teachers if their mother was
pregnant as teenager, if they were from a low
social class family, or if they were separated from
a parent before age 10. They are also more likely
to become adult violent criminals if they also
have a poor relationship with their parents and
come from a large family (Farrington, 1997).
Studies have also shown that poor skin conduc-
tance conditioning is a characteristic for antiso-
cial schoolboys from relatively good social
backgrounds (Raine & Venables, 1981), and that
low heart rate at age 3 years predicts aggression
at age 11 years in children from high but not low
social classes (Raine et al., 1997). Using a variety
of psychophysiological measures, including skin
conductance and respiratory sinus arrhythmia,
El-Sheikh and colleagues have reported that auto-
nomic measures moderate the associations
between children’s exposure to marital conflict
and externalizing behaviors (El-Sheikh, Hinnant,
& Erath, 2011; El-Sheikh et al., 2009).
Prevention and intervention programs aimed
at reducing antisocial behavior would benefit
enormously by directly improving psychophysi-
ological functioning or by targeting their efforts
on selected individuals based on their psy-
chophysiological characteristics. For example,
better nutrition, more physical exercise, and cog-
nitive stimulation from ages 3 to 5 years have
been shown to produce long-term psychophysio-
logical changes 6 years later at age 11 years
(including increased skin conductance levels and
responding and more alert, aroused EEGs) and to
reduce criminal offending at age 23 years (Raine,
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Mellingen, Liu, Venables, & Mednick, 2003;
Raine et al., 2001). It has been reported that a
cognitive-behavioral intervention program for
children with externalizing behaviors was of
greater benefit to children with high heart rate
levels compared to those with low heart rate lev-
els (Stadler et al., 2008). Similarly, in a pilot
study on adolescents who were at high risk for
drug abuse, individuals who were unresponsive
to interventions demonstrated fewer skin conduc-
tance responses to a continuous performance test
and delay of gratification and displayed higher
skin conductance responses to the risky choices
in a more stimulating task, relative to those who
had better responses to the intervention program
(Fishbein, Hyde, Coe, & Paschall, 2004).

Electrocortical Activity

Additional psychophysiological research has
focused on measuring the brain’s electrical activ-
ity using electroencephalography (EEG). EEG
uses electrodes placed at several sites on the scalp
to measure the electrical potentials generated by
the synchronized firing of neurons. The EEG
waveform is usually classified according to activ-
ity (or power) within several frequency bands,
which range from slow-wave frequencies (delta
[generally below 4 Hz] and theta [4-8 Hz]), to
more moderate frequencies (alpha [8-12 Hz)),
and to high frequency activity (beta [12-30 Hz]
and gamma [above 30 Hz]). The different fre-
quency bands are associated with different mental
and physiological states, with higher frequencies
generally corresponding to higher levels of acti-
vation and arousal (Hugdahl, 2001). Age has also
been found to be reliably associated with the
dominant frequencies present in EEG, such that,
with age, the relative amount of slow-wave EEG
declines and higher frequency EEG activity
increases (Banaschewski & Brandeis, 2007,
Barry & Clarke, 2009). Thus, EEG activity is
often interpreted as reflecting either level of
physiological arousal or cortical maturity.
Antisocial behavior has been found to be asso-
ciated with an altered pattern of EEG activity
across the lifespan. Several studies have found
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evidence for increased delta and theta power, or
slow-wave power, in adults with antisocial behav-
ior (e.g., Fishbein et al., 1989; Knyazev et al.,
2003; Lindberg et al., 2005). Increased slow-
wave power has also been reported in studies of
children and adolescents with antisocial behav-
ior. For instance, Knyazev, Slobodskaya, Aftanas,
and Savina (2002) found that theta power was
positively correlated with parent ratings of delin-
quent behavior and teacher ratings of conduct
disorder in a sample of 9-13-year-old children.
Similarly, in a prospective longitudinal study,
Raine, Venables, and Williams (1990a) found
that males who would become criminals by age
24 had more theta power at rest than their non-
criminal peers at age 15. However, some studies
have reported no difference between controls and
children with antisocial behavior in slow-wave
EEG activity (e.g., Satterfield & Schell, 1984;
Surface, 1995), and at least one has reported a
decrease in slow-wave EEG activity in children
with antisocial behavior (Gilbert, Gilbert,
Johnson, & McColloch, 1991). A recent meta-
analysis that incorporated data from studies on
antisocial behavior as well as attention-deficit/
hyperactivity disorder found that, while external-
izing behavior was generally associated with
increases in delta and theta power, externalizing
behavior was associated with decreased delta
power when EEG was recorded with participants’
eyes open (Rudo-Hutt, unpublished manuscript).
In addition to increases in slow-wave power, anti-
social behavior has also been found to be associ-
ated with decreases in higher frequency (alpha,
beta, and gamma) EEG activity in children and
adolescents (Knyazev et al., 2003; Surface, 1995)
as well as adults (Knyazev et al., 2003; Lindberg
et al., 2005).

Taken together, findings for increased slow-
wave and decreased fast-wave EEG activity have
been interpreted by some as evidence for
decreased CNS arousal in antisocial populations.
Alternately, the increased slow-wave and
decreased fast-wave power seen in antisocial
populations has been proposed to reflect cortical
immaturity or delayed maturation. As noted
above, the relative power in each EEG frequency
band changes with age, such that delta and theta

decrease and alpha and beta increase with devel-
opment. Thus, the “young” pattern of EEG seen
in antisocial populations, with increased slow-
wave and decreased fast-wave activity, may
reflect a delay or disruption in cortical matura-
tion. At present, it is unclear which theory more
accurately describes the data. However, the
hypoarousal theory has the advantage of converg-
ing evidence of hypoarousal using other measures
of nervous system activity, including heart rate
and skin conductance data (see ‘“Autonomic
Nervous System” section, this chapter).

Another measure of electrocortical activity
that has been of interest to researchers is the rela-
tive amount of activity in the right and left hemi-
spheres of the brain. The difference between right
and left hemisphere activity, known as asymme-
try or laterality, is calculated by subtracting the
amount of alpha band power at a left hemisphere
electrode from the alpha power at the correspond-
ing right hemisphere electrode, most often at
frontal lobe sites. This research is predicated on
the “anterior asymmetry and emotion” model
developed by Davidson and colleagues, which
proposes that asymmetry in frontal brain activity
contributes to an individual’s affective style
(Davidson, 1998; Tomarken, Davidson, Wheeler,
& Doss, 1992). Studies of frontal alpha asymme-
try in antisocial populations have found increased
right laterality, that is, increased activity in the
right hemisphere compared to the left, in both
children (Rickman, 1997; Santesso, Reker,
Schmidt, & Segalowitz, 2006) and adults (Deckel,
Hesselbrock, & Bauer, 1996) with antisocial
behavior. Santesso et al. (2006) suggested that
this pattern of brain activity may reflect difficulties
with emotion regulation and a tendency to expe-
rience negative emotion, which could lead indi-
viduals with this pattern of activation to engage
in maladaptive behavior when exposed to stress.

Event-related potentials (ERPs; also called
evoked potentials) have also been used to study
antisocial behavior. An ERP is a deflection in
brain electrical activity that is time-locked to a
specific event or stimulus presentation. The
deflection may be positive (P; traditionally
depicted downward) or negative (N) and
occurs within milliseconds of the stimulus.
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Three commonly studied ERP components, N1,
P2, and P3, occur at about 100, 200, and 300 ms,
respectively, and therefore are also called N100,
P200, and P300. ERPs are thought to be corre-
lates of specific psychological processes
(Hugdahl, 2001). For example, the P3, which is
elicited when participants are asked to respond
selectively to a rare target stimulus, is thought to
be an indicator of selective attention and memory
processing (Polich, 2007).

Studies of antisocial behavior using ERPs have
found a number of differences between antisocial
participants and controls. The P3 ERP has been
the focus of much of this research. A meta-analy-
sis of 38 studies of P3 in antisocial participants
found small, but statistically significant, effects
for reduced P3 amplitude and increased P3 latency
(Gao & Raine, 2009). Early-onset conduct prob-
lems appear to be particularly associated with
smaller P3 amplitudes. For example, Tacono and
McGue (2006) found that, as the number of con-
duct problems present before age 15 increased,
the P3 amplitude decreased. It has been suggested
that these P3 abnormalities reflect poor allocation
of neural resources, which leads to difficulties
sustaining attention (Gao & Raine, 2009).
Inattention may lead to school and occupational
failure, which predisposes to criminal offending
(Moffitt, 1993). It is noteworthy that some studies
have found possible evidence of enhanced atten-
tion in antisocial populations. For instance, greater
N1 amplitude and faster P3 latency at age 15 have
been found to predict criminal status at age 24
(Raine, Venables, & Williams, 1990b). However,
such findings may represent abnormal informa-
tion processing, rather than enhancement
(Ishikawa & Raine, 2002).

Early Health Risks

Persuasive evidence suggests that a number of
early health risk factors, including minor physi-
cal anomalies (MPAs), prenatal nicotine and
alcohol exposure, birth complications, and mal-
nutrition significantly elevate risk for antisocial
and criminal behavior across the lifespan, includ-
ing during childhood.
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Minor Physical Anomalies

Minor physical anomalies (MPAs) consist of fairly
minor physical aberrations, such as adherent ear
lobes, a single palmar crease, and a furrowed
tongue. MPAs have been linked to pregnancy
disorders and are viewed as biomarkers for fetal
neural maldevelopment near the end of the first
trimester (Firestone & Peters, 1983). Since the
epidermis and the CNS have shared embryological
origins, MPAs are considered indicators of atypical
CNS and brain development.

A number of studies have found a relationship
between elevated numbers of MPAs and increased
antisocial behavior in children, adolescents, and
adults (Raine, 1993). MPAs have been particularly
linked to violent as opposed to nonviolent offend-
ing. For instance, Arseneault, Tremblay, Boulerice,
Seguin, and Saucier (2000) showed that MPAs
measured at age 14 years in 170 males predicted
violent but not nonviolent delinquency at age 17
years. The authors reported that these effects were
independent of childhood physical aggression or
family adversity. In another study, an increased
level of MPAs in childhood was associated with
recidivistic violent criminal behavior in early
adulthood (Kandel, Brennan, Mednick, &
Michelson, 1989). These studies suggest that pre-
natal insults toward the end of the first 3 months of
pregnancy may increase risk for violent behavior
as a result of abnormal brain development.

Several studies have reported that MPAs inter-
act with psychosocial factors in predisposing to
crime. Although many of these have examined
MPAss in relation to violent behavior in adulthood
(Brennan, Mednick, & Raine, 1997; Mednick &
Kandel, 1988), a study by Pine, Shaffer,
Schonfeld, and Davies (1997) examined whether
MPAs interacted with environmental risk factors
in predicting later disruptive behavior disorders
in adolescence. They found that individuals with
both increased MPAs and environmental risk
assessed at age 7 had an elevated risk for disrup-
tive behavior in general, and conduct disorder, in
particular, at age 17. Research thus suggests that
subtle neurological impairments such as MPAs
may heighten vulnerability to environmental risk
factors for crime and violence.
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Prenatal Nicotine and Alcohol Exposure

Numerous studies have demonstrated that children
who are exposed to maternal smoking during preg-
nancy have an elevated risk of later criminal behav-
ior throughout the life-course (see Wakschlag,
Pickett, Cook, Benowitz, & Leventhal, 2002, for a
review). Research has found that maternal prenatal
smoking predicts childhood externalizing behav-
ior, conduct disorder, and delinquency, as well as
adult criminal and violent offending (Brennan,
Grekin, & Mednick, 1999; Brennan, Grekin,
Mortensen, & Mednick, 2002; Fergusson,
Horwood, & Lynskey, 1993; Fergusson,
Woodward, & Horwood, 1998; Orlebeke, Knol, &
Verhulst, 1997; Rantakallio, Laara, Isohanni, &
Moilanen, 1992; Wakschlagetal., 1997; Weissman,
Warner, Wickramaratne, & Kandel, 1999).
Researchers have also found that smoking during
pregnancy predicts early-onset offending (Gibson,
Piquero, & Tibbetts, 2000), as well as life-course
persistent offending that begins early in life and
continues into adulthood (Piquero, Gibson,
Tibbetts, Turner, & Katz, 2002).

Fetal alcohol exposure is also an established
risk factor for antisocial behavior in children,
adolescents, and adults (Fast, Conry, & Loock,
1999; Olson et al., 1997; Streissguth, Barr,
Kogan, & Bookstein, 1996). Fetal Alcohol
Syndrome (FAS) is characterized by a host of
cognitive, behavioral, social, and physical deficits
and results from heavy alcohol consumption dur-
ing pregnancy. However, deficits are observed
even in those who have been prenatally exposed
to alcohol yet do not meet diagnostic criteria for
FAS (Schonfeld, Mattson, & Riley, 2005). For
example, two studies found high rates of delin-
quency in children and adolescents with heavy
fetal alcohol exposure, even if they did not have
FAS (Mattson & Riley, 2000; Roebuck, Mattson,
& Riley, 1999). In addition, research has demon-
strated that adolescents who were prenatally
exposed to alcohol are overrepresented in the
juvenile justice system. For example, Fast et al.
(1999) found that 3% of adolescents in a juvenile
inpatient forensic psychiatry unit were diagnosed
with FAS and 22% were diagnosed with fetal
alcohol effects, rates much higher than the gen-

eral population. Another study reported that 61%
of adolescents, 58% of adults, and 14% of chil-
dren between the ages of 6 and 11 with fetal alco-
hol exposure had a history of trouble with the law
(Streissguth et al., 1996).

Birth Complications

Birth complications, which consist of delivery
problems such as premature birth, low birth
weight, placement in a neonatal intensive care
unit, forceps delivery, Cesarean section, anoxia,
resuscitation after delivery, pre-eclampsia in the
mother, and low Apgar score, are believed to
negatively impact brain function (Liu, 2004; Liu
& Wuerker, 2005). Several studies have revealed
interactions between birth complications and
various psychosocial risk factors in predisposing
to delinquency and violent crime (Raine,
Brennan, & Mednick, 1994, 1997; Werner,
1987). These findings have been replicated in
large samples across the world (Arseneault et al.,
2002; Brennan, Mednick, & Mednick, 1993;
Hodgins, Kratzer, & McNeil, 2001; Piquero &
Tibbetts, 1999).

Malnutrition

Another early health risk factor that has been
shown to contribute to criminal and antisocial
behavior is malnutrition. In addition to epidemio-
logical studies that show a relationship between
vitamin and mineral deficiency and aggression
(Breakey, 1997; Werbach, 1992), research has
found micronutrient deficiencies in incarcerated
juvenile delinquents (Rosen et al., 1985) and vio-
lence-prone, assaultive young males (Walsh,
Isaacson, Rehman, & Hall, 1997). Further sup-
port for the relationship between malnutrition
during childhood and antisocial behavior in later
life comes from a prospective longitudinal study
which found that children with iron, zinc, or pro-
tein deficiencies at age 3 exhibited more aggres-
sion at age 8, more externalizing behavior at age
11, and more conduct disorder at age 17 (Liu,
Raine, Venables, & Mednick, 2004).
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Nutritional interventions and randomized
controlled trials also provide persuasive evi-
dence that malnutrition relates to criminal
behavior. For example, a large randomized, dou-
ble-blind, placebo-controlled trial revealed that
public-school children given a daily vitamin and
mineral supplement showed a reduction of 47%
in antisocial behavior after 4 months compared
with children given the placebo, although
findings from this study remain controversial
and require replication (Schoenthaler & Bier,
2000). Another randomized controlled trial
found that an enrichment program from ages 3
to 5 significantly reduced antisocial behavior at
age 17 and criminal behavior at age 23 (Raine
et al., 2003). While the enrichment program
consisted of nutrition, education, and physical
exercise, the authors showed that the interven-
tion was most beneficial for children who exhib-
ited signs of malnutrition at age 3, implying that
the nutritional components of the intervention
were the active ingredients in the enrichment
program.

Conclusions

Research in each of the biological domains
reviewed here has contributed to our under-
standing of the development of criminal and
antisocial behavior during childhood. Structural
and functional brain imaging studies have impli-
cated several brain regions in the development
of antisocial behavior, including the amygdala,
the ventromedial prefrontal cortex, and the tem-
poral region. Consistent with the findings of
brain imagining studies, neuropsychological
studies have found that antisocial youth are
characterized by multiple behavioral indices of
brain dysfunction, including executive dysfunc-
tion and IQ deficits. Psychophysiological studies,
which provide less direct information about
brain activity than imaging studies, but are relatively
easier to operationalize, show that antisocial
children are characterized by underarousal and
diminished nervous system responses to stimuli
and stressors. Early health factors, including
minor physical anomalies and prenatal nicotine
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exposure, also appear to play a role in the etiol-
ogy of childhood antisocial behavior. Generally
speaking, many of the biological deficits and
abnormalities observed in adult antisocial popu-
lations also appear to characterize young
antisocials.

There is also evidence showing that the pres-
ence of biological risk factors during childhood
predicts later offending and antisocial behavior
during adulthood. Such findings provide some
support for a key developmental criminological
theory. Moffitt’s developmental taxonomy
(Moffitt, 1993) predicts that more serious life-
course persistent offenders (who engage in
antisocial behavior during childhood and per-
sist in offending into adulthood) will be charac-
terized by neuropsychological deficits during
childhood as compared to adolescent-limited
offenders (who only engage in antisocial behav-
ior during adolescence), whose behavior is
largely normative and likely results from mim-
icking the behavior of their life-course persis-
tent peers.

Taken together, the studies reviewed here sug-
gest the importance of early interventions that
take into account biological risk factors for crime
and antisocial behavior. Programs applied early
in life that combine multidisciplinary health ser-
vices from clinical, social, and educational
domains may have the potential to improve brain
functioning and make a public health contribu-
tion to the reduction of criminal offending.
Programs that focus on pre- and early perinatal
healthcare in pregnant women may represent a
particularly promising avenue for future preven-
tion efforts. One such program, the Nurse Family
Partnership, provides low-income mothers with
home visits from nurses during pregnancy
through the first 2 years of the child’s life
(Olds, 2007). A randomized trial showed that
participation in the program improved maternal
health behaviors during pregnancy and reduced
negative pregnancy outcomes (Olds, Henderson,
Tatelbaum, & Chamberlin, 1986). Additionally,
adolescents born to high-risk, nurse-visited moth-
ers reported fewer arrests and convictions than
controls that did not receive nurse home visits
(Olds et al., 1998).
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Directions for Future Research

Our understanding of the biological risk factors
for childhood antisocial behavior is far from
complete, leaving several promising avenues for
future research. Research questions and hypoth-
eses that will be particularly important to address
and test in future research include the following:

(1) Do the biological risk factors for antisocial
behavior differ in youth who develop antisocial
behavior in childhood vs. adolescence? Similarly,
does the underlying pathology of adolescence-
limited offenders differ from that of life-course
persistent offenders? It is hypothesized that youth
who develop antisocial behavior during child-
hood, as well as those who display life-course
persistent patterns of offending, will be more
strongly characterized by biological risk factors
than youth who offend only during adolescence.
(2) Is the trajectory of brain development differ-
ent in antisocial youth? We predict that longitudi-
nal research that utilizes brain imaging will reveal
distinct neurological developmental trajectories
in antisocial youth as compared to non-delinquent
controls in addition to the already observed cross-
sectional differences in the brain structure and
function of young antisocials. (3) Are biological
risk factors for antisocial behavior limited to
specific subtypes of antisocial youth (e.g. youth
with callous-unemotional traits vs. those with
low levels of these traits)? We hypothesize that
future research will replicate the limited number
of studies that have already found distinct bio-
logical risk factors for youth with callous-unemo-
tional traits vs. those without these traits. There
may also be biological differences between vio-
lent and nonviolent delinquents. (4) Does neuro-
logical and biological functioning mediate (or
partially mediate) the relationship between envi-
ronmental/social risk factors and behavior? We
predict that negative social and physical environ-
ments may disrupt brain and biological function-
ing, which in turn results in an increased
predisposition for antisocial behavior.

Research that tests these hypotheses will be a
crucial next step in advancing the state of life-
course criminological theory and research. Many

of these research questions also point to the more
general need for longitudinal research that mea-
sures biological risk factors at multiple time
points throughout the life-course, beginning in
childhood. This is necessary, in part, in order to
establish the chronological sequencing of bio-
logical risk factors and antisocial behavior. For
instance, longitudinal studies will allow us to
determine whether biological risk factors, such as
head injuries, precede the development of antiso-
cial behavior during childhood rather than occur-
ring as the result of the risky and impulsive
behavior that often accompanies antisocial behav-
ior. Future longitudinal research may also help to
better elucidate the mechanisms linking biologi-
cal risk factors to antisocial behavior. For instance,
investigating the pattern of EEG activity across
the lifespan, especially in old age, would do much
to help resolve the question of whether increased
slow-wave EEG activity in antisocial children
reflects delayed cortical maturation or instead
reflects chronic underarousal. Given that the
developing brain is still undergoing various mat-
urational processes during childhood, the incor-
poration of brain imaging into longitudinal
research would also greatly contribute to our
understanding of how brain structure and func-
tioning relates to the development of criminal
behavior during both childhood and adulthood.
Additionally, longitudinal studies are needed
in order to examine biosocial interactions within
a developmental framework. Most existing stud-
ies have examined biosocial interactions in rela-
tion to between-individual differences in
antisocial behavior. However, it is also possible
that biological risk factors impact within-person
changes in antisocial behavior as a function of
the changing social environment. This idea is
suggested by a key developmental criminological
theory. According to Moffitt’s developmental
taxonomy (Moffitt, Caspi, Harrington, & Milne,
2002), not only are life-course persistent indi-
viduals characterized by neuropsychological
deficits experienced early in life, but this biologi-
cal risk is exacerbated by high-risk social envi-
ronments whose content changes across the
life-course. During childhood, factors such as
inadequate parenting, disrupted family bonds,
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and poverty comprise the relevant environmental
risk. However, as the child ages, environmental
risk factors expand to include poor relations with
peers and teachers, and later poor relations with
partners and employers.

Moffitt’s theory also points to the importance of
considering the dynamic interplay between biologi-
cal and social risk factors that unfolds over time.
Early in life, Moffitt (1993) argues that children
with neuropsychological problems and difficult
temperaments are more likely to evoke negative
parental responses and poor parenting, which in
turn exacerbates their predisposition for criminal
behavior. Later in life, personal characteristics, such
as impulsivity and poor self-control, increase the
likelihood that individuals will make decisions that
lead to opportunity-blocking outcomes, such as
teenage pregnancy and school dropout. Longitudinal
research that measures both biological and social
risk factors over time will allow researchers to clar-
ify the precise nature of this ongoing and likely
reciprocal interaction between biological and social
risk factors over the life-course.

In sum, there are many promising avenues
through which biosocial research has the contin-
ued potential to contribute to our understanding
of the development of criminal and antisocial
behavior during childhood and across the life-
course. Though some sociologically trained
criminologists may feel ill-equipped to incorpo-
rate biological research methods into their
research, biological research need not be costly
nor complex. Psychophysiological research
(especially heart rate) is relatively simpler and
less costly to operationalize than other biological
measures (such as brain imaging), making it a
particularly accessible option for criminologists
interested in incorporating biological risk factors
into their research agendas. Through such
research, developmental criminologists have the
potential to contribute to a more integrated, mul-
tidisciplinary approach to understanding antiso-
cial behavior both during childhood and across
the life-course. Indeed, it is suggested that crimi-
nologists are perhaps better placed than other sci-
entists to reap the benefits gleaned from the past
decades of research into the biology of antisocial
behavior in children, and to develop exciting and
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novel biosocial research studies that will result in
groundbreaking advances into our understanding
of early factors during development which result
in adult crime and violence. Such interdisciplin-
ary collaborations have the promise of revolu-
tionizing the field of criminology.
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Influences on the Development
of Childhood Antisocial Behavior:
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Abstract

During the past couple of decades, there has been a tremendous amount of
empirical research examining the genetic foundation to antisocial behav-
iors at various stages of the life course. The results of these studies have
consistently revealed that about 50% of the variance in antisocial behav-
iors is the result of genetic factors, with most of the remaining variance
being attributable to nonshared environmental influences. More recently,
there has been a significant focus on trying to identify the specific genes
that might be involved in the etiology of these types of behaviors. Although
the findings have been relatively inconsistent and mixed, there is an emerg-
ing body of research indicating that genes have their most consistent and
powerful effects when they are paired to environmental risk factors.
Unfortunately, most of this genetic research has yet to be integrated into
life-course criminology. The purpose of the current chapter is to review
some of the research bearing on the genetic underpinnings to antisocial
behaviors and discuss the various ways that it has application to crimino-
logical theory and research and to offer avenues for future research.
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Beginning in infancy, measures of temperament

Introduction

One of the hallmarks of human nature is the
strong degree of relative stability in behaviors
and traits over long swaths of the life course.
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have been shown to predict behaviors and traits
in adolescence and even adulthood (Tremblay
et al., 2004). As infancy rolls into childhood, the
degree of stability becomes even more pronounced.
Personality traits measured in children as young
as 3 years of age, for example, have been shown
to predict those same personality traits nearly 20
years later (Caspi, Harrington, et al., 2003;
Moffitt, 1990). What this means is that children
who are characterized as being shy, aggressive, or
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impulsive are likely to develop into adolescents
who are also described as being shy, aggressive,
or impulsive. That there is such a high degree of
stability during a period in the life course that
spans across significant social and biological
development underscores the fact that human
nature is essentially built on stability. Stability
also appears to be the general rule for antisocial
behaviors. A long line of research has revealed,
for instance, that one of the strongest and most
consistent predictors of adolescent delinquency
and adult criminal behavior is a history of antiso-
cial behavior that dates back to childhood
(Campbell, Shaw, & Gilliom, 2000; Farrington,
1991; Loeber, 1982; Olweus, 1979). The effect
sizes associated with childhood antisocial behav-
ior tend to be stronger than those of most known
predictors of crime and delinquency, including
poverty, gender, and race. Perhaps that is why
one of the more well-known criminological
adages is that “adult criminal behavior virtually
requires a history of childhood antisocial behav-
ior” (Robins, 1978, p. 611).

Although antisocial behavior is known to
emerge in childhood and remain relatively stable
up through adulthood, most criminological theo-
ries that attempt to explain the origins of criminal
behavior focus on factors evident in adolescence
or adulthood. Some of the more dominant expla-
nations of criminal behavior, for example, focus
on adolescent social bonds, exposure to delin-
quent peers, drug use, employment status, and
school-level factors, to name a few. The problem
with most of these theoretical explanations is that
they do not comport with the empirical evidence
related to the stability of antisocial behaviors.
Rather than attempting to uncover the factors that
ultimately give rise to childhood antisocial behav-
ior, these theories ignore childhood antisocial
behavior and instead argue that the rapid rise in
delinquent behavior during adolescence has to be
explained by factors that are evident in adoles-
cence. This assertion is particularly problematic
because since antisocial behavior surfaces in
childhood and remains relatively stable over time,
this necessarily means that the causes of criminal
behavior are not likely to be found in adolescence
or adulthood, but rather in childhood. A complete

K.M. Beaver and E.J. Connolly

explanation of delinquent and criminal behavior
therefore necessitates pealing back time and
exploring factors associated with antisocial
behaviors that are evident during childhood,
infancy, or perhaps even earlier.

Even though criminologists have largely
ignored the role of childhood in the etiology of
later-life criminal and delinquent behaviors (but
see Gottfredson & Hirschi, 1990), there has been
a huge amount of attention given to the link
between childhood and subsequent human devel-
opment among researchers in other disciplines,
such as psychology and psychiatry. Overall, this
line of research has focused on two broad groups
of factors that have been shown to consistently
explain variance in an assortment of childhood
behaviors: genetic factors and environmental fac-
tors. The proceeding section will examine how
genetic and environmental effects are estimated.
Importantly, some of the most cutting-edge
research in criminology and behavioral genetics
has drawn attention to the various ways in which
environmental factors moderate the effects of
genetic tendencies (and vice versa) in the produc-
tion of childhood antisocial behaviors. This
research will be reviewed and explained in terms
of its implications for criminological theory and
research. Last, the chapter will conclude by dis-
cussing policy implications and directions for
future research.

Genetic and Environmental Effects
on Childhood Antisocial Behavior

Whereas most criminological research focuses
almost exclusively on environmental influences
to behavior, research focusing on childhood rou-
tinely explores the genetic and environmental
underpinnings to childhood behaviors, including
antisocial behaviors. In order to examine the dual
effects of genetic and environmental factors, it is
almost a requirement that at least two children
per household are included in a research sam-
ple (except in the case of adoption studies). The
most straightforward and perhaps most widely
used methodology that includes two children
per household is the twin-based research design
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(Plomin, DeFries, McClearn, & McGuffin, 2008).
The twin-based methodology takes advantage of
a naturally occurring experiment known as
twinning. Twinning occurs when two (or more)
siblings are conceived during the same preg-
nancy. There are two types of twins: monozygotic
(MZ) twins and dizygotic (DZ) twins. MZ twins
are genetic clones of each other and thus share
100% of their DNA, while DZ twins are, geneti-
cally speaking, just as similar to each other as
regular biological siblings, meaning that they
share about 50% of their DNA. Both types of
twins, however, are assumed to share environments
that are roughly comparable (referred to as the equal
environments assumption). For example, twins
from MZ pairs and twins from DZ pairs typically
are raised by the same parents, are reared in the
same households, exposed to the same neighbor-
hoods, attend the same schools, and frequently
share many of the same peers. If the equal envi-
ronment assumption is fulfilled, then the only dif-
ference between MZ twins and DZ twins is the
amount of genetic material they share.

To estimate genetic and environmental effects,
the behavioral similarity of twins from the same
MZ twin pair is compared to the behavioral simi-
larity of twins from the same DZ twin pair.
Genetic effects are detected when the similarity
of MZ twins exceeds the similarity of DZ twins.
And, as the similarity of MZ twins increases in
relation to the similarity of DZ twins, the genetic
effect becomes stronger. The proportion of vari-
ance that genetic factors account for is referred
to as heritability. In addition to estimating genetic
effects, twin-based research designs are also able
to estimate environmental influences. Unlike
most criminological research, studies employing
the twin-based research design make the distinc-
tion between two types of environments: shared
environments and nonshared environments.
Shared environments are environments that are
indistinguishable between siblings and that work
to make siblings more similar to each other.
Some of the more common examples of shared
environments include parental-wide socializa-
tion techniques, family socioeconomic status,
and neighborhood-level structural conditions.
Nonshared environments, in contrast, are envi-

ronments that are unique to each sibling and that
operate in a fashion that makes siblings differ-
ent from each other. Child-specific parenting, dif-
ferent peer groups, and random events are some
examples of nonshared environments. The non-
shared environmental component also captures the
effects of error. In total, heritability, the shared
environment, and the nonshared environment
account for 100% of the variance in the trait or
behavior of interest (Plomin et al., 2008).
Twin-based research designs have been used
to estimate genetic and environmental influences
on variance in virtually every measurable human
phenotype. Overall, the results have been quite
consistent in revealing that most human traits and
behaviors are about 50% heritable, about 10%
due to the shared environment, and about 40%
the result of nonshared environmental factors
(Mason & Frick, 1994; Miles & Carey, 1997;
Rhee & Waldman, 2002). This same pattern of
findings has been detected for an array of antiso-
cial behaviors that begin to emerge very early in
the life course. For example, conduct disorder,
oppositional defiant disorder, and other indica-
tors of misbehavior in childhood have been shown
to be about 50-80% heritable (Arseneault et al.,
2003; Coolidge, Thede, & Young, 2000; Moffitt,
2005; Raine, 1993; Reiss, Neiderhiser,
Hetherington, & Plomin, 2000). These findings
are unlikely the result of a methodological or sta-
tistical artifact because they have been detected
across different studies, analyzing different sam-
ples, and using different analytical techniques.
Critics of genetic research often argue that
there are some limitations with twin-based
research that artificially increase heritability esti-
mates while, at the same time, artificially decrease
environmental (both shared and nonshared) esti-
mates. The most common attack centers on viola-
tions of the equal environments assumption.
According to this argument, MZ twins are treated
more similarly than are DZ twins. As a result,
their increased similarity is the result of environ-
mental factors, not genetic ones. Although there
is evidence suggesting that the equal environ-
ments assumption is frequently met (Cronk et al.,
2002; Gunderson et al., 2006; Kendler, 1983;
Kendler, Neale, Kessler, Heath, & Eaves, 1993;
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Morris-Yates, Andrews, Howie, & Henderson,
1990), any violation of this assumption could
produce biased parameter estimates. Fortunately,
there are other research designs that can be used
to estimate heritability, shared environmental,
and nonshared environmental influences. While
providing an in-depth discussion of these alterna-
tive methodologies is beyond the scope of this
chapter, it is worth mentioning that the findings
generated from traditional twin-based research
designs have been replicated using adoption
research designs, family-based research designs,
and even research designs that focus on MZ twins
who were separated at birth and reunited in adult-
hood (Plomin et al., 2008). Very few social sci-
ence findings have been replicated as extensively
as those that underscore the role of genetic fac-
tors in the development of human behaviors,
including childhood antisocial behaviors.

The connection between childhood antisocial
behaviors and later-life crime and delinquency
may also be partially explained by genetic fac-
tors. Researchers have extended the univariate
twin-based research design to a bivariate twin-
based research design (e.g., correlated factors
model or bivariate Cholesky decomposition mod-
els) as a way to decompose the covariance
between two behavioral measures. These types of
modeling strategies can be applied to the study of
behavioral stability to estimate the extent to
which genetic, shared environmental, and non-
shared environmental factors are responsible for
the covariance (or stability) in behaviors over
time. Studies using these bivariate genetic mod-
eling strategies have examined the extent to
which genetic factors account for stability in anti-
social behaviors over different parts of the life
course. The results of these studies have consis-
tently revealed that genetic factors account for a
significant proportion of the variance in behav-
ioral stability as well as stability in antisocial per-
sonality traits (e.g., Beaver, Wright, DeLisi, &
Vaughn, 2008; Haberstick, Schmitz, Young, &
Hewitt, 2005; Johnson, McGue, & Krueger,
2005; Larsson, Larsson, & Lichtenstein, 2004).
For example, van Beijsterveldt, Bartels, Hudziak,
and Boomsma (2003) analyzed a sample of
twin children and adolescents to estimate genetic
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influences on the stability of aggression. The results
of their longitudinal genetic analysis revealed
that genetic factors accounted for 65% of the
stability in aggression over time.

In summary, the existing evidence indicates
that antisocial behavior emerges in childhood and
that it is about 50% heritable. Childhood antiso-
cial behavior, moreover, is relatively stable,
meaning that children who display signs of anti-
social behavior are more at-risk for persisting
with antisocial behavior into adolescence and
adulthood than children who do not show signs
of antisocial behavior. And the stability in antiso-
cial behavior over the life course is partially the
result of genetic factors. Taken together, the
extant literature underscores the importance of
genetic factors in the development of childhood
behavioral problems as well as the importance of
genetic factors to understanding stability in anti-
social behaviors.

Gene-Environment Interaction

Thus far we have discussed the etiological origins
of childhood antisocial behaviors as though
genetic effects could be neatly divided from envi-
ronmental effects and the two could be studied
independently of each other. In reality, though,
genes and the environment are highly intertwined,
mutually interdependent, and work in an interac-
tive way in a process known as a gene-environ-
ment interaction. Much of the most cutting-edge
research, for example, has highlighted the ways
in which genetic factors modify the effects of
environmental factors and the ways in which
environmental factors moderate the effects of
genetic factors (Beaver et al., 2007; Caspi et al.,
2002; Cleveland, Wiebe, & Rowe, 2005; Foley
et al., 2004; Kim-Cohen et al., 2006; Vanyukov
et al., 2007). When viewed through a gene-envi-
ronment interaction lens, it is relatively easy to
see why trying to study the effects of genes inde-
pendent of the environment (and vice versa) truly
misses the mark.

A rapid growing body of research has exam-
ined gene-environment interactions in relation to dis-
eases, disorders, personality traits, and behaviors.
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Although gene-environment interactions can be
tested using a range of different analytical tech-
niques, two commonly employed methods are
through stratification and through multiplicative
interaction terms. With stratification, a twin-
based analysis is conducted to estimate genetic,
shared environmental, and nonshared environ-
mental effects on the phenotype of interest, such
as childhood conduct disorder. The potential
environmental moderator (i.e., the “environ-
ment” in a gene-environment interaction) is then
divided into different categories or often simply
dichotomized. The genetic analyses are then
recalculated for each separate category. The vari-
ance components estimates are then compared to
see if they vary as a function of exposure to the
environment of interest. If heritability estimates
differ significantly between or among categories,
then this is often interpreted as evidence of a
gene-environment interaction. For example,
Asbury, Wachs, and Plomin (2005) employed
this approach to study gene-environment inter-
actions on verbal and nonverbal skills in chil-
dren. Their analysis revealed evidence that
certain environments were able to moderate
genetic influences on verbal and nonverbal skills.
Similar results have also been reported for delin-
quency, violence, and victimization when esti-
mated using the stratification approach (Beaver,
2011).

The second main way to test for gene-environ-
ment interactions is by creating a multiplicative
interaction term between a measured gene and a
measured environment. To understand this
method of examining gene-environment interac-
tions, it is necessary to introduce some basic ter-
minology regarding genetics. Genes are strings
of DNA that work together to code for the pro-
duction of proteins. All people inherit two copies
of each gene that is located on the autosomes:
one copy is inherited maternally and one copy is
inherited paternally. For most genes there is only
one copy of the gene in existence and thus all
people have the same copies for that gene (i.e.,
there is not any genetic variation for these genes).
For a small percentage of all genes, though, there
are two or more different copies of the gene avail-
able. Genes that vary are referred to as genetic

polymorphisms and alternative copies of the gene
are referred to as alleles.

Particular interest lies with genetic polymor-
phisms because the various copies of these genes
produce genetic variation and genetic variation
has the potential to explain variation in pheno-
types. Focusing on genes that do not vary would
be, in many ways, relatively useless because it
would be akin to trying to explain a variable (e.g.,
variation in childhood antisocial behavior) with a
constant (i.e., a gene that does not vary).
(However, as a side note, because of complex
splicing mechanisms, genes that do not vary can
actually code for the production of different pro-
teins. A discussion of this topic, however, falls
outside the scope of the current chapter.) Of all
the genetic polymorphisms that have been stud-
ied in relation to antisocial behaviors, those that
are involved in neurotransmission are the most
promising candidate genes linked to the develop-
ment of antisocial behaviors.

Neurotransmission, in very general terms,
refers to the process by which neurons communi-
cate with one another. Neurons are brain cells
that consist of a cell body as well as axons and
dendrites that are interconnected with each other.
When a message (i.e., an electrical impulse)
needs to be transmitted across the brain, it runs
through a complex web of neurons, where the
message is transferred from neuron to neuron to
neuron until it reaches its final destination.
Neurons, however, are not physically wired
together, but rather are separated by a gap referred
to as a synapse or synaptic gap. In order for a
message to be transmitted from one neuron to
another, the synapse must be bridged in some
capacity. This is where neurotransmitters come
into play. Neurotransmitters are chemical mes-
sengers that are released from the vesicles of the
presynaptic neuron, where they cross the syn-
apse, and lock into receptors on the postsynaptic
neuron. Different effects will be generated from
the neurotransmitter depending on the type of
neurotransmitter released and depending on
where the postsynaptic neuron is located and the
density of receptor sites. Some neurotransmitters
have inhibitory properties while others have
excitatory properties. Dopamine, serotonin, and
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norepinephrine are some of the more commonly
studied neurotransmitters in terms of human
behaviors and traits.

After neurotransmitters have delivered the
message to the postsynaptic neuron, they need to
be removed from the synapse. There are two key
ways that neurotransmitters are eliminated from
the synaptic gap. First, in a process known as
reuptake, transporter proteins are released that
ultimately seek out and capture neurotransmitters
from the synapse where they are returned to the
presynaptic neuron. Second, enzymes can be pro-
duced that breakdown neurotransmitters from the
synapse into inactive particles where they are
flushed from the synaptic gap. Monoamine oxi-
dase A (MAOA), for example, is an enzyme that
metabolizes neurotransmitters, such as dopamine
and serotonin. Importantly, both of these pro-
cesses are controlled in large part by genetic fac-
tors. For example, the production of transporter
proteins and the production of enzymes that
degrade neurotransmitters are coded for by genes
and, in some cases, genetic polymorphisms.
Some of these genetic polymorphisms have also
been shown to have functional consequences
wherein certain alleles are responsible for pro-
ducing proteins and enzymes with different activ-
ity levels or other functional differences.

Now that we have covered some of the basics
of genetics, we can return to the original issue
about how to test for gene-environment interac-
tions using a multiplicative interaction term.
Typically, the genetic polymorphism is coded
either trichotomously (to reflect the total number
of “risk” alleles a person carries) or dichoto-
mously (for genes located on the sex chromo-
somes or when employing a recessive or dominant
coding scheme). This genetic variable is then
multiplied by an environmental measure, which
is typically coded the same way it would be when
used in a traditional standard social science meth-
odology. The resulting product term is then
entered into a regression equation along with the
constituent variables to predict variation in some
phenotype, such as an antisocial behavioral
phenotype (e.g., low self-control, aggressiveness,
hyperactivity, etc.). If the interaction term is a
statistically significant predictor of the pheno-
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type, then the results indicate that at least part of
the variation in the phenotype is the result of a
gene-environment interaction. What is important
to bear in mind, however, is that a multiplicative
interaction term only reveals whether there is a
statistically significant interaction effect; it does
not reveal any information about the underlying
mechanisms that give rise to the interaction nor
does it provide any detail about theoretical per-
spectives that might be able to explain the precise
ways in which the gene and the environment
interact. There are two overarching explanations
that have been advanced to help explain the
mechanisms by which genes and the environment
interact: the diathesis-stress model and the
differential-susceptibility model. The following
section will discuss the diathesis-stress model
in detail and provide a brief overview of the
differential-susceptibility model (for more on the
differential-susceptibility model see Simons &
Lei, 2012).

Explanations of Gene-Environment
Interactions

The most commonly employed perspective to
explain gene-environment interactions is known
as the diathesis-stress model. Under this explana-
tion, a person born with a genetic predisposition
for a certain phenotype is only likely to develop
that phenotype when they are exposed to an envi-
ronmental liability in a sufficient dosage. Without
the presence of the environment, the “trigger”
needed to make their genetic potential realized is
absent and thus their genetic potential remains
muted. When the environmental liability is pres-
ent, however, it acts as a trigger on the genetic
effect and, as a result, increases the likelihood of
the phenotype to surface. The diathesis-stress
model has been used to explain the etiological
origins to a wide range of psychopathologies,
including depression (Caspi, Sugden, et al.,
2003), schizophrenia (Walker & Diforio, 1997),
antisocial behaviors (Jaffee et al., 2005), and
many other disorders and diseases.

Recently, however, an alternative to the
diathesis-stress model has been offered by Belsky
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(Belsky & Pluess, 2009) in his advancement of
what is known as the differential-susceptibility
model. According to the differential-susceptibil-
ity model, genetic variants should not necessarily
be viewed as risk factors that predispose to anti-
social and negative phenotypes, but rather should
be viewed as markers for how susceptible indi-
viduals are to their environments (for more see
Simson and Lei, 2012).

Nevertheless, most gene-environment studies
are not uniquely designed to test directly the pre-
dictions made by differential susceptibility. For
example, gene-environment research almost
exclusively characterizes genes as risk factors,
measures maladaptive environments, and focuses
on negative phenotypes. The diathesis-stress
model would predict that the more risk alleles a
person possesses the more likely they are to score
high on a negative phenotype when exposed to a
maladaptive environment. The prediction that
separates the two models has to do with what
happens when risk/plasticity alleles are paired
with a positive environment. According to the
diathesis-stress model, risk alleles should have
no effect on the phenotype when paired with a
positive environment, whereas the differential-
susceptibility model would predict that subjects
who have a relatively large number of plasticity
alleles and who are faced with a positive environ-
ment should score the lowest on the negative
phenotype of interest.

Given that both the diathesis-stress and differ-
ential-susceptibility models make the same pre-
dictions about the interaction between genes and
the environment in the prediction of negative
phenotypes, it is nearly impossible to glance at
the results of a statistical interaction and deter-
mine which of the two perspectives is supported.
To help interpret any statistically significant
gene-environment interactions, researchers usu-
ally plot the interactions by estimating the pre-
dictive values/probabilities on the outcome
measures across different genotype/environment
combinations. The precise ways in which the
gene-environment interactions are plotted vary
depending on the type of environmental variable
employed (e.g., dichotomous vs. continuous) as
well as how genotype is measured (e.g., through

a single gene or through a system of genes). In
general, though, the point of departure between
the two models has to do with the combination of
scoring high on the genotype measure (i.e., a high
number of risk/plasticity alleles) and being
exposed to a positive environment. Figure 3.1
shows the predictions for the diathesis-stress
model. As can be seen, there is a linear associa-
tion between the number of risk alleles and scores
on the phenotypic outcome (ranging from absence
of a negative outcome to a negative outcome) for
subjects who are exposed to “bad” environments.
For persons who are exposed to “good” environ-
ments, there is no association between the num-
ber of risk alleles and scores on the phenotypic
outcome. In short, according to the diathesis-stress
model, risk alleles only matter in the prediction
of phenotypic outcomes when they are paired to
bad environments.

Figure 3.2 depicts a gene-environment
interaction that would be consistent with the
differential-susceptibility hypothesis, but not the
diathesis-stress model. As can be seen, there is a
positive association between the number of plas-
ticity alleles and the phenotypic outcome (ranging
from a positive outcome to a negative outcome)
for subjects who were exposed to “bad” environ-
ments. In contrast, there is a negative association
between the number of plasticity alleles and the
phenotypic outcome for subjects who were
exposed to “good” environments. When looking
only at subjects who had three plasticity alleles, it
is easy to see that those who were exposed to
“bad” environments scored the worst on the phe-
notype, while those who were exposed to “good”
environments scored the best on the phenotype.
This better-or-for-worse phenomenon is precisely
what is predicted by differential susceptibility, but
not by the diathesis-stress model.

Keep in mind that a direct test of the differen-
tial-susceptibility hypothesis would necessitate
an environment that is situated along a continuum
where the lowest scores would represent a “good”
environment and the highest scores would repre-
sent a “bad” environment. Similarly, the outcome
measure should be measured such that a low
score represents a “positive” outcome and a high
score represents a “negative” outcome. For the
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(ranging from absence of negative to negative)
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Fig. 3.1 Graphical depiction of a gene-environment
interaction predicted by the diathesis-stress model

—e—Good Environment
—=—Bad Environment

Phenotypic Outcome
(ranging from a positive outcome to a negative outcome)

Number of Plasticity Alleles

Fig. 3.2 Graphical depiction of a gene-environment
interaction predicted by the differential-susceptibility
model

most part, gene-environment studies employ
environmental measures and outcome variables
where a high score represents a negative environ-
ment/outcome and a low score represents the
absence of a negative environment/outcome. The
absence of a negative environment/outcome does
not usually equate to a positive environment/out-
come. For example, not being the victim of child-
hood abuse is not necessarily a positive rearing
environment; rather, a positive rearing environ-
ment would entail high levels of maternal and/or
paternal warmth, supervision, and attachment.

A number of studies have emerged that have
attempted to directly test the differential-sus-
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ceptibility model in relation to a series of dif-
ferent phenotypes. Overall, the results have
been largely consistent with the predictions of
this explanation. Much of these studies focus
on adolescents and adults with findings indicat-
ing that gene-environment interactions work in
a better-or-for-worse fashion for outcomes,
including self-regulation (Belsky & Beaver,
2011), depressive symptoms (Taylor et al.,
2006), and child affective problems (Mills-
Koonce et al., 2007), among others (see Belsky
& Pluess, 2009). There are also some studies
indicating that differential susceptibility has
application to childhood antisocial behaviors.

To illustrate, Bakermans-Kranenburg, van
IJzendoorn, Pijlman, Mesman, and Juffer
(2008) and Bakermans-Kranenburg, van

IJzendoorn, Mesman, Alink, and Juffer (2008)
examined the effects of positive parenting inter-
ventions on children with different alleles for a
polymorphism in the DRD4 gene. They found
that children with the 7-repeat allele, only after
being exposed to positive parental discipline,
showed a significant decrease in externalizing
behavior problems whereas children without
the 7-repeat allele did not. Findings from this
study suggest that children may be differen-
tially susceptible to environmental changes,
such as maternal discipline, based on their
genotype.

Interest in the gene-environmental basis to
childhood antisocial behaviors has gained a
significant amount of traction recently. With the
advancement of the differential-susceptibility
model, even more interest in the various ways
in which genes and the environment combine
together to create phenotypic variation early in
the life course is likely to be realized. If the
results continue to underscore the dual role of
genetics and the environment in antisocial
behaviors, then criminological theory and
research will have to make a concerted effort to
study these effects in a more precise and
scientific way. Below we detail some of the
avenues for future research, but before doing so
we briefly outline some of the policy implica-
tions that can flow from gene-environment
research.
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Policy Implications

The findings generated from behavior genetic
and biosocial criminological research provide
some guidance as to potential policies that could
prevent and reduce antisocial behaviors.
Specifically, there are three main ways in
which biosocial research can guide and inform
policy. First, these studies indicate the time period
during which prevention programs should
be implemented: childhood. Unfortunately, the
overwhelming amount of criminological
research focuses on identifying the etiological
factors for antisocial behaviors by examining
samples that consist of adolescents and young
adults. As a long line of research reveals, how-
ever, antisocial behavior has its roots in childhood
and once it emerges it remains relatively stable
(Loeber, 1982; Olweus, 1979). Thus, the most
effective way to reduce adolescent delinquency
and adult criminal behavior is to prevent it from
surfacing during childhood. Intervention
research has supported this claim by showing
that early intervention programs are among the
most effective at preventing antisocial behaviors
and the earlier the intervention is implemented,
the larger the reduction in antisocial behaviors
(Lipsey & Wilson, 1998; Olds et al., 1998;
Yoshikawa, 1995).

Second, biosocial criminological research
draws attention to the types of environmental fac-
tors that should be the focus of prevention and
intervention programs: nonshared environmental
factors. Recall that nonshared environmental fac-
tors account for about 40% of the variance in
antisocial behaviors, while shared environmental
factors account for about 10% of the variance in
antisocial behaviors. Using these findings as a
guide, prevention and intervention programs
should try to identify salient criminogenic non-
shared environmental factors and then attempt to
reduce exposure to these environments. For
example, Olds et al. (1998) Nurse-Family
Partnership has been shown to be quite effective
at preventing the emergence of antisocial behav-
iors. Perhaps this should not be too surprising as
this program focuses on a significant number of

nonshared environments that have been linked to
antisocial behaviors, including reducing expo-
sure to toxins in utero. Efforts designed to reduce
antisocial behaviors by focusing on shared envi-
ronmental factors are unlikely to exact any type
of long-term behavioral change. Currently,
though, most programs focus on criminogenic
environments that would fall under the rubric of
shared environments, which perhaps explains
why so many of these programs are not very
effective at changing antisocial behaviors.

Third, biosocial criminological research can
be used to help identify the specific children who
are most likely to benefit from prevention and
intervention programs by focusing on genetic
factors. Whether one adheres to a diathesis-stress
model or a differential-susceptibility model in the
interpretation of gene-environment interactions,
both models point to the same conclusion: children
with the greatest number of risk/plasticity alleles
are the same children who would benefit the most
from intervention programs. To illustrate, accord-
ing to the logic of the diathesis-stress model,
children who are at greatest risk for developing
antisocial behaviors are those children who have
a genetic predisposition for antisocial behavior
and who also are exposed to criminogenic or dis-
advantaged environments. If either of these fac-
tors drop out of the equation, then antisocial
behavior is unlikely to emerge. Since it is not
possible to alter DNA sequences, the most effec-
tive way to use the information from the gene-
environment research is to focus on environmental
factors that act as triggers for genetic predisposi-
tions. By changing exposure to the environment,
the genetic liability should never materialize and
the odds of antisocial behavior should fall as
well. Keep in mind that children who do not have
a genetic predisposition for antisocial behavior
would be unlikely to engage in antisocial behav-
iors and thus pulling them into a prevention pro-
gram would not be an effective use of resources.

Similar logic can be applied when using the
differential-susceptibility model. According to this
perspective, children who have the greatest num-
ber of plasticity alleles are the ones who are the
most likely to be molded by their environments.
This bodes extremely well for intervention and
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prevention programs which attempt to change
antisocial behaviors or prevent the propensities for
antisocial behaviors from materializing. Programs
based on the foundation of differential-susceptibil-
ity thesis would benefit by identifying those chil-
dren with a relatively “plastic” genotype as these
would be the same children who would be affected
most by the program. Using genetic information in
this way would help to (1) identify children who
are most likely to benefit from the program, (2)
reduce the number of children who would be fun-
neled through a program and likely not be affected
by it, and (3) channel scarce resources to those
who are most likely to be affected. If these short
guidelines are followed, there is a good chance
that crime and delinquency would drop among
program participants and that the cost effective-
ness of programs would increase.

Future Directions

The study of genetic and gene-environment inter-
actions in relation to antisocial behaviors and
later-life criminal behaviors remains on the
fringes of the criminological discipline. Only
recently has there been a significant number of
studies published that deal precisely with issues
related to the genetic and gene-environment
underpinnings to antisocial behaviors and, as a
consequence, there remains much unknown about
this line of inquiry. Below, we sketch three main
ways in which criminologists should attempt to
weave this perspective into their own research.
First, and perhaps more importantly, there
needs to be a serious effort to integrate genetic
findings and genetic concepts into existing life-
course/developmental theories of crime. This
certainly will not be an easy task, but the payoff
could be quite lucrative. For example, within the
life-course perspective, there is a considerable
amount of interest in examining factors that are
associated with the stability and change of anti-
social behaviors. While there is evidence that
genetic factors account for both behavioral stabil-
ity and change (Rhee & Waldman, 2002), almost
no criminological research entertains this possi-
bility. Merging together behavior genetic meth-
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odologies with some of the more widely used
criminological methodologies to study stability
and change (e.g., group-based modeling) is
needed. Similarly, research guided by Sampson
and Laub’s (1993) theory has examined the vari-
ous life-course transitions that might deflect an
individual off of an antisocial pathway and onto a
prosocial one. Salient life events, such as mar-
riage, have been shown to facilitate the desistance
process (Bersani, Laub, & Nieubeerta, 2009).
What has not been explored in great detail, how-
ever, is why there is so much heterogeneity in
response to these transitions—that is, some
offenders benefit from marriage, but most offend-
ers who marry continue to offend. Examining
whether certain genes may moderate the influence
of life-course transitions on desistance is another
way in which genetic research could be used
to guide life-course criminological research.
Importantly, integrating genetic findings into
criminological theories would result in more
explanatory power and less error in predicting
who will be affected by life-course transitions
and other theoretically relevant variables. This is
just one of the many ways that genetic research
could be folded into developmental theories with-
out changing the thrust of the theory and without
changing many of the assumptions of human
nature that these theories are built upon.

Second, criminological research needs to
employ genetically sensitive research designs
that are able to estimate genetic, shared environ-
mental, and nonshared environmental effects on
antisocial behaviors in childhood, adolescence,
and adulthood. Across the entire life course,
genetic and nonshared environmental factors
have been shown to be the two dominant sources
of variation in antisocial behaviors (although
shared environmental influences matter in child-
hood). Virtually all criminological research, how-
ever, employs standard social science
methodologies which are unable to separate the
effects of genetics, shared environments, and
nonshared environments (Wright & Beaver,
2005). In short, the findings flowing from crimi-
nological research are likely misspecified and
thus could be contributing to a knowledge base
that is partially or wholly incorrect (Beaver,
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2009). The only way to correct this serious limi-
tation is by sampling multiple children from the
same household which would allow crimino-
logists to provide relatively accurate parameter
estimates for genetic factors, shared environmen-
tal factors, and nonshared environmental factors.
Failure to implement such changes in the way
criminological research is conducted will likely
lead to a marginalization of the criminological
discipline.

Third, genotypic information needs to be
included in criminological samples. By genotyp-
ing respondents, criminologists will be placed in
a unique situation where they will be able to test
for gene-environment interactions that might
ultimately give rise to antisocial and criminal
behaviors. A handful of criminological samples,
such as the Add Health, the National Youth
Survey (NYS), and the National Longitudinal
Study of Youth 1979 (NLSY79), already include
sibling pairs and/or genotypic information that
can be used to examine gene-environment inter-
actions in relation to life-course criminology.
Large scale longitudinal data sets such as the
Pittsburgh Youth Survey (PYS), the Rochester
Youth Development Study (RYDS), and the
Cambridge Study in Delinquent Development
would greatly benefit from including genetic
measures that could be used to explore gene-
environment interactions across different periods
of the life course. The findings generated from
these studies can even be used as a springboard
to amend existing criminological theories and
even create new theories designed to explain
antisocial behaviors over the life course. Much
of the gene-environment research that is cur-
rently being produced is flowing out of other dis-
ciplines, such as psychology, psychiatry, and
genetics. These other disciplines, however, do
not have the intimate knowledge that criminolo-
gists possess about how and in what ways envi-
ronmental factors ultimately lead to antisocial
behaviors. By drawing on their expertise in crime
and the environmental correlates to it, criminol-
ogists will likely be able to add greatly to the
understanding of how gene-environment inter-
actions are related to the development of antiso-
cial behaviors.

Conclusion

Antisocial behavior is a highly complex pheno-
type that is produced by a wide array of environ-
mental and genetic factors, each of which has
independent and interactive effects. For the most
part, criminological theory and research has only
focused on the effects of environmental factors
and has ignored the potential role of genetics in
the etiology of antisocial behaviors. Research
from multiple disciplines, however, reveals that
this narrow focus is obfuscating the true causes
of crime and more attention should be placed on
criminogenic factors that span multiple units of
analysis ranging from the molecular level to the
macro level. Biosocial criminological research is
trying to do just this, and it is our hope that more
criminologists will join these efforts and begin to
trek into this exciting area that holds particular
promise for unpacking the causes of antisocial
behavior across all sections of the life course.
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Enhanced Susceptibility to Context:
A Promising Perspective on the
Interplay of Genes and the Social
Environment

Ronald L. Simons and Man Kit Lei

Abstract

The goal of this chapter is to demonstrate the importance of incorporating
gene by environment (G X E) interactions into criminological research.
In pursuit of this aim, the chapter is organized in the following way. We
begin by providing a brief primer on genetic variation. We then turn our
focus to the explosion of GxE research that has occurred in the past
decade. These studies find that genetic variation often interacts with envi-
ronmental context to influence the probability of various behaviors, includ-
ing delinquency and crime. Importantly, in many, and perhaps most, of
these studies the genetic variable, unlike the environmental variable, has
little if any main effect on the outcome of interest. Rather, the influence of
the genetic variable is limited to its moderation of the effect of the environ-
mental construct. Such research does not undermine the importance of
environmental factors; rather it shows how social scientific explanations of
human behavior might be made more precise by incorporating genetic
information. Finally, we consider various models of gene—environment
interplay, paying particular attention to the differential susceptibility to
context perspective. This model of G xE posits that a substantial propor-
tion of the population is genetically predisposed to be more susceptible
than others to environment influence. We discuss the methodological and
theoretical implications of this perspective and argue that it is particularly
relevant to the field of criminology.
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Past research has provided strong evidence
that exposure to community disorganization
(Sampson, Morenoff, & Gannon-Rowley, 2002),
harsh parenting (Reid, Patterson, & Snyder,
2002), deviant peers (Warr, 2002), racial discrim-
ination (Simons, Chen, Stewart, & Brody, 2003),
and a wide variety of other adverse circumstances
(Agnew, 2006) increase the chances that a youth
will engage in delinquent or criminal behavior.
Studies have also established, however, that there
is striking variation in the amount of deviant
behavior displayed by children and adolescents
exposed to such conditions (Luthar, 2006; Masten
& Obradovic, 2006). While abusive parenting,
for example, increases the probability of delin-
quency, the majority of abused youth do not man-
ifest this response. Such findings raise questions
regarding the factors that account for this vari-
ability in response to the hazardous circumstances
specified by criminological theories. In the past
decade, a profusion of studies has investigated
the extent to which genetic variability might
operate as important moderators of the associa-
tion between environment adversity and adoles-
cent involvement in antisocial behavior. Findings
from these gene by environment (GxE) studies
suggest that our traditional theories of delin-
quency and crime can be made more precise by
incorporating genetic variables. This chapter is
concerned with showing how this is the case.

We begin with a brief primer on genetics and
then provide an overview of GxE research on
antisocial behavior. Most of these studies utilize
the diathesis-stress perspective which assumes
that some individuals are vulnerable to malad-
justment because they possess genes that cause
them to respond more strongly than others to
adverse environmental circumstances. We argue
that much recent research supports an alternative
point of view usually labeled the differential sus-
ceptibility perspective (Belsky, Bakermans-
Kranenburg, & von Ijzendoorn, 2007; Belsky &
Pluess, 2009; Ellis, Boyce, Belsky, Bakermans-
Kranenburg, & Van Ijzendoorn, 2011). This
model posits that some people are genetically
predisposed to be more susceptible to environ-
mental influence than others. This suggests that
those persons most vulnerable to adverse social
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environments are the same ones who reap the
most benefit from environmental support. In
other words, some people are programmed by
their genes to be more sensitive to environmental
context, for better or worse (Belsky et al., 2007).
After reviewing the evidence supporting this
view, we discuss various theoretical, method-
ological, and treatment implications of this model
for criminology.

Brief Introduction to Genetics

The genetic code is composed of nucleotide base
pairs (bps) that are organized into genes. Genes
represent segments of the genome that contribute
to particular phenotypes or functions through
coding for the production of proteins and
enzymes. Many genes are polymorphic in that
their structure varies somewhat across individu-
als. Each variant is labeled an “allele.” One type
of variation involves the number of times that a
particular set of base pairs is repeated. This type
of variability is referred to as a Variable Number
Tandem Repeat (VNRT). VNTRs are important
as they often alter the product of the gene if they
occur in the coding region or they may influence
the amount of the product (e.g., protein) if
they occur in the promoter region. The other
type of genetic variation is Single Nucleotide
Polymorphisms, frequently called SNPs, which
involves variation in a single nucleotide base pair.
Like VNTRs, SNPs can influence the quality and
amount of product produced by a gene. Much of
the research on antisocial behavior has focused
upon VNTRs. For example, researchers often
compare persons with short vs. long alleles in
genes such as the dopamine receptor gene
(DRD4), the serotonin transporter gene (5-HTT),
and the monoamine oxidase A gene (MAOA)
(Guo, Roettger, & Cai, 2008). Increasingly, how-
ever, studies have broadened their focus to include
SNPs in genes such as the gamma-aminobutyric
acid receptor gene (GABRAZ2) or the dopamine
receptor gene DRD2 (Shanahan, Vaisey, Erickson,
& Smolen, 2008). What all of these genes have in
common is that they influence the availability of
biochemicals fundamental to neurotransmission
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in the brain. Hence, to varying degrees, they
affect the way that we perceive, feel, think about,
and respond to environmental events.

Evidence That Genes Interact With the
Environment to Influence Antisocial
Behavior

In 2002, Caspi et al. (2002) published an article
in Science reporting an interaction between child
maltreatment and variants of the MAOA gene in
predicting antisocial behavior of young adult
males. The results indicated that abusive treat-
ment had a main effect on antisocial behavior
whereas MAOA variation did not. Rather, the
effect of the variation in this gene was limited to
its moderation of the impact of child maltreat-
ment. Maltreatment was a strong predictor of
subsequent involvement in antisocial behavior
for men with MAOA low activity alleles but had
little impact on the probability of such behavior
for those with high activity alleles. This study
created a flurry of research investigating the
extent to which various genetic polymorphisms
interact with the environment to foster conduct
problems and delinquent behavior. In 2009,
Belsky and Pleuss published a list containing
scores of studies reporting a G x E effect on child
and adolescent behavior problems. Many more
articles have appeared since their publication.
Most of these studies focused upon variants of
the genes DRD4, DRD2, MAOA, 5-HTT, and
GABRAZ2. In a few instances, the genes in these
studies demonstrated a small main effect and
without the gene-environment correlation effect.
In the majority of cases, however, the environ-
mental variable demonstrated a rather strong
main effect and the impact of the gene was lim-
ited to its moderation of the environmental
variable.

Genetically informed social science requires
models of the manner in which genetic variables
combine with environmental context to influence
behavioral outcomes (Freese, 2008; Shanahan &
Hofer, 2005, 2011). The model utilized in the
vast majority of G x E studies of antisocial behav-
ior, as well as other adjustment problems, assumes

that allelic variation in a particular gene amplifies
the chances that exposure to some adverse social
condition (e.g., abusive parenting, racial discrimi-
nation, economic hardship) will result in delinquent
behavior. In psychology and psychiatry, this is
labeled the diathesis-stress perspective. This
model assumes that some individuals possess
alleles that operate as diatheses that intensify the
effects of environmental stress or adversity. This
approach assumes that some individuals are by
nature more vulnerable than others as they pos-
sess dysfunctional “risk alleles™ that foster mal-
adjustmentinthe face of deleteriousenvironmental
conditions.

This assumption is contradicted by the fact
that over the past several thousand years, evolu-
tion seems to have conserved these various alleles
(Ellis et al., 2011; Homberg & Lesch, 2011).
While truly dysfunctional genetic variants should
largely disappear over time, most of the so-called
risk alleles studied by behavioral science research-
ers are highly prevalent, often being present in
40-50 % of the members of the populations being
investigated (Ellis et al., 2011). Thus contrary to
the negative view usually taken of these alleles,
this suggests that, at least in certain contexts,
these genetic variants must provide advantages
over other genotypes. This idea is an essential
component of the alternative model of gene by
environment interaction recently proposed by Jay
Belsky and his colleagues (Belsky et al., 2007;
Belsky & Pluess, 2009; Ellis et al., 2011).

The Differential Susceptibility
Perspective

In contrast to the diathesis-stress model, Belsky
and his colleagues (Belsky et al., 2007; Belsky &
Pluess, 2009) have suggested that the polymor-
phisms used in most GxE studies of child and
adolescent adjustment have the effect of enhanc-
ing environmental influence, regardless of
whether the environment be adverse or favorable.
Thus those persons most vulnerable to adverse
social environments are the same ones who reap
the most benefit from environmental support.
Belsky and company label this view of GXE the
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differential susceptibility perspective. Their model
assumes that some individuals are programmed
by their genes to be more sensitive to environ-
mental influence than others. In other words, they
are more plastic. Indeed, Belsky and his col-
leagues often refer to genetic variants thought to
enhance sensitivity to social context not as risk
alleles but as plasticity alleles.

Support for the differential susceptibility or
plasticity argument is evident when the slopes for
a gene by environment interaction show a cross-
over effect with the susceptibility group showing
significantly worse outcomes than the compari-
son group when the environment is negative but
demonstrating significantly better outcomes than
the comparison group when the environment is
positive (Belsky et al., 2007; Belsky & Pluess,
2009). In a recent article, Belsky and Pluess
(2009) reviewed scores of studies reporting a
GXxE effect on child or adolescent adjustment.
Many of these studies focused on outcomes
involving conduct problems and related deviant
behaviors. Although these studies appeared to
support a stress-diathesis model, Belsky and
company concluded that a careful inspection of
the results pointed to a different interpretation.
All of the studies included in the review showed
a crossover effect. This included the Science article
by Caspi et al. (2002).

Respondents with so-called risk alleles showed
more problem behavior than other genotypes
when their environment was adverse but mani-
fested fewer problems than other genotypes
when their environment was more supportive.
Thus, rather than simply showing that some
individuals are more vulnerable to adverse condi-
tions than others, the data supported the idea that
some people are genetically predisposed to be
more susceptible to environment influence than
others. The findings suggested that what were
assumed to be risk alleles are in actuality plastic-
ity alleles. In most of these studies, however, this
pattern was not recognized or discussed because
the authors were operating out of the stress-diath-
esis paradigm.

Since Belsky and Pleuss published their review
article, a number of additional papers supporting
the differential susceptibility perspective have

R.L. Simons and M.K. Lei

been published. This includes a meta-analysis
(Bakermans-Kranenburg & Van Ijzendoorn, 2011)
of studies showing that the dopamine receptor
gene, DRD4, interacts with rearing environment
in a differential susceptibility fashion in predicting
youth externalizing problems. Indeed, a recent
issue of Development and Psychopathology
(February, 2011) focused entirely upon research
supporting the differential susceptibility perspec-
tive. Among the interesting results reported was
the finding that putative plasticity alleles interact
with rearing environment to foster prosocial
behavior in a manner consonant with differential
susceptibility (Bakersman-Kranenburg & Van
Ijzenfoorn, 2011; Knafo, Isreal, & Ebstein, 2011).
Thus the evidence suggests that in response to
poor parenting individuals with plasticity alleles
show higher levels of antisocial behavior and
lower levels of prosocial behavior than other gen-
otypes, whereas in response to positive parenting
they demonstrate lower levels of antisocial behav-
ior and higher levels of prosocial behavior than
other genotypes.

While these findings are interesting, they beg
the question of how genes would cause some
individuals to be more sensitive than others to
their environment? The candidate genes utilized
in any G x E study need to be selected based upon
neuroscientific findings regarding their effects
(Belsky & Pleuss, 2009; Caspi & Moffitt, 2006).
The genes analyzed in most studies of child and
adolescent adjustment problems, including those
concerned with antisocial behavior, involve neu-
rotransmitters concerned with the dopaminergic
system (MAOA, DRD2, DRD4, COMT, DAT1)
which has been implicated in reward sensitivity
and sensation seeking, the serotoninergic system
(5-HTT) which has been linked to sensitivity to
punishment and displeasure, and the neurotrans-
mitter gamma-aminobutyric acid or GABA
(GABRA2, GABRGI) which influences general
levels of disinhibition and excitability in the brain
(see Carver, Sheri, Johnson, & Joormann,
2008; Edenberg et al., 2004; Frank, D’Lauro, &
Curran, 2007).

These genes also influence a wide variety of
other biochemicals within the brain. In general,
the low activity or minor alleles associated with
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these genes tend to increase the activity of the
brain’s limbic system, especially the amygdala,
thereby increasing emotional responsiveness to
environmental events. For example, the short
allelic variant of the serotonin transporter poly-
morphic region (5-HTTLPR), which is linked to
reduced serotonin transporter protein availability
and function, has been shown in a variety of stud-
ies to foster hyper-vigilance to environmental
cues, including increased sensitivity to both aver-
sive and rewarding social stimuli (Homberg &
Lesch, 2011). Thus the differential susceptibility
model assumes that persons with plasticity alleles
may be more readily shaped by environmental
rewards and punishments than other genotypes.
Although each of these various genes has been
shown to have their own unique biochemical
effect upon the brain, there is also reason to
believe that each of them, in their own way,
influences a person’s responsiveness to environ-
mental events.

Cumulative Plasticity

If there are a number of genetic alleles that oper-
ate to enhance plasticity or susceptibility to con-
text, it stands to reason that the more plasticity
alleles one carries, the more susceptible he or she
will be to environmental context, whether for bet-
ter or worse. Belsky and Pluess (2009) therefore
suggest that researchers create composite scores
based on multiple plasticity alleles, in much the
same way that multiple environmental risk fac-
tors are often summed to form indices of cumula-
tive environment risk. To date, at least three
papers have reported support for this idea. Belsky
and Beaver (2010) formed a cumulative plasticity
measure using five genes—DAT1, DRD2, DRD4,
5-HTTLPR, and MAOA. Consistent with the dif-
ferential susceptibility model, the more plasticity
alleles adolescent males carried, the more and
less self-control they manifested in response to
supportive and unsupportive parenting, respec-
tively. Using two genes—5-HTT and DRD4—
Simons et al. (2011) found cumulative plasticity
enhanced the probability of aggression in response
to environmental adversity but decreased the

probability of aggression when the environment
was supportive. Similarly, Simons et al. (2011)
reported that cumulative plasticity based on three
genes—MAOA, DRD4, and 5-HTT—interacted
with variation in various community and family
factors to predict involvement in criminal behavior
in a manner consistent with the differential sus-
ceptibility perspective. Thus the evidence to date
seems to support the idea of summing across genes
to formulate measures of cumulative plasticity.

Schemas, Traits, and Emotions
as Intermediate Phenotypes

The field of criminology is concerned with
explaining delinquency and crime. Using the lan-
guage of genetic researchers, these are the
phenotypes of primary interest. Most of our theo-
ries begin with a well-established relationship
between a set of adverse circumstances (e.g.,
inept parenting, community disadvantage) and
increased risk for crime, and then proffer argu-
ments regarding the factors that likely explain or
mediate this association. These mediating factors
usually consist of personal characteristics such as
low self-control, chronic anger, a hostile attribu-
tion bias, or commitment to the code of the street.
Using the parlance of genetics research, they rep-
resent intermediate phenotypes. Recently, Simons
et al. (2011) argued that one of the implications
of the differential susceptibility perspective is
that persons with plasticity alleles should learn
the lessons inherent in recurrent environmental
events more quickly than other genotypes. These
individuals are genetically predisposed to be
more sensitive to their environment than others,
and consequently they should learn the skills,
schemas, attitudes, and values communicated by
their environment more quickly than other geno-
types. If this is the case, it follows that persons
with plasticity alleles should be more likely than
others to acquire the personal characteristics that
lead to crime (e.g., low self-control) when they
grow up in an adverse environment, whereas they
are more likely than others to develop the per-
sonal characteristics associated with prosocial
behavior (e.g., high self-control) when they are
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raised in a favorable environment. In other words,
individuals with plasticity alleles would be
expected to conform more strongly to the predic-
tions of the various theories of crime and devi-
ance than those lacking these alleles. Several
recent studies by Simons and company support
this idea.

The first study (Simons et al., 2011) examined
three personal characteristics—anger, concern
with being tough, and a hostile attribution bias—
that criminological theory has identified as medi-
ators of the effect of environmental adversity on
aggression. Their findings indicated that individ-
uals with seven or more repeats allele on the dop-
amine receptor gene (DRD4) and the short allele
on the serotonin transporter gene (5-HTT) scored
higher on anger, toughness, and hostile view of
relationships than other genotypes when the
social environment was characterized by discrim-
ination, harsh parenting, criminal victimization,
and deviant peers. On the other hand, persons
with the two plasticity alleles reported less anger
and concern with toughness and were more trust-
ing of people than other genotypes when the
environment was characterized by supportive
parenting, religious affiliation, school involve-
ment, and conventional peers. These finding pro-
vide strong support for the differential
susceptibility perspective. Further, the analyses
indicated that the interaction of genotype and
maltreatment on aggression was fully mediated
by the effect of GXE on anger, toughness, and
hostile view of relationship. In other words, the
results supported a mediated moderation model
where the effect of GXE on aggression was
explained by its impact on mediating emotions
and schemas.

The second study (Simons et al., 2012) focused
on adoption of the street code. In his well know
ethnographic study of inner city Philadelphia,
Anderson (1999) argued that exposure to com-
munity disadvantage, racial discrimination, and
criminal victimization leads to adoption of the
code of the street, and in turn involvement in
criminal behavior. Importantly, however, while
the adverse circumstances described by Anderson
increase the probability of adopting the code of
the street, most of those exposed to these difficult
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social conditions do not do so. Simons et al.
(2012) examined the extent to which genetic
variation accounts for these differences. Using
longitudinal data from several hundred African
American adolescents, they investigated the mod-
erating effect of three genes: 5-HTT, DRD4, and
MAOA. Consistent with the differential suscepti-
bility hypothesis, individuals with these genetic
variants manifested more commitment to the
street code and aggression than those with other
genotypes when exposed to the adverse condi-
tions described by Anderson, whereas they dem-
onstrated [ess commitment to the street code and
aggression than those with other genotypes when
the social environment was more favorable. And,
once again there was evidence of mediated mod-
eration. Much of the effect of G xE on aggression
was explained by its impact on street code.

In a third study, Simons et al. (in press) found
that variation in the GABRAL gene interacts with
the social environment to influence learning of
prototype images of substance users that, in turn,
impact the use of substances. The pattern of this
interaction was consistent with the differential
sensitivity to context hypothesis in that carriers
of GABRGI minor alleles demonstrated
significantly more positive images of substance
users than other genotypes when the environment
was favorable to substance use (viz., substance
use prevalent in the community, family, and peer
group) but more negative images of substance
users than other genotypes when the environment
was adverse to substance use (viz., little support
for use within the community, family, or peer
group). There was also a GxE effect on sub-
stance use and it also was consistent with the dif-
ferential susceptibility perspective. However, the
GxE effect on substance use was no longer
significant once the G X E effect on prototype was
taken into account, indicating a pattern of medi-
ated moderation.

Finally, support for the idea that genetic varia-
tion influences the acquisition of beliefs, values,
and attitudes comes from a study by Gibbons
et al. (2012). The authors of this study found that
African American adolescents with minor alleles
for either DRD4 or SHTT, or both, were more
responsive to racial discrimination. Consonant
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with the differential susceptibility perspective,
the respondents demonstrated more positive pro-
totype images of persons who engage in various
types of deviant behavior than other genotypes
when discrimination was high but more negative
prototype images of deviant individuals than
other genotypes when discrimination was low. These
prototype images, in turn, predicted involvement
in substance use and risky sexual behavior.

Methodological Issues

As noted earlier, almost all GXE research on
crime and delinquency has employed a diathe-
sis-stress model. Graphing this type of interac-
tion produces a fan-shaped pattern where the
effect of the environment on some outcome
becomes greater as the number of copies of a
particular risk allele increases. Figure 4.1 depicts
a hypothetical example of such an interaction.
The figure indicates that environmental adver-
sity has an effect on delinquency regardless of
genotype, but that the effect is weakest for those
with no copies of the risk allele, stronger for
those with one copy of the risk allele, and stron-
gest for those with two copies of the risk allele.
Such a pattern is consistent with the idea that
some individuals are genetically predisposed to
be more vulnerable or reactive to adverse condi-
tions than others.

In contrast to this fan-shaped pattern, GXE
interactions indicating differential susceptibility

High

Delinquency

Low

show a crossing pattern. Figure 4.2 provides a
hypothetical example of such an interaction.
The figure shows that the social environment
influences delinquency regardless of genotype,
with those exposed to favorable environments
showing less delinquency than those exposed to
adverse environments. Most importantly, how-
ever, the graph also indicates that what the
diathesis-stress model considers to be a risk
allele is actually a plasticity or sensitivity allele.
This is suggested as individuals with one or two
copies of the allele show higher levels of delin-
quency than those with no copy when the envi-
ronment is adverse but show lower levels of
delinquency than those without a copy when the
environment is favorable. Further, those with
two copies of the allele are more delinquent
under conditions of adversity and less delin-
quency when the environment is favorable, than
those carrying one copy of the allele. When the
researcher obtains a crossing pattern like that
shown in Fig. 4.2, the next step is to test whether
the slopes differ from each other at both ends of
the graph. Support for the differential suscepti-
bility hypothesis requires that those with the
putative plasticity allele show significantly
poorer adjustment than other genotypes when
the environment is adverse but significantly bet-
ter adjustment than other genotypes when the
environment is supportive.

As is evident in Fig. 4.2, a stringent test of the
differential susceptibility model requires that the
researcher utilize the full range of the social
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/ No risk alleles

»
>
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Social Environmental Adversity

Fig. 4.1 The diathesis-stress model
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Fig. 4.2 The differential susceptibility model

environment, from very favorable to very adverse
(Belsky & Pleuss, 2009; Dick, 2011). Most GXE
studies, including those concerned with explaining
delinquency and crime, only focus upon variation
in adversity. Several GxE studies, for example,
have focused upon the way that genes moderate
the impact of variation in harsh parenting. These
studies do not consider the full range of parenting
from harsh to warm, supportive. Research that
only considers variation in adversity is apt to
obtain a fan-shaped pattern in keeping with the
diathesis-stress model even when the true effect
is that of differential susceptibility. By truncating
the measure of the environment, the researcher is
essentially eliminating the left half of the graph
presented in Fig. 4.2.

In some studies, however, the susceptibility
effect is so strong that a significant crossing pat-
tern is obtained even when the researcher only
assesses variation in adversity (see Belsky &
Pleuss, 2009). While individuals with plasticity
alleles show higher rates of problem behavior
than other genotypes when the environment is
adverse, they sometimes show better adjustment
than other genotypes when the environment
becomes less aversive, even if this more benign
environment simply involves the absence of
adversity and not the presence of a truly sup-
portive milieu (Belsky & Pleuss). Although this
effect occasionally occurs, a stronger and more
appropriate test of the differential susceptibility
hypothesis requires using the full range of the
naturally occurring environment, from favorable
to adverse.

Theoretical and Policy Implications

In large measure, criminology is concerned with
the manner in which the social environment
influences involvement in antisocial behavior.
Given this focus, it has never been clear how
findings from behavior genetics might be incorpo-
rated into the theory and research of the discipline.
This is not the case, however, regarding molecular
genetics. Models testing traditional criminological
theories can simply be elaborated by incorporating
genotypic variation as an additional variable.
As noted earlier, such research usually finds that the
environmental variable of interest has a main effect
on antisocial behavior whereas the genetic vari-
able does not. The gene’s influence is usually lim-
ited to its moderation of the environmental variable
(Belsky & Pleuss, 2009; Moffitt, Caspi, & Rutter,
2006; Rutter, Moffitt, & Caspi, 2006). Including
this moderation effect provides a more precise pre-
diction of the circumstances under which the envi-
ronmental variable increases the probability of
delinquency or crime. G xE studies have added to
our understanding, for example, of which individ-
uals are most likely to become violent in response
to abusive parenting. A recent meta-analysis
(Kim-Cohen et al., 2006) of research on abused
children reported that those with particular variants
of the MAOA gene are much more likely than other
genotypes to grow up to be aggressive adults.
Such findings are usually interpreted within
the diathesis-stress perspective. Thus it is asserted
that some children possess risk alleles that cause
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them to react more strongly to adverse treatment
than other children. The profusion of recent
findings supporting the differential susceptibility
model argues for a different interpretation. They
suggest that individuals at genetic risk for the
highest rates of aggression and antisocial behav-
ior in response to adversity are also genetically
predisposed to show the highest rates of prosocial
adjustment when they grow up in a favorable
environment. Although they are more likely than
others to develop anger, a hostile view of people,
a concern with toughness, and aggression in reac-
tion to an adverse environment characterized by
factors such as criminal victimization, parental
mistreatment, racial discrimination, and violent
peers, they are also more likely than others to
develop a peaceful, sanguine orientation in
response to a favorable social environment char-
acterized by conditions such as parental support,
school involvement, religious participation, and
informal social control.

Possessing one or more of these sensitivity or
plasticity alleles is not a liability or risk factor for
antisocial behavior as these genotypes also
increase responsiveness to favorable events.
Individuals with these alleles are no more geneti-
cally predisposed to become delinquent in
response to poverty and neglect than they are to
become a responsible student in response to
neighborhood and family support.

These findings present a more optimistic view
of delinquent and antisocial individuals. Whereas
the stress-diathesis perspective paints such indi-
viduals as difficult to change given their genetic
tendency to be hyper-responsive to adversity, the
differential susceptibility model argues that their
environmental sensitivity makes them good can-
didates for intervention. They are more likely
than those with differing genotypes to learn the
lessons being taught by a new, more favorable
environment.

This idea is supported by recent intervention
studies. Bakermans-Kranenburg et al. (2008)
found, for example, that children with the 1-allele
DRD4 showed the largest decline in conduct
problems in response to parent training. Brody
et al. (2009) recently reported that a family-based
intervention with African American teens was

most effective in reducing risky behavior for
those with s-allele 5-HTTLPR, and Beach, Brody,
Lei, and Philibert (2010) reported similar findings
for I-allele DRD4 and substance use. These inter-
ventions lasted only a few months and provide
support for the differential susceptibility hypoth-
esis whereas they are contrary to the diathesis-
stress perspective.

Of course, these interventions all focused
upon children and adolescents. The schemas and
behavior patterns of adults are apt to be much
more stable and resistant to change. Still, there is
compelling evidence, including studies of previ-
ously incarcerated individuals, indicating that
antisocial adults often adopt a more conventional
outlook and life style in response to life changes
such as marriage and employment (Laub &
Sampson, 2003; Savolainen, 2009). The differen-
tial susceptibility perspective suggests that it is
those with plasticity alleles who are most likely
to change in response to such new circumstances.
We are aware of only one study that has provided
evidence bearing on this idea. Consistent with the
differential susceptibility perspective, Beaver
et al. (2007, 2008) found that men with the so-
called risk variants of 5-HTT, DAT1, DRD2,
DRD4, and MAOA showed greater desistance
from crime following marriage than other geno-
types. Given the large number of longitudinal
studies that have begun to collect genetic data,
much more research regarding this issue is likely
to be published in the near future.

Conclusion

Criminology is largely concerned with the effect
of social context on people’s behavior. Importantly,
genetic variability is a factor that has been shown
to influence a person’s response to his or her social
environment (Freese, 2008). We are optimistic
that criminology can incorporate the interplay of
genes and environment into its theoretical per-
spectives without sacrificing human agency for
biological determinism. Although a wide variety
of perspectives have emerged regarding the com-
plex manner in which genes and the social envi-
ronment might interact over the life course
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(Shanahan & Hofer, 2005, 2011), recent results
provide rather strong support for the differential
susceptibility model which posits that a substan-
tial proportion of any population is genetically
predisposed to be more responsive to their social
environment than those with other genotypes. The
fact that genetic data is now available in many of
the large-scale social scientific data sets (e.g.,
Adolescent Health) means that criminologists are
now able to test the differential susceptibility
model, as well as a variety of other perspectives,
regarding the complex interplay of genes and
social context. The consequence will most cer-
tainly be more precise and comprehensive explana-
tions for delinquent and criminal behavior.
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Abstract

This chapter reviews recent research on neighborhood influences on chil-
dren’s and adolescents’ antisocial behavior. Building on reviews in this
area, we focus on recent developments pertaining to life course criminol-
ogy. We have five main aims in this chapter. First, we engage General
Strain Theory along with stress process perspectives to further theorize
neighborhood structural and processual influences both in the short-term
and dynamically over time. Second, we examine findings from cross-sec-
tional research on neighborhood structure and process influences on a
range of antisocial behaviors in both childhood and adolescence, consider-
ing direct and indirect links as well as moderating factors. Third, we use a
life course criminology framework to examine antisocial behavior trajec-
tories in the context of neighborhood residence. Studies in this area include
results of both semi-parametric mixture models as well as hierarchical
linear growth models of antisocial behavior trajectories. Fourth, we exam-
ine emerging research on neighborhood dynamics. Fifth, we consider
research on the timing of neighborhood influences. We conclude with a
summary of major findings and suggestions for future research on neigh-
borhood influences on young people in life course criminology.
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Leventhal, Dupere, & Brooks-Gunn, 2009;
Sampson, 2012; Sampson, Morenoff, & Gannon-
Rowley, 2002). We have five main aims in this
chapter. First, we engage General Strain Theory
(GST) (Agnew, 1997, 2001, 2006) along with
stress process perspectives (Aneshensel &
Sucoff, 1996; Pearlin, 1989, 1999; Pearlin,
Menaghan, Lieberman, & Mullan, 1981) to fur-
ther theorize neighborhood structural and pro-
cessual influences both in the short-term and
dynamically over time. Second, we examine
findings from cross-sectional research on neigh-
borhood structure and process influences on a
range of antisocial behaviors in both childhood
and adolescence, considering direct and indirect
links as well as moderating factors. We draw on
distinctions between neighborhood structural
characteristics (e.g., socio-economic status) and
neighborhood social processes (e.g., social cohe-
sion, social disorder) (Leventhal & Brooks-
Gunn, 2000). Third, we use a life course
criminology framework to examine antisocial
behavior trajectories in the context of neighbor-
hood residence. Fourth, we examine emerging
research on neighborhood dynamics. Fifth, we
consider research on the timing of neighborhood
influences. We conclude with a summary of
major findings and suggestions for future
research on neighborhood influences on young
people in life course criminology.

Life Course Stress and Strain
Theoretical Perspectives

Prominent theoretical explanations of neigh-
borhood influences draw on social disorganiza-
tion theory and developmental ecological
models (Leventhal & Brooks-Gunn, 2000;
Sampson, Raudenbush, & Earls, 1997; Shaw &
McKay, 1942). Life course theoretical perspec-
tives further underpin the investigation of
neighborhood influences on child and adoles-
cent antisocial behavior. Elder’s (1998) guiding
principles for life course research highlight two
relevant foci. The life course principle of his-
torical time and place holds “that the life course
of individuals is embedded in and shaped by the
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historical time and places they experience over
their life time” (1998, p. 3). This principle along
with  Brofenbrenner’s (1989) ecological
approach points to neighborhood contexts as
influencing childhood development. In elabora-
tion of this principle, a focus on neighborhood
dynamics (Sampson et al., 2002) expands a
cross-sectional view of neighborhood contexts
to include long-term patterns of stability and
change in environmental influences over the
early life course. Second, the principle of tim-
ing in lives states that “the developmental
impact of a succession of life transitions or
events is contingent on when they occur in a
persons’ life” (Elder, 1998, p. 3). Recent work
suggests the importance of attending to the tim-
ing of exposure to neighborhood influences on
development (Leventhal et al., 2009; Wheaton
& Clarke, 2003). This life course principle
guides efforts to consider the salience of neigh-
borhood contexts across developmental stages
on the course of antisocial behavior.

We further augment theoretical perspectives
on neighborhoods by highlighting GST of delin-
quency (Agnew, 1997, 2006) and stress process
perspectives to make more explicit the role of
social stress exposure in understanding short- and
long-term neighborhood influences on antisocial
behavior. Stress theories of neighborhood
influences emphasizing exposure to violence are
discussed among the range of perspectives in
Ingoldsby and Shaw’s (2002) review on young
children, yet this perspective is most often only
implicit in contemporary empirical work.
Furthermore, a variety of neighborhood stressors
need to be considered. We briefly outline these
stress and strain perspectives.

General Strain Theories of delinquency posit
that exposure to negative stimuli will stimulate
antisocial behavior (Agnew, 2001). Among
strains most likely to cause crime is residence in
economically deprived neighborhoods (Agnew,
2006). Early tests of GST support an influence of
neighborhood problems on increasing delin-
quency (Agnew & White, 1992; Paternoster &
Mazzerole, 1994). An empirical linkage to com-
munity strain has been supported at the micro-
level, net of other strains, on increasing
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delinquency (Agnew, Brezina, Wright, & Cullen,
2002). Theoretical extensions of GST connect
strain to community differences in crime rates at
the macro-level (Agnew, 1999). We consider
emerging literature on how long-term dynamic
exposure to neighborhood strains may also be
influential on individual-level crime and
delinquency.

We further draw upon stress process per-
spectives in mental health research (Aneshensel
& Sucoff, 1996; Fitzpatrick & LaGory, 2000;
Pearlin, 1999) to highlight the complementary
role of social stress to current theoretical work
on neighborhood structural and processual
influences. Stress process research holds that
social structural conditions influence social
stress exposure which in turn affects mental
health problems (Aneshensel, 1992; Pearlin,
1989; Pearlin et al., 1981). Definitions of
neighborhood stress vary. Structural conditions
include neighborhood contexts as an objective
form of social stress (Santiago, Wadsworth, &
Stump, 2011). Subjective indicators of neigh-
borhood context include perceptions of perva-
sive problems or threatening conditions in the
neighborhood environment (Sampson, 2012)
or “ambient hazards” (Aneshensel & Sucoff,
1996; Pearlin, 1999). These strains are struc-
turally linked to neighborhood contexts
(Aneshensel & Sucoff, 1996). They are ambi-
ent in that they are pervasive: they involve con-
cerns that cut across multiple social roles
(Pearlin, Schieman, Fazio, & Meersman, 2005).
These ambient strains may include uncertainty
about personal security, the physical state of
the neighborhood surroundings, crowded and
dilapidated housing as well as logistical obsta-
cles to services and transportation (Pearlin,
1999; Pearlin et al., 2005).

Mediational models of neighborhood disad-
vantage are supported where it works through
perceived social disorder and ambient strains to
influence mental health problems among adults
and adolescents (Aneshensel & Sucoff, 1996;
Ross, 2000). Thus, stress may act as part of the
pathway through which neighborhoods affect
young people. A stress process model of neigh-
borhood risk effects through child stressors on

externalizing problems has been supported
among young adolescents (Roosa et al., 2005).
Family stress models have also been elaborated
to discern mediating pathways from neighbor-
hood disadvantage through parental mental health
and punitive parenting on child behavior prob-
lems (Conger, Ge, Elder, Lorenz, & Simons,
1994; Gonzales et al., 2011; Kohen, Leventhal,
Dahinten, & MclIntosh, 2008).

Stress process models further conceptualize
socially distributed personal and social resources
as mediating and moderating the influence of
stress on distress (Aneshensel & Sucoff, 1996;
Pearlin et al., 1981; Turner & Roszell, 1994).
These include neighborhood resources (e.g.,
religious institutions, residential stability)
(Stockdale et al., 2007) and neighborhood social
processes (e.g., collective efficacy) (Sampson
et al., 1997). Moderational models of “stress-
buffering” are also supported where structural
and perceived neighborhood conditions buffer
the effects of other risk factors on health and
antisocial behavior (Boardman, 2004; Maimon
& Browning, 2010; Silk, Sessa, Morris,
Steinberg, & Avenevoli, 2004). Stress-buffering
may involve neighborhood risks and protective
resources or may be multi-leveled involving
family factors. Furthermore, theoretical moder-
ational models of “amplified disadvantages”
(Jencks & Mayer, 1990; Lima, Caughy, Nettles,
& O’Campo, 2010; Roche & Leventhal, 2009;
Simons, Simons, Burt, Brody, & Cutrona, 2005)
where the impact of family risk may be height-
ened in disadvantaged neighborhoods are con-
sistent with a stress framework as “stress
amplification.” Stress and strain perspectives on
neighborhood influences could be further devel-
oped in research on younger children’s antiso-
cial behavior.

Cross-Sectional Studies

Comprehensive reviews of the literature on neigh-
borhood influences on children and adolescents
conclude that low neighborhood SES is persis-
tently associated with more externalizing prob-
lems including delinquency and aggression net of
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family factors (Leventhal & Brooks-Gunn, 2000;
Leventhal et al., 2009). We add to reviews on the
influences of neighborhoods on child and adolescent
externalizing behavior problems by distinguishing
recent studies by short- and long-term research
designs." > In this section on cross-sectional
influences, we highlight recent research on young
children as life course research has shown early
neighborhood contexts have long-term influences
on externalizing problems (Wheaton & Clarke,
2003). We therefore attend to research in this
early phase of the life course (Ingoldsby & Shaw,
2002). We further examine evidence for stress-
buffering and stress-amplifying models of neigh-
borhood influences. In subsequent sections of the
chapter, we examine results from longitudinal
studies, including behavioral trajectories or those
studies examining growth in antisocial behavior

'Neighborhood influences have been measured at differ-
ent levels of analysis including census tracts, block groups,
face-blocks as well as administrative areas including pre-
cincts. Neighborhood clusters have also been formed
where relatively homogeneous census tracts have been
combined (Sampson et al., 1997). Neighborhood struc-
tural features are often measured with U.S. Decennial
data, while neighborhood processes are measured through
a variety of measures including systematic social observa-
tions by researchers, community surveys, and respon-
dent’s perceptions of neighborhoods (Leventhal et al.,
2009). Most studies do not specify neighborhood bound-
aries when respondent perceptions are used (Leventhal &
Brooks-Gunn).

2Neighborhoods have been studied through different
research designs including data gathered for other pur-
poses, neighborhood cluster studies, and relocation exper-
iments (Fauth & Brooks-Gunn, 2008). Cross-sectional or
longitudinal data with census data appended for measur-
ing neighborhood effects were among the earlier studies
of neighborhood influences on child outcomes, but have
limitations for estimating these. Neighborhood cluster
designs are specifically designed to study neighborhood
influences by sampling children and families from neigh-
borhoods in a longitudinal design (e.g., Project on Human
Development in Chicago Neighborhoods [PHDCN] and
the Los Angeles Families and Neighborhoods Study [L.A.
FANS]). These studies permit reliable estimates of within
and between neighborhood variance in child outcomes.
Third, relocation experiments randomly select families
residing in public housing in disadvantaged neighborhood
and give them the opportunity to relocate to less poor
neighborhoods (e.g., the Moving to Opportunity
Demonstration [MTO]). Studies using each of these meth-
ods are included in this review.
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over time, as well as neighborhood dynamics
consistent with life course criminological
concerns.

Classic research in the early life course found
a lower percentage of managerial/professional
workers in the neighborhood (census tracts)
directly increased total behavior problems on 3
year olds (Brooks-Gunn, Duncan, Klebanov, &
Sealand, 1993). In more recent research, both
neighborhood structural influences and neigh-
borhood process influences have become evident
on young children’s externalizing behavior prob-
lems. In a cross-sectional study, Kohen, Oliver,
and Pierre (2009) investigate neighborhood
influences on behavior problems among
Kindergartners (with an average age of 5.83
years) using Canadian data and cross-classified
multi-level models with child, family, and school
controls. They find that low-income neighbor-
hoods (measured by census tracts and census
subdivisions in rural areas) indicated by Canadian
census data increase parent-reported child con-
duct disorder/physical aggression behaviors.
Kohen et al. (2009) also found that more recent
(<10 year) immigrants in the neighborhood are
associated with more conduct disorder and phys-
ical aggression behaviors among Kindergartners.
Using the first wave of the Los Angeles Family
and Neighborhood Survey (L.A. FANS), Jones,
Pebley, and Sastry (2011) find an observer-based
measure of physical disorder increased chil-
dren’s externalizing behaviors among 3-17 year
olds net of family and neighborhood controls.
However, as found by Kohen et al. (2009), a
higher level of immigrant concentration was
associated with more externalizing problems. In
contrast to this work inclusive of younger chil-
dren, an increased percent of first generation
immigrants in the neighborhood is found in
American research with older adolescents to
protect against violent behavior (Sampson,
Morenoff, & Raudenbush, 2005). Thus, while
cross-nationally consistent influences are found
for young children with a risk effect of low
neighborhood SES, more work needs to be done
on other dimensions of neighborhoods across
national contexts as well as developmental stages
of children.



5 Neighborhood Influences on Antisocial Behavior During Childhood and Adolescence 73

Stress-buffering influences of neighborhood
processes on family strains have been found in
some studies of younger children. Silk et al. (2004)
found with a small sample of young children (aver-
age age of 7.5 years) and their mothers in a cross-
sectional study that both mother- and
child-perceived neighborhood involvement and
cohesion buffered the influences of maternal hos-
tility on teacher-reported child externalizing prob-
lems. The effect of maternal hostility on increasing
child externalizing problems was decreased in
neighborhoods with higher involvement and cohe-
sion. This finding supports a “stress-buffering”
effect of neighborhood processes and resources on
hostile parenting influences on child externalizing
behavior. Interactive effects were not found with
neighborhood structure variables obtained from
Census information. Yet with toddlers (average
age of 2 years old), Callahan, Scaramella, Laird,
and Sohr-Preston (2011) did not find interactive
influences of neighborhood danger and harsh par-
enting on externalizing behavior problems at con-
ventional levels of significance. However, this
cross-sectional study of toddlers’ behavior prob-
lems found a direct effect: more neighborhood
danger was positively associated with a total
maternal-reported child behavior problems score.

Stress-buffering influences are also supported
between neighborhood stressors and resources.
Among a diverse sample of first graders in a
cross-sectional study, Caughy, Nettles, and
O’Campo (2008) found neighborhood potential
for community involvement with children, or
social cohesion in the neighborhood and collec-
tive socialization of children, reduced the impact
of high concentrated economic disadvantage on
child externalizing problems in census block
groups in Baltimore City. However, upon con-
trolling for parent/child interaction, this effect
showed only a trend toward significance.
Furthermore, they did not find significant cross-
level interactions between parenting behaviors
and neighborhood characteristics. Finally,
Aneshensel and Sucoff (1996) tested but did not
find significant interactive effects between
neighborhood ambient hazards and neighbor-
hood social cohesion on adolescent problem
behaviors.

Other moderational research between family
and neighborhood factors supports instead an
“amplified disadvantages model” (Roche &
Leventhal, 2009) where neighborhood disadvan-
tages exacerbate family risk influences. In a stress
framework, this model could be conceptualized
as evidence of stress amplification. Lima et al.
(2010), with a diverse sample of first graders in
Baltimore City, found that higher parent-reported
perceived negative social climate in census blocks
exacerbates the effect of family risks on increas-
ing CBCL parent-reported externalizing behavior
problems, net of family poverty, and neighbor-
hood disadvantage. Also consistent with stress
amplification, recent research on gene-environment
interactions further theorizes how neighborhood
disadvantage may moderate individual genetic
risks for antisocial behavior (Beaver, Gibson,
DeLisi, Vaughn, & Wright, 2012). This work
conceptualizes neighborhood disadvantage as a
source of stress. Using cross-sectional data on
males from the National Longitudinal Study of
Adolescent Health, Beaver et al. (2012) found
that genetic factors increase violent delinquency
only under conditions of neighborhood disadvan-
tage. Genetic risk is therefore amplified under
stressful neighborhood conditions. Further work
on this moderational model is needed with other
stressors as well as females in the case of genetic
risks (Beaver et al.).

Mediational models involving neighborhood
and family factors have also been supported on
child and adolescent antisocial behaviors with
cross-sectional data. Mrug and Windle (2009)
find indirect influences of concentrated neighbor-
hood poverty on externalizing problems through
neighborhood disorder and poor parenting. These
associations are consistent with neighborhood
and family stressors as intervening variables.
A more direct test of childhood stress as a media-
tor was employed by Roosa et al. (2005) in an
explicit stress process model of neighborhood
influences on child externalizing behavior. They
found child stressful life events (e.g., “your par-
ent lost a job,” “you changed schools”) mediated
the effect of neighborhood context on child-reported
externalizing behavior problems among fourth to
sixth graders among a disadvantaged sample of
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Mexican-Americans and Anglos. This pathway
suggests social stressors are among the factors
transmitting neighborhood influences.

Longitudinal Studies

We next review studies using longitudinal research
designs investigating neighborhood influences on
antisocial behavior of children and adolescents.
These studies support direct, indirect, and mod-
erational models. These models are often consis-
tent with stress frameworks. While factors in these
models tend to be age-graded according to child
developmental stage (Sampson & Laub,
1993/1995), with family processes emphasized in
literature on neighborhood influences with
younger children and peer and community pro-
cesses with older children and adolescents, recent
work with young children has proposed a synthe-
sis of mediating processes drawing on both neigh-
borhood and family processes (Kohen et al.,
2008). A number of the longitudinal studies also
take into account earlier behavioral problems per-
mitting analysis of changes in antisocial behavior.
We will examine growth models of trajectories of
antisocial behavior in the next section.

Childhood

A group of recent studies support direct associa-
tions of neighborhoods with longitudinal data on
younger children’s antisocial behavior. With a
sample of African American and European
American boys, Winslow and Shaw (2007) find
living in an underclass neighborhood (measured
as the average neighborhood disadvantage score
across 4 time points) was directly positively asso-
ciated with increases in overt behavior problems
at age 6 from age 2. Their findings were obtained
net of a range of family covariates that may
influence selection into neighborhood contexts.
Also supporting direct associations with a sample
of boys and girls is research by Bowes et al.
(2009) using longitudinal data from a twin study
in England and Wales examining neighborhood
influences at age 5 on being a bully, victim, or a
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bully-victim at age 7. Net of individual, family,
and school factors, they found more mother-
reported neighborhood problems increased the
risk of being a bully-victim (i.e., having been vic-
timized by bullying and also engaging in bully-
ing) but not being a bully or being a victim on
their own. Neighborhood social processes also
have direct influences. With children between the
ages of 6 and 9 from the children of the NLSY
data, Pachter, Auinger, Palmer, and Weitzman
(2006) found a direct effect of higher maternal
perceived neighborhood social capital (i.e., in the
form of a latent variable measuring social capital
or perceptions about the neighborhood in terms
of respecting rules, employment, and childrear-
ing) on decreasing child externalizing problems
among black and white youth but not among
Latinos. More work is needed with diverse sam-
ples to explain ethnic group similarities and dif-
ferences. Therefore direct influences on young
children’s antisocial behavior involve subjective
neighborhood stressors, neighborhood social
processes, as well as objective neighborhood
structural disadvantages.

Mediational models explaining how neighbor-
hoods influence young children’s antisocial
behavior have also been investigated longitudi-
nally. Pachter et al. (2006) examined family pro-
cesses as mediators of neighborhood social
processes. They found an indirect effect among
6-9 year olds where higher neighborhood social
capital increased the quality of home environment
and parenting behaviors which in turn decreased
child externalizing problems. However, the indi-
rect effect was again found only among black and
white youth and not among Latinos. Kohen et al.
(2008) combine the explanatory power of both
neighborhood and family processes in their
work on neighborhood influences among chil-
dren aged 4-5 at Wave 3 of a longitudinal
Canadian sample. Using structural equations
modeling on a measure of total behavior prob-
lems (combining externalizing and internalizing
problem behaviors), they found an indirect effect
where neighborhood structural disadvantage
decreased neighborhood social cohesion, which
increased maternal depression. Maternal depression
was positively associated with punitive parenting
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practices which increased preschoolers’ behavior
problems. This model is one of the first with
young children to combine both neighborhood
and family processes as explanatory factors in
neighborhood structural influences. Their con-
ceptual model combines a focus on family factors
from the family stress model (Conger et al., 1994)
as well as neighborhood processes in social dis-
organization literature (Sampson et al., 1997).
Stress-buffering interactional models evident
in cross-sectional studies have also been exam-
ined longitudinally pertaining to neighborhood
influences and family factors among young chil-
dren. Supplee, Unikel, and Shaw (2007) with a
low-income high-risk sample of boys found inter-
action effects between maternal monitoring and
neighborhood quality on their externalizing
behavior problems at ages 4 (maternal reports)
and 5 (teacher reports). Neighborhood quality
was measured by overcrowding in the neighbor-
hood, crime rates, and percentage of people in the
census tract living below poverty line or predom-
inantly structural features. Poor neighborhood
quality was associated with higher levels of
maternal-reported child externalizing behavior at
age four when boys experienced low rather than
high maternal monitoring when the child was 3
years old. Under conditions of high maternal
monitoring, poor neighborhood quality was not
associated with children’s externalizing prob-
lems. Furthermore, poor neighborhood quality
was also associated with higher teacher-reported
child externalizing problems under conditions of
low rather than high maternal monitoring. Again,
under conditions of high maternal monitoring,
poor neighborhood quality was not associated
with externalizing behavior problems. Maternal
monitoring thus attenuated the associations
between poor neighborhood quality and chil-
dren’s subsequent externalizing behavior prob-
lems. These results are consistent with
stress-buffering models of family resources on
neighborhood influences among young children.
Stress amplification models have also been
supported between child risk factors and neighbor-
hood risk environments on children’s externalizing
problems. The transition to self-care among chil-
dren is perhaps a near-universal turning point in

the lives of children, but it can be associated with
stressful challenges in some circumstances more
so than in others (Belle, Norell, & Lewis, 1997).
Research by Lord and Mahoney (2007) with a lon-
gitudinal racially and ethnically diverse sample of
first to third graders (ages 6.3—10.6 years) exam-
ines the influence of neighborhood crime levels on
changes in child externalizing problems under
varying levels of child self-care arrangements.
Across two measures of aggressive behaviors, this
study found interactive effects between neighbor-
hood crime levels and levels of child self-care.
Children living in high-crime neighborhoods indi-
cated by census blocks (with crime levels mea-
sured by geocoded resident complaints to the
police) with moderate to high amounts of self-care
were more likely to be nominated by their peers
for fighting, compared to children with the same
amount of self-care living in average-crime areas,
and with children with low self-care levels (Lord
& Mabhoney). In the same study, there was also a
significant interaction effect between self-care and
neighborhood crime level on teacher-reported
aggression. For children living in high-crime areas,
increasing levels of self-care were associated with
higher aggression, net of neighborhood disadvan-
tage, and family covariates. This association was
not observed among children living in average-
crime neighborhoods. These findings are support-
ive of stress amplification models in a stress
framework between individual risks and neighbor-
hood risks on increasing aggressive behaviors
among children.

Adolescence

Direct influences of neighborhoods on adolescent
antisocial behavior have been established across
a range of research designs. Further evidence is
found in longitudinal studies. Sampson et al.
(2005) used multi-level logistic regression mod-
els of violent behavior of youth in Cohorts 9-18
(ages 8-25) followed longitudinally over three
waves in the Project on Human Development in
Chicago Neighborhoods (PHDCN) data. Their
research shows that neighborhood conditions
explain race and ethnic differences in violent



76

behavior. Net of numerous controls, protective
neighborhood influences were found including a
higher immigrant population in the neighborhood
and a higher percentage of individuals in profes-
sional/managerial occupation which reduce vio-
lent behaviors. Risk factors include the
neighborhood social process factor of moral/legal
cynicism at the neighborhood level and neighbor-
hood violent crime which are positively associ-
ated with violent behavior. Gonzales et al. (2011)
found with a sample of Mexican-American ado-
lescents that neighborhood familism values, mea-
sured by aggregating parent reports of familism
orientation (e.g., support and emotional close-
ness, obligations, and family as a referent) within
each family by block groups, directly decreased
externalizing problems from Grade 5 to 7. This
study with Latino youth identifies a new social
process in the neighborhood influences literature
that is protective on externalizing problems
among Mexican-American youth. More evidence
of direct associations comes from research on re-
arrest among a sample of male juvenile offenders
(Grunwald, Lockwood, Harris, & Mennis, 2010).
Net of a range of child and family factors, includ-
ing receipt of public assistance, neighborhood
disadvantage increased drug re-arrest while
neighborhood social capital reduces it. Finally,
using the community-based PHDCN data,
Molnar, Cerda, Roberts, and Buka (2008) found
more neighborhood organizations and services
directly decreased the odds of aggressive behavior
at Wave III among youth in cohorts aged 9—15 at
Wave I (Molnar et al.). However, the main effect
of neighborhood social organizations was not
found for delinquency.

Mediational processes involved in transmit-
ting neighborhood influences in adolescence
include family processes as well as age-graded
mediators that become salient in adolescence as
evident in several studies. Gonzales et al. (2011)
found in addition to a direct effect noted above,
neighborhood familism was also positively asso-
ciated with warmer parenting as reported by
mothers which in turn decreased adolescent
externalizing problems as reported by mothers
and children. Furthermore, an indirect pathway
from maternal perceptions of neighborhood dan-
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ger was negatively associated with warm parent-
ing which in turn decreases externalizing
problems. An interactive effect was also found
between neighborhood disadvantage and neigh-
borhood perceptions of danger, again working
through warm parenting in affecting externaliz-
ing behavior problems. Thus, maternal warmth is
a central family process through which neighbor-
hood conditions influence Mexican-American
adolescents. Also in support of meditational
influences, Haynie, Silver, and Teasdale (2006)
found using the Add Health data from Waves 1 to
2 that neighborhood disadvantage in census tracts
increased serious adolescent violence at Wave 2,
net of wave 1 fighting, and numerous family con-
trols. A network-based measure of peer fighting
was further found to mediate the influences of
neighborhood disadvantage on serious violent
behavior.

Consistent with stress process perspectives on
the structural contexts of personal coping resources
(Turner & Roszell, 1994), recent research has
conceptualized a new resource for navigating
neighborhood environments: street efficacy
(Sharkey, 2006). Street efficacy is “the perceived
ability to avoid violent confrontations and find
ways to be safe in one’s neighborhood” (Sharkey,
p- 827). Street efficacy is shaped by neighborhood
context including concentrated disadvantage and
collective efficacy. Furthermore, street efficacy
reduces changes in violent behavior from Wave I
to Wave III of the PHDCN data among those aged
9, 12, and 15 years old. The effect of neighbor-
hood concentrated disadvantage is slightly medi-
ated by street efficacy, although other factors fully
explain this association. Street efficacy adds to the
literature on youth resources connected to the
neighborhood contexts.

The above studies supporting meditational
models delineate pathways through which neigh-
borhoods affect antisocial behavior in longitudi-
nal community samples of adolescents. In further
support of indirect associations using a longitudi-
nal research design, a study with former female
offenders first interviewed in correctional facili-
ties found neighborhood disadvantage consis-
tently predicted exposure to violence which
predicted increased self-reported antisocial
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behavior at follow-up (Chauhan & Reppuci,
2009). The model includes a number of family
and individual covariates including a maternal
risk measure (i.e., convicted or arrested for a
crime, problems with drugs or alcohol) but does
not include a measure of family socio-economic
status.

Moderational models have also been sup-
ported among adolescents using longitudinal data
in predicting antisocial behavior problems. Three
studies support stress-buffering models, while
studies have not yet found evidence of stress
amplification in this age group. In support of
stress-buffering ~ with  longitudinal  data,
Kurlycheck, Krohn, Dong, Hall, and Lizotte
(2012) found support for a moderating role of
neighborhood social process factors from mid-
adolescence on individual, peer, and school risk
factors in early adolescence on late adolescent
violent behaviors. Neighborhoods were identified
through a separate study based on demographic
and interactional patterns. Neighborhood integra-
tion reduced the impact of individual risk factor,
peer risks, and school risks. Peer risks were buff-
ered when parents knew and interacted with
neighbors. School risks were also buffered by
social integration and neighbor support. Finally,
a protective effect of social integration in the
neighborhood was found on a measure of total
risk on violent behavior. Furthermore, Maimon
and Browning (2010) use Cohorts 9 and 12 (ages
8-13) of the PHDCN study examining violent
behavior at Wave III. They combined routine
activities theory with collective efficacy theory to
explain violent behavior. Unstructured socializ-
ing with peers increased violent behavior.
However, a cross-level interaction was found in
that the promotive effect of unstructured social-
izing with peers on increasing violence was
decreased in areas with more collective efficacy.
This finding may be interpreted in terms of stress-
buffering influences also from stress and strain
perspectives.  Unstructured socializing may
increase susceptibility to victimization and peer
pressure to engage in deviance. Unstructured
socializing in the absence of guardians may
therefore involve sources of stress for adoles-
cents. Collective efficacy is a neighborhood

resource that may buffer these stress influences
on violence.

A third study supported moderational models
in longitudinal analyses also from the three wave
PHDCN study (Molnar et al., 2008). Cross-level
interactions between neighborhood organizations
and personal resources were found. Higher levels
of neighborhood organizations and services com-
bined with the presence of pro-social peers to
reduce the odds of adolescents’ aggressive behav-
ior. Moderating cross-level interactions effects
between neighborhood collective efficacy and
each of family support, pro-social peers, and non-
parental mentors were also found on reducing
aggression. A protective interactive effect was
also found for delinquency: neighborhoods with
high collective efficacy and an increase in the
level of pro-social peers decreased the odds of
delinquency. This study suggests the advantages
of pro-social peers may confer behavioral advan-
tages to youth only in the presence of neighbor-
hood resources including collective efficacy and
neighborhood organizations and services (Molnar
et al.).

Trajectories of Antisocial Behavior
in Childhood and Adolescence

Life course criminology is concerned with the
course of antisocial behavior. This focus has been
reflected extensively in research on crime and
antisocial behavioral trajectories (Piquero, 2008).
Classic work in life course criminology initiated
the examination of neighborhood influences on
antisocial behavior trajectories in the early life
course (Ingoldsby & Shaw, 2002; Loeber &
Wikstrom, 1993). Three recent developments in
neighborhood influences research have particular
relevance to life course criminology. First,
research has begun to investigate neighborhood
influences on long-term trajectories of antisocial
behavior using multi-level and latent growth
models as well as semi-parametric mixture mod-
els (discerning distinct groups) among both chil-
dren and adolescents. Next, research is emerging
on the dynamics of neighborhood change for
externalizing behavior problems (Leventhal &
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Brooks-Gunn, 2011; Sampson et al., 2002). We
develop the interpretation and potential of this
work with reference to stress and strain perspec-
tives. Finally, research considers the relative tim-
ing of neighborhood influences (Leventhal et al.,
2009; Wheaton & Clarke, 2003). This is consis-
tent with Elder’s (1998) guiding life course prin-
ciples. These three topics constitute the remainder
of this chapter.

Childhood

Four studies on neighborhood influences on anti-
social behavioral trajectories among young chil-
dren have recently been conducted. The first
examines both neighborhood structure and neigh-
borhood process influences. Building on devel-
opmental literature showing a general decline in
the frequency of antisocial behavior across the
early life course (Tremblay, 2000), Odgers et al.
(2009) ask whether neighborhood factors explain
why some children’s antisocial behavior does not
decline across childhood. They use longitudinal
data on 5-year-old male and female children as
they develop to age 10 from the E-Risk
Longitudinal Twin Study in England and Wales.
Strengths of this study include the use of an inde-
pendent survey to measure neighborhood charac-
teristics (e.g., collective efficacy, neighborhood
problems) rated by community members in the
same post-codes as study families along with
“A Classification of Residential Neighborhoods”
or ACORN ratings to index neighborhood depri-
vation levels from Great Britain census data.
Using latent growth curve analyses, Odgers et al.
(2009) found that children in deprived neighbor-
hoods had higher initial levels of antisocial
behaviors (as measured by mother and teacher-
reported aggressive and delinquent behaviors)
and slower rates of decline in antisocial behavior
over ages 5-10 than children in affluent neigh-
borhoods. This pattern was observed among both
males and females. Therefore, living in a deprived
neighborhood is associated with more persistent
antisocial behavior trajectories. This finding is
consistent with prior research on children finding
arisk effect of low SES neighborhood conditions
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on antisocial behavior (Leventhal & Brooks-
Gunn, 2000; Leventhal et al., 2009). However,
Odgers et al. (2009) elaborate this pattern by con-
sidering overall antisocial behavioral trajectories.
They add that neighborhood deprivation increases
initial levels of antisocial behavior and further
slows rates of change in these behaviors between
ages 5 and 10 compared to living in an affluent
neighborhood. Furthermore, Odgers et al. (2009)
found neighborhood collective efficacy was
influential on behavioral trajectories. Multivariate
models found higher collective efficacy decreased
initial levels of antisocial behavior but not its rate
of decline. A moderating effect was also found
involving the neighborhood resource of collec-
tive efficacy, where it was protective on initial
levels of antisocial behavior trajectories in
deprived but not affluent neighborhoods. This
finding extends research on stress-buffering
influences involving neighborhood disadvantage
and neighborhood collective efficacy to behav-
ioral trajectories. Although this study has numer-
ous strengths, the sample was predominantly
white and further testing is needed with more
diverse samples.

Another study of antisocial behavioral trajec-
tories with older children again included males
and females and examined neighborhood struc-
tural influences. Vanfossen, Brown, Kellam,
Sokoloff, and Doering (2010) used multi-level
growth models with data from Baltimore on
teacher-reported aggression trajectories from
Grades 1 to 7 among predominantly African
American boys and girls. This study examined
neighborhood structural influences from census
and police data (operationalized at census tract
level) net of family level factors. They examined
direct neighborhood influences on initial levels
of aggressive behavior or intercepts of trajecto-
ries and on change in level of aggression or the
slopes of trajectories. Neighborhood structural
influences were found on aggressive trajectory
slopes among boys and girls in separate analy-
ses. Among girls, they found neighborhood vio-
lence and the percentage of single males in the
neighborhood increased aggressive behavior by
positively affecting slopes, while male employ-
ment and neighborhood median income
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decreased changes in aggressive behavior.
Among males, there were similarly risk
influences of neighborhood percentage of single
males and neighborhood violence and additionally
of neighborhood percentage of female headed
households on accelerating aggressive behavior.
As for females, neighborhood male employment
and neighborhood median income led to lower
levels of aggressive behavior among males. The
results add to prior work by extending research
on neighborhood SES (Leventhal & Brooks-
Gunn, 2000) to consider influence on behavioral
trajectories. Vanfossen et al. (2010) show higher
neighborhood SES is associated with decelerat-
ing aggressive behaviors for both males and
females. Furthermore, neighborhood violence
accelerates aggressive behavior trajectories
among males and females. Results from these
studies of children’s trajectories tend to show
similarities in neighborhood influences by gen-
der. Both Odgers et al. (2009) and Vanfossen
et al. (2010) further find neighborhood structural
conditions affect the slopes of antisocial behav-
ioral trajectories.

With data from a longitudinal prospective
study in Tennessee and Indiana, Beyers, Bates,
Pettit, and Dodge (2003) engage in one of the
early studies to use multi-level growth models to
examine neighborhood influences on trajectories
of teacher-reported externalizing behavior prob-
lems in pre- to early adolescence between ages
11 and 13. They incorporate structural features of
census tracts to measure neighborhood character-
istics and examine their associations net of fam-
ily- and individual-level controls. Beyers et al.
(2003) find evidence of cross-level interaction
effects involving neighborhood structure on ini-
tial levels or intercepts of externalizing behavior
problems but no influences of neighborhood fac-
tors on growth or slopes in externalizing prob-
lems. In accordance with modifying models, and
consistent with stress-buffering models, they
found more parental monitoring predicted lower
initial levels of externalizing problems at age 11
(intercepts) but this association was stronger in
neighborhoods with more residential instability.
Thus family resources were protective on initial
levels of externalizing problem trajectories in

residentially unstable neighborhoods. Although
this sample had some racial and ethnic diversity
including 15% African Americans, results would
again be strengthened with further testing on
more diverse samples. Odgers et al. (2009) also
found a protective effect of the neighborhood
resource of collective efficacy on initial levels of
antisocial behavior problems under deprived
neighborhood structural conditions. Thus, both
family and neighborhood resources are protective
on initial levels of externalizing behavior trajec-
tories from childhood to pre- and early
adolescence.

Finally, Ingoldsby et al. (2006) used semi-
parametric mixture models (Nagin, 1999) with
longitudinal data on a low-income sample of
African American and European American boys
followed from ages 5 to 10 to identify four dis-
tinct pathways of antisocial behavior in middle
childhood: a low/stable group, a low initial/
decreasing group, a high initial/decreasing group,
and finally a moderate initial/increasing group or
“early starters.” Net of other covariates, maternal
perceived neighborhood problems increased the
likelihood of belonging to the high initial/decreas-
ing trajectory group compared to the low antiso-
cial behavior groups. This finding is in keeping
with interpreting neighborhood problems as an
ambient strain or source of neighborhood stress.
However, neighborhood problems did not distin-
guish membership in the early starter trajectory
group (or moderate initial/increasing groups)
from the low antisocial behavior trajectory
groups. Furthermore, neighborhood disadvantage
measured through census variables also did not
distinguish group membership. There was a trend
toward neighborhood problems increasing the
likelihood of belonging to the early starter group
and high initial/decreasing group compared to
the low antisocial behavior trajectories in subse-
quent multivariate analyses. Together these
findings suggest maternal perceived neighbor-
hood problems are consistent with a stimulating
effect of neighborhood stressors (Agnew, 2006;
Aneshensel & Sucoff, 1996). More work on
neighborhood problem influences on antisocial
behavior trajectories is needed with diverse sam-
ples inclusive of Latinos.
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While Ingoldsby et al. (2006) used semi-para-
metric mixture models with young boys to ana-
lyze neighborhood influences of types of
trajectories of externalizing behaviors, Chung,
Hill, Hawkins, Gilchrist, and Nagin (2002) pro-
vided one of the first studies with adolescents
examining trajectories of offending over time
incorporating neighborhood influences. Using
data from a broad community sample of adoles-
cents on offending behaviors between 13 and 21,
they found using semi-parametric mixture mod-
els that a five class model provided the best fit to
their data describing trajectories of chronic
offenders, escalators, desisters, late onsetters, and
non-offenders. They found the perceived avail-
ability of drugs in the neighborhood increased
the likelihood of belonging to the minor offend-
ing group (members of the escalator and desister
trajectories) compared to the no offending onset
group. They also found neighborhood availabil-
ity of drugs increased the likelihood of belonging
to the serious offenders group (members of the
chronic trajectory) compared to the no offending
group. Finally, neighborhood availability of drugs
increased the likelihood of group membership in
the serious compared to the minor offending
groups. These results were obtained net of a range
of individual, family, and school factors.

Also using semi-parametric mixture models to
discern internally homogeneous latent class tra-
jectory groups of antisocial behavior trajectories
(Nagin, 1999, 2005), Stiffman, Alexander-
Eitzman, Silmere, Osborne, and Brown (2007)
analyzed a total behavior problem index among a
prospective sample of American Indian youth
(average age of 15 at Wave I of four wave study)
that included internalizing problems (e.g., depres-
sion) as well as externalizing problems (e.g.,
delinquency, aggression). Stiffman et al. (2007)
found a five group model fit the data. They then
analyzed predictors differentiating membership
in the high chronic group from the high level
improver group, also known as desisters in life
course criminology. They found high level
improvers or desisters had significantly lower
levels of youth self-reported neighborhood prob-
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lems than youth in high chronic problem behav-
ior trajectories. These findings are consistent with
stress and strain perspectives (Agnew, 2001,
2006) where more neighborhood stress may be
associated with membership in riskier antisocial
behavior trajectories. As will be elaborated when
we examine neighborhood dynamics, this study
begins to show mean levels of neighborhood
problems decreased from 2001 to 2004 among
the high level improver group. This neighbor-
hood dynamic is consistent with “stress-offset”
perspectives associated with an improving course
of antisocial behavior.

It is also important for life course criminology
to complement work with general community
samples with those of arrested youth to examine
re-offending  trajectories. Van Domburgh,
Vermeiren, Blokland, and Doreliejers (2009)
examined official offending trajectories among
children arrested in a Dutch sample before the
age of 12. This group was followed up for 5 years
through police records. A postal code or neigh-
borhood-based socio-economic status measure
was constructed based on mean income, employ-
ment, and education. Semi-parametric mixture
models were used to determine three re-offending
trajectories including low, escalating, and high
offenders. In multivariate logit models, low
neighborhood SES predicted group membership
in the escalating re-offending trajectory com-
pared to membership in the low re-offending
group. Although the analyses are multivariate,
the data did not include family-based measures
other than the parent being notified of the child’s
first police contact that assist in specifying neigh-
borhood influences. This study is also supportive
of the stimulating influences of neighborhood
social strains on escalating trajectories of
officially reported antisocial behavior (Agnew,
1997, 2006).

Two other studies of adolescents use multi-
level growth models with community samples of
adolescents (Karriker-Jaffe, Foshee, & Ennett,
2011; Karriker-Jaffe, Foshee, Ennett, &
Suchindran, 2009). With data from rural public
school students (ages 11-18) and their parents in
North Carolina, Karriker-Jaffee et al. (2009)
found neighborhood socio-economic disadvantage
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indicated by census block group data was associ-
ated with higher levels of girls’ aggressive trajec-
tories net of family control variables.
Neighborhood disadvantage affected the inter-
cepts, or initial levels of trajectories, rather than
the slopes or rate of change in aggressive behav-
ior. This finding of neighborhood influences on
initial levels of antisocial behavioral trajectories
is consistent with the work of Odgers et al. (2009)
with children and Beyers et al. (2003) with early
adolescents. However, neighborhood social pro-
cess variables measured by parent reports were
not associated with girls’ aggressive behavior tra-
jectories. A main effect was found for neighbor-
hood disadvantage on aggressive trajectories
among males, but in models with information on
both neighborhood disadvantage and neighbor-
hood processes, no significant influences of
neighborhoods were found on boys’ aggressive
trajectories. The sample was ethnically diverse,
including over a third African Americans but few
Latino students. Together, these results suggest
that girls growing up in economically disadvan-
taged neighborhood contexts have higher trajec-
tories of aggression than girls growing up in more
advantaged contexts. However, among boys,
neighborhood factors do not consistently differ-
entiate aggressive behavior trajectories.

Using the same measure of aggressive/violent
behaviors as in the earlier study, Karriker-Jaffee
et al. (2011) examined the influences of neighbor-
hood disadvantage on these trajectories with an
emphasis on examining time-varying mediating tra-
jectory influences. They found neighborhood disad-
vantage increased initial levels of aggressive/violent
behaviors among girls net of covariates, although
influences were of marginal significance among
boys. Through Sobel tests, they found evidence of
mediation of the neighborhood disadvantage effect
on girl’s violence trajectories by conventional val-
ues, traditional goals, and psychological distress
among girls. Among boys, conventional values
mediated the neighborhood disadvantage effect on
initial levels of violence aggression. These analyses
reveal conventional values mediate neighborhood
disadvantage influences on violence among both
males and females in accordance with social bond-
ing theories.

Neighborhood Dynamics

Sampson et al. (2002) point to the need for fur-
ther longitudinal research on neighborhood tem-
poral dynamics. There are several types of studies
capturing neighborhood dynamics to date. One
approach uses prospective longitudinal data with
multiple assessments of neighborhood indicators
to yield insight into trajectories of neighborhood
risk for externalizing problems (e.g., Furr-Holden
et al., 2011). Another prospective approach oper-
ationalizes neighborhood dynamics using a gen-
eral community study with indicators of
neighborhood poverty measured by the 1990 and
2000 census data (e.g., Leventhal & Brooks-
Gunn, 2011). Other studies assign neighborhood
measures to geocoded residences during a pro-
spective longitudinal study or using cross-sec-
tional data (Buu et al., 2009; Jackson & Mare,
2007; Schonberg & Shaw, 2007). Neighborhood
change is also examined through residential
mobility programs as well as recent research that
disentangles the influences of residential mobil-
ity from neighborhood change (Sharkey &
Sampson, 2010). Recent qualitative work from
residential mobility studies further illuminate
processes involved in neighborhood change that
seem to influence males and females differently.
We link these findings on neighborhood dynam-
ics to GST and stress perspectives to guide future
research.

Building on the behavioral trajectories
research reviewed above, a further development
in trajectories modeling involves “joint” semi-
parametric mixture modeling models assessing
both risk and behavioral trajectories and co-vari-
ation between them (Nagin, 2005). This approach
was used by Schonberg and Shaw (2007) with
data from the Women, Infants, and Children
Nutritional Supplement program with working
class boys from ages 5 to 12. They found four
trajectory groups described antisocial behavior in
the sample including abstainers, occasional rule
breakers, desisters, and a chronic conduct prob-
lems group. They then operationalized neighbor-
hood dynamics by using census-based measures
of neighborhood socio-economic status in 2000
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corresponding with the child’s geocoded address
at six chronological time points in their prospec-
tive sample from ages 5 to 12. The sample was a
low SES sample but many lived in middle-class
neighborhoods as they grew older. Neighborhood
trajectories were also described by a four group
model consisting of those in poverty-stable con-
ditions, those in poverty with improving condi-
tions, a lower class grouping, and a lower
middle-class grouping or the most socio-eco-
nomically advantaged group. Using the output of
the joint trajectories model, probabilities of con-
duct disorder trajectory group membership con-
ditional on neighborhood grouping showed those
in the poverty-stricken stable trajectory were
most likely to be in the chronic conduct problems
group. Boys in the poverty-stricken/improve cat-
egory were least likely to be assigned to the
chronic conduct problems group. These results
are consistent with stress and strain theories
where stable impoverished neighborhood condi-
tions may be considered a form of chronic strain
associated with chronic conduct disorder trajec-
tories (Agnew, 1997; Foster, Nagin, Hagan,
Costello, & Angold, 2010; Hoffman, 2010;
Hoffman & Cerbone, 1999; McLeod & Shanahan,
1996). Stress offset in neighborhood conditions
should be associated with desistance in antisocial
behavioral trajectories.

Neighborhood dynamics are measured in a
second study using fine-grained observational
measures. With growth mixture modeling
(Muthen & Shedden, 1999), Furr-Holden et al.
(2011) used longitudinal data from Baltimore to
examine changes in neighborhood disorder tra-
jectories on marijuana use 2 years after high
school, taking into account previous marijuana
use. They used an independent assessment of the
neighborhood environment (The Neighborhood
Inventory for Environmental Typology or NIfETy
instrument) which involved observations of block
faces in neighborhoods. They examined the pres-
ence of abandoned buildings in the neighborhood
at each observation point. They found four trajec-
tory groups best fit the neighborhood observa-
tional data, with a radically improving trajectory,
slightly improving trajectory, an always good tra-
jectory, and a deteriorating trajectory. They found
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living in a deteriorating neighborhood was a risk
factor for marijuana use, with an odds ratio of 1.3
(»<0.05). Again, this finding on neighborhood
risk is consistent with stress and strain theories,
where prolonged exposure to chronic stress ele-
vates the risk of antisocial behavior.

Duration of exposure to high-crime environ-
ments is also used to measure neighborhood
dynamics. In a longitudinal study of boys and
girls in Grades 1-3 at baseline in a low-income
and ethnically diverse sample, the effect of living
in a high-crime environment was examined net of
family income-to-needs ratios and neighborhood
structural disadvantage (Parente & Mahoney,
2009). This study classified spending over 70%
of the time or 2 or more years in high-crime
neighborhoods as long-term exposure to high-
crime environments. High-crime environments
were measured by geocoded calls to the police in
the neighborhood (or census tract block group).
They found evidence that a change for the worse
in terms of crime exposure was more consequen-
tial for aggression. The results were also gen-
dered. Boys, but not girls, who moved from
average-crime to high-crime neighborhoods
showed more teacher-reported aggression than
boys living in average-crime neighborhoods,
boys moving from high-crime to average-crime
neighborhoods, and boys living stably in high-
crime neighborhoods during the course of the
study. This is a neighborhood dynamics effect
evident among boys only. Boys who stably lived
in high-crime environments had higher aggres-
sion than those in stable average-crime neighbor-
hoods orthose moving from high- toaverage-crime
neighborhoods. But boys moving from average-
to high-crime neighborhood had even higher
aggression than those stably living in high-crime
environments. These dynamic results suggests a
change to worse circumstances, rather than stable
exposure to a high-crime environment, or change
from a high-crime to average-crime environment
is a key feature of dynamic neighborhood strain
in this age group.

Changes in neighborhood characteristics from
ages 3-5 to ages 15-17 were used in a study by
Buu et al. (2009) to incorporate a dimension of
neighborhood dynamics into analyses of early
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adult psychopathology. This longitudinal study
began with a sample of fathers with drunk driving
convictions with a biological son between the
ages of 3 and 5 years old and a control group of
families from the same neighborhoods as the
focal fathers. Residential instability and neigh-
borhood disadvantage were measured with cen-
sus data at baseline (ages 3-5) and in late
adolescence (age 15—17). They calculated change
scores between the measures at the two time
points and classified scores using the 25th and
75th percentiles into neighborhoods that stayed
the same and became better or worse. Net of fam-
ily psychopathology and family SES, neighbor-
hoods that became more stable over time were
associated with lower alcohol-use disorder symp-
toms. Furthermore, experiencing a more affluent
neighborhood environment over time was protec-
tive against marijuana-use disorder symptoms.
These findings suggest experiencing better neigh-
borhoods, in terms of more stability or affluence,
was protective on boys’ mental health over the
early life course.

In the PHDCN longitudinal community study,
neighborhood dynamics were measured through
changes in neighborhood poverty rates using cen-
sus data in 1990 and 2000 resulting in conditions
of stable, decreasing, and increasing poverty
(Leventhal & Brooks-Gunn, 2011). For violent
behavior, they found that in high-poverty neigh-
borhoods, decreasing neighborhood poverty
increased boys’ violent behavior. In moderate
poverty neighborhoods, increasing neighborhood
poverty was not significantly associated with
youth violent or property offenses. Finally, in
low-poverty neighborhoods, an increase in pov-
erty was associated with a greater probability of
boys increasing their violent behavior. The latter
finding is consistent with a stress dynamics per-
spective, where increasing poverty is associated
with increasing violence, but this result was
found for boys only. However, Leventhal and
Brooks-Gunn’s (2011) results are not fully sup-
portive of stress perspectives. Since violent
behavior increased in high-poverty neighbor-
hoods alongside decreasing neighborhood pov-
erty, it suggests countervailing social processes
may also be at work. Illuminative research on

these processes comes from qualitative research
with a residential mobility program as is dis-
cussed below.

Also with PHDCN, Sharkey and Sampson
(2010) consider the influence of moving along-
side neighborhood dynamics on trajectories of
violent behavior among Cohorts 9 and 12 of the
PHDCN data. They use cross-classified growth
models and found moving within Chicago
increased violent behavior over time while mov-
ing outside of Chicago decreased violent behav-
ior. Therefore, the dynamic of moving outside the
city was protective on violent behavior. Their
results suggest moving outside of Chicago may
be associated with some forms of stress offset
including a change in problematic school
environments.

Neighborhood dynamics are also measured
though The Moving to Opportunity (MTO) study
initiated in 1994. This is a quasi-experimental
study that moved a group of residents across five
sites in the USA from high-poverty neighbor-
hoods to low-poverty neighborhoods compared
to a group of controls, or individuals who did not
move as a result of the study. Results showed
among youth aged 15-25 in 2001, relocation led
to reduced arrests for violent and property crime
relative to a control group among females, but
increased property crime among males compared
to a control group (Kling, Ludwig, & Katz, 2005).
Kling, Liebman, and Katz (2007) also found on
average 5 years after random assignment using
data from the five study sites that females were
more likely to experience the absence of risky
behaviors, while males were less likely to experi-
ence the absence of risky behaviors. More work
is required on gender differences in neighbor-
hood influences (Leventhal et al., 2009). Recent
gendered influences also point to risks for boys in
particular in community studies by Parente and
Mahoney (2009) and Leventhal and Brooks-
Gunn (2011). In explaining results of the MTO
studies focusing on adults where mental health
improvements were seen, Kling et al. (2007, p. 102)
note: “...we believe that the leading hypothesis
for the mechanism that produces the mental
health improvements involves the reduction of
stress that occurred when families moved away
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from dangerous neighborhoods in which the fear
of random violence influenced all aspects of their
lives.” We encourage further exploration of stress
and GST explanations in explaining antisocial
behavior increases and decreases among youth.
Recent qualitative research illuminates some
of the mechanisms involved in neighborhood
dynamics that may explain some of the gender
dynamics. Among females in the MTO research,
research finds moving from high to low-poverty
neighborhoods is associated with a decrease in
“the female fear” or “the fear of sexual victimiza-
tion, verbal and sexual harassment, and sexual
exploitation” (Briggs, Popkin, & Goering, 2010;
Gordon & Riger, 1989; Popkin, Leventhal, &
Weismann, 2010, p. 720). They found moving to
safer neighborhoods decreased stress and
increased perceptions of safety that affected girls’
well-being. This finding is consistent with a
dynamic extension of GST where offset of expo-
sure to neighborhood stimuli is associated with
improved outcomes among females.
Clampet-Lundquist, Edin, Kling, and Duncan
(2011) engaged in further qualitative research on
MTO teens aged 15-19 from the Baltimore and
Chicago sites (n=86). The study design permit-
ted comparisons in gender differences among
control group and experimental groups (those
who moved to low-income neighborhoods). They
found six processes were involved in teen’s expe-
riences. First, in terms of daily routines that cap-
ture teens’ experiences of spending time hanging
out, they found experimental girls were more
likely than any other group to spend time in the
neighborhoods of school or work friends.
Clampet-Lundquist et al. (2011) hypothesize the
differences in where teens hung out put the girls
at less risk than the boys and had an influence on
how they adapted in new environments. Second,
on the theme of neighborhood norms and social
control, they found that experimental boys were
more likely than any other group to experience
contact with the police or police harassment.
Their results reveal that the ways boys and girls
hung out meant that boys were more subject to
public surveillance, including by the police. They
found girls tended to fit better with norms and
expectations in low-poverty neighborhoods, in
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ways that drew less police surveillance. Third, in
terms of neighborhood navigational strategies,
the interview data showed that control boys had
developed strategies for avoiding neighborhood
trouble that experimental boys were less likely to
use. This was consequential when experimental
boys moved back to high-risk neighborhoods.
They were at risk in new neighborhoods in not
having same navigational skills control boys
developed when experimental boys subsequently
moved to more impoverished neighborhoods.
Fourth, regarding interaction with neighborhood
peers, they found girls in the control group were
more likely to hang out with neighborhood peers,
whereas girls in the experimental group were
more likely to disengage from their neighbor-
hoods and hang out with school or work peers.
Experimental boys were less discriminating in
friendship choices than were control boys, where
control boys held a more cautious view of peers
in their communities. Fifth, in terms of delin-
quency among friends, experimental boys were
more likely to hang out with delinquent peers
than any other program group. Finally, in terms
of the involvement of social fathers, interview
narratives revealed a salience of same-sex adult
role models in teens’ lives. There were no differ-
ences in teens in contact with biological fathers
across the four groups. But there were differences
in contact with father figures for experimental
boys and control boys, where control boys were
twice as likely as experimental boys to report a
meaningful relationship with a close caring male.
This result seems to be a function of proximity to
kin among control boys in impoverished neigh-
borhoods who did not experience moving through
the study. The overall pattern of the results sug-
gests girls were able to take advantage of move to
a low-poverty neighborhood, while boys were
less so, for the above reasons.

Timing

An emerging topic in neighborhood influences
research relevant to life course criminology is the
role of timing of exposure to neighborhood con-
text (Leventhal et al., 2009). Attention to timing
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of exposure to neighborhood contexts is under-
pinned by life course perspectives and life course
stress models (Elder, 1998; Gotlib & Wheaton,
1997). Drawing on stress and life course perspec-
tives, Wheaton and Clarke (2003) examine the
effect of early childhood neighborhood disadvan-
tage and current neighborhood disadvantage on
young adult externalizing problems. They find a
lagged effect of childhood neighborhood context
on later mental health. They find ambient chronic
stressors in the neighborhood and childhood
stress mediate the lagged effect of early neigh-
borhood context on subsequent mental health.
These pathways support the role of social stress
in transmission processes from early neighbor-
hood context to behavioral problems. Also finding
a long-term effect of early life context, Buu et al.
(2009) with their study of alcoholic and non-
alcoholic families found an influence among sons
of census-based measures of neighborhood envi-
ronments at ages 3—5 on symptoms of psychopa-
thology atages 18—20netoffamily socio-economic
status. Neighborhood residential instability in
childhood increased the likelihood of young adult
externalizing problems including symptoms of
alcohol-use disorder, marijuana use disorder, nic-
otine dependence, and antisocial personality dis-
order symptoms. Therefore structural features of
neighborhoods including disadvantage and resi-
dential instability show long-term influences on
externalizing problems from early life exposure.

Research on the timing of neighborhood
influences has also emerged within adolescence.
Matjasko, Needham, Grunden, and Farb (2010)
examined adolescent violence exposure in the
National Longitudinal Study of Adolescent
Health among those who did not experience vio-
lence at Wave 1. They did not find an influence
of neighborhood disadvantage among that group
net of individual and family controls. However,
subsequent analyses examined the associations
of neighborhoods and other factors on Wave 2
violence exposure among youth involved in both
violence perpetration and victimization at Wave
I. Among this group, they found support for
developmental stage-dependent ecological fac-
tors. That is, the effect of neighborhood disad-
vantage was evident in middle adolescence

(ages 14—16) but not among those in early ado-
lescence (11-13) or late adolescence (17-19).
The results indicated that middle-adolescents
exposed to disadvantaged neighborhoods were
more likely to become victims of violence than
to report no exposure to violence at Wave 2.
Their work suggests that among high-risk ado-
lescents, certain stages within adolescence may
be more susceptible to neighborhood contexts
than others. In contrast, results from the MTO
residential mobility program show no differ-
ences in program influences for youth who were
in early vs. late adolescence at the time of ran-
dom assignment to treatment and control condi-
tions and no evidence of treatment interaction
effects with age (Kling et al., 2005).

Future Research Directions

We conclude by summarizing research trends to
date regarding neighborhood influences on exter-
nalizing problems on children and adolescents
and suggest areas for future research in life course
criminology.

e Moderational models with cross-sectional and
longitudinal research support both stress-buff-
ering (Beyers et al., 2003; Caughy et al., 2008;
Kurlycheck et al., 2012; Maimon & Browning,
2010; Odgers et al., 2009; Silk et al., 2004;
Supplee et al., 2007) and stress amplification
perspectives (Beaver et al., 2012; Lima et al.,
2010; Lord & Mahoney, 2007). Stress
amplification models need further testing with
arange of stressors as well as with adolescents
in longitudinal research.

* Neighborhood processes identified as influential
include collective efficacy (Maimon & Browning,
2010; Odgers et al., 2009; Sampson et al., 1997)
as well as new work on neighborhood familism
(Gonzales et al., 2011), moral/legal cynicism
(Sampson et al., 2005), and neighborhood orga-
nizations and services (Molnar et al., 2008).
Research should continue to build on the range
of neighborhood factors affecting antisocial
behavior across research designs.

e Evidence in support of stress mediating
influences (Roosa et al., 2005; Wheaton &
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Clarke, 2003) suggests stressors should be con-
sidered among social processes transmitting
neighborhood influences. Theories of stress
dynamics (Agnew, 2006; Foster et al., 2010;
Hoffman, 2010; Hoffman & Cerbone, 1999;
McLeod & Shanahan, 1996) would be furthered
by considering neighborhood dynamics.

More longitudinal neighborhood influences
research on antisocial behavior is needed with
diverse samples facilitating race and ethnic
comparisons. Further cross-national research
is also needed (Kohen et al., 2008, 20009;
Odgers et al., 2009).

Further research is needed with US samples
and adolescents building on findings of
neighborhood disadvantage in Britain and
Wales in childhood leading to higher initial
levels (intercept) and a slower rate of decline
(slope) in antisocial behavior (Odgers et al.,
2009).

More research on neighborhood antisocial
behavioral trajectories is needed with a vari-
ety of methodological approaches. Research
with semi-parametric mixture models has
found an influence of neighborhood prob-
lems on membership in riskier behavioral
trajectory groups. More work is needed with
semi-parametric mixture models with neigh-
borhood structural factors (Ingoldsby et al.,
2006; Piquero, 2008). Further work on
neighborhood dynamics and antisocial
behavioral trajectories models using joint
semi-parametric mixture models is also
needed with other age groups and girls build-
ing on the work of Schonberg and Shaw
(2007) with young boys.

Further research on neighborhood dynamics is
needed. A promising approach includes fine-
grained repeated measures of neighborhood
features building on the work of Furr-Holden
et al. (2011) examining levels of abandoned
buildings over time on substance use. The
findings of Sampson (2012) are also important
for stress dynamics perspectives in that analy-
ses of flows between neighborhoods suggest
African Americans move between neighbor-
hoods that are similar whereas whites and
Latinos experience some change to better

H. Foster and J. Brooks-Gunn

neighborhood environments. Future research
should consider racial inequalities and expo-
sure to stress persistence and stress offset in
neighborhood conditions.

Trajectories research is further needed in life
course criminology with offender samples as
well as community samples. Family socio-
economic factors need to be incorporated in
research on offender samples.

Research with childhood antisocial behav-
ioral trajectories has shown gender similari-
ties (Odgers et al., 2009) while others show a
male susceptibility (Leventhal & Brooks-
Gunn, 2011). Furthermore, some adolescent
studies have found gender differences
(Karriker-Jaffe et al., 2009, 2011; Kling
etal., 2005, 2007). Further clarifying research
on gender is especially needed in behavioral
trajectories and neighborhood dynamics
research.

More work is needed on processes involved in
residential mobility studies. According to
research with older adults, neighborhood
problems are associated with anger in stress
process research (Schieman, Pearlin, &
Meersman, 2006). Drawing on the tenets of
GST (Agnew, 2006) and the qualitative
research with MTO (Clampet-Lundquist et al.,
2011; Popkin et al., 2010), we hypothesize
girls who move to a high income neighbor-
hood from a low income neighborhood may
experience a decrease in anger and negative
emotionality due to the offset of sexual harass-
ment and an increase in perceived safety.
Boys, on the other hand, experience more
public surveillance including increased police
contact. Boys may therefore experience more
anger and negative emotionality in the move
to a higher income neighborhood. GST posits
negative emotionality and anger are associ-
ated with externalizing behavior problems.
Future research may investigate the role of
anger in association with gendered influences
of neighborhood stressors.

Neighborhood  victimization  trajectories
should be explored in more detail alongside
work on antisocial behavioral trajectories and
neighborhood dynamics trajectories.
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The Impact of Schools and
Education on Antisocial Behavior
over the Lifecourse

Allison Ann Payne and Kelly Welch

Abstract

Lifecourse/developmental (LCD) perspectives and theories have gained a
prominent role in the examination of antisocial behavior over the last two
decades. However, much of this work does not thoroughly investigate the
influence of schools and education. Although there is a large body of work
investigating school-related risk factors of antisocial behavior, an area of
research that aligns well with the LCD perspective, education is not a pri-
mary focus in the majority of the established LCD theories. In addition,
there is little work that examines the role of schools and education through
a general LCD lens. This chapter will review the research that has been
conducted in each of these areas and discuss possible directions for future
theoretical and methodological analysis of antisocial behavior within the

LCD perspective.
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Introduction

Theoretical and methodological approaches to
analyzing antisocial behavior over the last two
decades have demonstrated the prominent role of
developmental stages throughout the lifecourse.
Much of this work, however, fails to thoroughly
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investigate the influence of schools and education
on this behavior. Although many of the estab-
lished lifecourse/developmental (LCD) theories
of offending acknowledge the school domain
with varying degrees of emphasis, schools and
education are not a primary focus in the large
majority of them. Beyond the established LCD
theories” minimal discussion of education as a
salient lifecourse event and schools as an impor-
tant domain for human development, there is also
little research that examines the role of schools
and education through a general LCD lens. By
contrast, there is a large body of work investigat-
ing school-related risk factors of antisocial
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behavior, an area of research that aligns well with
the LCD perspective.

This chapter begins with a brief overview of
the LCD perspective on human development, fol-
lowed by a review of the strong research that
links school-related risk factors with antisocial
behavior and offending. The next two sections
discuss how established LCD theories of offend-
ing address the role of schools and education and
present the small body of research that uses a
general LCD perspective to examine the relation-
ship between education and deviance. This is fol-
lowed by a discussion of directions for future
research, including the need to more clearly link
these bodies of research in future theoretical and
research work.

An LCD Perspective of Human
Behavior

The LCD framework of understanding human
behavior examines development within the con-
text of age-related life stages and the overall life
span (Elder, 1985). Theories within this perspec-
tive focus on trajectories, or long-term patterns of
behavior, and transitions, or short-term changes;
these transitions may or may not be turning
points, which alter an individual’s trajectory
(Elder, 1985; Hagan & Parker, 1999). An LCD
perspective on human development also proposes
an interaction between the genetic and biological
characteristics and the environmental and social
experiences of an individual. For example, as
children grow, their biological systems mature at
the same time that they develop behavioral skills,
thus creating an interactive process. Children’s
biological characteristics influence how they
react to certain environments or events. In turn,
these environments and events shape children’s
reactions and influence the maturation of their
biological makeup, thereby creating repertories
of certain behavioral skills (Biglan, Brennan,
Foster, & Holder, 2004).

Importantly, an individual’s development is
embedded within social institutions such as the
family (Elder, 1985), and these institutions also
influence the interactive process. One influential
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domain is the school, which is particularly impor-
tant during the younger phases of development,
from early childhood through adolescence
(Biglan et al., 2004), as children react to and
interact with teachers, peers, and other members
of the school community. Focusing specifically
on antisocial behavior, the LCD perspective sug-
gests that certain school practices interact with an
individual child’s predisposition to increase the
likelihood of deviance. For example, children
with high impulsivity and low self-control will
experience difficulty keeping quiet in their seats
and listening to teachers; this may, in turn, lead
these children to learn at a pace that is slower that
their peers, thus increasing the likelihood that
they will dislike school and act out behaviorally
(Biglan et al.). By contrast, school environments
may cultivate social and academic skills through
certain practices, thereby increasing children’s
ability to learn and their enjoyment of school,
ultimately leading to a greater likelihood of
prosocial behavior.

School-Related Risk Factors
for Antisocial Behavior

One area of research on offending that aligns well
with the LCD perspective is that related to risk
factors (Farrington, 1996a, 1996b; Welsh &
Farrington, 2007). Despite the dearth of LCD dis-
cussion and specific research on the relationship
between schools and offending, there is a size-
able body of work examining school-related risk
factors of antisocial behavior.

Risk factors are characteristics of an individual
or environment that, when present, increase the
likelihood of antisocial behavior. These factors
can influence any aspect of this behavior, includ-
ing the onset, frequency, persistence, or duration
of the deviance (Farrington, 1996a, 1996b). It is
important to note that these factors do not operate
in a vacuum; that is, new risk factors are added to
ones that are already there, leading them to
influence behavior in a cumulative and interactive
manner (Howell, 2003). Because these factors
often occur together, or “travel in packs” (Biglan
etal., 2004), it is difficult to disentangle individual
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effects. In addition, school-related risk factors for
deviance can operate at either the individual stu-
dent level or the school level. Thus, prevention
strategies that target multiple risk factors, includ-
ing those that may nest within each other, will
likely be more effective at reducing problem
behavior (Welsh & Farrington, 2007).

As described by Patterson and his colleagues
(Patterson, DeBaryshe, & Ramsey, 1989; Patterson,
Reid, & Dishion, 1992), children who are already
displaying antisocial behavior at home enter
schools with a limited behavioral repertoire for
interacting with teachers and other students.
These students are then more difficult to handle
in the classroom, which increases the likelihood
of poor academic performance, poor attachment
to teachers, lower school commitment, and rejec-
tion by conventional peers. This process contin-
ues to cycle and, due to a process of cumulative
continuity, poor academic performance, and poor
school bonding, “the child who receives antiso-
cial training from the family during the preschool
and elementary years is likely to be denied access
to positive socialization forces in the peer groups
and schools” (Patterson & Yoeger, 1993, p. 331).
Ultimately, this entire process greatly increases
the likelihood of continual antisocial behavior.
The following sections describe risk factors, both
at the student and school levels, in more detail.

Academic Performance

Academic performance, or school success/failure,
is one student-level risk factor for various forms
of antisocial behavior that is strongly supported
by research (Biglan et al., 2004; Maguin &
Loeber, 1996). In general, “consistent evidence
supports an association between poor school
performance and drug use and other adolescent
problem behaviors” (Gottfredson, 2001, p. 32).
Certainly, students with poor academic skills
are more difficult to teach, which may enhance
the deficits in these skills needed for future edu-
cation. This may lead to student frustration as
well as placement into remedial classes, in
which students with problem behaviors tend
to be clustered (Biglan et al., 2004). Much

longitudinal research supports the relationship
between poor academic performance and
deviance at many stages of the lifecourse,
including delinquency (Ayers et al., 1999;
Williams & Van Dorn, 1999), gang membership
(Hill, Howell, Hawkins, & Battin-Pearson,
1999), violence (Hawkins et al., 1998;
Herrenkohl, Maguin, Hill, Hawkins, & Abbott,
2000; Maguin et al., 1995), and incarceration
(Arum & Beattie, 1999).

Work by Farrington and his colleagues using
the Cambridge data also supports this relation-
ship. Failure in school between the ages of 8 and
10 predicted truancy between the ages of 12 and
14 and unstable employment at age 18 (Farrington,
1986), as well as chronic offending throughout
the lifecourse (Farrington & West, 1993; Nagin,
Farrington, & Moffitt, 1995). In addition, poor
academic performance at age 11 predicted vio-
lence between the ages of 16 and 18 and at 32;
similar findings were seen for placement in lower
academic tracks such as in remedial classes
(Farrington, 1989). In fact, one of the best predic-
tors of convictions up to age 32 is school failure
(Farrington, 2003).

Similarly, research by Thornberry and his col-
leagues using the Rochester data illustrates the
importance of academic performance in the pre-
diction of antisocial behavior. Much of their work
finds that poor academic achievement is a strong
influence on later involvement in delinquency
and drug use (Krohn, Thornberry, Collins-Hall,
& Lizotte, 1995; Smith & Thornberry, 1995;
Thornberry, Lizotte, Krohn, Farnsworth, & Jang,
1991; Thornberry, Krohn, Lizotte, Smith, &
Tobin, 2003). Indeed, Smith and Thornberry
(1995) find that school success can actually pro-
tect high-risk youth from these behaviors.

Perhaps the most thorough review of the rela-
tionship between academic performance and
delinquency to date is a meta-analysis conducted
by Maguin and Loeber (1996). Examining 42
cross-sectional studies, they first find a small neg-
ative relationship between academic performance
and delinquency: lower academic performance is
related to greater delinquency. A major problem
with cross-sectional studies, particularly when
examining behavior over the lifecourse, is that
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conclusions about temporal orderings are
impossible. Thus, Maguin and Loeber (1996) also
examine 26 longitudinal studies and determine
that, regardless of the length of time between the
measurement of the two variables, poor academic
performance is related to greater involvement in
delinquency. Similarly, Lipsey and Derzon’s
(1998) meta-analysis of longitudinal studies also
supports this relationship: school performance at
age 6 through 14 predicted violent or serious
delinquency between the ages of 15 and 25.

School Bonding

Another risk factor for delinquency and crime is
school bonding, as one of the main domains for
prosocial bonding during childhood and adoles-
cence is the school (Hawkins et al., 2003; Hirschi,
1969). School bonding is often conceptualized as
two separate components of attachment and com-
mitment to school. Attachment to school is indi-
cated by the extent to which students care about
their school and their teachers and the extent to
which they care about the teachers’ opinions. The
more students feel as though they belong in their
school, the less likely they are to engage in delin-
quent behavior. Commitment to school is gener-
ally defined as time and energy invested by
students in the pursuit of educational goals; this
concept is also often presented in terms of educa-
tional aspirations. Students who invest consider-
able effort in school are more likely to be
concerned about losing their investments if they
are deviant. Conversely, students who invest little
in a school will have less to lose and are, there-
fore, more likely to be delinquent.

The negative relationship between school
bonding and delinquency is well documented.
Cross-sectional studies link weak school attach-
ment with delinquency, cigarette-smoking, emo-
tional distress, suicidal behavior, violence,
substance use, and early sexual activity (Bonny,
Britto, Klostermann, Homung, & Slap, 2000;
Cernkovich & Giordano, 1992; Gottfredson,
Wilson, & Najaka, 2002; Jenkins, 1997; Liska &
Reed, 1985; Resnick et al.,, 1997; Resnick,
Harris, & Blum, 1993; Welsh, Greene, & Jenkins,
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1999). In fact, some scholars maintain that
school attachment has a stronger association
with absenteeism, delinquency, polydrug use,
and pregnancy than other factors, including
attachment to family (Resnick et al., 1993, 1997).
As with attachment to school, cross-sectional
research also supports the negative relationship
between commitment to school and delinquency
(Cernkovich & Giordano, 1992; Gottfredson
et al., 2002; Jenkins, 1997; Welsh et al., 1999),
as well as other deviant behavior such as early
sexual debut and promiscuity (Coker et al., 1994;
Luster & Small, 1997; Resnick et al., 1997).
More importantly, given the lifecourse focus
of the LCD perspective, much longitudinal
research supports the causal effect of school
bonding on adolescent delinquency and later
criminal behavior (Ayers et al., 1999; Chung,
Hills, Hawkins, Gilchrist, & Nagin, 2002;
Hawkins et al., 1998; Loeber & Farrington, 2001;
O’Donnell, Hawkins, & Abbott, 1995; Williams,
1994). Essentially, “students who are...weakly
attached to their schools..[and] have little com-
mitment to achieving educational goals...are
more likely to engage in crime than those who do
not possess these characteristics” (Gottfredson
et al.,, 2002, p. 149). Drawing from Patterson
et al.’s (1989, 1992) description of the relation-
ship between school bonding and antisocial
behavior, it is easy to see how deviant students’
antisocial behavior increases the likelihood of
poor attachment to conventional members of the
school community and leads to lower school
commitment due to poor academic performance.
Separate examinations of the school attach-
ment and commitment components show support
for both. Sampson and Laub (1993) found that
attachment to school is a strong predictor of sub-
sequent delinquency and continues to predict
delinquency even when earlier antisocial behavior
is included in statistical models. Even more longi-
tudinal research specifically supports the causal
path from low commitment to school to later
delinquency and criminal behavior. This includes
problem behavior and persistent serious delin-
quency (Maguin et al., 1995; Stouthamer-Loeber,
Wei, Farrington, & Wikstrom, 2002), teen preg-
nancy and substance abuse (Maguin et al., 1995),
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violence (Herrenkohl et al., 2000; Maguin et al.,
1995; Stouthamer-Loeber et al., 2002), and join-
ing and remaining in a gang for several years
(Battin-Pearson et al., 1997), even when taking
childhood antisocial behavior into account
(Simons, Johnson, Conger, & Elder, 1998).

Thornberry and his colleagues use the longitu-
dinal Rochester Youth Delinquency Study to pro-
vide more detail on the relationship between
school commitment and antisocial behavior
(Krohn et al., 1995; Smith & Thornberry, 1995;
Thornberry et al., 1991). Using the first three
waves of study data, Thornberry et al. (1991)
found significant lagged effects from school com-
mitment to delinquency, showing that weak com-
mitment to education leads to later involvement
in delinquency. In addition, significant contem-
poraneous effects were found from delinquency
to school commitment, illustrating that delin-
quency also reduces educational commitment.
Smith and Thornberry (1995) examined the rela-
tionship from a different perspective by examin-
ing whether commitment to school protects
high-risk youth from delinquency and drug use.
Of the sample members identified as at-risk for
these behaviors, over 60% were protected from
delinquency and drug use by various factors,
including school commitment and educational
aspirations; thus, educational commitment
reduces deviant behavior even for high-risk youth
(Smith & Thornberry, 1995).

Truancy and Dropping Out

Research on the influence of truancy and drop-
ping out of school on delinquency is mixed.
Studies of the Cambridge data show clear rela-
tionships. Students who were truant between the
ages of 8 and 10 tended also to be truant between
the ages of 12 and 14 and this behavior was linked
with antisocial behavior at both stages (Farrington,
1980, 1996a, 1996b). In addition, both truancy
between the ages of 12 and 14 and dropping out of
school before age 15 predicted violence between
the ages of 16 and 18 and at age 32 (Farrington,
1989). Similarly, those students who were
identified as chronic offenders at age 18 tended to

be frequent truants between the ages of 12 and 14
and to not have stayed in school beyond the mini-
mum school-leaving age of 15 (Farrington &
West, 1993). Other research supports the relation-
ship between truancy and dropping out and anti-
social behavior both as a child and adult (Arum &
Beattie, 1999; Drapela, 2006; Robins & Ratcliff,
1980; Thornberry, Moore, & Christenson, 1985).

By contrast, Jarjoura (1993, 1996) found that
dropping out has no influence on future delin-
quency, likely because he examines the issue fur-
ther by (1) controlling for factors that would likely
predict both dropping out and delinquency and (2)
differentiating among the reasons for dropping
out. After controlling for prior factors, he finds
that those who drop out of school are not more
likely to engage in delinquency. However, the rea-
son for dropping out also has an effect on this
relationship, such that youth who drop out because
they do not like school or for unspecified reasons
are more likely to engage in delinquency than
high school graduates, while those who drop out
because of problems at home do not have higher
levels of future delinquency (Jarjoura, 1993).

Some LCD research has looked at dropping
out of school as an outcome of rather than a risk
factor for antisocial behavior. Krohn et al. (1995)
found that prior drug use is predictive of drop-
ping out of high school, and remains constant
even while holding demographic, family, and
school  performance constant.  Similarly,
Thornberry and Krohn (2003) found that involve-
ment in both delinquency and drug use predicted
the failure to graduate high school.

Peer Rejection

Rejection by conventional peers is another risk
factor for delinquency and later criminal behav-
ior. Patterson and his colleagues show how anti-
social children tend to have limited social skills,
which may cause them to interact with their peers
in a negative, often hostile manner (Patterson
et al., 1989, 1992). This leads to children being
rejected by prosocial youth which greatly reduces
antisocial children’s opportunities to learn and
practice positive prosocial skills (Patterson &
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Yoeger, 1993). In addition, rejection by conven-
tional peers makes it more likely that these youth
will befriend other rejected children and form
deviant peer groups, thereby increasing their
problematic behavior. Conversely, youth who are
effectively socialized with no early history of
antisocial behavior are successful in the school
environment when forming conventional peer
relatioships, thus decreasing their chances of devi-
ance (Moffitt, 1993; Smith & Thornberry, 1995).

School Transitions

Another student-level risk factor for antisocial
behavior suggested by the LCD perspective is
school transitions, or changing schools either
because of graduating into the next school level
or moving residences. Although little research
has examined this factor, what has been con-
ducted is supportive of this influence: School
changes at ages 14 and 16 predict later violence
(Hawkins et al., 1998; Maguin et al., 1995). In
addition, other research indicates a relationship
between school transitions and risk factors for
deviance, suggesting that transitions may be a
remote influence on such behavior. For example,
Alspaugh (1998b) finds that transitioning from
elementary school to middle school decreases
academic achievement and that transitioning
from middle school to high school increases
dropping out, both of which are risk factors for
later deviance. Others find that transition from
elementary to middle school decreases attach-
ment to school (Eccles & Midgley, 1989;
Simmons & Blyth, 1987), participation in extra-
curricular activities, and perceptions of support
from school personnel (Seidman, Allen, Aber,
Mitchell, & Feinman, 1994).

School-Level Factors

Beyond the student-level risk factors discussed in
the previous sections, there are characteristics of
the school itself that are related to student antiso-
cial behavior. These can be grouped into two cat-
egories. The first contains school contextual or
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structural factors, or pre-determined characteris-
tics of a school, such as grade level, size of stu-
dent enrollment, student-teacher ratio, racial and
ethnic composition, and school location. The sec-
ond category is school climate, or the “inner
workings of the school” (Ma, Stewin, & Mah,
2001, p. 256), such as the social organization of
the school, the system of social relations between
and among teachers and students, the cultural
system of norms and values in the school, and the
management of school discipline, such as the
clarity of rules and fairness of rule enforcement.

One of the earliest examinations of the effects
of school structural characteristics on school dis-
order is Gottfredson and Gottfredson’s (1985)
analysis of the Safe School Study data for a 1976
national sample of more than 600 U.S. secondary
schools. Although this study focuses on victim-
ization, it establishes that school characteristics,
such as student-teacher ratio and resources, do
predict problem behavior at the school level.
Subsequent studies also find that school context
influences delinquency. Studies based on the
National Study of Delinquency Prevention in
Schools (Gottfredson, Gottfredson, Payne, &
Gottfredson, 2005; Payne, 2011; Payne,
Gottfredson, & Gottfredson, 2003) find that
schools with a greater percentage of male stu-
dents, black students, and black teachers have
higher levels of delinquency (see also Felson,
Liska, South, & McNulty, 1994); these findings
remained regardless of the socio-economic sta-
tus, size, and urbanicity of the schools. Wilcox
and Clayton (2001) find that school-level socio-
economic status significantly affects weapon car-
rying, such that students are more likely to carry
weapons in schools that have a higher percentage
of students receiving free or reduced-price
lunches. Finally, using hierarchical linear model-
ing in order to study students nested within
schools, Bryk and Driscoll (1989) and Payne
(2008) demonstrate that individual-level problem
behavior is more prevalent in larger and racially
diverse schools.

Research also demonstrates a definite relation-
ship between school climate and general school
disorder. In one of the earliest school-level stud-
ies on school social organization, Gottfredson
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and Gottfredson (1985) found that in schools in
which teachers and administrators had low levels
of cooperation, teachers had punitive attitudes,
rules were perceived by students as neither fair
nor firmly enforced, students were not compelled
by conventional rules and laws governing behav-
ior, and there was more teacher victimization.
These results were found even as community and
student demographic characteristics were taken
into account. Furthermore, teacher satisfaction
and commitment are associated with lower stu-
dent drop out rates, fewer disciplinary problems,
and higher student attendance rates (Ostroff,
1992). In addition, schools that have a system of
shared values and expectations and that experi-
ence meaningful social interactions also have less
disorder, as do schools in which the students have
a high sense of belonging (Duke, 1989).

Studies examining a specific form of school
social organization, communal school organiza-
tion, also establish a negative relationship with
school disorder (Bryk & Driscoll, 1989;
Gottfredson, 2001; Payne, 2008, 2009; Payne
et al., 2003). Teachers in communally organized
schools experience better morale and satisfaction
as well as fewer absences and less victimization
(Battistich & Solomon, 1997; Bird & Little,
1986; Bryk & Driscoll, 1989; Little, 1985;
Newman, Rutter, & Smith, 1989; Payne, 2008,
2009; Payne et al., 2003). In addition, all students
in communally organized schools demonstrate
less delinquency, misbehavior, fear, victimiza-
tion, and dropping out, and have greater empathy,
school bonding, and academic interest, motiva-
tion, and achievement (Battistich & Hom, 1997,
Battistich, Solomon, Kim, Watson, & Schaps,
1995; Bryk & Driscoll, 1989; Payne, 2008; Payne
et al., 2003; Phaneuf, 2006; Solomon, Watson,
Battistich, Schaps, & Delucchi, 1992; Stewart,
2003), regardless of their race or ethnicity (Payne,
Gottfredson, & Kruttschnitt, 2009).

The discipline management of a school also
influences school disorder. Gottfredson et al.
(2005) find that schools with clear and fair rules
and rule enforcement experience less disorder.
Schools that establish and maintain rules, effec-
tively, communicate clear expections for behavior,
consistently enforce rules, and provide rewards

for rule compliance and punishments for rule
infractions experience lower levels of crime and
victimization. By contrast, overly punitive
responses to misbehavior appear to increase delin-
quency: Skiba and Knesting (2001) discuss this
possibility with zero tolerance policies which
requires a response to even minor infractions with
immediate, certain, and severe punishments.

Indeed, exclusionary discipline, such as sus-
pensions and expulsions, has been used with
increasing frequency for the past couple of
decades (Cameron, 2006; Wallace, Goodkind,
Wallace, & Bachman, 2008), the results of which
have been particularly consequential for the stu-
dents subjected to them. Research shows that
these punishments are associated with various
negative academic outcomes, including school
failure, grade retention, negativity toward school,
and a greater likelihood of dropping out (Nichols,
2004; Schiraldi & Zeidenberg, 2001; Skiba &
Peterson, 1999), all of which are risk factors for
offending. Further, the use of these forms of dis-
cipline seems to actually increase the probability
that the students receiving these disciplinary
measures will commit delinquent acts at school,
such as participate in physical fights, carry weap-
ons, smoke, and use alcohol and other drugs
(Schiraldi & Zeidenberg, 2001), and engage in
delinquency within the greater community (Foney
& Cunningham, 2002; Nichols, 2004).

The Role of Schools and Education
in LCD Theories

Although schools and education are not a main
focus of established LCD theories, many do
acknowledge the role of the school domain with
varying degrees of emphasis. One of the best
known LCD theories provides the most in-depth
discussion about the role of schools and educa-
tion in offending from a developmental perspec-
tive. Focusing first on the trajectory of lifecourse
persisters, Moffitt (1993) discusses how antiso-
cial behavior for this small group of individuals
has its origins in neuropsychological deficits
from birth, which interact with the social envi-
ronment, first at home and then at school. Because
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of these deficits, lifecourse persisters tend to
display problems with cognitive and verbal skills,
hyperactivity and impulsivity, and even aggres-
sion and hostility. These traits have been shown
to lead to a stable trajectory of problem behavior
in two ways: contemporary and cumulative conti-
nuity. According to the concept of contemporary
continuity, these individuals display the same
behavior in all situations, regardless of previous
experiences, leading to contemporary continuity
or cross-situational consistency (Moffitt, 1996).
This occurs because, throughout their lives, these
children carry the same ‘“constellation of traits
that got them into trouble as a child, such as high
activity level, irritability, poor self-control, and
low cognitive ability” (Moffitt, p. 21). Thus, in
schools, these students have trouble sitting still
and listening to teachers and have a greater likeli-
hood of cheating on tests and stealing from or
even attacking other students.

Furthermore, as the idea of cumulative conti-
nuity details, because of these antisocial behav-
iors, lifecourse persisters rarely develop positive
relationships with their teachers or prosocial
peers at school and are often rejected by these
conventional members of the school community
(Moffitt, 1993). Importantly, this significantly
reduces lifecourse persisters’ opportunities to
learn and practice prosocial skills, thus leaving
them with a behavioral repertoire limited to
aggression and hostility. Eventually, youth who
have been consistently rejected by teachers and
prosocial peers tend to be defensive and react
either by withdrawing or preemptively attacking,
thus continuing the cycle of lost conventional
opportunities (Moffitt, 1996). This cumulative
continuity also occurs through a loss of academic
skills. Students who display antisocial behavior
are often more difficult to teach, which may lead
to a failure to obtain basic math and reading
skills. This, in turn, could limit future educational
and even occupational opportunities, which may
then ensure offending in adulthood (Moffitt,
1993). Indeed, using the Dunedin data, Moffitt
(1993) found that childhood antisocial behavior
predicted lower educational attainment in adoles-
cence, which then predicted lower occupational
status as an adult.
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Ultimately, if important social and academic
skills are not learned as a student, it is much
harder to succeed as an adult because these life-
course persisters are “snared” by their behavior
(Moffitt, 1996). Snares are the consequences of
problem behavior that reduce the probability of a
conventional life due to the loss of opportunities
to escape from the cycle of their negative behav-
ior. These include experiences such as dropping
out of school, substance addiction, unplanned
parenthood, and poor ties to family and school.
Events such as these significantly decrease the
likelihood of these individuals pursuing higher
education, obtaining successful jobs, or even
attracting a prosocial spouse; failure in these
areas greatly increase the likelihood of continual
offending (Moffitt).

In contrast to lifecourse persisters, Moffitt’s
(1993) larger group of adolescent limited offend-
ers only engage in antisocial behavior during
their teenage years. As children, these individu-
als did not suffer from neuropsychological prob-
lems and were thus able to learn conventional
social skills. This positive behavior accompanied
them throughout early schooling experiences,
where they were able to practice these prosocial
skills and obtain necessary academic skills as
well. Therefore, the cumulative continuity that
may restrict lifecourse persisters to a life of
offending does not apply to most adolescent lim-
ited youth. Instead, these students engage in devi-
ance because of the “maturity gap” they
experience as they reach puberty and are biologi-
cally ready to act as adults yet are denied access
to adult status (Moffitt). At this point, adolescents
become aware of the adult-like, though delin-
quent, behavior of the lifecourse persisters and
mimic these actions to establish their indepen-
dence from adult controls (Moffitt, 1996). In this
process, schools are the prime location for such
mimicry. Once these adolescents reach adulthood
and have access to adult status and roles, how-
ever, the large majority desist in their offending
and rely on the social and academic skills they
obtained earlier in life.

Patterson and his colleagues (Patterson &
Yoeger, 1993; Patterson, Capaldi, & Bank, 1991;
Patterson et al., 1989, 1992; Simons, Chyi-In,
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Conger, & Lorenz, 1994) also consider the role of
schools and education to a limited extent in their
LCD models. They describe a similar pattern
comprised of two trajectories of deviants, catego-
rized as early and late starters. Similar to Moffitt’s
adolescent limited offenders, late starters experi-
ment with delinquency during their teenage years,
mainly as a result of peer encouragement; these
youth eventually tend to desist after a short period
of time. In contrast to Moffit, however, the early
starters engage in antisocial behavior throughout
the lifecourse primarily as a result of poor parent-
ing. This leads early starters to experience seri-
ous deficits in social skills, which then lead to
aggressive and hostile interactions with teachers
and prosocial peers. This results in rejection by
these conventional people and a loss of opportu-
nities to learn and practice the social skills that
they are lacking. As with lifecourse persisters,
early starters suffer myriad consequences from
their antisocial behavior and poor social skills,
including poor academic performance and weak
bonds to teachers, peers, and the school in gen-
eral (Patterson et al., 1989, 1992). Ultimately,
“the child who receives antisocial training from
the family during the preschool and elementary
years is likely to be denied access to positive
socialization forces in the peer groups and
schools” (Patterson & Yoeger, 1993, p. 331), thus
ensuring that antisocial behavior will continue
throughout the lifecourse.

Focusing specifically on the school environ-
ment, Patterson and his colleagues described the
most likely narrative involving school-related
risk factors and antisocial behavior (Patterson
et al., 1989, 1992). Children who are already dis-
playing antisocial behavior at home enter schools
with a limited behavioral repertoire for interact-
ing with teachers and other students; this reper-
toire tends to contain only aggressive and hostile
behavior. These students are likely difficult to
handle in the classroom, which increases the risk
of poor academic performance, poor attachment
to teachers, lower school commitment, and rejec-
tion by conventional peers. This cycle continues,
feedbacking on itself and spiraling downward.
Thus, due to a process of cumulative continuity,
poor academic performance, and poor school

bonding, the likelihood of continual antisocial
behavior is greatly increased.

The Social Development Model proposed by
Catalano and Hawkins (Hawkins et al., 2003)
offers a different yet related LCD perspective on
the role of schools and education. A product of
their work on a school-based prevention program
(the Seattle Social Development Project), this
theoretical model details how individuals prog-
ress through institutions such as elementary and
high schools across developmental stages. At
each stage, the impact of various risk factors is
mediated by certain social processes and the
development of certain skills. Specifically, the
model proposes that an “interplay of specific fac-
tors during development influences the degree to
which children develop strong social bonds to
school and family” (Hawkins et al.). Along the
prosocial path, youth who are given opportunities
to be actively involved in the classroom are able
to learn and practice social and academic skills.
As these students improve their skills, they are
recognized and rewarded for their involvement.
This positive reinforcement leads to strong attach-
ment to prosocial teachers and peers and commit-
ment to education and other prosocial activities,
resulting in normative beliefs that prevent antiso-
cial behavior (Hawkins et al.).

By contrast, the antisocial path demonstrates
how these same factors may work in the opposite
directions (Hawkins et al., 2003). Interactions
with antisocial others lead to stronger antisocial
skills, which are then rewarded and reinforced by
deviant peers. This strengthens the attachment to
these peers, commitment to antisocial activities,
and belief in antisocial norms. Similar to the con-
cept of cumulative continuity, an individual’s
norms and behavior in one developmental stage
influence future stages in the lifecourse by limit-
ing that individual’s skills and opportunities
(Hawkins et al.). Thus, deviant youth are essen-
tially stuck in the cycle of antisocial opportuni-
ties, peers, beliefs, and behavior.

Another well-known LCD theory, Sampson
and Laub’s (1993; Laub & Sampson, 2003) age-
graded theory of social control, addresses how
social bonds that are formed in a variety of insti-
tutions throughout the lifecourse influence an
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individual’s continuity and change in offending.
One of the earliest sources of the social bonds
that may intervene in a life of antisocial behavior
is the school: While the family is the primary
source of influence in early childhood, schools
and education become just as or even more
important in adolescence. Indeed, Sampson and
Laub (1993) found that a higher grade point aver-
age and a more positive student attitude decreased
delinquent behavior. Thus, school can serve as a
turning point in the lifecourse, such that weak
school attachment and poor school performance
may increase the probability of an offending tra-
jectory throughout the lifecourse while strong
school attachment and success in school may
decrease it (Sampson & Laub). Similar to Moffitt
(1993), Sampson and Laub (1993) also consider
the idea of cumulative continuity. The consis-
tency seen in antisocial behavior is partly a result
of this behavior undermining social bonds early
in life, which then reduces these youths’ opportu-
nities to participate in conventional experiences
such as those found in school. This loss can then
continue the cycle of school failure and rejection
by the school community, which can ultimately
lead to a life of offending (Sampson & Laub).
Thornberry and his colleagues (Thornberry,
1987; Thornberry et al., 2003) also explore the
role of education and schools through an LCD
lens. Similar to Sampson and Laub (1993),
Thornberry’s interactional theory sees a weak
bond to society as the basic cause of antisocial
behavior (Thornberry et al., 2003). This bond is
formed by strong attachments to family, com-
mitment to school, and belief in conventional
goals. If this bond weakens, an individual is
more likely to become involved in antisocial
groups, thus increasing the chances of deviance
and delinquency. The causal influences on anti-
social behavior vary depending on the develop-
mental stage: Although family is an early
influence on behavior, schools and peers become
more influential during adolescence (Thornberry,
1987; Thornberry et al., 2003). Importantly,
these developmental stages are interrelated; if
an individual is able to form strong ties to the
family in early childhood, he or she is more
likely to succeed in forming strong ties with
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peers and teachers in school. Thornberry and his
colleagues also discuss the feedback loop that
may occur, such that weak ties to family and
school leads to delinquency involvement, which
then is likely to further weaken these ties to
family and school (Thornberry et al.). Research
on interactional theory supports the importance
of commitment to and success in school:
Students who were committed to their education
and performed well in school were less likely to
engage in later delinquency and drug use
(Thornberry et al.). This finding held true even
for those individuals who were considered high-
risk youth (Thornberry et al.), suggesting that
schools may be able to provide resiliency or
protection for those most in need.

Other Research Using an LCD
Perspective on Schools and Education

Beyond the established LCD theories’ limited
discussion of education as a lifecourse event and
schools as an important domain for human devel-
opment, there is also little research that focuses
on education through a general LCD lens. This is
particularly surprisingly given the large body of
research that has established a strong relationship
between education and antisocial behavior (Ford
& Schroeder, 2011). The research that links
school-related factors and problem behavior has
been useful. However, it is likely that the influence
of schools and education on antisocial behavior is
far more complicated than suggested by this work
(Dishion & Patterson, 2006). This complexity
can be seen in the small body of research that
uses the lifecourse perspective to examine the
relationship between education and deviance.
Some researchers have used an LCD perspec-
tive to examine the impact of higher education on
antisocial behavior. Students who continue school-
ing after high school are less likely to offend
because participation in post-secondary education
decreases the risk of offending (Shover &
Thompson, 1992), reduces the opportunities for
offending (Stouthamer-Loeber, Wei, Loeber, &
Masten, 2004), and even increases the likelihood
of a positive marriage (Rutter, Quinton, & Hill,
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1990). The influence of higher education can also
be seen on recidivism, such that inmates who con-
tinue their education have a reduced likelihood of
returning to prison (Adams et al., 1994; Batiuk,
Moke, & Rountree, 1997; Chappell, 2004; Harer,
1995; Streurer, Smith, & Tracy, 2001), mainly
because post-secondary education increases their
chances of becoming employed following release.

Perhaps the best use of an LCD lens on higher
education is Ford and Schroeder’s (2011) analysis
of the longitudinal data from the National Youth
Survey. Proposing that higher education helps
develop and maintain strong social bonds during
early adulthood, they examine how attending col-
lege and investing in post-secondary education
influence adult offending. Results show that indi-
viduals who attended college were less likely to
engage in future crime. Similar findings were seen
with investment in higher education, such that
those with higher levels of investment had lower
likelihoods of adult offending. Interestingly, both
attendance and investment interacted with juve-
nile offending: the protective effect of higher edu-
cation is stronger for those students who had
higher levels of prior delinquency (Ford &
Schroeder). Thus, college experience can be a
turning point in a youth’s life such that he or she
desists from the trajectory of offending.

Others have examined the process by which
youths’ involvement in the juvenile justice system
affects their education which, in turn, influences
their subsequent offending. This work builds on
the LCD concept of cumulative disadvantage
(Sampson & Laub, 1993), which suggests that
certain events or turning points may change an
individual’s lifecourse by reducing conventional
opportunities. Thus, a delinquent who experiences
official intervention may continue to be involved
in crime as an adult because of a lack of positive
educational experiences due to that original inter-
vention (Bernburg & Krohn, 2003). Earlier
research supports this idea: educational attain-
ment partly mediates the relationship between
police contact in adolescence and unemployment
in adulthood (Hagan, 1991), even while control-
ling for earlier delinquency (Tanner, Davies, &
O’Grady, 1999). More recently, Bernburg and
Krohn (2003) analyzed the Rochester data to
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examine this process. Both police and juvenile
justice intervention decreased the likelihood that a
student would graduate from high school. In turn,
this increased the chances of that individual being
unemployed and engaging in crime at later ages.
Thus, educational attainment partly mediates the
influence of official intervention during adoles-
cence on unemployment and crime in adulthood
(Bernburg & Krohn).

The LCD perspective has also guided the
examination of education’s effect on individual
trajectories of crime and delinquency and even-
tual incarceration. It is clear that the risk of insti-
tutionalization is “highly stratified by education”
(Pettit & Western, 2004, p. 151), with all levels of
schooling having a significant impact, particu-
larly at the high school level (Arum & Beattie,
1999; Lochner & Moretti, 2003), but also among
those who attended college (Pettit & Western,
2004). Arum and Beattie (1999) found that school
factors such as low grade point average, low test
scores, placement in lower tracks, dropping out,
and being suspended significantly increased stu-
dents’ chances of being incarcerated later in life.
They propose that this occurs as these educational
factors decrease an individual’s attachment to
school, which then increases their likelihood of
deviance and offending, and ultimately, incar-
ceration. Various other elements of schooling and
education contribute to this outcome, including
school resources such as student-teacher ratios
(Arum & Beattie, 1999; Arum & LaFree, 2008)
and student compositional traits (Arum & Beattie,
1999). These influences are highly pronounced
according to racial characteristics, and may sub-
stantially contribute to the vast disparity between
the incarceration of black and white men (Lochner
& Moretti, 2003; Pettit & Western, 2004). Further,
analyses of FBI data indicate that diminished
educational experience is especially associated
with incarceration for specific types of offenses,
including murder, assault, and motor vehicle theft
(Lochner & Moretti, 2003).

Another use of an LCD focus on education can
be seen in the concept of interdependency (Wright,
Caspi, Moffitt, & Silva, 2001), which pulls from
Elder’s (1985) description of interdependence
as the “interlocking nature of trajectories and
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transitions, within and across life stages” (32).
This model describes both internal and external
influences on antisocial behavior and proposes
that external influences, such as social ties, have a
greater effect on individuals who possess certain
internal characteristics, such as impulsivity, that
predispose them to deviance. Thus, social and
environmental influences can produce turning
points for certain children who are more prone to
problem behavior (Wright et al., 2001). Wright
et al. (2001) propose two specific effects: the
social protection effect and the amplification
effect. The social protection effect predicts that
prosocial ties, such as those to school, will reduce
antisocial behavior more strongly for individuals
who are already predisposed to such behavior
because of certain psychological characteristics,
such as low self-control. Thus, individuals with a
greater potential for deviance are more in need of
these environmental deterrents, while those who
are less prone to deviance, regardless of their
environment, are less in need of this protection.
Along the same lines, the social amplification
effect predicts that antisocial ties, such as those to
other delinquent students, will increase the likeli-
hood of antisocial behavior most strongly for
those same predisposed individuals. Those with a
greater potential for deviance are more suscepti-
ble to peers who pull them into such behavior,
while those who are less prone to deviance are
less susceptible to such forces. Ultimately, indi-
viduals who are more able to control their own
behavior due to their psychological makeup are
less influenced by the social environment, whether
prosocial or antisocial, while those who are more
inclined to deviance due to certain psychological
traits are more influenced (Wright et al.). Using
the Dunedin data, Wright et al. (2001) found sup-
port for these predictions by examining the inter-
action between the external influence of education
and the internal characteristic of self-control.
School attachment displayed a negative relation-
ship with offending. However, as predicted, the
influence of education on crime decreased as self-
control increased. Thus, the independency of
external and internal predictors of offending is
clear, as high school attachment deterred offending
while low school attachment increased offending
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most strongly among those students with low self-
control (Wright et al.).

Finally, Hagan and Parker (1999) examined not
just a delinquent adolescent’s lifecourse but
focused on intergenerational causes of delinquency
by examining the educational experiences of the
adolescent’s parents. They focus on the concept of
educational disinvestment, citing Hirschi’s (1969)
discussion of an individual investing “time,
energy...self, in a certain line of activity—say,
getting an education” (20). Individuals who expe-
rience positive schooling, with high educational
aspirations and achievement, tend to continue on
to higher education and find stable employment.
They also engage in effective parenting practices
and are able to provide their children with skills
and experiences that ensure the children’s success
in school, thereby contributing to the children
engaging in prosocial behavior throughout their
lifecourse (Hagan & Parker, 1999).

By contrast, individuals who have negative
experiences in school, in the form of low aspira-
tions and school failure, are more likely to suffer
negative life events, such as dropping out, teen
pregnancy and parenthood, and unemployment.
These individuals tend to engage in poor parenting
practices, likely due to the deficit in prosocial skills
they themselves possess, which makes it highly
unlikely that their children are able to learn and
practice these skills needed for school success.
Thus, these children are far more likely to engage
in antisocial behavior throughout their lifecourse
(Hagan & Parker, 1999). Truly utilizing an LCD
perspective, this intergenerational process pro-
vides a strong case that deviance and delinquency
results from parental educational disinvestment.
These parents are unable to prepare their children
for school experiences, which creates multiple
problems for the children, and ultimately culmi-
nates in continual antisocial behavior.

Future Research Directions

As the sizeable body of research on school-related
risk factors illustrates, schools and education are
important influences on human development.
Youth spend a substantial part of their childhoods
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and adolescence in school (Gottfredson, 2001;
Thornberry and Krohn 2003)) and the skills they
learn there, both academically and socially, can
have an enormous impact on their lives. Poor aca-
demic achievement, low attachment and commit-
ment to school, dropping out of school, and other
school factors are consistent and strong predictors
of antisocial behavior (Gottfredson, 2001).
However, these relationships have generally been
studied only during adolescence and these factors
have not generally been considered to have an
impact on other behavior over the lifecourse, such
as unemployment and later adult offending
(Thornberry and Krohn 2003)). Established LCD
theories—and the LCD perspective overall—are
helping fill this gap, although the body of research
remains small.

Even with the strength and breadth of the
research on school-related risk factors, more
research is needed in a variety of areas. In many
studies, it is not clear whether these risk factors are
causes of the deviant outcomes or whether they are
merely symptoms of an underlying syndrome caus-
ing both; it is even possible that they are both a
cause and a symptom (Farrington, 2003). It would
be worth investigating in future research whether
and to what extent myriad risk factors impact
specific elements of offending (Welsh & Farrington,
2007). For example, it would be useful to know if
risk factors are differentially consequential at dif-
ferent levels of influence. Specifically, do risk fac-
tors operate in varying ways for the onset, escalation,
and desistance of criminal careers?

Further, implications for policy could be
significant if future research were to reveal differ-
ences depending on the deviant outcomes, such
as juvenile delinquency, adult crime, violence, or
drug use. It could also be beneficial for research
to examine the potential role of mediating effects
on the relationship between school-related risk
factors and antisocial behavior (Welsh &
Farrington, 2007). Any relevant mediators could
contribute to refining policy with relation to
diminishing negative consequences. Similarly,
research about moderating influences on school-
related risk factors could aid the expansion of
policies to decrease social problems at various
developmental phases.
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Another important line of inquiry future
research could pursue pertains to the tenets of the
LCD approach; the multilevel relationships
described in many LCD theories have yet to be
investigated (Jennings & Piquero, 2009). Schools
are naturally nested environments: Students are
found in classrooms, classrooms are situated in
schools, and schools are located within larger
communities. Each of these domains has charac-
teristics that may act as risk factors for antisocial
behavior and should be examined at their proper
analytical levels. These questions demonstrate the
complexity of the relationship between schools
and behavior and also illustrate the strong need
for longitudinal data and analyses (Farrington,
1996a, 1996b, 2003; Welsh & Farrington, 2007).

Conclusion

An LCD perspective indicates several ways that
education may reduce antisocial behavior and
involvement in later criminal offending (Ford &
Schroeder, 2011). Schools are social institutions
that promote positive social bonds. They provide
access to conventional role models and encourage
students to form attachments to these prosocial oth-
ers, who, in turn, may reinforce positive behavior
demonstrated by the students. This should reduce
antisocial behavior because of the value youth
place on these relationships. Schooling also estab-
lishes commitment to conventional goals, such as
students’ current education as well as later educa-
tional and occupational attainment. Again, this is
likely to reduce antisocial behavior because of the
value youth place on these goals. In addition,
schools encourage student involvement in conven-
tional activities, which helps individuals form
attachments to prosocial peers and reduces unsu-
pervised free time that may be spent on deviant
activities. Ultimately, the social bonds promoted by
schools and education can have a strong protective
impact on students’ behavior (Ford & Schroeder).

Education may also increase access to social
capital (Ford & Schroeder, 2011). Students who
graduate high school may continue with post-
secondary education, which will provide them
with greater status and a more advantageous social
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position. These individuals have opportunities to
get better-paying jobs, have more successful mar-
riages, and have greater influence in society. They
also likely have larger and more supportive social
networks, which can further increase their social
capital. Cumulatively, this may increase an indi-
vidual’s sense of personal control and effective-
ness, further improving several areas of
individuals’ lives (Ford & Schroeder).

Despite the need for more research, there are
clear reasons for optimism. A small amount of
LCD research demonstrates the influence that
schools and education have on an individual’s
behavior over the lifecourse (Ford & Schroeder,
2011). Much research shows the school risk fac-
tors that impact antisocial behavior (Gottfredson,
2001) and that school-based prevention programs
can alter these risk factors to reduce such behav-
ior (Gottfredson et al., 2002). In addition, it is
possible that these programs can be most effec-
tive for high-risk students who are most in need,
as predicted by the LCD concept of interdepen-
dency (Wright et al., 2001). If these theoretical
and research contributions can be better linked
and expanded, we are sure to see a positive impact
on antisocial behavior and offending over the
lifecourse.
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Adolescent Time Use,
Companionship, and the
Relationship with Development
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Abstract

This chapter examines where and with whom adolescents are spending
their time and the relationship between those activities and adolescent
development. Specifically, developmental and life course outcomes related
to activities engaged in while at home, school, and after-school are dis-
cussed. Time spent in unsupervised activities tends to be associated with
poorer outcomes regardless of whether an adolescent is away from home
with friends or home alone with nothing to do. Additionally, peers have
great potential to shape developmental and life course outcomes of other
peers with whom they interact, including providing positive reinforcement
for engaging in risky behaviors like drinking. Areas where less is known
about adolescents and risky behaviors but for which there is a great poten-

tial to learn more are discussed at the end of the chapter.

Introduction/Background

This chapter examines where and with whom
adolescents are spending their time and the
relationship between those activities and devel-
opmental outcomes. How adolescents use their
time is important, given the amount of discretion-
ary time available to them in modern society. The
move away from an agrarian society has resulted
in adolescents spending less time with the family and
working and, consequently, more discretionary
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time has become available for adolescents. Larson
(2001) noted that in agrarian societies, eight or
more hours a day are spent in some form of paid
labor by the early teens, while contemporary ado-
lescents spend <45 minutes a day on household
chores, and, except for older teenagers, almost no
time in income-generating activities. The school
has largely displaced labor in contemporary soci-
ety due to, in part, the enactment of child labor
laws followed by an education mandate (Kleiber
& Powell, 2005).

The school day, however, is not aligned with
the average parental work day. It is often the case
that the school day is much shorter than the adult
work day, and the cumulative effect of the differ-
ence can amount to about 20-25 hours a week
(Gottfredson, Gottfredson, & Weisman, 2001;
U.S. Department of Labor, 2000). There are other
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factors that can increase available discretionary
time even further. For example, researchers
examining the length of the school day between a
sample of suburban, white youth and an urban,
African—American sample within the USA found
an hour and 15 minute difference between the
two (Larson & Richards, 1989; Larson, Richards,
Sims, & Dworkin, 2001). Overall, Larson et al.
(2001) found that the African—American sample
reported spending about 10% less time at school
than the sample of suburban youth (27.8% of
time at school compared with 37.7%). The
authors attributed this difference to the daily dif-
ference in length of school day compounded with
the availability of more after-school activities in
the suburban schools. Budget cuts can lead to fur-
ther decreases, such as shortening the school
week or the number of hours per day in school
(e.g., New York Times, July 5, 2011). School-
aged children do not attend school over the sum-
mer months and their parents often are still
limited by work obligations, thereby increasing
the amount of discretionary time. Finally, com-
paratively speaking, students in other countries
spend more time attending school than U.S. chil-
dren (Fuligni & Stevenson, 1995; Larson, 2001).
As a result, U.S. adolescents spend 40-50% of
time in discretionary activities, compared to
about 25-35% for adolescents in East Asia and
35-45% for Europe (Larson, 2001).

The remainder of this chapter examines
where adolescents are spending their time and
with whom, and how these activities affect
developmental outcomes such as adolescent
delinquency. I begin with the home setting,
where the most frequently engaged in nonsleep-
ing activity, watching television, occurs. The
following section discusses school, not only a
place where adolescents spend a significant por-
tion of non-discretionary time, but also a place
where adolescents are focused on peer interac-
tions. I then discuss structured and unstructured
activities after school with a focus on unsuper-
vised activities with friends. Finally, the chapter
ends with some suggestions for researchers
interested in examining the life course outcomes
associated with activities and companionship
during adolescence.
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Home

The shift of an adolescent’s time away from the
family, and relatedly, a shift toward activities out-
side the home were the focus of a study by Felson
and Gottfredson (1984). Interested in changes in
daily life over many decades, they conducted a
phone survey intended to capture changes in ado-
lescent activities near parents and peers by break-
ing respondents into birth cohorts and examining
changes across them. Respondents were placed
in one of five birth cohorts, beginning with
respondents born in the year 1940 or earlier, and
ending with a cohort born between 1971 and 1979.
Respondents were asked to recall activities from
when they were 17 years old. Their findings
showed a steady decline in activities near parents,
such as whether adults were present some of the
time or never when the respondent was home, and
a steady increase in activities related to peers, such
as riding around in a car with friends. For example,
having a family dinner and riding around often
after dark showed the largest probability changes
across time for the males in their sample.
Presumably, fewer family dinners have increased
the possibility of peer interactions through the cre-
ation of available unsupervised time, and increased
automobile use (e.g., riding around after dark with
teens) has affected where adolescents are spending
their time in addition to changing the company
they keep (Felson & Gottfredson, 1984).

It is difficult to estimate how much time ado-
lescents spend at home for three reasons. First,
researchers may be interested in more refined
categories of activities, such as homework, sleep-
ing, and sibling care. Second, researchers may be
interested in the relationship between a location
and a risk-taking behavior, but time spent in a
location is not reported. Finally, researchers of
adolescent development may only be interested
in whether the adolescent is home alone and for
how long and not the amount of time spent in the
home setting in total. Wikstrom, Ceccato, Hardie,
and Treiber (2010) reported that over 45% of
11 year olds from a U.K. sample spent time in
their home “output area,” although this refers to
an administrative unit or spatial area of roughly
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300 residents and not the adolescent’s house.
Overall, adolescents who spend less time at home
are more at risk for delinquency than youth who
spend more of their time at home. For example,
Riley (1987) examined 14- and 15-year-old males
in England and Wales and found that offenders
spent 39% of Saturday leisure time at home,
while non-offenders spent almost half (i.e., 49%)
of their time at their own home. Both offenders
and non-offenders reported spending about 6% of
their time at a friend’s home; however, offenders
spent 55% of their time “elsewhere” compared to
45% for non-offenders. Riley found that 72% of
offenders noted that they usually met friends
away from their own home and away from the
home of their friends (58% for non-offenders),
suggesting that adolescents who spend more time
away from the home setting, either theirs or their
friends, are at higher risk for negative outcomes
than youth who spend more time at home (Riley,
1987). Similarly, Wikstrom et al. (2010) found
that low propensity youth spent 1.6% of their
time in the setting of (up to three) best friends
compared with 5.6% of their time for the high
propensity group.

Adolescents spend between 8 and 9 hour
sleeping (American Time Use Survey, 2010) and
it is more than 9 hour when naps are included
(Juster, Ono, & Stafford, 2004). This activity
accounts for the largest percent of time spent at
home. There is some cross-sectional evidence
that youth who do not get more than 8 hour of
sleep a night are more likely to engage in risky
alcohol and sexual behaviors (O’Brien & Mindell,
2005) as well as property and violent crime
(Clinkinbeard, Simi, Evans, & Anderson, 2011).
Generally, a lack of sleep has been associated
with an increased risk for depression, school
problems, and automobile accidents (Carskadon,
Acebo, & Jenni, 2004; Fredriksen, Rhodes,
Reddy, & Way, 2004) as well as various mental
and somatic health issues (Roberts, Roberts, &
Chen, 2001; Roberts, Roberts, & Duong, 2009).
A lack of sleep is related to poor decision making
and, over the long-term, can affect proper brain
development (see Clinkinbeard et al., 2011).

After sleeping, the activity most often
engaged in while at home is watching television

(Barnes, Hoffman, Welte, Farrell, & Dintcheff,
2007; Junger & Wiegersma, 1995; Larson &
Verma, 1999; Zill, Nord, & Loomis, 1995).
Barnes et al. (2007), using a sample of 606 ado-
lescents aged 15-18 years, found that adoles-
cents watched an average of 20 hours per week,
although African—~American youth watched
twice as much television as the white youth
(31.8 and 15 h, respectively), a finding also
reported by others (e.g., Larson et al., 2001;
Larson & Verma, 1999). For adolescents, time
spent at home this way may be used for relax-
ation, stress release, or for filling the time when
other options are not available (Kleiber, Larson,
& Csikszentmihalyi, 1986; Larson & Verma,
1999). There are questions about what youth
would be doing with their time if they were not
watching television. For example, it may be that
television watching is displacing time that would
otherwise be spent on homework or another
positive developmental activity, although this
does not seem to be the case (Mutz, Roberts, &
van Vuuren, 1993).

Researchers have found little evidence of neg-
ative developmental outcomes resulting from the
amount of time adolescents spend watching tele-
vision. Generally speaking, there is a negative or
null relationship between watching television and
a variety of risky behaviors, such as crime, delin-
quency, drug and alcohol use, sexual activity, and
automobile accidents (Agnew & Petersen, 1989;
Barnes et al., 2007; Junger & Wiegersma, 1995;
Kleiber et al., 1986; Larson & Verma, 1999;
Osgood, Wilson, O’Malley, Bachman, &
Johnston, 1996; Riley, 1987). For example,
Barnes et al. (2007) found that watching televi-
sion was not related to drinking, cigarette smok-
ing, illicit drug use, delinquency, or sexual
activity. Osgood et al. (1996) found that televi-
sion watching was negatively related to criminal
behavior, heavy alcohol use, marijuana use, other
drug use, and dangerous driving, although only
the relationship with marijuana use was
significant. Fuligni and Stevenson (1995), how-
ever, did find a significant and negative effect on
a high school student’s math ability using sam-
ples from the USA, Taiwan, and Japan. Overall,
however, detrimental issues may not arise unless
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there is excessive watching in the early childhood
years (Larson & Verma, 1999).

There is sometimes a distinction made between
at-home activities that have some form of struc-
ture or purpose (e.g., reading a book and listening
to music) compared with those that do not, and
there is evidence that this distinction may be
associated with differing developmental out-
comes. Thus, although there may not be much
action going on while an adolescent is watching
television, there is an activity taking place. This
is in contrast to something like relaxing alone,
which does not involve any activity or structure
for how the time is spent. At least two studies
have reported interesting differences between
this structured and unstructured at-home activity.
First, Barnes et al. (2007) found a negative but
nonsignificant relationship between watching
television and five problem behaviors. On the
other hand, they found that time spent relaxing
alone was significantly related to illicit drug use
and sexual activity. Second, while Osgood et al.
(1996) found only one of five dependent variables
significantly (and negatively) related to watching
television, they found that relaxing alone was
positively and significantly related to heavy alco-
hol use, marijuana use, and other drug use and
was the only category of “at-home activities” that
had a consistently positive relationship with the
problem behaviors being examined. Using a sim-
ilar concept, Junger and Wiegersma (1995) found
that youth who reported “doing nothing” at least
once a month were more likely to engage in devi-
ant behavior than youth who reported never
spending their time this way, while also finding a
nonsignificant relationship between watching
television and deviant behavior. Generally, these
findings suggest that relaxing alone may be asso-
ciated with substance use and other forms of
deviance, while television watching seems to be
merely unproductive (Zill et al., 1995).

There are a few other activities that youth
engage in while at home, including housework,
homework, and sibling care. These activities con-
sume far fewer hours from adolescents and often
are not related to or reduce problematic develop-
mental outcomes. For example, the previously
noted study by Barnes et al. (2007) examined the
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relationship between housework, homework, and
sibling care and five problem behaviors and found
that homework was significantly and negatively
related to cigarette smoking, illicit drug use, and
delinquency; however, sibling care and house-
work were not significantly related to any of the
problem behaviors. Another examination using
the Monitoring the Future data found that work-
ing around the house was significantly and nega-
tively related to heavy alcohol use, marijuana
use, other drug use, and dangerous driving
(Osgood etal., 1996). Agnew and Petersen (1989)
used a wider measure of “housework activities,”
however, and found a positive relationship
between housework activities (e.g., baby-sitting,
cleaning, mowing lawn, house work, and yard
work) and total delinquency, serious delinquency,
and minor delinquency.

In sum, while adolescents spend the most time
athome, much of it is spent sleeping. Adolescents
who spend less time at home are at higher risk for
engaging in problem behaviors than adolescents
who spend more time at home. Generally, many
of the activities discussed in this section have no
effect or are negatively related to adolescent
development. The two activities that have been
shown to be related to problematic outcomes are not
getting enough sleep and spending time alone or
not doing anything in particular. There are addi-
tional after-school activities that can take place at
home (and other locations) that also have been
shown to have a positive effect on an adolescent’s
transition to adulthood, such as arts, crafts, and
hobbies, as discussed later in this chapter. Next,
I turn to the school setting and highlight some of
the literature on schools and peers.

School

Not surprisingly, during the school year, the
school is the setting where adolescents spend the
most nonsleeping time. Adolescents report spend-
ing more than 6 h a day in school (American
Time Use Survey, 2010; Juster et al., 2004), and
researchers have found that almost 31% of ado-
lescent time use in self-reported time diaries is
spent in class time (Larson & Richards, 1991).
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Wikstrom et al. (2010) examined differences
between 11-year olds of low, medium, and high
crime propensity in terms of where they spent
their nonsleeping time and found that youth with
a low propensity toward crime spent more time in
the school output area than youth with a high pro-
pensity toward crime (31% compared with 22%,
respectively). Considering the home and school
output area together, they reported that the lowest
propensity youth spent only 21% of their time
outside of their home and school areas, compared
with 33% of time spent outside the home and
school area for the high propensity youth
(Wikstrom et al., 2010). These are spatial areas
and it is therefore unclear whether these youth
were actually at either location, but clearly the
high propensity youth spent more time away
from the two areas where most adolescents spend
their time, home and school.

Not all adolescents attend school, as some drop
out due to employment opportunities, disciplinary
problems, or academic failure (Battin-Pearson
et al., 2000; McNeal, 1997; Rumberger, 1987,
Stearns & Glennie, 2006). There are definitional
and collection issues that preclude determining
how many adolescents drop out (see Rumberger,
1987), however, The National Center for
Education Statistics reported a dropout rate of
8.1% for 16-24-year olds in 2009. Race disaggre-
gated numbers showed a dropout rate of 5.2% for
whites, 9.3% for blacks, and 17.6% for Hispanics.
Research indicates that youth who drop out of
school are at higher risk for problem behaviors
including substance use and teen pregnancy (e.g.,
Biddle, Bank, Anderson, Keats, & Keats, 1981;
Manlove, 1998; Townsend, Flisher, & King,
2007). Aside from risky behaviors, there are con-
siderable public and private costs associated with
dropping out of school (Oreopoulos, 2007,
Rumberger, 1987; Stearns & Glennie, 2006; Sum
& McLaughlin, 2008; Vernez, Krop, & Rydell,
1999). Overall, adolescents who spend little or no
time at school are at risk for a range of short- and
long-term negative developmental outcomes.

While at school, adolescents interact with two
domains of individuals. First, adolescents inter-
act with a variety of adult school administrators.
This supervised interaction can take place both

during and after school hours, such as playing
sports or being a member of a club (after-school
activities are discussed later). Second, and more
meaningful from the perspective of adolescents,
they interact with peers. These interactions can
set the stage for future interactions that do not
happen on school grounds (Payne & Cornwell,
2007). This is important because research has
demonstrated the potential for problematic out-
comes associated with peer interactions that take
place away from adult supervision, as will be dis-
cussed later in this chapter. On the other hand,
schools provide a path for positive peer interac-
tions through engaging in extracurricular activi-
ties where, for example, more visibility has the
potential to translate to higher status among peers
(Corsaro & Eder, 1990). The remainder of this
section highlights some of the types of studies
and findings from researchers who have exam-
ined the relationship between schools, peers, and
developmental outcomes.

Peers

Schools are obviously educational institutions
that serve an important function in our society.
For adolescents, however, they serve as a domi-
nant setting for the development of peer cultures
and friendships (Corsaro & Eder, 1990; Haynie,
2001) because adolescents spend time engaging
with friends and maintaining friendship networks
while at school (e.g., Larson, 1983). Additional
support can be found within data where school
students were asked to name friends followed by
a check of the school roster to identify those ado-
lescents who attended the same school as the
respondent. Network studies with these school-
based samples have found that the majority of
friends named attended the same school as the
respondent (Ennett & Bauman, 1993; Haynie,
2001). From the school rosters and friendship
nominations, researchers are sometimes able to
determine the number of nonschool friends a
respondent named. The number of nonschool
friends has been shown to be related to gang ini-
tiation (Kreager, 2004), violence, property crime,
and substance use (Anderson & Falci, 2011), and



116

the networks of youth with many out-of-school
ties may be less cohesive and more transitive
(Kreager, Rulison, & Moody, 2011).

Below, I discuss a few of the common ways in
which researchers have examined the effects of
schools and peers, which are not intended to be
mutually exclusive or exhaustive. Additionally,
this peer literature is somewhat distinct from the
gang literature. It has been well-documented that
gang membership can be a critical developmental
turning point for adolescents, leading to problems
at school, risky sexual behavior, and delinquency
(see Thornberry, Krohn, Lizotte, Smith, & Tobin,
2003). Space precludes a comprehensive sum-
mary of the literature on peer effects on adoles-
cent behavior, although I will return to the topic
of adolescents spending time with their friends
while not at school later in the chapter.

First, researchers have found that student char-
acteristics within a school setting play an impor-
tant role in influencing adolescent behavior
among peers (Alexander, Piazza, Mekos, &
Valente, 2001; Anderson, 2002; Felson, Liska, &
South, 1994; Haynie & Osgood, 2005; Osgood &
Anderson, 2004). Schools broadly, and class-
mates in particular, provide a ready-made pool of
same-aged adolescents from which friendships
can be formed and maintained (Cairns & Cairns,
1994; Weerman, 2011). Researchers have found
that group-level and emergent characteristics of
students within schools and the networks in which
students are embedded have an effect on an ado-
lescent’s behavior. For example, Anderson (2002)
found that the proportion of youth within a school
that lived with only one parent affected the
amount of delinquency of each youth within the
school, regardless of family structure of the
respondent. Alexander et al. (2001) examined
cigarette smoking, peers, and schools and found
that if at least half of the members of the peer
network smoked, then it increased the odds that
the respondent smoked. Additionally, they found
support for an interaction between the smoking
prevalence within a school and popularity, where
popular youth were at greater risk for smoking
when there was a high prevalence of smoking
within the school compared with popular youth
who attended a school with a low prevalence of
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smoking. Studies such as these two examples
move beyond micro-level examinations of peer
effects by examining group- and school-level stu-
dent characteristics in order to examine the ways
they affect an individual’s behavior.

Researchers also have examined the structural
properties of social networks (Falci & McNeely,
2009; Haynie, 2001, 2002; Krohn, Massey, &
Zielinski, 1988; Schreck, Fisher, & Miller, 2004).
These network properties are derived from
respondent friendship nominations and describe
the connections between an adolescent and the
other respondents’ nominations, such as how
many nominations a respondent receives (popu-
larity), the density of the network, the degree to
which members interact with each other in differ-
ent contexts (multiplexity), or the degree to which
a respondent is embedded in the network (cen-
trality). For example, Haynie (2001) examined
popularity similar to that of Alexander et al.
(2001) discussed above using a network analysis
and found an interaction effect between popular-
ity and peer delinquency. This indicated that
whether an adolescent’s friends were delinquent
mattered more for popular than less popular
youth when predicting whether an adolescent
was likely to engage in delinquency. Other net-
work research examples include support for the
relationship between increased multiplexity and
decreased adolescent smoking (Krohn et al.,
1988), a decreased risk of violent victimization
for youth in dense, conventional networks
(Schreck et al., 2004), and higher levels of depres-
sive symptoms in very large or very small net-
works (Falci & McNeely, 2009). Kreager et al.
(2011) recently expanded previous research by
examining how group-level characteristics affect
network properties. One of the interesting findings
was that group-level drinking had a positive and
significant effect on network cohesion, status,
and stability, which suggests that engaging in
certain forms of risky behavior may be viewed
as a positive activity within some adolescent
peer networks.

A final way of examining the role of peers
with regard to risk-taking behavior is to simply
consider whether the respondent is a member of a
clique, a liaison (someone who has friendships in
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different cliques), or an isolate (a respondent with
little to no interaction with peers). Being an iso-
late tends to be associated with a variety of nega-
tive developmental outcomes. For example,
Ennett and Bauman (1994) examined the role of
peer networks on adolescent smoking and found
that youth who smoked were more likely to be
isolates than youth who were members of peer
groups. Kreager (2004), however, found that iso-
lates were more likely to have been initiated into
a gang or have committed a property crime when
they reported negative peer encounters, but these
results did not extend to isolates who simply were
ignored by their peers. It is important to point out
that a researcher who is interested in the struc-
tural properties of peer networks and has a
school-based sample cannot examine isolates
because they either do not have a network or their
network consists primarily of out-of-school
friends.

Interactions between peers at school often do
not rise to the attention of school administrators
unless something unpleasant occurs, such as a
fight or a report of bullying. These interactions,
however, allow for information to flow between
network members, such as passing along some
gossip or who will host the next party (Haynie,
2002; Payne & Cornwell, 2007). This is impor-
tant because delinquency is often a group event
(Zimring, 1981), and schools pull together same-
aged youth every day and then release them at a
time when many parents are still at work. The
time between the end of the school day and the
end of the parents’ work day (about 2-6 p.m.)
shows a peak in juvenile arrests, and youth are at
an increased risk for delinquency, victimization,
and sexual activity (Cohen, Farley, Taylor, &
Schuster, 2002; Gottfredson et al., 2001; Osgood,
Anderson, & Shaffer, 2005; Snyder & Sickmund,
1999). I return to the topic of socializing after
school in the next section.

After School

Adolescents in the USA have considerable dis-
cretionary time compared to adolescents in previ-
ous generations and in other countries. This free

time tends to occur right after school when adults
still have work obligations. Youth have a variety
of extracurricular activities to choose from, such
as sports, clubs, community volunteer work, or
participating in after-school programs. Whatever
the adolescent ends up doing, the activity gener-
ally can be considered as either a structured or an
unstructured activity, and this section is divided
accordingly. I begin with a brief discussion of the
relationship between structured, extracurricular
activities, whether or not it is a school-sponsored
activity, and developmental outcomes. These
organized activities tend to be supervised in some
manner, and the goal is to promote positive ado-
lescent development and the basic competencies
needed for a healthy transition to adulthood (see
Larson, 2000; Mahoney, Larson, Eccles, & Lord,
2005). This sizable literature goes beyond the
scope of this chapter, especially when placed in
the context of what adolescents could be doing.
In particular, unstructured activities, mainly those
that are unsupervised with friends and in excess,
have been shown to be related to a variety of neg-
ative developmental outcomes. As such, the
remainder of this section covers the relation-
ship between unstructured socializing and ado-
lescent development, an important issue
considering socializing with friends is the first
choice of free time activities for adolescents
(Larson & Kleiber, 1993).

Structured Activities: Extracurricular
Activities

Adolescents who participate in extracurricular
activities tend to report lower levels of risky
behaviors than youth who do not spend their
after-school time in structured or supervised
activities. For example, participation in extracur-
ricular activities has been shown to be related to
a reduced likelihood of offending and substance
use (Darling, 2005; Elliott & Voss, 1974;
Mahoney, 2000; Zill et al., 1995), and a reduced
likelihood of dropping out of school and other
related measures of academic achievement
(Darling, 2005; Eccles & Barber, 1999; Mahoney,
2000; Mahoney & Cairns, 1997; McNeal, 1995;
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Zill et al., 1995). Additionally, these youth are
more likely to show evidence of prosocial devel-
opment (Eccles & Barber, 1999; Kleiber et al.,
1986; Simmons & Blyth, 1987). These findings
also extend to activities that could occur at home,
school, or some other location but that provide
adolescents with some loose structure about how
the time is spent, such as hobbies, arts, and crafts
(Kleiber et al., 1986). There is some evidence of
positive psychosocial adjustment (e.g., mood,
self-efficacy, and self-esteem) among youth who
participate in organized activities (see Mahoney
et al., 2005), although Darling (2005) did not find
an association between participating in school-
based extracurricular activities and depressive
symptoms.

One question that researchers have is whether
youth who are inclined to be more prosocial are
more likely to engage in extracurricular activities
compared with the high-risk youth. Zill and col-
leagues found that youth “who would seem to be
most in need of organized skill-building and
character-nurturing activities” were least likely to
engage in extracurricular activities across three
nationally representative datasets (1995, p. 51).
When high-risk youth do participate in extracur-
ricular activities and programs, there is some evi-
dence that effects are stronger than for the
lower-risk youth (e.g., Spoth et al., 2007). Here
too, however, the peer network may play a role.
Mahoney (2000) examined high-risk youth using
longitudinal data and found that youth who par-
ticipated in extracurricular school activities had
reduced rates of dropping out of school early and
criminal arrest, but that this effect was dependent
on whether the adolescent’s peer network also
participated in school activities. The participation
of high-risk adolescents notwithstanding, many
studies report either a positive or a neutral effect
of participating in an organized activity on ado-
lescent development compared to youth who do
not participate in an organized activity (see
Feldman & Matjasko, 2005 for review).

The one area where the findings of less risky
behavior for youth who participate in an after-
school activity are mixed is for school sports.
Some researchers have reported finding that par-
ticipation in sports is associated with higher levels
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of drinking than participation in other kinds of
extracurricular activities (Borden, Donnermeyer,
& Scheer, 2001; Burton & Marshall, 2005;
Darling, 2005; Eccles & Barber, 1999; Zill et al.,
1995), and for males, more risky sexual behavior
(Miller, Sabo, Farrell, Barnes, & Melnick, 1998,
1999; Zill et al., 1995). The argument is not that
sports participation is the issue, but rather the
effects are related to masculine identity and peer
cultures (e.g., Gardner, Roth, & Brooks-Gunn,
2009; Kreager, 2007), such as identifying as a
“jock” (Miller et al., 2003), because these findings
do not typically extend to girls when examined
separately (Gardner et al., 2009; Zill et al., 1995).
For males at least, and dovetailing with the ear-
lier peer discussion, the peer culture seems to
play a role in facilitating (or reducing) risky
behaviors. Longitudinal examinations do not find
long-term negative developmental effects from
this “partying” behavior, and participation in
school sports seems to translate to positive edu-
cational outcomes, such as creating a school bond
and raising educational aspirations (Marsh &
Kleitman, 2003) as well as being less likely to
drop out of school (Mahoney & Cairns, 1997,
McNeal, 1995; Zill et al., 1995).

Unstructured Activities: Leisure
Time with Peers

Whom adolescents are spending their time with
is clear in the school setting. Youth spend time
maintaining friendships and the school adminis-
trators are available to fill the role of potential
handlers by providing adult supervision. When
youth are home, they are primarily either with
other family members or they are home alone.
Research has demonstrated that time with family
can protect against the development of problem
behaviors in adolescence, while youth who spend
more of this time with friends are more likely to
develop problem behaviors (Barnes et al., 2007).
This is significant given the importance of social-
izing with friends to adolescents (Larson &
Kleiber, 1993). The American Time Use Survey
(2010) found that adolescents enrolled in high
school spend about 3Y2hours a weekday engaged
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in “socializing, relaxing, and leisure” (recall
relaxing alone was related to deviance), which
was the most amount of time spent on any activ-
ity, excluding educational activities and sleeping.
Zill et al. (1995) found that 88% of 12th graders
reported getting together with friends at least
once a week, and 48% said almost every day.

There is considerable support in the literature
for the idea that adolescents who spend more of
their leisure time with friends and without adults
around than other adolescents are at an increased
risk for a range of deviant behaviors, such as
delinquency, sexual activity, and dropping out of
school (Agnew & Petersen, 1989; Biddle et al.,
1981; Flannery, Williams, & Vazsonyi, 1999;
Junger & Wiegersma, 1995; Riley, 1987; see
Osgood et al., 2005). For example, Agnew and
Petersen (1989) found that delinquency was posi-
tively related to both unsupervised social activi-
ties and leisure activities with peers and was
negatively related to time spent in organized lei-
sure activities. Riley (1987) found that boys who
spent much time outside of their home and boys
who would go out frequently with friends had
high delinquency rates. Finally, Flannery et al.
(1999) found that 6th and 7th graders who spent
after-school time with peers without adult super-
vision reported higher levels of aggression, sub-
stance use, delinquent behavior, and susceptibility
to peer pressure than those youth who spent this
time at home with an adult present. Hence, the
research suggests that youth who spend their lei-
sure time with peers and unsupervised are more
likely to engage in a variety of risky and negative
behaviors.

The role of unstructured socializing with peers
in the absence of adults is the centerpiece of
Osgood et al. (1996) routine activity theory of
general deviance. They proposed that variations
in individual offending could be linked to varia-
tions in exposure to situations conducive toward
delinquency. In particular, the motivation for a
deviant act was inherent in the situation (Briar &
Piliavin, 1965), arising through spontaneous pro-
cesses like a pick-up game of basketball (Gold,
1970). The main concept was unstructured social-
izing with peers in the absence of adults, whereby
youth who spent more time engaged in this leisure
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activity were more likely to engage in delin-
quency. In formulating their theory, they pointed
to the substantial literature showing problem
behavior was associated with informal socializ-
ing with friends (see also Osgood et al., 2005).

Osgood et al. (1996) found strong support for
their theory through fixed-effects models using
five waves of the Monitoring the Future data.
Additional research using the routine activity
theory of general deviance also has found support
for the relationship between unstructured social-
izing with peers and problematic outcomes. For
example, Barnes et al. (2007) found that time
spent with peers was strongly and positively
associated with heavy drinking, cigarette smok-
ing, illicit drug use, and sexual activity. Similarly,
Maimon and Browning (2010) found a positive
effect of unstructured socializing on violent
behavior using the PHDCN Longitudinal Cohort
Study. Clearly, there is ample evidence pointing
to a relationship between unstructured socializ-
ing with peers in the absence of adults and a vari-
ety of negative behaviors. An important aspect of
this opportunity theory worth highlighting is
that the effect of unstructured socializing with
peers on delinquency does not depend on the
delinquency of the peers one is “hanging out”
with (Haynie & Osgood, 2005; Osgood et al.,
1996). This finding highlights the importance of
unstructured time use with friends without adult
supervision rather than having friends who
are delinquent.

What is interesting about unstructured social-
izing with peers in the absence of adults is that
the processes that facilitate an increased risk for
delinquency and other problem behaviors seem
to have an emergent effect at other units of aggre-
gation. Contextual level studies suggest that an
adolescent is at an increased risk for delinquency
when he or she is in an environment where many
adolescents spend time engaged in unstructured
socializing, regardless of their own time use.
Osgood and Anderson (2004) proposed that it
would be easier to find co-offenders when many
adolescents are spending an abundance of time hang-
ing out together. They found that the average
school-level amount of time spent engaged in
unstructured socializing was related to delinquency
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with data collected from eighth-graders. On the
other hand, mixed support was provided by
Anderson and Hughes (2009) using the National
Longitudinal Study of Adolescent Health (Add
Health) data. These authors found a school-level
emergent effect of unstructured socializing on
adolescent violence and marijuana, but not for
property crime and alcohol use.

The after-school time for adolescents is a criti-
cal place where developmental trajectories can be
affected. Youth who spend time in extracurricular
activities report healthier outcomes than youth
who do not spend time in organized activities,
with caveats around the quality of the extracur-
ricular activity (Mahoney et al., 2005). On the
whole, however, these activities promote basic
skills and competencies in adolescents that will
be used in adulthood. The same cannot be said of
unstructured leisure time by adolescents when
they spend that time in the presence of other
adolescents.

Future Research

There is little research that takes a comprehen-
sive view of how adolescents spend their time,
including where and with whom, and how this
time use translates to development and transi-
tions to adulthood. There are many interesting
questions still to be explored, particularly in the
area of peers, activities, and risky behaviors,
although researchers often are limited by the lack
of available data. As a result, I discuss below
some enhancements to adolescent surveys that
would allow for a fuller examination of the effects
of activities and companionship on the life course.
But first, the issue of informed consent with juve-
niles warrants some discussion because research
that uses self-reported data from adolescents is
affected by the consent process. It is against this
backdrop that opportunities for future research
are presented.

Briefly, there are two ways that informed con-
sent is obtained from juveniles, active and pas-
sive. Active consent requires a form to be signed
by the parent if they agree to their child being
included in the research study, while passive
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consent requires a form to be signed if a parent
does not wish for their child to participate.
Esbensen and his colleagues (1999) examined
response rates between the two and found that
passive consent procedures produce response
rates of 80-100% compared with 40-60% for
active consent. Further, they noted that obtaining
active consent rates in the 40-60% range requires
substantial effort and is likely cost prohibitive for
most researchers (see Esbensen, Miller, Taylor,
He, & Freng, 1999). This is problematic because
active consent samples may produce data that are
not representative of the population. Esbensen
and his colleagues (1999) were able to examine
youth whose parents did not opt them out of a
passive-consent pilot study but who also did not
return an active consent form for the main evalu-
ation. They found statistically significant effects
of both race and family status, where white ado-
lescents and those from intact families were more
likely to be in the active consent group.
Additionally, these youth were less impulsive and
more prosocial than the youth who were included
in the passive consent sample but not the active
consent sample. They concluded that “The
informed consent process has a deleterious effect
on response rates and, to some extent, on sample
representativeness” (Esbensen et al., 1999,
p. 327).

These findings raise the question of whether
the exclusion of some high-risk youth from stud-
ies of activities and peers when active consent is
needed alters relationships between key develop-
mental variables of interest. For example, is the
effect of extracurricular activities on risky behav-
iors overstated in active consent samples com-
pared with passive consent samples due to
selection bias? Further, this effect would be
attenuated in studies using longitudinal data
because the attrition of the higher-risk youth on
the front-end would combine with the attrition
that occurs across waves of data collection. While
the issue of consent is largely out of the hands of
researchers, more research is needed to determine
how and the degree to which consent affects the
representativeness of the sample, and by exten-
sion, what we know about the relationship
between adolescent activities, risky behavior, and
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life course outcomes. This is important given the
majority of studies discussed in this chapter used
self-reported data collected through active con-
sent procedures.

Schools and Networks

There is some interesting work to be done in the
area of schools, peers, and risky behaviors. The
availability of data that can tie respondents to
their network and the inclusion of self-reported
data from each member, combined with advances
in network analysis, have allowed for the exami-
nation of the ways in which a peer group or school
affects adolescent development. The aforemen-
tioned findings concerning active consent raised
the question of whether the exclusion of some
high-risk youth from studies of peers and activi-
ties alters relationships between key develop-
mental variables of interest. Additionally, to the
degree that the youth included in the passive con-
sent sample but missing from the active consent
sample know each other, it would suggest that
previous examinations of peer network effects
are limited. Stated differently, we may know little
about the effects of the networks of high-risk
youth if our network data disproportionately
contain information from networks of youth who,
on average, are more prosocial and are less
impulsive.

Relatedly, I noted earlier that youth with more
out-of-school friends showed more problematic
outcomes than youth with fewer to no out-of-
school friends. While most school-based surveys
include a majority of nominations that are to
other youth attending the same school, there can
still be a sizeable number of out-of-school nomi-
nations. For example, an examination of the Add
Health data found that 68% of friendship nomi-
nations were made to same-school adolescents
(Falci & McNeely, 2009). Given the problematic
outcomes associated with out-of-school friends
and the demonstrated importance of peers, an
obvious benefit to research would to be able to
study these nonschool youth who may be instru-
mental in negatively affecting developmental
trajectories of in-school adolescents, such as

influencing a decision to drop out of school or
join a gang. A complete examination of the ways
that peers and network structure affect an adoles-
cent’s behavior would require collecting these
data, although the informed consent process is
complicated unless the individuals named are of
a legal age to provide consent, and the extraneous
data collection would add cost to already expen-
sive projects. Overall, however, there is much to
learn about the relationship between in-school
and out-of-school youth and how these mixed
networks interplay with important life course
outcomes like gang participation, college enroll-
ment and completion, employment, and
marriage.

Finally, there is a clear need for data collected
at short intervals on peers and activities across
childhood, adolescence, and early adulthood.
First, this would allow researchers to establish
whether changes with important life course con-
sequences are happening faster than our data col-
lection efforts currently capture, or whether
change that has been measured at yearly (or
more) intervals is sufficient. Additionally, the
introduction of statistical techniques that can
measure both changes in network ties and changes
in individual behavior across waves of data
(SIENA, for example, see Snijders & Baerveldt,
2003; Weerman, 2011) offers new opportunities
for examining the relationship between compan-
ionship, activities, and life course outcomes. In
particular, the adolescent years are a time when
friendships are regularly forged, maintained, and
broken, and, as children move through adoles-
cence and toward adulthood, they are given more
choices and freedom for how they use their time.
As a result, companionship and activities are
changing throughout adolescence, but the fre-
quency and life course consequences of these
changes are unclear, and more research is needed.
For example, researchers can examine the short-
and long-term consequences of friending and
unfriending by examining how the breaking and/
or forming of friendships across a school year
relates to the breaking and/or forming of old and
new friendship ties and changes in activities.
Changes in companionship and activities may
also be preceded by transitions such as marriage,
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employment, and joining the military, transitions
that have been shown to stunt criminal behaviors
(Sampson & Laub, 1993). For example, Warr
(1998) found that marriage reduced time spent
with friends as well as exposure to delinquent
friends, and this translated to less delinquency.
Thus, it may be that a male adolescent who is
spending his free time in public places with
friends but then starts dating would change not
only how much time he is spending with his
friends, but also the location of where he is spend-
ing that time. Rather than being in public or in
other places that are conducive toward deviance,
that adolescent now spends his time at his home
or the home of his romantic partner. It is even
possible that time spent with friends shifts from
public places to private spaces, for example,
because romantic partners may not tolerate
“hanging out” in public or because the adolescent
fears gossip or other information traveling back
to their partner. Future researchers should exam-
ine how time spent (and where) changes across
the life course, what events tend to change the
way an adolescent spends time, and how those
changes in time use affect behavior and life
course outcomes.

Time Use and Activity Data Collection

Zill et al. (1995) conducted an extensive exami-
nation of time use, risky behaviors, and outcomes
using three sources of national data and found
that adolescents had considerable discretionary
time available. Additionally, rather than engaging
in constructive and skill-building endeavors, ado-
lescents spent this time watching television, talk-
ing on the phone, and hanging out with friends in
public places. After finding that few adolescents
engaged in organized, productive activities, they
recommended the institutionalization of recur-
ring time use surveys in order to further study the
relationship between adolescent activities and
risky behavior. Indeed, there would be great
benefit in national longitudinal time use surveys
of adolescents (and especially if network infor-
mation could also be collected for at least some
adolescents). This would allow researchers to
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track participation in various types of programs
and activities over time. Researchers also could
continually develop instruments of activities
based on current reports of what adolescents are
actually doing. For example, time spent on com-
puters and other various devices could slowly
displace time spent watching television. These
items are mobile unlike the television, and could
lead to an increased risk of victimization (Felson,
2002), or they can be used for deviance, such as
viewing Internet pornography and cyber-bully-
ing. Large-scale, recurring time use surveys of
adolescents could alert researchers to points
where participation in an activity starts to decline
across all adolescents, likely signaling a shift to
new or different activities. Research could then
begin to determine the relationship between the
new way that adolescents are spending their time
and developmental outcomes.

To collect time use information, adolescents
must recall their activities over some designated
period of time. This was typically done by ado-
lescents keeping a paper diary or by being asked
by researchers to recount their activities over the
previous days. Time diaries were improved with
“experience method sampling,” or ESM, where
researchers collect information by having the
respondent carry a beeper (or similar device) and,
when contacted, recording their activity along
with other information deemed important by the
investigators, such as who is in their company
and their location. Researchers found that this
method detected behaviors that respondents often
did not think to record, such as idling, doing
nothing, or thinking, but that the youth did not
carry these devices everywhere (see Larson,
1989). The “smart” technology embedded in
many devices today, however, may make ESM
less of a burden than carrying beepers, while also
providing an avenue for collecting detailed, real-
time data from adolescents about activities and
companionship. Researchers should explore the
feasibility of distributing “smart” devices like
cell phones to adolescents (including parental
controls and paying for the associated data plan)
with an app that includes a survey or time diary
that has been designed by the researchers (see
Eagle & Pentland, 2006 for review of using
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Bluetooth-enabled mobile phones for data collec-
tion). While traditional survey data collection can
be slow, the ability of the Internet to transmit data
quickly and efficiently can be of great benefit.
A program with an alarm and/or text message to
alert respondents to fill out their time budgets
would reduce the cost that is associated with a
research team collecting this information.
Methodologically, it would be interesting to know
whether there are benefits in terms of time, cost,
and response rates. For example, if researchers
are able to link survey participation with the ado-
lescent keeping the phone, this may prove to be
an incentive and reduce attrition. Importantly,
youth who drop out of school could still be eli-
gible to participate in the surveys, thereby pro-
viding valuable additional information not
captured in school-based data. Additionally,
many adolescents already carry appropriate
devices and it is possible that some of them would
opt to download the research survey app to their
own phone, which would help reduce the cost of
the project. Some considerations include the pro-
tection of respondents, the transmitting of sensi-
tive information, the cost of both the data plans
and creating the project-specific app, and the col-
lection and management of the data. On the other
hand, this method might prove to be a cost-
efficient way to collect information on activities,
peers, and risky behaviors that affect life course
outcomes at both shorter intervals and over lon-
ger periods of time.

Finally, researchers need to consider where
youth spend their time in more detail. For
instance, an adolescent may report being at the
house of a best friend, but is this house in prox-
imity to the home and school of the adolescent?
What kind of areas do they pass through when
they travel back and forth from school or the
house of a friend and how long does it take?
Wikstrom et al. (2010) were interested in the role
of environment in crime causation and used a
relatively new method called space-time budgets
to determine the physical location of where ado-
lescents were spending their time across all the
hours of a 4-day period. With this method, they
were not only able to determine the amount of
time spent in the spatial areas around home and
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school, but also the distance between settings
frequented, how much time adolescents spent in
spatial areas with low collective efficacy, and the
like. Future researchers should employ space-
time budgets, perhaps in conjunction with a sur-
vey app designed to collect the spatial information.
It is worth exploring, for example, whether the
amount of time spent engaging in unstructured
socializing with peers in the absence of adults
matters as much as the environment in which that
time is spent. Traveling a short distance across a
bad environment with friends on a regular basis
but not spending considerable time with them
otherwise might prove worse than spending a lot
of time with friends at home without adult super-
vision. It is also worth exploring whether some
kinds of environments interact with the amount
of unstructured socializing engaged in by adoles-
cents, thereby increasing the deviance of only the
youth who have encountered a particular envi-
ronment and who also spend a certain amount of
time not doing anything in particular in that envi-
ronment. Space-time budget data could allow a
researcher to determine where youth go, includ-
ing the average distance and terrain traveled, in
addition to collecting information on the activi-
ties and the length of time spent in the different
settings an adolescent encounters. This is impor-
tant information given that adolescents who
spend more time in public places and with friends
show more problematic developmental trajecto-
ries. More research is needed to examine the
ways in which peers, environment, and time use
interact to increase the likelihood of short-term
risky behaviors that can have negative effects on
life course outcomes.

Conclusion

In this chapter, I briefly summarized research that
has examined where and with whom adolescents
spend their time and highlighted the areas associ-
ated with problematic behavior. I followed this
with a discussion of some areas where future
research is needed and ways this might be accom-
plished. Aside from the points discussed above,
at the macro-level, researchers should examine
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how an increase or decrease in the length of the
school day corresponds to problem behaviors that
tend to occur in the hours after school. The
amount of discretionary time available to youth
is, in part, the result of a mismatch between how
things were in an agrarian society and the con-
temporary role of adults and adolescents in soci-
ety. In a perfect world, school districts would sign
on to a project where the school day was length-
ened such that the day of adults and children are
more in sync and comparable control schools
would be chosen. Researchers then could com-
pare outcomes that are associated with problem-
atic development and life course outcomes, such
as juvenile arrests and teen pregnancies, both
before and after implementation of the longer
school day as well as between schools that did
and did not adjust the length of the day. A change
in the length of time at school could prove espe-
cially beneficial if positive educational outcomes
increased, while at the same time problem behav-
iors after school decreased.

The research presented in this chapter dem-
onstrated that where adolescents are and who
they are with can affect adolescent behavior in
positive or negative ways. The healthiest out-
comes are associated with adolescents who
spend reasonable amounts of time with both
their family and friends and do not dislike or
have problems with school or school peers.
These youth also tend to spend less time alone
or with friends in public settings. Problematic
development is associated with too little (or low
quality) time spent with family and especially
when the time is spent in the presence of peers
in the absence of adults. Too much of this type
of time use exposes adolescents to situations
that are conducive toward delinquency.
Additionally, extracurricular activities after
school reduces risky behaviors for those who
participate compared with those who do not par-
ticipate, although there are differential results
based on the quality and type of extracurricular
activity. Future research should continue to
explore the ways that schools generally, and
peer networks specifically, work to facilitate or
inhibit behaviors that affect adolescent develop-
ment and, consequently, the life course.

A.L. Anderson
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Abstract

One of the strongest correlates of crime is age, with a common empirical
finding of an adolescent rise and peak of offending. One theory in particular,
Moffitt’s developmental taxonomy, advances a specific hypothesis for the
age—crime relationship, with a focus on a specific typology of offenders,
adolescence-limited, who offend for specific reasons during adolescence.
This chapter reviews the adolescence-limited hypothesis, relevant empirical
research, and concludes with summary statements, challenges to Moffitt’s
adolescence-limited hypothesis, and directions for future research.
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Introduction

The best thing about getting old is that all those
things you couldn’t have when you were young
you no longer want.

L.S. McCandless

Adolescence is a time of rapid biological, psy-
chological, and especially social change. It is
affected by an interplay of genetic, familial, and
non-familial influences that permeate several life
domains, but primarily parent—child relation-
ships, puberty, peer relations, the development of
the self, and adolescent-problem behavior
(Steinberg & Morris, 2001). During this transi-
tory stage from childhood to adulthood, adoles-
cents begin to prepare for adult roles (Carnegie
Council on Adolescent Development, 1985;
Simmons & Blyth, 1987) and are given some but
not all privileges and responsibilities that are
afforded adults. As a result, adolescents’ desire
and drive for autonomy are quite strong and
expressed in various respects, including regular
challenges to authority. Not surprisingly, com-
pared to children and adults, adolescents show
key differences in their susceptibility to peer
influence, their future orientation, reward sensi-
tivity, as well as their capacity for self-
regulation.

Therefore, adolescence is a period in the life-
course where problem behavior—especially
delinquency and crime—emerges and ultimately
peaks. Yet, a precise understanding of why delin-
quency begins and peaks in adolescence is not
well developed. A variety of sociological, psy-
chological, criminological, and recently biosocial
explanations have been developed and/or applied
to understand the strong relationship between age
and crime. This chapter focuses on one such
explanation: Moffitt’s (1993) theory of adoles-
cence-limited offending. In so doing, we review
the theoretical framework as well as ensuing
empirical research in order to comment on the
viability of the theory to explain the adolescent
rise and peak of offending. The chapter closes
with summary statements and an outline of prom-
ising research directions.

A.R. Piquero et al.

Moffitt's Developmental Taxonomy

Perhaps the strongest correlate of crime is that of
age. Virtually everywhere and at all times it has
been observed that there is a strong relationship
between age and crime, such that crime rises in
early adolescence, peaks in late adolescence, and
precipitously declines in the very late teens and
early 20s (Hirschi & Gottfredson, 1983; Quetelet,
1831). This fact of crime is so strong that virtu-
ally any serious theory of crime must come to
terms with it (Braithwaite, 1989). Beginning with
this finding, Moffitt (1993) developed a taxon-
omy that was designed to explain the age—crime
relationship.

Moffitt’s developmental taxonomy argues
that the aggregate age—crime curve depicted
over the last century and a half is character-
ized by two distinct offender profiles. The first
type, life-course-persistent, is comprised of a
small group of individuals (~5-8%) who
exhibit early, chronic, persistent, and serious
forms of antisocial, delinquent, and criminal
behavior that emerges very early in the life-
course (i.e., childhood) and continues via dif-
ferent manifestations and across various life
domains throughout adolescence and into
adulthood. The origins of life-course-persistent
offending may be found in compromised
neuropsychological development and disad-
vantaged familial and economic environments.
In this case, life-course-persistent path chil-
dren are born with cognitive deficiencies that
exert negative effects on caretakers and do not
improve due to deficient environments. Left
uncorrected, a series of behaviors and negative
outcomes detrimentally influence the life-
course of these individuals, and they begin to
encounter early failures in school and inter-
personal relationships. Their use of antisocial
behaviors to obtain the outcomes they desire
becomes a part of their overall schema, which
then results in adverse reactions by prosocial
agents and produces barriers to, or knifes-off,
conventional opportunities and success. As
could be inferred, the unaddressed injurious
childhoods, poor cognitive ability, and resultant
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antisocial lifestyles limit any prospects for
salient change. Therefore, the majority of life-
course-persistent offenders evince numerous
life failures.

The second group of offenders in Moffitt’s
taxonomy, which remain the focus of this chap-
ter, is referred to as adolescence-limited, mainly
because their participation in offending is
restricted to the adolescent phase of the life-
course. Among these individuals, delinquency
is a function of two features of adolescence: the
“maturity gap” and the peer social context. The
notion underlying the maturity gap is that ado-
lescents biologically resemble adults but are
not treated socially or legally as adults and are
thus denied most adult privileges and responsi-
bilities (i.e., alcohol use, driving privileges, and
full-time employment). Recognition of this
social- and biological-maturity mismatch pro-
duces a sense of strain that is then met with
other similarly situated individuals, i.e., their
peers. During adolescence, peers become an
influential socializing agent and peer relation-
ships begin to be prioritized over those of the
adolescent’s family. As all individuals are nego-
tiating the adolescent period and are thus expe-
riencing the same sets of strain, they encounter
potential role models in other, older-aged peers
who have partaken in delinquent activities in
order to alleviate their perceived strain. Thus,
adolescence-limited offenders engage in delin-
quent activities that resemble adult status such
as smoking, drinking, sexual activity, and theft
(so as to obtain economic resources and goods)
in order to alleviate their strain and acquire a
sense of being the kind of person they think
they are—an adult. As they leave their teenage
years and enter their 20s, most but not all ado-
lescence-limited offenders curtail their delin-
quent experimentation because they are now
legally permitted all of the things that they once
coveted. And because these individuals do not
have the same damaging risk factors that their
life-course-persistent counterparts have (espe-
cially cognitive problems and knifed-off oppor-
tunities), their transition to adulthood and adult
roles of education, employment, and interper-
sonal relationships is virtually smoothed.
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Of course, it is possible that some life-course-
persistent offenders “recover” from their early
life difficulties and that some adolescence-limited
offenders become ensnared by reactions to their
delinquent involvement such that they continue
their offending and adverse behaviors into adult-
hood. These snares could include a criminal arrest
(and hence formal label), a pregnancy which may
alter particular life paths, and a drug or alcohol
addiction.

Summary of Moffitt's Taxonomy

Moffitt’s adolescence-limited hypothesis attri-
butes import to two central risk factors, the matu-
rity gap and the peer social context which provides
criminal models, teaches values conducive to
delinquency, and otherwise fosters delinquent
behavior (Akers, 1998). The importance of peers
cannot be over-emphasized. Adolescence is a
stage of the life-course when time spent in
unstructured activities with peers in the absence
of authority figures is common, which has been
found to be a strong correlate of crime and helps
account for the age—crime relationship (Osgood
etal., 1996, p. 635). Moreover, the decision-making
patterns of adolescents are quite different from
the decision-making processes observed among
children and adults. For example, Gardner and
Steinberg (2005) found that while adolescents,
college students, and adults performed similarly
on a risk-taking task when performing the task
alone, the presence of same-aged friends doubled
the risk-taking among adolescents and increased
it to 50% among college students—but had no
effect on adults. Nevertheless, most adolescence-
limiteds age out of crime because they do not suf-
fer the injurious childhoods or compromised
neuropsychological functioning of life-course-
persisters. As they leave adolescence and enter
adulthood, they become more future oriented,
which increases their consideration of future con-
sequences and the costs of offending, de-empha-
sizes the rewards that risk-taking provides, and
improves self-regulation (i.e., decline in impul-
sivity). In turn, they enter into traditional adult
roles of employment and relationships and
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become law-abiding citizens (Steinberg & Morris,
2001).!

Prior Research Testing Moffitt's
Adolescence-Limited Hypothesis

It is well known that involvement in delinquency,
drugs, and alcohol is especially common during
adolescence, but that most adolescents who exper-
iment with delinquency and/or drugs and alcohol
desist and grow up to be law-abiding adults. In
this section, we review studies that have
specifically examined Moffitt’s adolescence-lim-
ited hypothesis in order to better understand these
adolescent offending patterns. For ease of presen-
tation, we group these studies with respect to their
relationship to adolescence-limited offending: (a)
genetic and biological susceptibility, (b) mental
health disorders, (c) individual-level behavioral
risks, (d) family and peer effects, (e) gender and
race, (f) the maturity gap and peer social context,
(g) in comparison to life-course-persistent offend-
ers/offending, and (h) desistance and snares. As
will be seen below, most research testing Moffitt’s
developmental taxonomy has focused on the pat-
terning and etiology of life-course-persistent
offenders, with much less empirical scrutiny
afforded to adolescence-limited offenders.

To be sure, there are other theories that have been devel-
oped to explain the rise and peak of adolescent offending.
Patterson and Yoerger (1997) set out a learning model in
which decreases in parents’ monitoring and supervision
during adolescence lead adolescents to offend. Another
explanation is Agnew’s (2003) integrated theory of the
adolescent peak in offending. Recalling that adolescents
are given only some adult privileges and responsibilities,
Agnew believes that this has important effects on increas-
ing delinquency among adolescents, including (a) a
decline in supervision, (b) increased social and academic
demands, (c) participation in a larger, more diverse peer-
oriented social world, (d) an increase in the desire for
adult privileges, and (e) a reduced ability to cope in a
legitimate manner and an increase in the disposition to
cope in an illegitimate (delinquency/crime) manner to
attain the adult privileges and goods they want (p. 273).

>There have been several critiques of Moffitt’s taxonomy.

Given space constraints, we do not review them here (see
Laub & Sampson, 2003; Skardhamar, 2009).
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Genetic and Biological Susceptibility
to Adolescence-Limited Offending

Several studies have examined the genetic com-
position of those who are non-delinquent, those
who are chronic offenders, and those who desist
from delinquency in early adulthood. For exam-
ple, Barnes, Beaver, and Boutwell (2011) found a
genetic component associated with adolescence-
limited offending. In this study, sibling pairs were
selected using a nationally representative sam-
pling design and their delinquency was measured
between the ages of 11 and 27 years. The results
suggested that 35% of the variance in being
classified as an adolescence-limited offender may
be attributed to genetic influences, but they were
unable to identify any specific genetic traits.

Aside from genetic susceptibility to adoles-
cence-limited offending, neurobiological evi-
dence also suggests that differences exist between
non-delinquents and adolescence-limited offend-
ers (Fairchild et al., 2011; Raine et al., 2005). For
instance, Raine et al.’s (2005) study of 325 boys
identified four distinct groups: (1) non-delin-
quent, (2) childhood-limited, (3) adolescent-lim-
ited, and (4) life-course-persistent. Clear
neurocognitive differences emerged between
these groups. Specifically, the adolescence-lim-
ited group had a reduced capacity for immediate
memory compared with the non-delinquents.
Similarly, a study by Fairchild et al. (2011) exam-
ined the differences in the brain structure of ado-
lescentswhowereidentifiedasadolescence-limited
offenders and those without any history of con-
duct disorder. They found differences in the vol-
ume of brain regions that process emotional
stimuli between adolescents with adolescence-
onset conduct disorder compared to those with-
out any history of conduct disorder.

The Influence of Mental Health
Disorders on Adolescence-Limited
Offending

Although mental health disorders may be related
to neurological abnormalities, a number of stud-
ies have examined behavioral evidence of undi-
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agnosed mental health disorders as a risk factor
for adolescence-limited offending. For example,
a handful of studies have found a relationship
between psychosocial abnormalities and adoles-
cence-limited offending (Breslau et al., 2011;
Fontaine, McCrory, Boivin, Moffitt, & Viding,
2011). Moffitt, Caspi, Harrington, and Milne
(2002) reported adolescent-onset delinquents to
be high on impulsivity and to have mental health
problems, substance dependence, financial prob-
lems, and a history of property offenses. In addi-
tion, Odgers et al. (2008) reported that
adolescent-onset offenders were not character-
ized by social, familial, or neurological risk fac-
tors, but they did exhibit mental health issues
primarily restricted to substance dependency.
Other studies have found significantly higher lev-
els of neuroticism, lower levels of cognitive func-
tion in childhood and adolescence, and poorer
temperament among adolescence-limited offend-
ers compared to non-offenders (Pulkkinen, Lyra,
& Kokko, 2009; Roisman, 2010). Overall, these
studies suggest that a variety of behavioral and
psychosocial factors may play a role in adoles-
cence-limited offending.

Individual-Level Behavioral Risks for
Adolescence-Limited Offending

A variety of individual-level risk behaviors have
been associated with adolescence-limited offend-
ing such as aggression and personality traits. For
example, Bergman and Andershed (2009) found
a higher level of aggression among adolescence-
limited offenders compared to non-offenders.
Further, Pulkkinen et al. (2009) found that ado-
lescence-limited offenders were more likely than
non-offenders to be verbally aggressive, as well
as to display aggressive behavior.

Personality characteristics have also been
identified in order to differentiate profiles of
adolescence-limited offenders from non-offend-
ers. Hyperactivity, daring and troublesome behav-
ior, lying, aggression, fighting after drinking,
hostility, neuroticism, and non-agreeableness are
consistently more prevalent among adolescence-
limited offenders than non-offenders (Bergman
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& Andershed, 2009; Farrington, Ttofi, & Coid,
2009; Pulkkinen et al., 2009). Temperament in
childhood, however, was not related to adoles-
cence-limited offending (Roisman et al., 2010).

The Importance of Family and Peers
in Adolescence-Limited Offending

Family and parenting relationships have consis-
tently predicted offending, specifically life-
course-persistent offending (Moffitt et al., 2002).
However, there is evidence that family level vari-
ables play a role in adolescence-limited offend-
ing as well. According to Bergman and Andershed
(2009), harsh parenting and conflicts with parents
were elevated among adolescence-limited offend-
ers when compared to non-offenders. Family
conflict, maltreatment, and inconsistent disci-
pline in the home were also identified as risk fac-
tors for membership in the adolescence-limited
offender group (Odgers et al., 2008). In addition,
Roisman et al. (2010) found that adolescent-onset
offenders could be characterized by contextual
and individual risk. Namely, these youths evi-
dence moderate psychological and behavioral
issues coupled with many stressful life circum-
stances and delinquent associations.

According to Farrington et al. (2009), adoles-
cence-limited offenders were more likely than
non-offenders to have had a large family size, a
convicted parent, parental conflict, or a disrupted
family situation at ages 8 through 10 years. At
ages 12—14 years, large family size remained pre-
dictive of adolescence-limited delinquency, but
the other family risk influences were no longer
significant. These family risk factors reemerged
as correlates of adolescence-limited delinquency
when adolescents were between the ages of 16
and 18 years, as adolescence-limited offenders
were more likely to have poor relationships with
their parents than non-offenders.

Peers also play a substantial role in modeling
and providing pathways to deviant behavior,
especially delinquent behavior that originates in
adolescence (Jeglum-Bartusch, Lynam, Moffitt,
& Silva, 1997; Simons, Wu, Conger, & Lorenz,
1994). According to Farrington et al. (2009),
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adolescence-limited offenders were significantly
more likely than non-offenders to have delin-
quent friends. In fact, this proportion was more
than twice as great as the proportion that was
observed in the non-offender group (37% of ado-
lescence-limited offenders had delinquent friends
at ages 1214 years, while 15% of non-offenders
had delinquent associates). This study also
found that adolescence-limited offenders were
three times more likely to be in a group of anti-
social youth at ages 16—18 years than non-of-
fenders (Farrington et al.,, 2009). Similarly,
Odgers et al. (2008) found that peer delinquency
was related to adolescence-limited offending,
although this effect was only significant among
males. Finally, Bergman and Andershed (2009)
reported that adolescents who have friends who
engage in norm-breaking behavior are more likely
to become adolescence-limited offenders than
those who do not have friends who break the
normative codes.

Gender, Race, and Adolescence-Limited
Offending

Moffitt also considered how gender and race
would manifest with respect to adolescence-lim-
ited offending. With respect to the role of gender
in the adolescence-limited portion of the taxon-
omy, Moffitt (1994, pp. 39-40) notes:

The crime rate for females is lower than for males.
In this developmental taxonomy, much of the gen-
der difference in crime is attributed to sex differ-
ences in the risk factors for life-course-persistent
antisocial behavior. Little girls are less likely than
little boys to encounter all of the putative initial
links in the causal chain for life-course-persistent
antisocial development. Research has shown that
girls have lower rates than boys of symptoms of
nervous system dysfunction, difficult tempera-
ment, late verbal and motor milestones, hyperac-
tivity, learning disabilities, reading failure, and
childhood conduct problems...Most girls lack the
personal diathesis elements of the evocative, reac-
tive, and proactive person/environment interactions
that initiate and maintain life-course-persistent
antisocial behavior.

Adolescence-limited delinquency, on the other
hand, is open to girls as well as to boys. According
to the theory advanced here, girls, like boys, should
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begin delinquency soon after puberty, to the extent
that they (1) have access to antisocial models, and
(2) perceive the consequences of delinquency as
reinforcing...However, exclusion from gender-
segregated male antisocial groups may cut off
opportunities for girls to learn delinquent behav-
iors...Girls are physically more vulnerable than
boys to risk of personal victimization (e.g., preg-
nancy, or injury from dating violence) if they
affiliate with life-course-persistent antisocial
males. Thus, lack of access to antisocial models
and perceptions of serious personal risk may
dampen the vigor of girls’ delinquent involvement
somewhat. Nonetheless, girls should engage in
adolescence-limited delinquency in significant
numbers...”

Thus, for Moffitt (2006), the majority of delin-
quent females will be of the adolescence-limited
type, and their delinquency will have the same
causes as adolescence-limited males’
delinquency.

Reviewing the research on gender, much
empirical research shows that males are overrep-
resented in most forms of (especially serious)
criminal activity (Broidy et al., 2003; D’Unger,
Land, & McCall, 2002; Piquero, Gover,
MacDonald, & Piquero, 2005). Similarly, the lit-
erature also suggests that males are overrepre-
sented compared with females in
adolescence-limited offending. In these studies,
samples are often disaggregated by gender to
avoid biased estimates of prevalence rates. For
example, studies of adolescence-limited offend-
ers suggest that the prevalence rate ranges from
11.9 to 15.8% for males and 4.9 to 10.1% for
females (Bergman & Andershed, 2009; Bor,
McGee, Hayatbakhsh, Dean, & Najman, 2010).
Therefore, including males and females when
evaluating crime over the life-course may result
in biased prevalence estimates.

There is some evidence that risk factors for
adolescence-limited offending differ by gender,
providing further support for the need to disag-
gregate studies. According to Bergman and
Andershed (2009), males were more likely to
become adolescence-limited offenders if they
were hyperactive, had conflicts with their parents,
used alcohol and marijuana, and had an unstable
upbringing. In contrast, females were more likely
to become adolescence-limited offenders if they
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displayed aggression in childhood, had harsh par-
ents, were hyperactive, had friends who broke
conventional norms, deviated from norms them-
selves, used alcohol and marijuana, and had a
troublesome upbringing. Similarly, Bor et al.
(2010) found substantial gender differences in
the characteristics of adolescence-limited offend-
ers, as females were more likely to smoke ciga-
rettes and have more health problems. Both
genders used marijuana frequently.

In one of the most comprehensive investiga-
tions of adolescence-limited offending (across
gender), Moffitt, Caspi, Rutter, and Silva (2001)
and Moffitt et al. (2002) used data from the
Dunedin Birth Cohort to age 21 years to examine
involvement in adolescence-limited delinquency
as well as the risk factors associated with such
delinquency. A number of key findings emerged
from their study. First, male:female differences
were negligible with respect to adolescence-limited
offending (1.5:1). Second, females and males on
the same trajectories share the same risk factors.
And, among female adolescence-limited offenders
in particular, their delinquency was characterized
by the timing of puberty, association with delin-
quent peers, and having an intimate relationship
with an offender.

To be sure, there are other developmental the-
ories that make different predictions about the
patterning of antisocial behavior across gender.
Most notable is Silverthorn and Frick’s (1999)
delayed-onset pathway for girls, which assumes
an adolescent-onset pathway in girls that is not
analogous to the adolescence-limited pathway in
boys. Instead, all delinquent girls have the same
high-risk causal backgrounds as life-course-
persistent males and their offending is delayed
until adolescence. In contrast to Moffitt’s taxon-
omy, then, Silverthorn and Frick’s delayed-onset
pathway for girls is similar to a childhood-onset
pathway for boys (except girls’ offending com-
mences in adolescence), and there is no compa-
rable pathway in girls to the adolescent-onset
pathway in boys. In one empirical test of the
delayed-onset pathway theory, White and Piquero
(2004) used data from the Philadelphia portion of
the National Collaborative Perinatal Project and
found that females and males were equally likely
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to experience early onset offending but that
female late-onset offenders appeared similar to
male early onset offenders on many risk factors.
Not surprisingly, male early onset offenders
exhibited more severe criminal outcomes com-
pared with both male and female late-onset
offenders, but they did not differ from female
early onset offenders. Finally, female late-onset
offenders exhibited many of the same risk factors
as did male late-onset offenders. Thus, White and
Piquero’s analysis suggested that Silverthorn and
Frick may have overestimated the similarities
between late-onset female and early onset male
offenders while also underestimating the pres-
ence of early onset female offenders.

On the issue of race within the adolescence-
limited trajectory, Moffitt (1994) observed that:

In the United States, the crime rate for black
Americans is higher than the crime rate for whites.
The race difference may be accounted for by a rela-
tively higher prevalence of both life-course persis-
tent and adolescence-limited subtypes among
contemporary African Americans. Life-course per-
sistent antisocials might be anticipated at elevated
rates among black Americans because the putative
root causes of this type are elevated by institutiona-
lised prejudice and by poverty. Among poor black
families, prenatal care is less available, infant nutri-
tion is poorer, and the incidence of exposure to
toxic and infectious agents is greater, placing
infants at risk for the nervous system problems that
research has shown to interfere with prosocial child
development. To the extent that family bonds have
been loosened and poor black parents are under
stress,...and to the extent that poor black children
attend disadvantaged schools..., for poor black
children the snowball of cumulative continuity may
begin rolling earlier, and it may roll faster downbhill.
In addition, adolescence-limited crime is probably
elevated among black youths as compared to white
youths in contemporary America. If racially-segre-
gated communities provide greater exposure to life-
course persistent role models, then circumstances
are ripe for black teens with no prior behavior prob-
lems to mimic delinquent ways in a search for sta-
tus and respect. Moreover, black young people
spend more years in the maturity gap, on average,
than whites because ascendancy to valued adult
roles and privileges comes later, if at all. Legitimate
desirable jobs are closed to many young black men;
they do not often shift from having “little to lose” to
having a “stake in conformity” overnight by leaving
schooling and entering a good job. Indeed, the bio-
logical maturity gap is perhaps best seen as an insti-
gator of adolescent-onset delinquency for black
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youths, with an economic maturity gap maintaining
offending into adulthood. (Moffitt, 1994, p. 39)

Thus, for Moffitt (2006), both life-course-
persistent and adolescence-limited causal pro-
cesses should work the same way within
African—American and white American groups,
but any excess of offending among poor African—
American youth could be attributed to an excess
of the risk factors for both delinquent subtypes.
Unfortunately, there exist virtually no race-based
comparisons of Moffitt’s adolescence-limited
hypothesis and its expectation of race-based dif-
ferences. One study that considers this issue to
some degree is an analysis undertaken by Haynie,
Weiss, and Piquero (2008), who used longitudinal
data from the Adolescent Health Survey to exam-
ine the ancillary adolescence-limited hypothesis
that an economic maturity gap partially explains
continued offending in young adulthood among
Blacks. Consistent with Moffitt’s hypothesis,
Haynie et al. found that employment and eco-
nomic well-being in young adulthood were asso-
ciated with greater criminal (and violent)
involvement among Blacks in young adulthood.

Adolescence-Limited Offending
Due to the Maturity Gap and Peer
Social Context

Recall that a central hypothesis for adolescence-
limited offending lies in the interaction of the
maturity gap and the peer social context. In an
interesting study, Aguilar et al. (2000) found that
adolescent-onset offenders reported higher inter-
nalizing symptoms and perceptions of stress at
age 16 years, consistent with Moffitt’s expecta-
tion that adolescents experience some sort of per-
ceived maturity gap stress. Piquero and Brezina
(2001) used data from the Youth In Transition
Survey to examine the adolescence-limited
hypothesis more directly and found that adoles-
cence-limited delinquency was centered on par-
ticipation in rebellious but not aggressive acts,
and that such delinquency was predicted by an
interaction between early maturity and the auton-
omy aspects of peer activities. With data from the
Victoria Adolescence Project, Galambos, Barker,
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and Tilton-Weaver (2003) identified a group of
25% of adolescents who had high scores on a set
of “pseudo-maturity” characteristics (i.e., they
had more advanced biological pubertal status,
older subjective age, elevated perceptions of self-
reliance, more wishes to emulate older brothers,
more older friends, a greater desire to be older,
more involvement in pop culture, and less involve-
ment in school but more involvement with peers).
Also, data from the adolescents as well as their
parents showed that this group also had elevated
rates of problem behavior.

Using an innovative measure of the maturity
gap, another group of researchers found support for
the role of the biological/social disjuncture in ado-
lescence-limited offending. Barnes and colleagues
(Barnes & Beaver, 2010; Barnes, Beaver, & Piquero,
2011) subtracted a social maturity scale capturing
the autonomy afforded to them by their parents
from a biological maturity scale composed of self-
reported physical characteristics (such as amount of
body hair for males and breast development and
menarche for females) to create their measure of the
maturity gap. Consistent with the theory, adoles-
cents not experiencing the maturity gap were
significantly more likely to refrain from delinquent
involvement (Barnes, Beaver, & Piquero, 2011).
Alternatively, Barnes and Beaver (2010) showed
that males characterized by greater biological matu-
rity than social maturity were more likely to commit
minor forms of delinquency and drug use (consis-
tent with the prediction of adolescence-limited
offenders). The results, however, were less
affirmative among females—ypossibly indicative of
differences in the effects of puberty between gen-
ders. To the best of our knowledge, no studies have
examined how the maturity gap, peer social context
hypotheses relate to adolescence-limited offending
differentially across race/ethnicity.

Comparing Risk Factors for
Adolescence-Limited Versus
Life-Course-Persistent Offending

According to Moffitt, the etiology of life-course-
persistent offending is substantively distinct from
adolescence-limited offending. As discussed above,
this differential etiology (with life-course-persistent
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offenders having the greatest number of risk fac-
tors) may explain the differences in prevalence
rates across groups. Specifically, life-course-
persistent offenders represent a small portion of the
population, while adolescence-limited offenders
comprise a much larger group—especially in ado-
lescence. Life-course-persistent offenders have
lower socioeconomic status, larger family size,
lower verbal ability, higher levels of aggression,
hyperactivity, convicted parents and siblings,
younger parents, peers who deviate, and they devi-
ate themselves. Furthermore, life-course-persistent
offenders demonstrate negative emotionality, neu-
roticism, antisocial personality disorder, depres-
sion, lower restraint, have problems in school, use
and abuse alcohol, tobacco, marijuana, and have an
unstable and troublesome upbringing compared to
adolescence-limited offenders (Bergman &
Andershed, 2009; Farrington et al., 2009; Moffitt
et al., 2002; Odgers et al., 2008). The most potent
risk factors for life-course-persistent offending,
compared to all other forms of offending, were
norm-breaking behavior in school and an unstable
upbringing (Bergman & Andershed, 2009;
Farringtonetal.,2009). When compared specifically
to adolescence-limited offenders (Farrington et al.,
2009; Pulkkinen et al., 2009), life-course-persistent
offenders were more likely to have fewer friends,
have been disciplined harshly in the home, exhibit
disobedience at home, bully, demonstrate hyperac-
tivity, promiscuity, and drink alcohol heavily.
Overall, life-course-persistent offenders gener-
ally exhibit a larger number of (more severe) risk
factors when compared to adolescence-limited
offenders, while adolescence-limited offenders
appear to be more susceptible to some risk factors,
such as associations with delinquent peers, which
tends to predict their involvement in delinquency
more so than for life-course-persisters (Jeglum-
Bartusch et al., 1997; Moffitt & Caspi, 2001).

Desistance and Snares Among
Adolescence-Limited Offenders

Moffitt also expects that most adolescence-lim-
ited offenders should desist from their delinquent
participation by the time they enter adulthood.
Empirical research on their potential desistance
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tends to confirm expectations. For example, there
is a high peak in middle to late adolescence
among many individuals who constrain their
offending to the adolescent time period (Piquero,
Farrington, & Blumstein, 2007). The two excep-
tions to this general pattern of findings involve
undetected delinquency as well as becoming
ensnared from the outcomes of adolescent offend-
ing. With respect to the former, Nagin, Farrington,
and Moffitt (1995) had access to both self-report
and official records of offending for males par-
ticipating in the Cambridge Study in Delinquent
Development and studied their offending to age
32 years. These authors found that while official
conviction records showed that adolescence-lim-
ited offenders registered very few convictions in
adulthood, they continued to report involvement
in offenses that escaped formal detection (e.g.,
illicit drug use, heavy drinking, and fighting).
With respect to becoming ensnared, Hussong,
Curran, Moffitt, Caspi, and Carrig (2004) found
that alcohol and cannabis dependence could trap
individuals into an antisocial lifestyle by tempo-
rarily elevating what had been a downward-
trending substance trajectory. Finally, in an
analysis tracing previously identified offender
trajectory groups to age 26 years, Moffitt et al.
(2002) discovered that while adolescence-limited
offenders exhibited less extreme values on most
comparisons of risk factors and outcomes than
more serious offenders at age 26 years, and they
had more or higher levels of protective factors
and outcomes (i.e., better work histories and bet-
ter education qualifications) at this time period as
well, they still reported some elevated impulsive
personality traits, mental health problems, sub-
stance dependence, financial problems, and
involvement in property offenses.

The desistance and snare hypotheses for ado-
lescence-limited offenders have been under-
researched and many open questions and
alternative interpretations remain. For example, it
may be that adolescence-limited offenders—at
least to age 26 years—are perhaps in a stage of
“emerging adulthood” (Arnett, 2000), which pro-
longs the adolescent phase of the life-course and
provides for a subset of continued antisocial
experimentation and behavior. It may also be that
ensnared adolescence-limited offenders have
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similar deficits as life-course-persistent offend-
ers, but the average scores on key risk factors are
not as severe to produce chronic, persistent styles
of offending. An interesting study would differ-
entiate an adolescence-limited offender who is
ensnared from a life-course-persistent offender
who is just continuing offending—with the for-
mer continuing offending but not doing so quite
as seriously as the life-course-persistent offender.

Directions for Future Research

This chapter was set out to provide an overview
of adolescence-limited offending, especially
within the purview of Moffitt’s developmental
taxonomy. Although the empirical knowledge
base with respect to this type of offending style
has not been subject to an extended set of studies
and several hypotheses have been severely under-
researched, some tentative conclusions can be
reached. First, there is consistent evidence to sup-
port a group of individuals whose participation in
offending follows the aggregate age—crime curve
of a rise in early adolescence, peak in mid to late
adolescence, and an eventual decline as adult-
hood approaches and ensues. Second, the risk
factors associated with adolescence-limited
offending appear to be centered on associations
with (delinquent) peers, the strain and stress sur-
rounding the peer social context, and the distanc-
ing from parents that is experienced during
adolescence. Third, many adolescence-limited
offenders desist by the time adulthood approaches
because they enter into more traditional adult
roles and their cognitive skills and acquired edu-
cational experiences permit access to employ-
ment, interpersonal relationships, and other
prosocial activities.

Despite these empirical consistencies reviewed
above, there are also some challenges to this gen-
eral pattern of results. For example, some evi-
dence exists linking other risk factors to
adolescence-limited offending, such as the pres-
ence of individual differences, to include genetic
and psychosocial factors. Also, researchers have
found that some set of adolescence-limited
offenders become ensnared by outcomes of their
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antisocial involvement such that they persist in
offending. Other studies show that some adoles-
cence-limited offenders have yet to “grow up”
and grow out of their antisocial ways, such that
they continue to be involved in some antisocial
behaviors such as alcohol and drug use. Further,
the maturity gap that is presumed to be a main
cause of adolescence-limited offending appears
to have differential impacts across gender. Finally,
while prior research suggests that (female) ado-
lescence-limited offenders have normative back-
grounds and these backgrounds are at times better
than those of the “average” child (Odgers et al.,
2008), two caveats should be noted. First, some
of the available research seems to suggest that
some adolescence-limited offenders do not have
normative backgrounds at least as compared to
non-offenders. Second, Odgers et al. (2008) cau-
tion that to the degree to which adolescence-lim-
ited offending is brief and transient, an
adolescence-limited offender’s behavior may not
necessarily be captured within available mea-
surement intervals. Thus, estimates of the true
prevalence of adolescence-limited offenders or
the frequency of their adolescence-limited offend-
ing behavior may be somewhat underestimated.
In short, some of the existing research offers
challenges to Moffitt’s original adolescence-lim-
ited hypothesis. One of these challenges includes
the finding of genetic, neurological, mental
health, or other trait differences between adoles-
cence-limited offenders and non-offenders. It
may be that adolescence-limited offenders lie
somewhere in the middle between non-offenders
and life-course-persisters. Such a realization
would be more consistent with arguments raised
by both Walters (2011) and Thornberry and
Krohn (2001). Walters argues that adolescence-
limited offenders may simply represent a lesser
form of conduct disorder than life-course-persist-
ers, and thus believes that Moffitt’s taxonomy is
not a taxonomy per se but should be represented
more as a continuum of conduct disorder.
Thornberry and Krohn (2001) suggest that the
differences between early and later-onset offend-
ers are more a matter of the degree and severity of
deficits rather than whether they exist or not.
Perhaps Moffitt’s adolescence-limited hypothesis
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should be revised to account for the accumulated
research findings.

With these summary statements in hand, next
we identify an important set of research questions
and studies that require undertaking before a full
account of Moffitt’s adolescence-limited offend-
ing hypothesis can be procured.

First, it is important to continue exploring any
potentially genetic links and components associ-
ated with adolescent problem behavior. Although
Moffitt’s adolescence-limited hypothesis does
not predict or invoke any strict genetic effect, this
does not mean that biosocial factors do not play
any role, be it direct or potentially indirect as it
operates through other more social, environmen-
tal factors. In sum, studying adolescence-limited
offending with consideration for what happens
before puberty such that it encompasses the full
life-course to consider other potential factors
would seem quite fruitful. New research showing
that brain maturation continues to occur through
the end of adolescence provides support for the
uniqueness of adolescence as a stage of the life-
course that is distinct from adulthood with respect
to several aspects of brain and psychosocial
development (Steinberg, 2009, p. 53). Not unex-
pectedly, this knowledge base has begun to
inform perspectives on antisocial risk-taking dur-
ing adolescence, which considers adolescent
risky behavior as a product of the interaction
between changes in two distinct neurobiological
systems: a socioemotional system and a cognitive
control system (Steinberg, 2008). Much more
work is needed on adolescent brain development
in general, and how this development influences
decision making in the context of peers as adoles-
cents enter and exit their teenage years.

Second, there is a need to more rigorously
unpack aspects of adolescence-limited offenders’
decision-making processes. Unfortunately, this
portion of Moffitt’s taxonomy has not been well
researched (Piquero & Moffitt, 2005), but it is
imperative to understand how adolescents make
decisions, how they weigh risk and rewards associ-
ated with antisocial behavior both in isolation and
within the peer social context. Relatedly, it would
be important to further develop how the influence
of peers operates for predicting adolescence-lim-
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ited delinquency. For example, do adolescence-
limited offenders seek out similarly situated peers
or is the peer social context simply a happenstance
of the adolescent time period and the routine activi-
ties that most adolescents participate in during the
teenage years (i.e., school, sports, and social activi-
ties)? This aspect of the adolescence-limited
hypothesis has not been studied in great detail, but
given the centrality of peers—and the social mim-
icry expectation relevant to adolescence-limited
offenders solely—this part of the taxonomy is criti-
cal to assess in future research.

Third, another key but understudied adoles-
cence-limited hypothesis concerns the maturity
gap. Although some studies have constructed
measures associated with the maturity gap, much
more is needed here. For example, what biologi-
cal markers are best apt to gauge this aspect of
her theory, and further, how is the adult-perceptual
component best measured? Perhaps questions
gauging adolescents about their roles vis-a-vis
adult status and privileges would be useful, espe-
cially as they mature biologically throughout
adolescence.

Fourth, recall that Moffitt’s adolescence-lim-
ited hypothesis also sketched out some thoughts
with respect to how race/ethnicity would be
implicated in that part of the taxonomy.
Unfortunately, while there have been some stud-
ies that have investigated race and ethnicity with
respect to offending patterns more generally
(Maldonado-Molina, Piquero, Jennings, Bird, &
Canino, 2009; Nevares, Wolfgang, & Tracy,
1990; Tracy & Kempf-Leonard, 1996; Tracy,
Wolfgang, & Figlio, 1990), virtually no studies
have directly examined Moffitt’s adolescence-
limited hypothesis across race/ethnicity (though
see Haynie et al., 2008). Given offending differ-
ences—especially with respect to persistence
into adulthood—observed across race/ethnicity,
it will be important to further examine Moffitt’s
adolescence-limited hypothesis and its particular
snare-oriented expectation across groups in
greater detail. There exists virtually no research
on the snare hypothesis, but it strikes as an impor-
tant aspect of her theory, and offers an interesting
take on why some offenders persist into early
adulthood.
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Fifth, one of the most important but untested
hypotheses from Moffitt’s taxonomy involves the
juxtaposition of offending during adolescence
among both life-course-persisters and adoles-
cence-limiteds. Specifically, Moffitt has indicated
that given the commonality of offending during
adolescence, it would be difficult to isolate the
two groups in great detail, unless they are fol-
lowed past age 18 years or so when adolescence-
limited offenders are expected to begin to desist.
Identification of the groups prior to adolescence
based on early childhood risk factors, tracking
their offending styles throughout adolescence
and into adulthood (as well as various risk factors
during adolescence) would present an important
test of this aspect of the taxonomy.

Sixth, mention was made earlier about some
adolescence-limited offenders continuing their
antisocial behavior into early adulthood, which
contradicts the expectation that such individuals
should desist by this time period (except for a
select few who become ensnared from the out-
comes of their offending). Moffitt attributed per-
sistence in offending among adolescence-limiteds
as a function of their being ensnared by the out-
comes of the antisocial experiences. Another
potential reason for persistence could be the
social or nonsocial reinforcements provided ado-
lescence-limited offenders as a result of their suc-
cessful offending episodes. This rationale should
be given some consideration as well. Finally,
given recent notions associated with “emerging-
adulthood” (Jennings, Khey, Mahoney, &
Reingle, 2011), adolescence-limited offending
may actually continue into the mid-20s as such
individuals delay entrance into the adult roles
that were commonly implicated in the early 20s
in earlier generations. To the extent that this is
true, then the adolescence-limited hypothesis will
need some revision.

Finally, there has been much focus on the
problematic aspects of adolescent development,
but there is also a need to focus on the normative,
albeit sometimes experimental, development that
occurs throughout adolescence. Most youth, even
delinquent experimenters, exit out of problematic
behavior and become law-abiding, functioning
adults who make important contributions to society.
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What is it about these individuals that help them
transition into adult roles successfully? Clearly
identifying these qualities is important for subse-
quent work and can also help to identify protec-
tive and prosocial factors that can form the basis
of some intervention strategies.
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Social Capital, the Life-Course,

and Gangs

Richard K. Moule Jr., Scott H. Decker,

and David C. Pyrooz

Abstract

The recent development of two paradigms in the social sciences, social
capital and the life-course perspective, has proven influential. Though
these paradigms overlap, limited research has examined the accumulation
of capital over the life-course. In this chapter, we consider the confluence
of these paradigms in the context of gang membership; specifically how
the onset, continuity, and desistance from gang membership influence the
loss and formation of social capital. In addition, the emerging role of tech-
nology on the maintenance and creation of social capital for gang mem-
bers is examined. Lastly, directions for future research explicitly examining
social capital in the context of antisocial groups are presented.

Beginning in the 1970s, scholars began consider-
ing how social capital—the sum of one’s relation-
ships and social spheres—may impact behavior
(see Bourdieu, 1985; Coleman, 1988a, 1988b;
Granovetter, 1973, 1983; Loury, 1977). This was
not a new development in the social sciences, as
both historical (Durkheim, 1984; Marx & Engels,
1947; Shaw & McKay, 1942; Weber, 1965) and
contemporary  (Anderson, 1999; Sampson,
Raudenbush, & Earls, 1997) sociology are
grounded in understanding the impact of environ-
ment on behavior. The modern conception of

R.K. Moule Jr. (<) * S.H. Decker

School of Criminology and Criminal Justice, Arizona
State University, 411 N. Central Avenue, Ste 607,
Phoenix, AZ 85004, USA

e-mail: rmoulejr@asu.edu

D.C. Pyrooz
College of Criminal Justice, Sam Houston State
University, Box 2296, Huntsville, TX 77341, USA

C.L. Gibson and M.D. Krohn (eds.), Handbook of Life-Course Criminology:

social capital has become more than just the flavor
of the week. For some, it appears to be the remedy
for numerous social ills (see Portes, 1998),
although as more attention has been paid to the
topic, it has become apparent that social capital is
not necessarily exclusively positive (Browning,
2009; McCarthy & Hagan, 1995; Rubio, 1997).
Those in possession of social capital may “cash it
in,” calling in favors for debts, which may lean
toward more deviant or nefarious contexts.

The rise of interest in social capital echoes the
rise of an equally influential paradigm in the social
sciences: the life-course perspective. The life-
course perspective concerns the interweaving of
age-graded trajectories that are influenced by his-
torical and geographical contexts, social embed-
dedness, human agency, and the timing of life
events (Elder, 1994, 1998; Elder & Giele, 2009).
For example, population changes tied to the Baby
Boom and (de)industrialization led Elder (1974)
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and others to focus on aging in post-World War II
America. They found that subtle differences in
one’s birth cohort—in terms of month and year of
birth—during the Great Depression could
significantly change earnings over one’s life span.
The life-course perspective and social capital are
intimately tied, as people exist within overlapping
social spheres of family, friends, and coworkers
and such relationships grow, evolve, and decline
over the life course (Cochran, Larner, Riley,
Gunnarsson, & Henderson, 1993; Fischer, 1982;
Mueller & Elder, 2003). Understanding the recip-
rocal relationship between social capital and the
life course—and factors that influence such evolv-
ing relationships—is a central task for social sci-
entists, as this line of study garners knowledge on
the nature of human lives.

Gangs exert powerful influences on communi-
ties and the lives of individuals, especially those
who join gangs (e.g., Decker & Van Winkle,
1996; Melde & Esbensen, 2011; Miller, 2011;
Short & Strodtbeck, 1965; Thrasher, 1927). As
street-oriented groups that exhibit durability
across time and engage in illegal activity, the
youth and young adults who comprise gangs
maintain a collective identity through varying
degrees of relational ties.! As such, gangs serve
as an optimal context to understand how they
function as both a source and a suppressor of
social capital for their members. At the same
time, movement into and out of gangs makes the
applicability of a life-course framework—onset,
continuity, and change—to the context of gang
membership appropriate. Missing from the cur-
rent inventory of research, however, is the inte-

"While we do not discuss what may constitute a gang in
any depth, many definitions have appeared during this
time period (see Ball & Curry, 1995). Of particular
salience, with respect to this chapter, is the division in aca-
demia over whether gangs must be delinquent or criminal.
Given our interest in the development of social and crimi-
nal capital through group embeddedness, we rely here on
the conceptualization of gangs by Curry and Decker
(1998)—that gangs are social groups who use symbols,
engage in verbal and nonverbal communications to declare
their “gang-ness,” exhibit a degree of permanence, pos-
sess a territory or turf, and engage in criminal behavior.
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gration of social capital, the life-course
perspective, and gang membership.

This article examines social capital over the
life-course in the context of gang membership.
Specifically, we focus on how social capital
evolves over time in the lives of gang members,
especially in relation to joining and leaving a
gang. We begin by discussing social capital, dif-
ferentiating it from other forms of capital. Next,
we detail the life-course perspective in criminol-
ogy and apply it to the context of gang member-
ship. In the key section of this article, we examine
how social capital evolves in relation to key
parameters—onset, continuity, and desistance—
of gang membership. In particular, we highlight
(1) the nature of gangs and how they impact
social capital and (2) the increasingly important
role of technology, particularly the Internet and
social media, in the lives of gang members.
Finally, we conclude by detailing directions for
future research and offer research questions for
future empirical studies.

Social and Human Capital

Social capital refers to the sum of relational ties
among persons and consists of a pooled set of
social investments or resources at one’s disposal
(Bourdieu, 1985; Coleman, 1988a, 1988b; Portes,
1998). Such relationships involve an interdepen-
dent system that entails various norms and obli-
gations within which actors operate. Coleman
(1988a, 1988b) described social capital in the
context of social structures and the facilitating
effect of structure on individual action. Portes
(1998) outlined three distinct elements at play in
Coleman’s work: (1) individuals who possess
social capital, making their own resources and
connections available to others with the expecta-
tion that the behavior will be reciprocated; (2) the
common fate of individuals in a situation will
motivate individuals and lead them to action; and
(3) the social structure of the group or commu-
nity may act as a driver of social capital through
enforceable trusts (Portes, 1998).

Note that social capital differs from other
forms of capital—physical and human capital—
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in significant ways. Physical capital refers to tan-
gible or observable materials and is often realized
in terms of possessions, including property and
income. Human capital refers to skills and knowl-
edge acquired over time, through means such as
education and experience. Social capital, per-
haps, is less tangible than the previously men-
tioned forms of capital in that it is realized in
terms of collective relationships and thus access
to ideas and information. Such relations are often
latent until one has to seek information or favors.
All forms of capital have been typically viewed
positively. Indeed, friends, favors, materials,
objects, skills, and knowledge are usually good
things to possess. More than other forms of capi-
tal, however, social capital can just as easily be
used for antisocial purposes (Putnam, 2000) and
viewed in terms of deviant social structures.
Granovetter’s (1983) propositions about the
strength of weak ties and embeddedness of action
are instructive in this regard. The social spheres
in which individuals exist provide a distribution
of both resources and restrictions that vary along
socioeconomic lines, the nature of the social ties,
and values within those spheres. In turn, these
spheres influence behavior. “Weak” ties allow for
individuals to receive information from outside
of their close social networks, through friends of
friends or acquaintances, for things such as avail-
able job openings. Hagan’s (1993) extension of
Granovetter’s work to criminal embeddedness
expands this line of theory to the negative uses of
social capital. McCarthy and Hagan (1995)
referred to this as “criminal capital” which is
achieved more readily when one is more deeply
embedded—by way of delinquency, delinquent
peers and parents, and criminal justice system
involvement—within criminal contexts. In this
sense, criminal embeddedness, and the street-
oriented capital associated with it, serves to
restrict more useful forms of social capital as
prosocial ties become attenuated the longer one
is involved in criminal activities. Put differently,
embeddedness in criminal enterprises slowly
chokes off weak, noncriminal ties. The resulting
isolation from these prosocial ties makes it more
difficult to achieve legitimate work or schooling
opportunities. As these opportunities are reduced,
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the necessity of remaining in the criminal network
is reinforced.

Linked with social capital is human capital.
As previously noted, human capital consists of
not only skills and knowledge, but also collabora-
tive processes. An individual’s intangible assets
make them attractive insofar as social capital
allows others to potentially harness one’s human
capital. In social networks, it may pay to know
individuals, but the talents that those individuals
offer are just as valuable. In criminal networks,
particular skills might include such things as the
ability to manufacture drugs, procure weapons,
or simply be aware of police or gang activity in a
neighborhood. Each bit of knowledge becomes
more useful when it can be shared with, and used
by, others. As with the impact of criminal embed-
dedness on social capital, similar effects should
be expected on human capital. Growing exposure
to other criminals or delinquents requires that
individuals adopt certain street skills and atti-
tudes (Anderson, 1999), lest they be victimized.
More broadly, the acquisition of antisocial human
capital might also make it more difficult to main-
tain employment or stay in school precisely
because of “street” posturing. Attitudes and
knowledge on the street are unlikely to translate
well in positive social endeavors such as work.

There is perhaps no better context to explore
Hagan’s notion of criminal embeddedness and the
larger concepts of social and human capital than
that of gangs. Yet, gangs are constantly evolving
over time—through age-graded development,
replenishing their ranks, falling apart—thus it is
necessary to adopt a framework that can account
for the similarly evolving nature of social capital.
For this reason, we turn to the life-course perspec-
tive in criminology to better understand social capi-
tal in relation to movement into and out of gangs.

Gang Membership and Capital
in the Life-Course Perspective

The life-course perspective concerns the inter-
weaving of age-graded trajectories that are
influenced by historical and geographical con-
texts, social embeddedness, human agency, and
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the timing of life events (Elder, 1994, 1998; Elder
& Giele, 2009). The latter component, timing, is
especially important to the life-course perspec-
tive due to the influence placed on age-appropri-
ate behaviors and divergences from such lines of
development. Central to this component are the
concepts of trajectories and turning points (Elder,
1985). Trajectories refer to stable lines of devel-
opment over the life-course. Education, family,
and employment are social institutions that qual-
ify as trajectories because they exhibit persistence
across time. Other less durable states, such as
athletics or social club participation, qualify as
trajectories as well in terms of their prominence
in the life-course. Events that alter life-course
trajectories in significant ways are referred to as
turning points. Child birth, violent victimization,
or the loss of a parent qualifies as turning points
because such events may redirect life trajectories
in a manner that could not have been predicted
prior to their occurrence.

Gang membership is consistent with the life-
course concepts of trajectories and transitions.
Because gang membership involves at least some
degree of persistence across time, it qualifies as a
trajectory (Krohn & Thornberry, 2008; Pyrooz,
Sweeten, & Piquero, 2012). In addition, because
gang membership impacts life circumstances in
significant ways, the event of gang joining qualifies
as a turning point (Melde & Esbensen, 2011;
Thornberry, Krohn, Lizotte, Smith, & Tobin,
2003). Given that there are approximately 30,000
active gangs and over 700,000 gang members in
the USA (Egley & Howell, 2011), including
approximately 150,000 incarcerated gang mem-
bers (National Gang Intelligence Center, 2009),
understanding the movement into and out contains
considerable relevance for researchers. This move-
ment, however, is also likely to correspond with
changes in social capital as one of the most promi-
nent features of the adolescent life-course—the
peer network—will change in significant ways.

Gangs, Social and Human Capital

Gangs tend to cluster in region, cities, communi-
ties, neighborhoods, and street blocks that can be
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characterized by greater levels of social and eco-
nomic deprivation, racial and ethnic heterogene-
ity, and areas that are urbanized and densely
populated (Katz & Schnebly, 2011; Pyrooz, Fox,
& Decker, 2010; Tita, Cohen, & Engberg, 2005).
At the same time, gang members tend to display
a degree of shared characteristics across a range
of demographic, economic, and social factors
(Klein & Maxson, 2006; Krohn & Thornberry,
2008). Because gangs are, by definition, com-
prised of multiple individuals and such individu-
als are situated similarly in many respects, the
group-based environment is a natural source of
social capital. That is, due to overlapping rela-
tionships and ties among gang members, infor-
mation and ideas found within these connections
and linkages are components of social capital.

Themes such as fraternity, family, companion-
ship, and camaraderie are echoed in the gang lit-
erature, consist