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     A Historical Perspective 

    The skeletal remains of  Ardipithecus ramidus , an extremely ancient hominid and 
the ancestor of present day humans, were discovered in the Afar Depression of 
Ethiopia in 1992. This bipedal hominin from the early Pliocene period lived an 
estimated 4.4 million years ago and survived in a photoperiodic environment similar 
to that of the present day, i.e., with a 24-h light:dark cycle. If she (the bones of the 
original  A. ramidus  uncovered were from a female) did not already possess at least 
a primitive biological clock in her brain, which by today’s standards was small, she 
and subsequent generations had the intervening 4.4 million years to evolve and 
perfect the function of this important set of neurons. The choice of the light:dark 
cycle on which to rely for regulation of the clock was clearly appropriate given that 
other 24-h rhythms, e.g., the ambient daily temperature cycle, are much less reli-
able. Today, circadian rhythms, dictated by the central oscillator in the brain, are 
known to be key features of the physiology of all vertebrates. 

 While 24-h rhythms in human physiology have been prevalent for eons, the 
actual location of the circadian timer in the brain was only recently precisely 
de fi ned. Without having a clue as to the function of a small group of neurons 
located bilaterally near the midline above the optic chiasm at the diencephalic-
telencephalic junction, EA Speigel and H Zweig in 1917 named this nuclear group 
the suprachiasmatic nucleus (SCN). In the  fi rst 40 years after its discovery, other 
neurobiologists also identi fi ed this nucleus and assigned it different names, none of 
which stuck. In the early 1970s, RY Moore and colleagues noted that axons origi-
nating in the retinas coursed with the optic nerve and terminated in the SCN; this 
set of specialized axons is appropriately named the retinohypothalamic tract 
(RHT). During the decade of the 1970s, it was also noted by a number of scientists 
that destruction of the suprachiasmatic nucleus was associated with abolition of a 
number of 24-h rhythms, e.g., drinking, locomotion, and adrenocorticosterone. 
Thus, the SCN was identi fi ed as the central generator of 24-h rhythms. In the last    
15 years, research in this system has proceeded at a feverish pace with new knowl-
edge of the molecular mechanisms of the clock and how it communicates with 
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peripheral timing processes, which likely exist in all cells throughout an organism, 
accumulating almost weekly. 

 The discovery of the perikarya that gives rise to the axons which speci fi cally 
form the RHT was forthcoming only within the last 15 years. The axons originate 
from a novel set of retinal ganglion cells that constitute less than 1 % of the total 
retinal ganglion cell population. These highly specialized cells are referred to as 
intrinsically photoreceptive retinal ganglion cells ( ip RGC). The  ip RGC contain 
their own unique photopigment, melanopsin, and they subserve what has come to be 
known as circadian vision. This system is functionally distinct, for the most part, 
from the photoreceptive rods and cones which function in visual vision. Like the 
regular retinal ganglion cells, of which there are possibly a dozen subtypes,  ip RGC 
also exhibit at least anatomical diversity with several subtypes being categorized. 

 The photopigment, melanopsin, which functions in phototransduction in the 
 ip RGC, exhibits a blue light spectral sensitivity (~480 nm). Multiple isoforms of 
melanopsin have been discovered in some species. Functions subserved by the 
 ip RGC via the SCN and other nuclear groups in the central nervous system include 
photoentrainment of the SCN, pupillary light re fl exes, light regulation of sleep pro-
cesses and suppression of melatonin production. 

 The molecular processes at the level of the central circadian pacemaker, the SCN, 
are also being unraveled. The clock processes in these cells are autonomous and 
maintain their own approximately 24-h rhythm. This rhythm persists in the absence 
of environmental stimuli thereby always providing some degree of temporal organi-
zation. The major factor that ensures regular 24-h cycles is that the clock can be 
light entrained, i.e., “set” to local time; moreover, the clock exhibits temperature 
compensation, i.e., it is not in fl uenced by  fl uctuations of ambient or internal 
temperatures. 

 The importance of clock processes is emphasized by their remarkable ubiquity. 
Clocks exist in all organisms ranging from prokaryotic microbes, to plants, and up 
to humans. In multicellular organisms, peripheral cells also contain clocks that are 
subservient to circadian messages from the SCN. 

 The evidence is now indisputable that regular circadian changes in physiology, 
behavior, and metabolism are absolutely essential for the optimal function of every 
organ and organism. Disregulation of these basic rhythms, i.e., circadian disruption, 
circadian desynchrony, chronodisruption, etc., obviously negatively impact the 
health of individuals as reviewed in the current volume. Unfortunately, the single 
most important environmental factor that drives the circadian clock via the previ-
ously described  ip RGC and the SCN, i.e., the light:dark cycle, is becoming badly 
corrupted due to the widespread use of arti fi cial light. There is very likely a 
pathophysiological “price to pay” for this corruption as illustrated in the chapters in 
this book. 

 The likelihood of this bad situation resolving itself in the near future seems 
remote. The use of arti fi cial light is becoming progressively more commonplace and 
the end of darkness may be near. How humans will solve the problem of the 
physiological disturbances in these basic and intrinsic rhythms and avoid the 
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pathological consequences is not yet apparent. Even if we successfully deal with 
this problem on Earth, when we take up residence on other planets where the 
light:dark environment will be very different from that on Earth, we again will be 
met with this continuing challenge. 

 San Antonio, TX, USA Russel J. Reiter   
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   Preface 

    Chronobiology, de fi ned as the science that studies the  circadian  (around a day) 
rhythms of biological beings, is a relatively new science which was  fi rst discovered 
in the eighteenth century. It came out with Linnaeus, who designed a beautiful 
“ fl oral clock” that represented the hours of the day depending on the time that 
 fl owers open their petals. 

 Among human beings, the circadian rhythms are so inherent to our lives that we 
do not even notice them. Perhaps this is    the reason why in the medical practice the 
circadian variability of the hormones, metabolites, and physiological behaviors or 
the relevance of time in the presence or absence of different pathologies has been 
practically ignored in the past. 

 However, two important circumstances have allowed us to see a revolutionary 
change in this trend. The  fi rst is the discovery that in our bodies, apart from the 
central clock, most of the organs and systems have their own clocks (peripheral 
clocks) that can work without the in fl uence of the suprachiasmatic nucleus (SCN). 

 The second essential circumstance is that over the past two decades, biochemi-
cal, genetic, and molecular studies have been making substantial advances towards 
the elucidation of the molecular basis of rhythmicity in living things. 

 Riding on the wave generated by the seminal studies in the 1970s focusing on the 
circadian variability of hormones such as cortisol, melatonin, or growth hormone 
(GH), or those related to the discovery and description of the physiological bases of 
the SCN, current chronobiology has dramatically evolved thanks to the new genetic 
and molecular biology techniques. 

 Now we are able to study the expression of the known clock genes implicated in 
the circadian machinery. We already know that, in mammals, the core components 
of the clock molecular machinery operate in almost all cells of the body through a 
complex network of transcription–translation loops and modulate the expression of 
speci fi c target genes and their products to oscillate in 24-h rhythm. 

 Moreover, experimental models are allowing us to assess clock genes expression 
not only in the living animal but also outside of the body (in vitro techniques), and 
we are also able to analyze the 24-h  fl uctuations in gene expression and to assess the 
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presence or absence of a peripheral clock in the different organs and tissues (see 
Chap.   2    ). 

 From the genetic epidemiology point of view, the study of single nucleotide 
polymorphisms (SNPs) is contributing to the identi fi cation of the genetic back-
ground of chronotypes (morningness or eveningness), sleep alterations, or seasonal 
mood disorders. All these advances have allowed researchers to  fi nd the  relevant 
link which exists between chronobiology and obesity, which is the main goal of the 
current book.  

 While reading the different chapters of this book, we will have the opportunity to 
read from Professor Russel Reiter how regularly alternating periods of light and 
darkness, such as that which normally occurs with the rising and setting of the sun, 
are essential for the maintenance of undisturbed circadian rhythms in all organisms 
including humans. 

 As we continue, Professor Alfred W Turek, we will be able to read the beautiful 
story about the discovery of the Clock mutant and the  fi rst mammalian clock gene 
and the links to obesity: Starting with animal #25. As Professor Turek says in his 
introductory chapter, “Unexpected at the time, the discovery of the  Clock  mutant 
animal would eventually lead to an entire new approach to the study and treatment 
of obesity.” “Although still in the early stages of discovery, linking circadian clock 
genes to energy regulation has clear implications for future studies on body weight 
regulation at the mechanistic level, as well as for the development of new therapeu-
tic approaches for combating the epidemic of obesity, as well as metabolic disor-
ders, including    diabetes.” 

 The next chapter written by Juan A Madrid will give us some basic issues in 
chronobiology, including an explanation of the complex function of the circadian 
clock and an introduction of the different techniques more widely used in the cur-
rent moments to assess circadian rhythmicity in the individuals. 

 After reading the chapter of Puri fi cación Gómez-Abellán and Marta Garaulet we 
will know that “Time Is of the Essence” in adipose tissue. Energy metabolism and 
circadian systems have evolved together over millions of years to optimize internal 
coordination among multiple physiological and molecular processes. Therefore, 
further investigations of circadian rhythms in adipose tissues will provide insight 
into the physiology of energy homeostasis and the etiology of metabolic diseases 
such as obesity. 

 In another chapter, JA Madrid and R Reiter among other authors will introduce 
us the concept of chronodisruption: causes and consequences; and, with the chapter 
of Oren Froy, we will be aware of how important is the time of eating in obesity. In 
these same lines, La Fleur SE will introduce us to the relationship between chrono-
biology and the glucose intolerance, a Metabolic Syndrome risk so tidily connected 
to obesity. And thanks to Henrik Oster words we will know that sleep is also an 
important issue in obesity. 

 Finally, in the last steps of this amazing walk, we will be able to understand the 
genetic bases which are behind chronobiology and obesity with the explanations of 
Marta Garaulet and Jose M Ordovás, and those of Silvia Sookoian and Carlos J 
Pirola, who used systems biology approaches to integrate genomic, molecular, and 

http://dx.doi.org/10.1007/978-1-4614-5082-5_2
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physiological data to interpret putative circadian rhythmic pathways suspected to 
play a role in the etiology of the metabolic syndrome. 

 In summary, we expect that after reading this book the reader will arrive to the 
same conclusion as we did about the important connection existing between obesity 
and chronobiology, although as Professor Turek says in his introductory chapter: 
“Thus, as with an iceberg, whose tip provides only a glimpse (roughly 10 %) of 
what is below the surface, the importance of circadian temporal organization for 
health and disease could be profound. Indeed, what we are going to do with time 
and medicine at the beginning of the twenty- fi rst century is what Einstein did with 
time and physics at the beginning of the twentieth century. What we have now is just 
the tip of the iceberg.” 

 We hope that you will enjoy while reading this book, as much as we had enjoyed 
while writing it. If you would like to read biographies of the chapter authors, please 
go to   http://Extras.Springer.com     

Murcia, Spain Marta Garaulet  

http://Extras.Springer.com
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  Abstract   The discovery of the  Clock  mutant mouse in 1994 and the identi fi cation 
and cloning of the gene underlying the mutation, named  Clock , was a landmark 
 fi nding in the history of the  fi eld of mammalian circadian rhythms. Unexpected at 
the time, the discovery of the  Clock  mutant animal would eventually lead to an 
entire new approach to the study and treatment of obesity. The report in 2005 that 
the  Clock  mutant animal is obese and shows signs of the metabolic syndrome opened 
up an entire new  fi eld of obesity research. Although still in the early stages of dis-
covery, linking circadian clock genes to energy regulation has clear implications for 
future studies on body weight regulation at the mechanistic level, as well as for the 
development of new therapeutic approaches for combatting the epidemic of obesity, 
as well as metabolic disorders, including diabetes.      

 The discovery of the  Clock  mutant mouse in 1994  [  27  ]  and the identi fi cation and 
cloning of the gene underlying the mutation, named  Clock   [  4,   9  ] , was a landmark 
 fi nding in the history of the  fi eld of mammalian circadian rhythms. Unexpected at 
the time, the discovery of the  Clock  mutant animal would eventually lead to an 
entire new approach to the study and treatment of obesity. The report in 2005 that 
the  Clock  mutant animal is obese and shows signs of the metabolic syndrome  [  25  ]  
opened up an entire new  fi eld of obesity research. Although still in the early stages 
of discovery, linking circadian clock genes to energy regulation has clear implica-
tions for future studies on body weight regulation at the mechanistic level, as well 
as for the development of new therapeutic approaches for combatting the epidemic 
of obesity, as well as metabolic disorders, including diabetes. 

    F.  W.   Turek ,  Ph.D.   (*)
     Department of Neurobiology ,  Weinberg College of Arts and Sciences ,   Chicago ,  IL ,  USA  

   Center for Sleep & Circadian Biology, Northwestern University ,   2205 Tech Dr. ,  Evanston , 
 IL   60208-3520 ,  USA    
e-mail:  fturek@northwestern.edu   

    Chapter 1   
 Discovery of the  Clock  Mutant and the 
First Mammalian Clock Gene and the Links 
to Obesity: Starting with Animal #25       

      Fred   W.   Turek           
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 Given the importance of the discovery of the  Clock  mutant animal and subsequently 
the  Clock  gene, it seems appropriate to provide the readers of  Chronobiology and 
Obesity  a brief overview of how the mutant mouse was discovered and how it opened 
the door for  fi nding a number of other core mammalian circadian clock genes that 
comprise the central transcriptional translational feedback loop (TTFL) that not only 
generates circadian timing, but also regulates the timing of the expression of hun-
dreds, if not thousands, of downstream clock-controlled genes (section on “The 
Importance of Mouse #25”). The discovery of the circadian clock gene led to the sur-
prising  fi nding that the molecular clock was not con fi ned to the cells in the central 
mammalian circadian pacemaker, the hypothalamic suprachiasmatic nucleus (SCN; 
see Reiter Introduction Part 1), but instead the molecular TTFL was found in most, if 
not all, the cells of the body. The signi fi cance of this unexpected discovery is pre-
sented in section on “Surprise: The Molecular Circadian Clock is Everywhere,” with 
an emphasis on its importance for obesity and metabolic function. The  fi nal Section in 
this brief introductory chapter in  Chronobiology and Obesity  presents information on 
the somewhat serendipitous discovery that the  Clock  gene was linked to obesity, and 
outlines the explosion of research that was initiated following this discovery linking 
circadian clock genes to obesity and metabolic genes (section on “How #25 Led to 
New Links Between Circadian Clock and Obesity/Metabolic Regulatory Genes”). 

   The Importance of Mouse #25 

 Circa 1990, four of the most well-studied species in the  fi eld of circadian rhythms 
were the bread mold,  Neurospora , the fruit  fl y,  Drosophila , the golden hamster (also 
called Syrian hamster) and the laboratory rat. While  Neurospora  and  Drosophila  
investigators in the 1980s were discovering circadian clock genes (for reviews of 
early work, see  [  2,   7  ] ), the mammalian circadian researchers were left with per-
forming cellular, physiological and behavioral studies, particularly since both rats 
and hamsters were genetic deserts at the time, and remain relatively so today. Joe 
Takahashi and I had been working on vertebrates (primarily birds and hamsters) 
both alone and in collaboration for many years at Northwestern University, and 
before that with Mike Menaker where I was a postdoctoral fellow and Joe was a 
PhD student. We were envious of the  fl y people (particularly Jeff Hall, Mike Young 
and Michael Rosbash) who were able to induce random mutations in  fl ies, screen 
for mutant  fl ies, breed them and chase down circadian clock genes. We realized it 
would do us little good to  fi nd a circadian mutant rat or hamster (in fact, Ralph and 
Menaker  [  16  ]  had already found a hamster with a circadian clock mutation, called 
the  Tau  mutant hamster), since so little was known about hamster/rat genetics or 
their genome. Therefore, Takahashi and I discussed the possibility of incorporating 
into our research program the common C57BL/6J laboratory mouse; the strain of 
mice that mouse geneticists were moving forward as the primary animal model for 
mammalian genetics and gene discovery. Early in the 1990s, the mouse had been 
largely neglected by the circadian rhythms community. 
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 Two fortuitous events happened circa 1990, which propelled us to start looking 
at circadian rhythms in mice that were carrying a high arti fi cially induced random 
mutation rate. Larry Pinto, a colleague of ours at Northwestern University knew Bill 
Dove at the University of Wisconsin who had already set up a mutagenesis program 
at UW. Dove was screening the offspring of fathers given the chemical mutagen 
 N -ethyl- N -nitrosourea (ENU) to induce random mutations in the germ line for bio-
chemical mutations. The second fortuitous event was that a MacArthur Foundation 
Network, led by David Kupfer at Western Psychiatric at the University of Pittsburgh, 
brought together a small group of circadian researchers to throw out wild and crazy 
ideas on how circadian rhythms might be linked to depression. Kupfer wanted us to 
think about what high-risk, high-payoff studies might lead to breakthrough discov-
eries into the mechanisms linking disrupted circadian rhythms to depression. 
Takahashi and I pitched the idea of using a mutagenesis and phenotypic screening 
approach for abnormal circadian rhythms (i.e., follow the circadian rhythm of loco-
motor activity under light–dark, LD, conditions or in constant darkness, DD, in the 
offspring of mutagenized mice) in the mouse. Jeff Hall, a  fl y guy, was very supportive, 
and Joe and I obtained support for what some people called a “ fi shing expedition”; 
an expedition that would induce random mutations with the “hope” of  fi nding a 
mutant animal with an abnormal circadian phenotype. Our response was that maybe 
we were indeed on a  fi shing expedition, but if we caught a  fi sh, it would be a big 
one, and indeed, it was a big one. 

 One reason Joe, Larry and I went  fi shing was that we could. By that, I mean 
while most rodent circadian rhythm laboratories might have 50–100 rodent locomo-
tor activity cage setups to work with, between us, Joe and I had over 1,000. That 
meant we could devote ~100 cages full time to go  fi shing and not diminish our 
efforts to carry out more secure and safe NIH-type funded research. We could put 
groups of 100 mice (offspring of mutagenized fathers) for a month (2 weeks on a 
12:12 LD cycle, followed by 2 weeks of DD) and search ( fi sh) for an unusual circa-
dian phenotype (either in terms of phase angle of entrainment or the free-running 
period in constant darkness (DD)). We had recently computerized our activity 
rhythm data collection system, so we were particularly well positioned to take a 
high-throughput screening approach to  fi sh for mice with an unusual circadian phe-
notype that could be due to a mutation in some circadian clock gene. 

 A former PhD student of mine, Martha Vitaterna, had recently moved down the 
hall to take a postdoctoral position in the Takahashi laboratory, and she was the perfect 
student/fellow to take on the day-to-day operation of  fi shing for a genetic circadian 
mutant since both her undergraduate and graduate PhD thesis research had involved 
genetics and behavior in mice and hamsters. Martha was not deterred by such com-
ments as (1) “The mutagenesis approach is  fi ne for fruit  fl ies, but you will never  fi nd 
a single gene that will affect a complex mammalian behavior; that surely involves 10s 
if not 100s of genes,” or (2) “You will never  fi nd a mutant mouse unless you screen 
many 1,000s of mice (as could be done easily with  Drosophila  and  Neurospora ), you 
may even have to screen tens of thousands of mice.” 

 Not listening to such negative advice, Martha found the  Clock  mutant mouse in 
the  fi rst batch of 42 mice that were the offspring of fathers treated with ENU that 
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Dove shipped to Northwestern; in fact, it was the 25th mouse she set up to record 
locomotor activity  fi rst in LD then in DD. In DD, wild-type C57BL/6J male mice 
have a free-running period of ~23.7 h; mouse #25 had a free-running period (Tau) 
of ~24.7 h, some  six  standard deviations from the mean of WT mice (Fig.  1.1 ). 
While we were pleasantly surprised to  fi nd such a circadian putant (i.e., putative 
mutant) mouse so quickly, we held our breath to see if the mutant animal could 
produce offspring (worthless if he could not) and whether the mutant phenotype 
would be genetically transmitted. Indeed, the putant was a mutant, as the founder 
 Clock  mutant mouse (a male) produced 24 offspring from four matings: 13 of the 
mice had a wild-type circadian phenotype in DD ( Tau  ~23.7 h) while 11 mice had a 
mutant circadian phenotype ( Tau  = 24.7 h). These 11 “heterozygous” mice (the 
founder mutant could only be carrying a single copy of the mutant gene received 
from his mutagenized father were a mix of male and females, and thus, two heterozy-
gous mutant mice could be mated to produce offspring. The  fi rst litter of such a 

  Fig. 1.1    The discovery of the  Clock  mutant mouse: animal #25. ( a ) Activity record plotted over 
24 h ( left  to  right ) and over many days ( top  to  bottom ) of a representative wild-type C57BL/6J 
initially exposed to an LD 14:10 light–dark cycle before being transferred to constant darkness 
(DD). The free-running period of this mouse was 23.7 h. ( b ) Activity record of animal #25 from 
the  fi rst batch of 42 animals that were the offspring of mutagenized male mice plotted in the same 
way as in ( a ). The free-running period of this putative mutant was 24.7 h. ( c ) The distribution of 
the free-running period for the initial 205 offspring of mutagenized male mice (G1 mice) that col-
lectively showed a mean ( x ) free-running period of 23.7 h with a very tight standard deviation (SD) 
of only 0.17 h. Animal #25, with a period of 24.7 h, was six standard deviations from the mean. 
Adapted from  [  27  ]        
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heterozygous mating produced four offspring that collectively showed the classical 
Mendelian genetic ratio for a single gene dominant or semidominant mutation from 
a heterozygous × heterozygous cross (1:2:1), with one littermate having a 23.7-h 
free-running period in DD (i.e., homozygous wild-type), two mice showing the 
founder’s 24.7-h period (i.e., heterozygous) and one mouse showing a heretofore 
never seen circadian phenotype (i.e., homozygous mutant): a free-running period of 
27–28 h in DD before the activity rhythm often decayed into arrhythmicity. Number 
25 was indeed a  Clock  mutant animal.  

 In just 3 years after the 1994  Science  publication, the  Clock  mutant gene was 
identi fi ed and cloned using a variety of molecular and genetic techniques and strate-
gies, including positional cloning and gene rescue  [  4,   9  ] . While  Clock  was the  fi rst 
mammalian circadian clock gene to be cloned, two laboratories soon published 
papers demonstrating by sequence homology that mammals (mice and humans) har-
bored a homologue of the  Drosophila Per  gene (in fact three copies of the  Per  gene) 
 [  18,   22  ] . The race was on and the core members of the TTFL were found in both  fl ies 
and mammals with many of the genes and proteins being similar in sequence and 
function in these evolutionary distant species. These breakthrough studies in  fl ies and 
mice, and others in  Neurospora  and cyanobacteria, led  Science  magazine to call the 
circadian clock gene story the number one “biomedical” breakthrough of the year in 
1998  [  17  ] . The discovery of the mammalian  Clock  and  Per  genes, and homologous 
genes in  fl ies, led to a domino effect with many of the core circadian clock genes that 
compromise the TTFL being identi fi ed in just a few years.  

   Surprise: The Molecular Circadian Clock Is Everywhere 

 Although there were a few hints that other areas of the brain or peripheral tissues/
organs might contain the circadian clock machinery in mammals (particularly in the 
retina; see  [  23  ] ), the overall working hypothesis was that the SCN cells contained 
intrinsic circadian rhythm generating capabilities, and at best, downstream tissues and 
organs might contain damped circadian oscillators that would be driven by the central 
clock in the SCN (Fig.  1.2a ). Thus, it was a surprise to  fi nd that the core molecular 
circadian clock genes ( Clock ,  Per1 ,  Per2 ,  Per3 ,  Bmal1 ,  Cry1  and  Cry2 ) could be 
found in many, many different tissues and organs (Fig.  1.2b ). Furthermore, the expres-
sion of these clock genes was rhythmic, even when the tissue and organs were removed 
and clock gene expression was followed in vitro for many circadian cycles  [  19,   21  ] .  

 The molecular circadian clock was found to be oscillating in many tissues 
involved in body weight regulation, including brain areas involved in food intake, as 
well as key peripheral metabolic organs such as the liver, muscles, adipose tissues 
and pancreas. Furthermore, this clock was not just keeping time for itself; hundreds 
of “clock-controlled genes” (CCGs) were found to cycle in a tissue-/organ-dependent 
manner and to be under the regulation of the local molecular clock machinery  [  3,   13  ] , 
which in turn is under the direct or indirect rhythmic control of the master circadian 
clock in the SCN.  
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   How #25 Led to New Links Between Circadian Clock 
and Obesity/Metabolic Regulatory Genes 

 It has been recognized for many years that shift-workers are more likely to suffer from 
obesity and cardiometabolic disorders, as well as neurological disorders. However, it 
has been, and is still, dif fi cult to disentangle the negative health effects associated with 
the circadian disruption that occurs in shift-workers with multiple other factors that 
can underlie the adverse effects of shift-work on health, such as sleep loss, use of 
alcohol and drugs, disruption of social and family networks. While a number of ani-
mal models have linked the environmental disruption of circadian rhythms to increased 
mortality and adverse health  [  14  ] , the ability to take a genetic approach to study such 
linkages was quite limited until the discovery of the  Clock  mutant animal. However, 
even with the discovery of the  Clock  and other circadian mutant mice, few early stud-
ies took advantage of using animals carrying mutations in core circadian clock genes 
for unraveling the importance of disrupting the circadian clock on health and disease. 
This may have been, in part, due to the fact that early studies of the circadian mutant 

  Fig. 1.2    ( a ) Schematic representation of a putative model for the organization of the mammalian 
circadian system. Before the discovery of the core molecular clock being presented in most, if not 
all, the tissues and organs of the body, it was speculated, with little experimental support, that there 
might be circadian clocks outside of the central circadian pacemaker in the SCN. Adapted from 
 [  24  ] . ( b ) A more up-to-date version of the organization of the circadian clock system was revealed 
when it was discovered that the molecular circadian clock was everywhere and that in vitro, vari-
ous tissues/organs remain rhythmic. In this more updated mode, light entering the retina stimulates 
specialized photoreceptors and send signals to the suprachiasmatic nuclei (SCN) via the retinohy-
pothalamic tract. The SCN then orchestrates the timing of other brain regions. These brain regions 
can then in fl uence one other, cause behavior changes and send timing cues to peripheral tissues 
using hormones and neural signals through the hypothalamic–pituitary–adrenal (HPA) axis and the 
autonomic nervous system (ANS). Behaviors such as feeding can also directly in fl uence peripheral 
tissue timing. Hormones and neural signals originating from the periphery can then feedback to the 
SCN and other brain regions. If the molecular clock is present in all cells, it is not clear if there are 
any passive non-oscillatory tissues/organs of the body as was speculated before the molecular 
clock was discovered to be everywhere. Adapted from  [  5  ]        
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mice focused on using them to unravel the nature of the genetic and molecular circadian 
clock, and how mutations affect the expression of circadian rhythms under different 
environmental conditions. Nevertheless, a few studies were carried out to determine 
how the  Clock  mutation affected the sleep–wake cycle  [  12  ]  and the regulation of the 
pre-ovulation LH surge  [  10,   11  ] : two rhythms known to be strongly under the control 
of the circadian clock. 

 Given the well-known importance of the circadian clock in regulating the timing 
of food intake, determining the effects of the  Clock  mutation on energy regulation 
seems like an obvious area of research that should have been pursued soon after the 
discovery of the  Clock  mutant animal. However, except for some interest in the 
seasonal control of body weight and hibernation, I had very little interest in studying 
how the mutation might affect body weight regulation. In fact, I was pushing my 
students to carry out studies on how the  Clock  mutation might affect aging (or how 
aging might affect the clock of aging  Clock  mutant mice) when I serendipitously fell 
into the world of obesity. One of my students, Amy Easton, who was close to obtain-
ing her PhD was carrying out a few pilot studies on aging (Amy was the  fi rst to show 
that the  Clock  mutation had an effect on cognitive function, in this case, increasing 
exploratory activity and escape-seeking behavior;  [  8  ] ) when she reported to me that 
she did not like working with  Clock  mutant mice because they got fat, which inter-
fered with their ability to run on the running wheel. I remember making some glib 
remark that maybe we should study obesity and probably would have abandoned that 
idea were it not for the recruitment of Joe Bass to a Northwestern-af fi liated hospital 
who had recently set up his laboratory down the hall from Takahashi and me. When 
we brought the “ Clock  mutant gains weight” story to Bass, and asked him what we 
should do, he encouraged us to study body weight gain in mutant animals on a high-
fat diet. Thus started our collaboration and the publication of our 2005 paper in 
 Science , “Obesity and Metabolic Syndrome in Circadian Clock Mutant Mice.” 

 Quite often in the history of the  fi eld of rhythms a circadian clock researcher 
links the circadian world to a new area of biomedical research, but fails to recruit 
this broader biomedical world into the circadian world. I believe this happened in 
the case of our 1997 paper  [  14  ]  where we showed in a dramatic way that by phase 
shifting the LD cycle on a weekly basis we induced increased and earlier mortality 
in cardiomyopathic hamsters; results that did not capture the interests of the broader 
world of biomedical researchers interested in the heart and heart-related disease. 
This was not the case with the metabolism establishment. When they learned that 
the  Clock  mutant animal was obese and developed signs of the metabolic syndrome, 
many of the top researchers in the  fi eld moved part of their research interests into 
the circadian world. Indeed, soon after the publication of our  Science  paper in 
January 2006, Bart Staels     [  20  ] , a well-known nuclear receptor and metabolic 
researcher, published a News and Views report in  Nature Medicine  with the clever 
title, “When the  Clock  stops ticking, metabolic syndrome explodes.” Something 
else exploded: there was now an explosion of interest within the obesity and metab-
olism community to uncover how clock and metabolic genes interact and regulate 
one another and how these interactions underlie body weight and energy regulation 
as well as related diseases, including obesity, diabetes, and cardiometabolic disorder. 
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Much of this interest has focused on daily remodeling of histone proteins  [  1,   26  ] , as 
well as nuclear receptors, NAD biosynthesis, and nutrient sensors  [  5,   6  ] . Early stud-
ies by Ueli Schibler and colleagues were among the  fi rst to demonstrate that circa-
dian clock genes interact with metabolic genes  [  15  ] , laying the foundation for the 
explosion of research that occurred after the descendants of #25 were found to be 
obese.  

   Summary 

 When mouse #25 was identi fi ed as the  Clock  mutant animal in 1994, I don’t think 
any of us realized how circadian researchers would rapidly uncover the core 
mammalian molecular clock TTFL as well as a host of other interacting core circa-
dian clock loops. Similarly, when  Science  editors selected the circadian clock gene 
story as the number one biomedical breakthrough of the year in 1998, few could see 
that just over the horizon were lurking many, many stories of how the core molecular 
circadian clock genes are interacting with many, many cellular processes underlying 
a wide variety of disease states. Clearly, our understanding of how circadian clock 
genes interact with metabolic genes and pathways has been at the forefront of open-
ing up a new area of medicine: circadian medicine. While many studies have uncov-
ered molecular links between circadian and metabolic genes and the importance 
of transcriptional regulation, fewer studies have attempted to examine such links 
between the core circadian clock genes and the regulatory genes and gene networks 
underlying other physiological systems. Thus, as with an iceberg, whose tip provides 
only a glimpse (roughly 10 %) of what is below the surface, the importance of circa-
dian temporal organization for health and disease could be profound. Indeed, bring-
ing time to medicine at the beginning of the twenty- fi rst century may transform 
medicine in the way Einstein did in bringing time to physics at the beginning of the 
twentieth century. What circadian biologists have now is just the tip of the iceberg.      
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  Abstract   One of the driving forces of evolution has been the constant search for 
independence from the uncertainties generated by a continuously changing environ-
ment. Faced with this selective pressure, organisms have developed mechanisms 
that permit uncertainties to be predicted, among which the biological clocks have 
been one of the most widely developed. By using biological clocks, organisms can 
anticipate periodical changes in their surroundings and adapt themselves to environ-
mental changes that are cyclic in nature. In mammals, for example, the system 
charged with anticipating 24 h cycles is the circadian system. This is composed of a 
central pacemaker located in the suprachiasmatic nucleus of the hypothalamus 
(SCN), several peripheral oscillators; some inputs to the system, which act by syn-
chronising the clocks to the environment, for example, the day–light cycle, feeding 
and physical exercise times; and outputs, which are all the rhythms that can be mea-
sured in an organism. 

 Besides permitting anticipation, the circadian rhythm maintains the internal coor-
dination of all the biological rhythms of the different functions. This internal organisa-
tion is fundamental for maintaining health. However, the improper exposure to 
synchronizers and the loss of functionality associated with ageing favours the appear-
ance of circadian dysfunctions, or chronodisruption. This impairment increases the 
incidence of certain pathologies, such as cognitive and affective disorders, accelerated 
ageing, metabolic syndrome, obesity, certain types of cancer, including colorectal, 
breast and prostate and sleep disorders, among others. Given the clinical importance 
of chronodisruption, techniques are needed to monitor circadian system status and 
procedures need to be developed for reinforcing its rhythmicity.  

    J.  A.   Madrid Pérez, Ph.D.   (*)
     Chronobiology Laboratory, Department of Physiology, Faculty of Biology , 
 University of Murcia ,   Murcia ,  Spain    
e-mail:  jamadrid@um.es   
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  Abbreviations  

  SCN    Suprachiasmatic nucleus   
  RTH    Retinohypothalamic tract   
  PER    Period homolog   
  BMAL1 or ARNTL or MOP3    Aryl hydrocarbon receptor nuclear translocator-like   
  CLOCK    Circadian locomotor output cycles kaput   
  CRY    Cryptochrome   
  TGF a     Transformant growth factor alpha   
  bHLH    Basic helix–loop–helix   
  PAS    Period-Arnt-Singleminded   
  CCGs    Clock controlled genes   
  CK1 e     Casein kinase 1 epsilon   
  CK1 d     Casein kinase 1 delta   
  Rev-Erb a  or Nr1day    Nuclear receptor subfamily 1 group D, member 1   
  ROR    RAR-related orphan receptor   
  TAP     Algorithm based in the integration of temperature 

activity and position rhythms   
  ACM    Ambulatory circadian monitoring procedure   
  DLMO    Dim light melatonin onset   
  PCR    Polymerase chain reaction   
  RT-PCR    Real time-polymerase chain reaction   
  Q-PCR    Quantitative PCR   
  MESOR    Midline Estimating Statistic of Rhythm   
  IS    Interdaily stability   
  IV    Intradaily variability   
  L5    Least active 5 h   
  M10    Most active 10 h   
  AMP    Amplitude   
  RA    Relative amplitude   
  WT    Wrist skin temperature   
  NSAIDS    Non-steroidal anti-infl ammatory drug         

   Introduction: The Circadian System 

 Due to its importance for species survival, natural selection has led to all organisms 
possessing a set of structures capable of generating and synchronising oscillations 
with periods of approximately 24 h in biological variables (known as a whole as 
circadian system). The existence of such a system capable of organising the rhythms 
of biological processes endows organisms with two major advantages. The  fi rst is 
that they can anticipate periodical and predictable changes in the environment, for 
example sunrise and sunset, the arrival of predators or the availability of food. The 
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second advantage is that it permits the temporal separation of antagonistic processes 
that take place in the same cell, for example, both lipolytic and lipogenic enzymes 
are present in the same hepatocytes, but they are active at different time  [  1  ] . If the 
activity of both enzyme types will increase at the same time, its effect on fat storage 
and metabolization would be completely ineffectual. 

 Although the molecular bases of the circadian clock of most species share com-
mon mechanisms, their anatomical and functional organisation differs between ani-
mals. The circadian system of mammals has three main components: circadian 
clocks, the input pathways, which participate in environmental synchronisation (or 
entraining) and the output pathways, which transmit the temporal circadian signals 
to the rest of the effector systems of the organism (Fig.  2.1 ).  

  Fig. 2.1    General organisation of mammalian circadian system.  Inputs signals : environmental 
cyclic cues can synchronise the activity of the central pacemaker and peripheral oscillators. 
 Circadian clocks : the oscillatory machinery is composed of a  central pacemaker  and  peripheral 
oscillators . The SCN is considered the major pacemaker of the circadian system, driving circadian 
rhythmicity in other brain areas and peripheral tissues by sending them neural, humoral and physi-
cal signals. Most peripheral tissues and organs contain circadian oscillators. Usually they are under 
the control of the SCN; however, under some circumstances (i.e. restricted feeding, jetlag, shift 
work, etc.), they can desynchronize from the SCN.  Outputs : central pacemakers and peripheral 
oscillators are responsible for the daily rhythmicity observed in most physiological and behav-
ioural functions. Some of these over-rhythms (physical exercise, core body temperature, sleep–
wake cycle and feeding time), in turn, provide a  feedback , which can modify the function of SCN 
and peripheral oscillators       
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   Circadian Clocks 

 In mammals, the principal circadian clock or master pacemaker is located in the 
suprachiasmatic nuclei of the hypothalamus (SCN)  [  2,   3  ] . These are two small 
nuclei composed of several thousand neurons located each side of the third ventricle 
in dorsal position with respect to the optic chiasm. With their rhythmic activity, the 
SCN are responsible for most circadian rhythms of mammals, as revealed by lesion 
studies, which result in arrhythmicity in most of the variables recorded. In contrast, 
the transplantation of SCN from donor to arrhythmic SCN-lesioned animals restores 
the rhythmicity, con fi rming that the SCN is a circadian pacemaker in mammals  [  4  ] . 

 Besides the principal hypothalamic pacemaker, the circadian system is composed 
of numerous secondary oscillators (cerebral cortex, liver, kidney, adipose tissue), 
which are capable of producing circadian oscillations and which in normal conditions 
are under the control of the SCN  [  5,   6  ] . However, these oscillators can also operate 
autonomously for several days in tissue cultures and can be synchronised by periodi-
cal signals other than light, such as temperature cycles or nutrient availability.  

   Input Pathways 

 The action of the SCN is suf fi cient for circadian rhythms to appear. However, if 
these rhythms are to be synchronised to environmental cycles, the circadian pace-
maker has to be set periodically by the action of certain environmental factors (syn-
chronizers or  zeitgebers ), which oscillate rhythmically and which, taken as a whole, 
act as the clock input pathway. Among these  zeitgebers  the most important is the 
light–dark cycle, although meal times, scheduled exercise, sleep and social contacts 
also act as synchronizers  [  1,   7–  9  ] . 

 The main input pathway of photic information to the SCN is the retinohypotha-
lamic tract (RHT), formed by axons of a subpopulation of ganglion cells in the ret-
ina, which do not take part in conscious image formation. These cells contain a 
photopigment, melanopsin, which is not present in rods and cones  [  10  ] . The pres-
ence of these photosensitive cells, which project to the SCN, explains why the cir-
cadian rhythms of blind rats (without cones and rods) remain synchronised to the 
environmental light–dark cycle  [  11,   12  ] .  

   Output Pathways 

 The output signals from the CSN transmit information to the regions of the brain 
that participates in the regulation of behaviour, sleep–wakefulness and body tem-
perature, to the neuroendocrine centres and to peripheral organs. To this, the SCN 
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use neural projections, humoral mediators, such as melatonin and cortisol, and 
physical signals like the rhythm of the central temperature  [  13–  15  ] . 

 The SCN projects axons to a several hypothalamic regions, the preoptic region, 
the anterior brain and the thalamus  [  14  ] . There are also direct connections with 
autonomous neurons that selectively transmit temporal signals to different organs 
(liver, pancreas) and endocrine glands (testes, adipose tissue, suprarenal gland)  [  16  ] . 

 The fact that transplantation of the SCN was capable of restoring the rhythmicity 
of locomotor activity in lesioned animals, even when the implant was encapsulated 
in a semipermeable membrane that prevents neural growth  [  17  ] , demonstrated that, 
besides nervous connections, the SCN, releases humoral mediators such as transfor-
mant growth factor (TGF a )  [  18  ] , cardiotropin  [  19  ]  and prokineticine-2  [  20  ] , which 
are involved in the transmission of temporal information. 

 One of the best characterised humoral mediators of the SCN is melatonin, whose 
synthesis is controlled by the SCN through a multisynaptic pathway that reaches the 
pineal gland after a relay in the upper cervical ganglia  [  21,   22  ] . This hormone is 
involved in the regulation of sleep, and both circadian and seasonal rhythms  [  23, 
  24  ] . Its synthesis is subject to a double regulation, on the one hand it respond to 
noradrenergic stimulation of the SCN and, on the other, to the direct inhibitory 
action of light  [  25  ] . 

 The production of this hormone shows a marked circadian rhythm, with low 
plasma levels during the day and peaking during the night regardless of the noctur-
nal or diurnal characteristics of the organism  [  26  ] . Thus, melatonin is also known as 
“chemical darkness”. The great stability of the melatonin cycle and the fact that it is 
produced during darkness means that it can be used by organisms as a daily clock, 
informing them o the arrival of night and as a calendar that tells them which season 
they are in  [  21,   27  ] .   

   The Molecular Clock 

 Both in the SCN and in the peripheral oscillators each cell behaves as an autono-
mous circadian oscillator. At cell level, the circadian oscillators are the result of the 
existence of positive and negative feedback loops in which the products of the 
expression of given genes inhibit their own transcription, generating a rhythmicity 
of around 24 h (Fig.  2.2 )  [  28  ] . The main components that have been identi fi ed in the 
clock of mammals are: the  Clock  and  Bmal1  genes as positive elements, and the  Per  
genes ( Per1 ,  Per2  and  Per3 ) and the cryptochromes ( Cry1  and  Cry2 ) as negative 
elements  [  29  ] .  

 CLOCK and BMAL1 proteins are transcription factors that possess the func-
tional domain bHLH (“ Basic Helix–Loop–Helix ”) which confer them with a DNA 
binding capacity. These proteins heterodimerize in the cytoplasm through PAS 
domains (a name derived from the three proteins they share,  Period-Arnt-
Singleminded ) and translocate to the nucleus, where they activate the transcription 
of given target genes ( Per ,  Cry ,  Rev-Erb a  ) and clock controlled genes (CCG, including 
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key regulators of the cell cycle and metabolism). The CCG make up about 10–30 % 
of the genome, depending on the tissue. The mechanism that permits the connection 
between the clock genes-proteins and the CCG is the binding to the  E-box  in the 
consensus sequence CACGTG. 

 The negative feedback loop comprises the heterodimers PER:CRY which trans-
locate to the nucleus where they suppress their own transcription by inhibiting 
CLOCK and BMAL1 activities. Meanwhile, the protein REV-ERB a  suppresses 
 Bmal1  transcription by binding to the elements conforming the response to Rev-
erb  a  /ROR present in their promoter. Consequently, the RNA levels of  Bmal1  dimin-
ish, while those of  Per  and  Cry  increase. When the heterodimers CRY:PER suppress 
their own transcription at nuclear level (through acting on CLOCK-BMAL1), they 
also inhibit the transcription of  Rev-erb a  , permitting the transcription of  Bmal1  to 
be activated. 

  Fig. 2.2    Organisation of the molecular mammalian oscillator. The cellular oscillatory machinery 
is composed of a positive (CLOCK and BMAL1) and a negative (PER1–3 and CRY1, 2) limb. 
CLOCK–BMAL1 heterodimers, after binding to E-box elements, drive the transcription of several 
genes:  Cry1–2, Per1-3, Rev-Erb   a   and multiple clock controlled genes (CCGs). After dimerization 
PERs and CRYs undergo nuclear translocation inhibiting CLOCK–BMAL1-mediated transcrip-
tion. When the levels of PERs and CRYs fall, the negative repression is lifted and CLOCK–BMAL1 
activates again gene expression. A secondary loop is established by the negative, REV-ERB a  
effect on  Bmal1  transcription. The molecular circadian clock drives the expression of several 
genes, CCGs, responsible of the generation of an internal temporal order in physiological, bio-
chemical and behavioural rhythms       
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 The approximately 24 h rhythmicity of the molecular clock mainly derives from 
post-translational modi fi cations such as phosphorylation and ubiquitination, pro-
cesses which affect the stability and translocation of the clock genes to the nucleus 
 [  30  ] . In this way, the casein kinase 1 epsilon (CK1 e ) and casein kinase 1 delta 
(CK1 d ) are the critical factors that modulate the functioning of the clock. 

 The importance of these post-translational modi fi cations of the clock components 
is borne out by studies showing that mutations in CK1 e  have an effect on circadian 
periodicity  [  31  ] . CK1 e  phosphorylates the PER proteins, so that they are not immedi-
ately available to form dimers, leading to a circadian cycle with a longer period. 
When this gene is mutated so that the protein has reduced phosphorylation activity, 
the PER proteins are internalised into the nucleus more rapidly, shortening the cycle. 
In humans, the advanced sleep phase syndrome has been associated with a mutation 
in the gene  Per2 , which generates a mutated protein that cannot be phosphorylated 
ef fi ciently by CK1 e , leading to the more rapid accumulation of PER2 and a shorter 
molecular cycle  [  32  ] . In the case of delayed sleep phase syndrome, a signi fi cant cor-
relation has been found with a given polymorphism of the gene  Per3 , although the 
mechanism by which this change in the  Per3  sequence can determine a delay in the 
clock phase is unclear  [  33  ] . The morning or evening chronotype of an individual may 
also have a genetic basis, and it has been suggested that a polymorphism observed in 
the  Clock  gene may explain the difference between both chronotypes  [  34  ] . 

 The discovery of new clock genes and of genes whose expression is controlled 
by the clock should permit the genetic bases of the syndromes that involve the cir-
cadian clock to be established.  

   Some Basic Issues in Chronobiology 

 Chronobiology (from the Greek Kronos = time; bios = life and logos = science) is the 
scienti fi c discipline that studies rhythmic changes (biological rhythms) in living 
organisms at their different levels of organisation. A biological rhythm is the recur-
rence of a biological phenomenon at regular time intervals  [  35  ] . Among the param-
eters that characterise biological rhythms, the period or time that elapses for a 
complete oscillation to be repeated and its inverse, the frequency or number of 
cycles per unit of time, are widely used. In chronobiology, the most frequently used 
unit of frequency is the day. In this way, rhythms can be classi fi ed as circadian, with 
a frequency close to 1 day (between >20 and <28 h), ultradian, with a frequency 
greater than a cycle per day (<20 h) and infradian, rhythms with a frequency of less 
than one cycle per day (>28 h). Among the last of these, are included circalunar 
( » 28 days), circannual (365 days) and circaseptan (7 years) rhythms. 

 One of the principal properties of biological rhythms is that they persist in 
the laboratory under constant environmental conditions (free running), that is, 
they have an endogenous character  [  36  ] . However, for rhythm to maintain a 
given phase relation with the environment, the circadian system must possess 
synchronisation mechanisms permitting them to adjust to the environmental 
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cycles. This property, known as synchronisation capacity, automatically cor-
rects the delays or advances produced daily in clock functioning  [  35  ] . For an 
environmental factor to act as synchroniser or  zeitgeber,  its period must be very 
stable, so that it is unsurprising that the main synchroniser is the light–dark 
cycle. A third property of biological rhythms is the fact that the circadian clock 
does not alter signi fi cantly when it is measured at different environmental tem-
peratures (temperature compensation)  [  37  ] .  

   Monitoring the Functional Status of the Circadian System 

 The role placed by the circadian system in maintaining health underlines the impor-
tance of developing techniques for its objective evaluation, just as there are techniques 
that evaluate the respiratory and cardiovascular systems. The main challenge is to be 
able to measure a process that develops over long periods of time, which implies mul-
tiple measurements, preferably ones that do not interfere with the subject’s daily rou-
tine  [  38  ] . The most convenient in this respect is to measure the outputs (circadian 
marker rhythms), as one does with the hands of a clock. Among such outputs, the 
rhythm of body temperature, motor activity, melatonin, cortisol and clock gene expres-
sion are the most commonly used  [  39  ] . In addition to these techniques, self-reported 
questionnaires based in the morning-evening preferences have been developed as 
complementary procedures to assess human chronotypes  [  40–  43  ] . 

   Central and Peripheral Thermometry 

 One of the most commonly used marker rhythms is the central temperature rhythm, 
whose pro fi le has been widely described  [  44–  46  ] , and in which the highest values 
occur in the day and lowest at night. 

 In humans, the central temperature is usually measured by means of rectal 
probes that should be worn for several days, which is obviously uncomfortable. 
Recently as an alternative to measuring the central temperature, the rhythm of 
skin peripheral temperature has been proposed as a marker rhythm  [  47,   48  ] . This 
rhythm is induced by the alternation between vasodilatation and vasoconstriction 
generated by the parasympathetic–sympathetic balance. The predominance of 
sympathetic activity during the day is associated with lower temperatures, while 
its inhibition and the simultaneous activation of the parasympathetic system are 
associated with higher temperature. Moreover, increased skin temperature consti-
tutes a signal that favours the beginning of nocturnal sleep through stimulation of 
hypothalamic areas  [  49  ] . 

 The circadian pattern of peripheral skin temperature exhibits some characteris-
tics phases (Fig.  2.3 )  [  47  ] . It increases prior to sleep and remain high during the 
night. Upon awakening, the temperature falls abruptly and remains low during the 
day. About 20–21 h, when the peripheral temperature reaches its lowest value it is 
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dif fi cult to go to sleep in normal circumstances, this phase is known as wake main-
tenance zone.  

 The most used procedure to record skin temperature consists of a small autono-
mous data logger, placed on the internal surface of the wrist (over a radial artery) of 
the non-dominant hand and held in place by a bracelet or watch. The sensor can also 
be placed in any other peripheral region such as the arm, ankle or  fi nger  [  47,   48  ] .  

   Actimetry 

 A much more widely used method, especially in clinical practice, is actimetry. This 
technique consists in the use of a device that registers the displacement of the body 
zones where it is installed at frequent and regular intervals. Actigraphy is a non-
invasive method useful to measuring the rest–activity cycle in humans. It is based 
on the principle that during periods when the individual is awaken, activity levels 
are high compared to when the individual is asleep. For its measurement, an activity 
sensor (actimeter) is placed on the wrist of the non-dominant hand for not less than 
5 days, the minimum period to obtain reliable data that re fl ect the characteristics of 
the subject  [  50  ] . 

 Actimetry is considered the method of choice for evaluating and diagnosing cir-
cadian disorders such as chronodisruption in shift-workers, delayed and advanced 

  Fig. 2.3    Mean 24-h waveform of wrist skin temperature (WT) of young healthy students ( n  = 21) 
recorded continuously for 7 days during a holiday week. WT ( blue line ), percentage of subjects 
asleep at any given time ( shaded grey area ), and time of feeding ( solid brown area ).  Black  and 
 white ba r indicates the sleep period of reference (from 23:00 to 08:00 h). The standard skin tem-
perature rhythm exhibits a sharp increase in anticipation to sleep onset, it maintains high levels 
during nocturnal sleep and shows a secondary peak in the afternoon. More information in Sarabia 
et al. 2008,  [  47  ]        
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sleep phase syndrome, free running syndrome and irregular circadian rhythms  [  51  ] . 
However, as with any other measurement, actimetry is subject to masking and artefacts, 
for example, the dif fi culty in differentiating between the beginning of night rest and 
the removal of the sensor to shower just before going to bed, movements of one’s 
bed partner, sleeping in a car or train, etc.  [  48,   50,   52  ] .  

   Light Exposure 

 The circadian system is regulated by external signals, which are responsible for set-
ting the clock each day. Given that the light–dark cycle is the most important syn-
chroniser, it is of great interest to be able to quantify the light exposure of individuals. 
Low levels of illumination during the day lower the central temperature and state of 
awareness compared with the levels observed in high illumination  [  53–  55  ] . However, 
during the night exposure to light, especially blue light, should be avoided in order 
to maintain melatonin secretion. 

 The light–darkness cycle to which subjects are exposed can be quanti fi ed by 
small data loggers, that contain a photosensitive cell, that periodically record the 
light intensity received by the individual  [  55  ] . Recently, sensors that differentiate 
between light wavelengths (blue, red and green) have become available, which 
means that the blue light, which has a greater capacity to synchronise the circadian 
pacemaker, can be accurately evaluated. The combination of these sensors with 
environmental temperature sensors provides complete information concerning the 
quality of the environmental synchronisers that act on the circadian system  [  55  ] . 
They also enable poor sleep hygiene habits to be identi fi ed; for example, sleeping in 
illuminated environmental conditions or in too high temperatures.  

   Integration of Variables 

 In order to increase the reliability of circadian monitoring, integrated variables 
obtained from processing individual variables have been recently proposed. For 
example, the TAP algorithm, proposed by Ortiz-Tudela et al.  [  48  ] , is based on inte-
grating, after normalisation, the following variables: skin temperature, motor activ-
ity and body position (Fig.  2.4 ). The  fi rst of these variables, skin temperature, is 
under endogenous control, while motor activity is modi fi ed voluntarily but it is also 
under endogenous control. Lastly, of the three variables used for the integration, 
body position is the most closely dependent on voluntary control. TAP is modular 
thus it can be ampli fi ed by incorporating new variables that complement the infor-
mation even further. TAP variable permits us not only to determine how the indi-
vidual’s circadian system functions, but also to infer the sleep–wake rhythm with a 
precision higher than 90 % according to polysomnographic recording. This tech-
nique constitutes the base of ambulatory circadian monitoring procedure (ACM) 
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(Fig.  2.4 ), which recently has been applied to evaluating the circadian maturity in 
newborns  [  56  ] , and pathologies like metabolic syndrome  [  57  ] .   

   Melatonin 

 Melatonin is considered the best marker of the circadian system phase. However, its 
pro fi le is strongly in fl uenced by light exposure and, to a lesser extent, body position, 
physical activity, sleep, caffeine and drugs like NSAIDS and beta-blockers  [  58–  64  ] . 
Plasma levels of melatonin show a circadian pro fi le, with low levels during the day 
and high levels during the night, the highest being between 02:00 and 04:00 a.m. In 
humans, melatonin contributes to the body temperature rhythm since it is responsi-
ble for vasodilatation of the skin of the extremities through its activation of thermo-
sensitive neurons present in brain areas involved in sleep regulation. The melatonin 
secretion schedule is closely related with the propensity to sleep and coincides with 
a fall in the central body temperature, arousal level and performance  [  65  ] . 

  Fig. 2.4    Protocol for the assessment of functional status of the circadian system, using ambulatory 
circadian monitoring. Data of environmental light and temperature, motor activity, body position 
and wrist skin temperature are recorded by means of three sensors placed around the neck, arm and 
wrist. The integrated variable TAP is obtained from the normalisation of data from skin tempera-
ture, activity and position using appropriate algorithms. From TAP data, sleep–wake rhythm can 
be deduced with high accuracy. More information in Ortiz-Tudela et al. 2010,  [  48  ]        
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 The levels of melatonin can be reliably measured in plasma, saliva and urine (in 
the last case as its metabolite, 6-sulfatoximelatonin). The best time to evaluate mela-
tonin as a marker of the circadian rhythm coincides with its rapid increase at night-
fall. Since its levels are altered by exposure to environmental light of a given 
intensity and spectrum, it is generally accepted that melatonin samples taken during 
the dark period should be collected under a dim light (<50 lx)  [  66  ] , which is why 
this protocol is known as  DLMO  ( Dim Light Melatonin Onset ). It is suf fi cient to 
start sampling 2–3 h before the subject’s normal bedtime (around 19:30–22:00 h), 
assuming that he individual shows no phase alterations.  

   Cortisol 

 Cortisol is a corticosteroid with a robust circadian pro fi le, peaking around the usual 
waking time and with much lower values as the day progresses and reaching its 
lowest value about 2 h after going to sleep. The physiological signi fi cance of this 
increase consists of preparing the body for the forthcoming days, increasing the 
blood pressure, plasma concentrations of glucose, cardiac output, etc. Because of its 
robustness, this rhythm is also considered a good marker of the circadian system. 

 Similarly to the other variables mentioned above, cortisol levels can be affected 
by external factors such as stressful situations, light exposure at given moments of 
the day  [  67  ] , or hyperproteic meals  [  68  ] . Non-pathological situations such as ageing 
also affect the cortisol pro fi le  [  69  ] . The sleep–wake pro fi le can even modify cortisol 
rhythm. Sleep deprivation, the predominance of light sleep, and a certain number of 
nocturnal awakenings will increase cortisol levels  [  70  ] . 

 Cortisol can be measured in serum or saliva, the most critical times for measur-
ing its circadian pro fi le being the increase just before waking up and its minimum 
level in blood at the end of the day/beginning of night.  

   Expression of Clock Genes in Leukocytes and Oral Mucosa 

 The neurons that constitute the SCN and the cells of the peripheral oscillators show 
an autonomous rhythmicity that is controlled by the cyclic expression of the clock 
genes ( Clock, Bmal1, Per 1, Per 2, Per 3 y Cry 1 y Cry 2 ). The involvement of these 
genes in numerous physiological processes (cell cycle regulation, adipogenesis, 
glucocorticoid synthesis, B cell maturation, etc.) and their probable misalignment in 
certain pathologies increase the interest of being able to quantify their expression. 
For this, polymerase chain reaction (PCR) techniques are usually used  [  71  ] . The 
most straightforward is RT-PCR, which enables us to qualitatively evaluate which 
genes are being expressed at the time of sampling. To know which genes are being 
expressed and its quanti fi cation, a quantitative PCR (Q-PCR) or a real time PCR is 
normally used. 
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 Since it is not possible to evaluate clock gene expression in the SCN in vivo, 
samples obtained from peripheral tissues are used. In this case, there are two main 
options: evaluate gene expression in leukocytes or in the oral mucosa. In the  fi rst 
case, blood samples are periodically taken, the leukocytes are isolated from the rest 
of the blood cells and one of the above techniques is applied. In the case of oral 
mucosa, the most common practice has been to take small biopsies under local 
anaesthetic  [  72  ] , although, more recently, pipette tips have been used to make 
scrape off a small amount of the mucosa, which provides suf fi cient tissue to be 
obtained  [  73  ] .   

   Protocols for Measuring Circadian Rhythms 

 To evaluate the circadian system, techniques that eliminate or minimise the in fl uence 
of external factors (denominated masking factors) are used. For this reason, mea-
surements are normally made in subjects in conditions of constant routine, for 
example, lying in bed, without sleeping, under constant dim light and ingesting food 
at regular intervals over 24 h  [  74  ] . This situation of constant routine is usually main-
tained for 24, 36 or 48 h, although this, in itself, may introduce its own masking 
factors. One such factor is that the subject must go without sleep and  fi ght against 
sleep pressure. To avoid the accumulation of sleep pressure, the multiple-nap proto-
col has been designed. This is a constant routine protocol with multiple naps sched-
uled over a 24-h period or longer. 

 In an attempt to cut the link between environmental cycles and endogenous 
rhythms, alternative protocols (known as forced desynchronization) have been 
developed in which the subject lives 28-h (or, less frequently, 20-h) days  [  75  ] . Under 
these protocols, sleep episodes occurred at all phases of the endogenous periods. 
Circadian and sleep components can be distinguished very well in this way.  

   Analyses of Circadian Rhythm 

 The analysis of rhythmic data requires its own methodology that differs from con-
ventional statistical and mathematical techniques. Two procedures are basically 
used for this purpose, one based on  fi tting sinusoidal functions (the cosinor method) 
and the other based on a non-parametric analysis. 

 Cosinor analysis is a mathematical procedure based on least squares  fi tting of a 
cosine function to the original data. Three main parameters are de fi ned from the 
cosinor  fi t: MESOR (Midline Estimating Statistic of Rhythm), amplitude and acro-
phase  [  76  ] . Since it is applicable to unequidistant data, MESOR does not always coin-
cide with the data mean. The amplitude is the difference between the MESOR and the 
maximum or the minimum value of the cosinusoidal function. The acrofase is the 
temporal localisation of the maximum value of the function. Given that the human 
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rest–activity rhythm has a asymmetric distribution over 24 h (about 8 rest:16 activity) 
and a shape that looks more like a square wave than a pure cosinusoid, the cosinor 
method only provides a rough and general description of the rest–activity rhythm. 
However, it is a relatively straightforward method that enables a great quantity of 
quantitative information to be obtained. 

 To give a more precise estimation of the rhythmic parameters of physiological 
functions that do no exhibit a symmetrical waveform, non-parametric procedures 
are increasingly used. Although these procedures were initially developed for actim-
etry data  [  77  ] , it is also useful for analysing other biological variables. The most 
frequent parameters are interdaily stability (IS), intradaily variability (IV), least 
active 5 h (L5), most active 10 h (M10), L5 and M10 onset or midtime, amplitude 
(AMP) and relative amplitude (RA). IS quanti fi es the regularity of the rhythm, that 
is, the degree of resemblance between the rhythmic patterns on individual days. It 
ranges from 0 to 1, a typical value for human actimetry data being about 0.6 for 
healthy adults. IV determines the fragmentation of the rhythm. It ranges from 0 to 
2, typical values in healthy subjects being below 1. L5 indicates the average values 
for the  fi ve least active consecutive hours in the 24 h cycle. M10 is the average of 
the activity values for the ten most active consecutive hours in the 24-h cycle. The 
midpoint of L5 and M10 gives reliable information about the phase of the rhythm, 
similar to that given by the acrophase and nadir of the cosinor method. AMP is the 
difference between M10 and L5, whereas RA is calculated by dividing AMP by the 
sum of L5 and M10. It ranges from 0 to 1, with higher values indicating higher 
amplitude of the rhythm.  

   Summary Points 

       In response to natural selection, organisms have developed biological clocks that • 
permit uncertainties to be predicted.  
      The existence of a hierarchical network of circadian oscillators provides organ-• 
isms with the two competitive advantages: (1) the ability to anticipate periodical 
changes in environment and (2) the generation an internal temporal order in 
physiological, biochemical and behavioural process.  
      Clinical and epidemiological studies have shown the interaction between the • 
circadian system disruption or chronodisruption and some pathologies very fre-
quent in developed countries, such as cancer, obesity, metabolic syndrome, 
insomnia, cognitive and affective disorders and premature ageing.  
      The key role placed by the circadian system in maintaining health underlines the • 
importance of developing techniques for its objective evaluation, such as the 
rhythm of body temperature, motor activity, melatonin, cortisol and clock gene 
expression.  
      The standardisation of non-invasive and ambulatory techniques based in wearable • 
sensors still remains a challenge for the development of clinical chronobiology.          
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  Abstract   Adipose tissue is a complex and highly metabolic and endocrine organ, 
which is capable of expressing and secreting a variety of bioactive peptides, so-called 
adipokines. These adipokines are involved in coordinating a diversity of biological 
processes including energy intake and expenditure, insulin resistance, adipocyte dif-
ferentiation, dyslipidemia, and body fat distribution. One of the most outstanding dis-
coveries in the last year is the presence of an active circadian clock in adipose tissue 
depots. New data suggest that there is a temporal component in the regulation of all 
these adipose tissue functions. In fact, studies performed by microarrays have shown 
that a certain percentage of active genes expressed in adipose tissue in both humans 
and animal models follow a daily rhythmic pattern. Examples of these genes are clock 
genes ( PER2, CLOCK, CRY1,  and  BMAL1 ), adipokine genes (adiponectin and lep-
tin), and glucocorticoid-related genes among others. Thus, an adequate temporal order 
in the daily pattern of these genes implicated in adipose tissue metabolism could have 
important consequences not only in body fat distribution but also in the metabolic 
alterations associated to obesity. Further investigations of circadian rhythms in adi-
pose tissues will provide insight into the physiology of energy homeostasis and the 
etiology of metabolic diseases such as obesity.  
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   Adipose Tissue as Endocrine Organ 

 Classically, adipose tissue has been regarded as a passive reservoir for energy storage, 
but this traditional point of view is no longer valid. In 1987, adipose tissue was 
identi fi ed as a major site for metabolism of sex steroids  [  1  ] . Nevertheless, the criti-
cal change in our perspectives on adipose tissue came in 1994 with the discovery of 
the cytokine-like factor,  leptin  (from the Greek  leptos , meaning thin). For the  fi rst 
time in science, it was described that adipose tissue was able to secrete hormones or 
“adipocytokines” capable of communicating information from periphery to the cen-
tral nervous system  [  2  ] . This outstanding outcome opened a “great window” in the 
study of obesity. Adipose tissue was not any more a passive reservoir of energy; it 
was as an endocrine organ and with this discovers a new “époque” started in the 
obesity research. 

 Nowadays we know that adipocytes secrete leptin in direct proportion to adipose 
tissue mass as well as nutritional status, in this way leptin signals the status of 
energy stores and its secretion can reduce appetite and increase energy expenditure. 
The capability of leptin to regulate food intake, body weight, and adiposity has been 
recognized entirely to its actions in the hypothalamus  [  3  ] . Nevertheless, it has been 
reported that leptin is essential in the adipose tissue itself, modulating the adipo-
cytes’ metabolic function, up-regulating fat oxidation, and decreasing lipogenesis 
 [  4  ] . These physiological functions are carried out by binding to its receptor ( LEPR ) 
expressed in adipose tissue  [  5  ] . Therefore, changes in leptin or its receptor in 
adipose tissue can be relevant in the development of obesity and other metabolic 
disorders  [  6  ] . 

 Since the discovery of leptin, numerous research  fi ndings show that adipose tissue 
is a highly active endocrine organ, which is involved in many physiological processes. 
These metabolic processes are in fl uenced by products of the adipose tissue, so-called 
adipocytokines or adipokines (Fig.  3.1 ).  

 One of the  fi rst molecules studied in relation to adipose tissue was  TNF a  . This 
particular protein was  fi rstly analyzed as an in fl ammatory molecule in cancer studies. 

  Fig. 3.1    Adipose tissue as 
an endocrine organ. AT can 
secrete many adipokines and 
certain factors involved in 
the metabolism such leptin, 
TNF a , adiponectin, visfatin 
among others       
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Within adipose tissue, TNF a  is expressed by adipocytes and stromovascular cells 
 [  7  ]  and nowadays we know that this cytokine is able to repress genes involved in 
uptake and storage of nonesteri fi ed fatty acids and glucose; it also suppresses genes 
for transcription factors involved in adipogenesis and lipogenesis; it changes the 
expression of several adipocyte-secreted factors including adiponectin and is capa-
ble of impairing insulin signaling  [  8,   9  ] . In this context, TNF a  production is 
increased in obesity and it has been implicated in the development of insulin resis-
tance in the adipocyte of the obese by altering insulin signaling through an autocrine 
or paracrine action. 

 In relation to insulin resistance, another important cytokine that has attracted 
much attention in the last years is  Adiponectin   [  10  ] . This cytokine has been described 
as one of the most protective molecules against the different alterations associated 
with obesity, such as insulin resistance and in fl ammation Adiponectin was  fi rstly 
characterized in 1995, and because it is one of the most expressed genes in adipose 
tissue it was formerly called apM1 (adipose most abundant gene transcript 1). The 
identi fi cation of adiponectin in the text is not easy and may be confusing, because it 
has been also named as Acrp30 (adipocyte complement-related protein of 30 kDa), 
adipoQ, and GBP28 (gelatin binding protein of 28 kDa)  [  10–  13  ] . 

 Several metabolic effects from adiponectin have been described. On the one 
hand, its  anti-atherogenic effect  is well known since it is capable of inhibiting 
expression of adhesion molecules and vascular smooth muscle cells proliferation, 
and suppresses transformation of macrophages to foam cells. Moreover, it is an 
 anti-diabetic cytokine  because increases insulin sensitivity and decreases hepatic 
glucose output and it increases fatty acid oxidation. Besides, adiponectin is decreased 
in abdominal obesity  [  14  ] . 

 The bene fi cial effects of this hormone are predominantly mediated by binding to 
two cell membrane receptors, adiponectin receptor 1 ( ADIPOR1 ) and adiponectin 
receptor 2 ( ADIPOR2 )  [  15  ] . Both receptors are also present in adipose tissue, sug-
gesting that adiponectin may have biological effects in adipose tissue in an auto-
crine/paracrine manner  [  16  ] . 

 One of the most controversial adipokines described has been  Resistin  (resistance to 
insulin). This adipokine was identi fi ed in 2001 as a novel mRNA induced during adi-
pocyte differentiation but down-regulated by thiazolidinediones (TZDs) in vitro  [  17  ] . 
Initial studies suggested that resistin had signi fi cant effects on insulin action, poten-
tially linking obesity with insulin resistance and type II diabetes  [  18  ] . Biological 
activities of resistin include: (a) impairment of glucose tolerance in mice in vivo, (b) 
antagonism of glucose uptake by cultured 3T3-L1 adipocytes, and inhibition of 3T3-
L1 differentiation into adipocytes  [  19  ] . Of note, in human studies, the in fl uence of 
resistin on the development of insulin resistance is controversial. In obese subjects, 
resistin in adipose tissue is signi fi cantly higher compared to normal weight subjects 
 [  20,   21  ] . However, several human studies have failed to demonstrate any impact of 
obesity and insulin resistance on the concentration of resistin  [  22,   23  ] . 

 Interleukin-6 ( IL-6 ) is another cytokine associated with obesity and insulin resis-
tance  [  24  ] . IL-6 comes from adipose tissue and this amount increases proportionally 
with increasing body mass  [  25  ] . This cytokine decreases the expression of insulin 
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receptors in peripheral tissues, acts as an inhibitor of adipogenesis and inhibits adi-
ponectin secretion. There is growing evidence that IL-6 and several other pro-
in fl ammatory cytokines are “sleep factors”. In addition, it has been shown that these 
cytokines also in fl uence energy intake by enhancing insulin and leptin sensitivity. The 
study of this cytokine offers the possibility to connect the showed interactions among 
energy intake, sleep behaviour, and circadian system with metabolic alterations. 

 Human studies have indicated that complement proteins, secreted by adipocytes, 
the so-called  Complement-Related Proteins , positively correlated with adiposity, insu-
lin resistance, dyslipidemia, and cardiovascular disease  [  26  ] .  Adipsin  (complement 
factor D) is one of several adipose tissue-derived complement components that are 
required for the enzymatic production of acylation stimulating protein ( ASP ), a com-
plement protein that affects both lipid and glucose metabolism  [  26,   27  ] . 

 Every day we have new cytokines in research. In fact,  Visfatin  is a recently dis-
covered adipokine produced and secreted primarily by visceral adipose tissue, 
which binds to and activates the insulin receptor, exerting insulin-mimetic effects 
both in vitro and in vivo  [  28  ] . There are many other adipokines, such as  Apelin , 
which is an adipocytokine whose plasma concentration is increased in obesity, insu-
lin resistance, and hyperinsulinemia  [  29  ] . But also other factors that are secreted by 
adipose tissue include angiotensinogen, plasminogen activator inhibitor-1 (PAI-1), 
tissue factor and transforming growth factor-beta (TGF-beta), adipophilin, monobu-
tyrin, agouti protein, and factors related to pro-in fl ammatory and immune processes 
 [  30  ] . Although adipose tissue-derived hormones are identi fi ed every day, even those 
factors that were already characterized, such as leptin, require precise de fi nitions of 
their physiological effects, as many as 40% are novel genes  [  31  ] . The continued 
identi fi cation characterization of these novel genes is likely the endocrine function 
of adipose between energy homeostasis and systems.  

   Glucocorticoids: The Circadian Hormone 

 One of the most outstanding circadian hormones in our body is cortisol. The analy-
ses of its rhythms in plasma are one of the outcomes more frequently described in 
the classical chronobiology. It has been long established as a catabolic in nature, 
liberating energy substrates during times of stress to supply the increased metabolic 
demand of the body. The link between glucocorticoids (GCs) and excess adiposity 
is clearly demonstrated and well established clinically. However, the effects of GCs 
on adipose tissue metabolism are still contradictory. In fact, several studies have 
shown that the patients with elevated GCs, for example, individuals with Cushing 
syndrome  [  32  ]  or those on exogenous corticosteroid treatment  [  33  ]  present increased 
weight gain and visceral adiposity and are at increased risk for developing type 2 
diabetes mellitus  [  34,   35  ] . Although elevated GC levels seem to contribute to vis-
ceral fat accumulation, most obese individuals do not exhibit elevated peak plasma 
GC levels  [  36–  38  ] . Indeed, circulating GCs levels in obese patients might even be 
lower than in patients with normal weight, and intra-adipose GCs metabolism has 
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been hypothesized as the reason for this low GCs plasma concentration  [  39  ] . On the 
other hand, subjects with visceral obesity show perturbations of the cortisol diurnal 
rhythm, characterized by a signi fi cant decrease in cortisol variability suggesting that a 
pathological HPA axis response is associated with abdominal fat distribution  [  40  ] . 

 In this context, increased adipose tissue glucocorticoid exposure relies not only 
on glucocorticoid receptor ( GR ) availability but also on the local enzymatic inter-
conversion of active (cortisol in humans and corticosterone in rodents) and inactive 
(cortisone in humans and 11-dehydrocorticosterone (11DHC) in rodents) hormones. 
This interconversion is controlled by two isoenzymes of 11 b -hydroxysteroid dehy-
drogenase ( 11 b HSD1  and  11 b HSD2 ). But other enzymes can increase cortisol 
availability, such as steroidogenic acute regulatory protein ( STAR ), a key factor in 
steroidogenesis mediating the transfer of cholesterol from the outer to the inner 
mitochondrial membrane. 

 By contrast, cortisol can be inactivated by other enzymes, for example steroid 5- a  
reductase ( 5 a R ), an A-ring reductase that enhances cortisol clearance in peripheral 
tissues, mainly the liver  [  41–  43  ] . In addition, the action of these genes can be regu-
lated upstream by other factors which are crucial for the metabolism of adipose tissue 
such as  PPAR g  . This gene is an adipocyte-speci fi c nuclear hormone receptor. Agonists 
of PPAR gamma, such as TZDs, promote adipocyte differentiation and have insulin-
sensitizing effects  [  44  ] . Moreover, this is well established as  11 b HSD1  activity is 
regulated by  PPAR g    [  45  ] , and it is known that some of the bene fi cial effects of  PPAR g   
antidiabetic agents may result, at least in part, from the down-regulation of  11 b HSD1  
expression in adipose tissue  [  46  ] . The study of cortisol, and glucocorticoid receptors 
in adipose tissue, and their diurnal  fl uctuations is an important issue in obesity, from a 
chronobiological point of view, and perhaps could help us to clarify the important 
associations between stress, chronodisruption, and abdominal obesity.  

   Brown and White Adipose Tissue: 
Adipocytes or Stromal-Vascular Cells? 

 Although when we refer to adipose tissue, we consider it as a “whole”, it is impor-
tant to know that in adult mammals, the major volume of adipose tissue is a loose 
association of lipid- fi lled cells called adipocytes, which are held in a structure of 
collagen  fi bres. However, apart from adipocytes, adipose tissue contains stromal-
vascular cells including  fi broblastic connective tissue cells, leukocytes, mac-
rophages, and adipocyte precursor cells, known as pre-adipocytes (not yet  fi lled 
with lipid). In addition a combination of small blood vessels, connective tissue 
matrix, nerve tissue, stromovascular cells, and immune cells are also present  [  25  ] , 
functioning as an integrated unit. One of the most frequent problems in the study of 
adipose tissue is the dif fi culty in assessing from the genes studied which are 
expressed by adipocytes or by the stromal vascular cells, and technique and his-
tochemical and PCR techniques are helping us to clarify this aspect. 

 In mammals, mature adipocytes exist as two cytotypes, white and brown adipocytes, 
which are histologically distinct  [  47  ] . Whereas white adipocytes is characterized by 
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possessing lipids organized within one large and “unilocular” droplet which occu-
pies the majority of intracellular space, compressing the cytoplasm and nucleus into 
a thin visible rim  [  48  ] , brown adipocytes are organized into multiple smaller “mul-
tilocular” droplets and they are additionally characterized by their high content of 
large mitochondria packed with cristae within the cytoplasm. Moreover, brown adi-
pocytes are polygonal, have centrally placed nuclei, and are relatively smaller than 
white adipocytes  [  49  ] . 

 In this regard, mammals have two main types of adipose tissue: white adipose 
tissue (WAT) which contains white adipocytes, and brown adipose tissue (BAT) 
with brown adipocytes, each of which has different properties. While WAT is spe-
cialized in storing energy and is an important endocrine organ involved mainly in 
the control of weight regulation, the BAT is the main tissue regulating thermogen-
esis in response to food intake and cold  [  50  ] . Particularly, the WAT can be classi fi ed, 
depending on its distribution throughout the body in two major types: subcutaneous 
adipose tissue (SWAT or SAT) and visceral adipose tissue (VWAT or VAT) also 
called intra-abdominal adipose tissue (IAAT) (Fig.  3.2 ). SAT accumulates under the 
skin (known as peripheral fat mass) whereas VAT is located in the body cavity 
beneath the abdominal muscles and surrounding the intra-abdominal organs (well 
known as central fat mass).   

  Fig. 3.2    A representation of two computed tomography slides. Subcutaneous fat-type with promi-
nence of subcutaneous AT ( a ). Visceral fat-type: excess fat in the visceral compartment ( b )       
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   Visceral and Subcutaneous, Two Different Adipose Tissues 

 Several studies have demonstrated that both depots, visceral and subcutaneous, are 
structural, physiological and metabolically different  [  51,   52  ] . Indeed, the type of fat 
cells or adipocytes, their endocrine function, lipolytic activity and the response to 
hormones differ between both adipose tissues. From the structural point of view, 
visceral adipose tissue contains greater number of large adipocytes and higher vas-
cularity and innervation, in contrast to subcutaneous fat that possesses small adipo-
cytes. Moreover, there are regional variations in density, af fi nity, and signal 
transduction of several adipose tissue receptors. VAT shows elevated concentrations 
of glucocorticoid  [  53  ]  and androgen receptors  [  54  ] , whereas oestrogen has greater 
binding capacity in SAT  [  55  ] . Respect to adrenergic receptors, visceral fat presents 
an increased  b  

3
 -adrenoreceptor and  a  

2
 -adrenergic receptor sensitivity to cate-

cholamine stimulation compared with subcutaneous depot  [  56  ] . On the other hand, 
attending to physiological and metabolic differences, adipocytes from visceral adi-
pose tissue are insulin-resistant, whereas adipocytes from SAT become more insu-
lin-sensitive  [  57  ] . In general, visceral fat cells are metabolically more active than 
subcutaneous adipocytes, being hyperlipolytics and characterized to have higher 
rate of insulin-stimulated glucose uptake in contrast to SAT adipocytes which are 
more avid in absorption of circulating free fatty acids (FFAs) and triglycerides 
(TGs), preventing their deposition in non-adipose tissue  [  58,   59  ] . 

 All these functional differences may be related to their anatomical location  [  60  ]  
and various physiological, psychosocial and clinical factors in fl uence the amount 
and distribution of the adipose tissue throughout the human body, including sex, 
age, ethnicity, diet physical activity, hormone levels, among others  [  52  ] . Indeed, 
visceral fat accumulation has been associated to cause impaired glucose metabo-
lism, elevated blood pressure, and dislipidemia, and therefore it is considered to be 
a key player in the metabolic syndrome (MetS)  [  61  ] . Moreover, this body composi-
tion phenotype is linked to other pathological conditions including several malig-
nancies including prostate and colorectal cancers  [  62,   63  ] . On the other hand, 
peripheral fat mass is negatively correlated with atherogenic risk factors and 
improvement cardiovascular risk pro fi le  [  60  ] .  

   The “When” in the Adipose Tissue: A Peripheral Clock 

   Introduction 

 In recent years, numerous studies have provided the molecular mechanisms govern-
ing the regulation of circadian rhythms by neurons in the suprachiasmatic nucleus 
(SCN) of the anterior hypothalamus in the brain, the master circadian pacemaker 
 [  64  ] . In its simplest form, the molecular clock work consists of autoregulatory tran-
scriptional and translational feedback loops that have both positive and negative 
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elements, the  clock genes   [  65  ] . These genes, orchestrated by the SCN in due time, 
are necessary for creating and sustaining rhythms of 24 h. In addition, posttransla-
tional mechanisms such as protein phosphorylation, affect stabilization, degrada-
tion, and subcellular localization of clock proteins, thus contributing to the molecular 
clockwork  [  66,   67  ] . However, one of the most interesting outcomes in the chrono-
biological  fi eld has been the discovery of different peripheral clocks in many tissues 
and organs  [  68  ] . Peripheral clocks appear to be regulating rhythmicity of at least 
10% of the expressed genes within each tissue, and their  fi nding has revolutionized 
our understanding of how circadian and metabolic networks overlap to regulate 
physiologic processes in the whole organism  [  69  ] . 

 In this context, the current scienti fi c literature is replete with investigations pro-
viding a revolution in the study of adipose tissue biology. Many genes in adipose 
tissue show circadian rhythmicity  [  70  ] . Microarrays studies have documented that 
approximately 25% in humans and 50% in animal models of active genes expressed 
in adipose tissue follow a daily rhythmic pattern  [  71,   72  ]  and depending of the tis-
sue, between 10 and 30% of the total genes is under the control of the circadian 
molecular clock  [  73  ] . Thus, in a study, performed in human blood plasma and saliva, 
it has been demonstrated that approximately 15% of all identi fi ed metabolites are 
under circadian control and this strong effect of the endogenous circadian clock on 
multiple human metabolic pathways was independent of sleep or feeding  [  74  ] .  

   The Importance of “Time” in Metabolism of Adipose Tissue 

   Food Intake and Lipogenesis and Lipogenetic Processes 

 All discoveries discussed above are clear evidences that in the metabolism of the 
adipose tissue it is important not only to understand the “what” and the “how” but 
also the “when” of the metabolic processes. Moreover, since the antagonism of 
many of the metabolic processes that occur in adipose tissue, it is expected that not 
all occur simultaneously. For example, mammals show alternating cycles of  lipo-
genesis and lipolysis . Speci fi cally in humans during the night (low activity period), 
there is a predominance of lipolytic activity, responsible of the body fat utilization, 
which reduces the frequency of hunger signals and, in consequence, reduces the 
need for food. In contrast, during the day, l ipogenesis  predominates, in order to 
ful fi ll energy needs during the activity period  [  75  ] . Indeed, several studies per-
formed in metabolome and proteosome, point out to the presence of circadian rhyth-
micity in approximately 75% of the total lipids having their acrophases early in the 
morning and at 12 h, around the time of food intake  [  74  ] . 

 Taking in consideration all these metabolic processes, we can suggest that time 
is important in adipose tissue and this tissue must be synchronized with different 
organs and tissues implicated in the food intake processes in order to be able to 
accumulate fat or mobilize it in the proper time. For that reason we can speculate 
that in adipose tissue, the genes implicated in these processes display also circadian 



38 P. Gómez-Abellán and M. Garaulet

rhythmicity in their expression and temporally are very precisely organized. In this 
sense, Gimble et al. in a study performed in humans have described that if a meal 
occurs out of phase with lipoprotein lipase (LPL) expression levels, an adipocyte-
derived circulating enzyme (responsible for clearing circulating triglycerides), the 
individual may be prone to store circulating FFA in ectopic tissues, producing lipo-
toxicity and as a consequence hepatic, muscular or pancreatic comorbidities and 
MetS  [  76  ] . For this reason the circadian deregulation correlates with increased risk 
of obesity and its comorbidities as cardiovascular disease, diabetes and insulin 
resistance among other.  

   Circadian Rhythmicity in Adipokines 

 Other evidence that suggest a close relationship between circadian rhythms and 
adipose biology could be the fact that 24 h rhythms have been reported in the plas-
matic concentration of leptin and adiponectin in humans  [  77,   78  ] , being both adi-
pokines. For example, leptin plasma levels during day are variables  [  77  ] . Normally, 
its peak is coinciding with the inactivity phase. Thus, in diurnal animals, such as 
humans, plasmatic leptin is high during night, when appetite decreases, and low 
during the day, when hunger increases  [  79  ] . However, in nocturnal animals, such 
rodents, its peak is during the early to mid-light phase  [  80  ] . With respect to adi-
ponectin, Gavrila et al. showed that the 24-h variations of serum adiponectin was 
nearly identical and followed those of cortisol, but were out-of-phase with leptin 
diurnal rhythms in healthy men  [  78  ] . 

 Circadian clocks have been shown to be present in adipose tissue of experimental 
animals  [  81  ]  revealing rhythmic expression of clock and adipokines genes, such as 
resistin, visfatin, and adiponectin  [  82  ] . Moreover, diurnal variations in the sensitiv-
ity of adipose tissue to adrenaline-induced lipolysis persist ex vivo, suggesting that 
the intrinsic nature of the adipocyte exhibits a diurnal variation  [  83  ] . There are mul-
tiple works that show how circadian clock regulates metabolism in the adipose tis-
sue  [  84  ] .  

   Adipocytes Differentiation and Adipogenesis 

 It is well known the implication of clock genes in the adipocytes differentiation as 
well as in the control of adipogenesis and lipid metabolism  [  85,   86  ] . In this sense it 
has been crucial the availability of genetic models of circadian disruption because 
they have provided us new opportunities to dissect the interrelationship of circadian 
and metabolic systems. In fact, experimental studies performed in clock genes 
knockout mice showed how embryonic  fi broblast failed to differentiate into adipo-
cyte, and loss of clock genes led to a signi fi cant decrease in adipogenesis and gene 
expression of some key adipogenic/lipogenic factors  [  86  ] . On the contrary, overex-
pression of clock genes in adipocytes resulted in an increased lipid synthesis activity 
 [  86  ] . Other studies performed in “fat body” of Drosophila showed that  PAR domain 
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protein 1  ( Pdp1e ) ,  equivalent to mammalian  ROR a  , modulated a circadian output 
gene linked to starvation and feeding  [  87,   88  ] .  

   Other Key Nutrient Sensors 

 Additional key nutrient sensors that have been implicated in the cross-talk between 
circadian rhythms and metabolism are PPAR g  and the coactivator PGC1 a  (PPAR g  
coactivator). PPAR g  is rhythmically expressed and directly regulates  Bmal1  tran-
scription, and mice lacking PPAR g  exhibit reduced rhythmicity of clock gene 
expression. 

 All these data indicate the importance of circadian rhythms and time in adipose 
tissue metabolism of experimental animals.   

   The Adipose Tissue: A Peripheral Clock 

 One of the most interesting discovers in the last times, related to obesity is the exis-
tence of a peripheral clock in human adipose tissue. Thus, it have been recently 
reported that clock genes are expressed in both human subcutaneous and visceral fat 
at a certain time of day  [  89  ]  and this expression was sex dependent  [  90,   91  ] . But in 
addition to the basal expression, it has been showed that both negatives ( PER2  and 
 CRY1 ) and positives ( CLOCK  and  BMAL1 ) clock genes, showed circadian rhyth-
micity in its expression and oscillated independently of the suprachiasmatic nucleus 
in both adipose tissue explants ex vivo for at least two circadian cycles after surgery 
in morbidly obese women  [  92,   93  ] . These  fi ndings show the presence of active cir-
cadian clock mechanisms in human adipose tissue, being de fi ned as a peripheral 
circadian oscillator. 

 Otway et al. conducted the  fi rst study to evaluate human adipose tissue circadian 
gene oscillations in vivo using serial biopsies, documenting that the oscillatory 
mRNA pro fi le for core circadian genes was independent of body mass index  [  94  ] . 
These data are in contrast to experimental animals as rodents, in whom obesity 
attenuates circadian genes amplitude  [  82  ] . 

   The Clock Control genes 

 Clock genes in fat tissue are also capable of modulating other genes, the so-called 
 Clock Control Genes  ( CCG ) ,  which are not directly involved in the clock machinery 
but are able to induct the expression of many target genes. In this respect our own 
research group have published that different genes implicated in adipose tissue 
metabolism display circadian expression  [  92  ] . This is the case for  PPAR g  , a nuclear 
transcriptor factor which stimulates adipocyte differentiation, or circulating levels 
of certain hormones and cytokines highly related to adipose tissue, including 
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adiponectin, leptin, tumour necrosis factor- a , interleukin-6 and plasminogen activator 
inhibitor-1 (PAI-1). Thus, several studies have demonstrated that some of these 
factors regulated by  PPAR g   have displayed a strong circadian pattern. Among these, 
adipokine genes as adiponectin ( ADIPOQ ) which displays a protective role against 
MetS disturbances, and leptin ( LEP ) closely related to the intake control  [  97,   98  ] . 
Although also their receptors,  ADIPOR1  and  ADIPOR2 , and  LEPR   [  97,   98  ] . Other 
genes which oscillate with a circadian rhythm in culture of adipose tissue, are the 
cortisol metabolism-related genes ( GR ,  11 b HSD1, 11 b HSD2, STAR  and  5 a R ), 
highly implicated in food intake and central accumulation of fat  [  99  ] .   

   Techniques in the Assessment of a Peripheral Clock 
in adipose tissue 

 The study of circadian rhythms in human adipose tissue has several technical limita-
tions. The quantity of fat needed to assess different points increases, together with 
the ethical reasons make dif fi cult to assess circadian rhythmicity in adipose tissue in 
normal weight patients, so most of the studies are made in morbid obese patients. 
Still, there are varied experimental approaches that have been employed to study 
adipose tissue from the chronobiological point of view (Table  3.1 ). 

    (a)     In vivo 

     – Single time point analyses.  
 The easiest analysis is to take a biopsy of adipose tissue and analyze adipose 
tissue clock gene expression. This can be performed from subcutaneous fat by 
kneel aspiration, or during surgery where you can also access to visceral fat. 

 This was the method initially used by our group, to assess for the  fi rst time 
the expression of clock genes in human adipose tissue and their correlations 
with metabolic syndrome characteristic. Although these experiments pro-
vide useful preliminary data linking regional adipose clock gene expression 
with metabolic status, they are nonetheless subject to the disadvantage that a 
single time point analysis does not permit interpretation of temporal changes 
in clock genes expression.  
    – Serial sampling of biopsies  
 Two studies have now described temporal changes in gene expression using 
serial subcutaneous adipose biopsies. In the  fi rst of these studies, three biop-
sies were collected in the morning, afternoon and evening from individuals; 
using array analysis it was estimated that approximately 25% of the human 
adipose transcriptome undergoes diurnal regulation  [  71  ] . 

 In a subsequent study, diurnal gene expression in individuals who were 
lean, mildly obese or obese with type 2 diabetes has been analyzed  [  94  ] . 
Biopsies were then collected every 6-h across a 24-h period from the upper 
buttock region, containing metabolically active adipose tissue  [  100  ] . Robust 
rhythms in all clock genes measured were observed and also in genes that 
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have been linked to both circadian and metabolic function. Surprisingly, and 
in contrast to data from a similar mouse experiment  [  82  ] , no signi fi cant dif-
ferences in gene expression between our three experimental groups were 
found. 

 These studies are rather important particularly to assess potential differ-
ences between obese and normal-weight patients. However, these studies 
cannot answer the question about the existence of a peripheral clock in adi-
pose tissue taking into account that circadian variability could be related to 
the in fl uence of the SCN, not to the presence of a peripheral clock in the 
adipose tissue. 

   Table 3.1    Techniques in human adipose tissue circadian rhythmicity   

 Method  Advantage  Disadvantage 

 (a)  In vivo techniques  
 Single time point 

analyses 
 Study of both subcutaneous and 

visceral adipose tissue 
in vivo 

 Provide useful preliminary data 
linking regional adipose 
clock with metabolic status 

 Dif fi cult interpretation of temporal 
changes in clock genes 
expression 

 Serial sampling of 
biopsies 

 Analyses of in vivo rhythms 

 Useful as a general marker for 
human metabolic rhythms 

 Dif fi cult to check if the clock is 
independent of the SCN 

 Dif fi cult to determine the circadian 
pattern because sampling is in 
general limited to two or three 
samplings 

 Cannot compare subcutaneous and 
visceral fat 

 (b)  In vitro techniques  
 Adiopocyte cells 

 Adipose tissue explants 

 Study of both subcutaneous and 
visceral adipose tissue 

 Identi fi cation of endogenous 
adipose rhythms 

 Study of both subcutaneous and 
visceral adipose tissue 

 Identi fi cation of endogenous 
adipose rhythms 

 Does not re fl ect in vivo state of 
cells 

 Limited tissue/sampling resolution 

 Dif fi cult to relate results to in vivo 
physiology 

 (c)  Other techniques  
 Bioluminescence 

imaging of cell 
culture 

 Study of both subcutaneous and 
visceral adipose tissue 

 Identi fi cation of endogenous 
adipose rhythms without 
sampling at different times 
of day 

 Report high temporal resolution 
from a small amount of 
tissue 

 Need living cells 

 Can be done in a whole animal but 
not in human 

  Table adapted from Johnston JD  [  115  ]   
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 Moreover, it is dif fi cult to determine the circadian pattern because sampling 
is in general limited to two or three samplings. 

 A third limitation is that we cannot compare subcutaneous and visceral fat.     
    (b)     In vitro techniques  

 In vitro techniques are useful to assess the presence of a peripheral clock, 
because if rhythmicity persists in vitro, it may indicate the presence of a periph-
eral clock in the tissue, which is isolated to the SCN in fl uence. These studies 
can be performed in:

     – Adipocyte cells  
 Authors have studied rhythms in human adipocyte cells differentiated from  –
adipose-derived stem cells (ASCs)  [  96  ] . The disadvantage of this procedure 
is that it does not re fl ect in vivo state of cells.  
    – Adipose tissue explants  
 These experiments also allow the study of both adipose depots and in addi- –
tion the identi fi cation of endogenous adipose rhythms. In our group demon-
strated the existence of the peripheral clock in human adipocytes by 
demonstrating the following statements:   

   1.    Adipose tissue expresses clock genes  
   2.    Clock genes  fl uctuate during 24 h, even outside the body  
   3.    Clock gene expression is related to the protein expression  
   4.    Clock genes may in fl uence the circadian variability of clock control genes 

(CCG) and outstanding genes in adipose tissue metabolism. 

 A single biopsy from both subcutaneous and visceral regions is split into 
explants which are cultured and then collected for analysis, typically at 6-hourly 
intervals over a 24 h period. However, the technique does also provide some 
disadvantages. Firstly, temporal resolution of the analysis is limited by the 
amount of tissue that can be surgically removed by the current laparoscopic 
techniques. Our own experience shows that at least 12 g of fat are needed of 
each depot to de fi ne the rhythms of 24 h of any gene with six sampling points. 
This is heightened when the study is conducted in lean subjects, which normally 
do not have much fat tissue. Secondly, by moving the tissue into an in vitro 
environment, it is dif fi cult to relate results to in vivo physiology. 

 Another important consideration when studying adipose tissue is its heteroge-
neous nature. Most, if not all, of the adipose cell types contain their own endog-
enous clock. Furthermore, the relative composition of adipose tissue varies 
depending upon metabolic state; for instance, obesity is characterized by 
increased macrophage in fi ltration into the tissue. However, in a recent study  [  95  ]  
we have performed the histological analysis to assess possible macrophages con-
tamination in human explants of adipose tissue from obese subjects. Our results 
showed that major changes in gene expression were exclusively a consequence 
of a differential transcription pattern in adipocytes. Despite these data, in most 
cases is the uncertainty of which cell type(s) are contributing towards the 
observed rhythmicity.      
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    (c)     Other techniques 

     – Bioluminescence imaging of cell culture  
 This technique has proven to be useful for detecting protein-protein inter-
actions, for tracking cells in vivo, and for monitoring the transcriptional 
and post-transcriptional regulation of speci fi c genes with a high temporal 
resolution from a small amount of tissue. Recent applications have included 
longitudinal monitoring of tumour progression  in vivo , and monitoring cir-
cadian rhythms with single-cell resolution  [  101  ] . In this sense, our own 
research group using this technique is developing the protocol to measure 
the circadian expression of clock genes in human adipocytes without sam-
pling at different times of day.         

   A Map of Phases in Adipose Tissue 

 Energy metabolism and circadian systems have evolved together over millions of 
years to optimize internal coordination among multiple physiological and molecular 
processes. The adipose tissue is a metabolically active organ presenting a highly 
rhythmic behaviour  [  84  ] . Each cytokine has to be secreted at the right time and order 
in order to achieve a concerted function. To date, most published studies have been 
discussed as if organisms showed only one or few circadian rhythms at a time; how-
ever, circadian rhythmicity is exhibited by many variables simultaneously, raising the 
issue of how do the multiple rhythms relate to each other to generate a precise inter-
nal temporal order which is relevant to maintain health. Thus, an adequate temporal 
order in the daily pattern of genes the different cytokines and proteins implicated in 
adipose tissue metabolism could have important consequences not only in body fat 
distribution but also in the metabolic alterations associated to obesity. 

 Therefore, a recent study performed by our group of research has provided an 
overall view of the internal temporal order of circadian rhythms in human adipose 
tissue represented in a phase map (Fig.  3.3 )  [  102  ] . The data included various genes 
implicated in metabolic processes such as energy intake and expenditure, insulin 
resistance, adipocyte differentiation, dyslipidemia, and body fat distribution, and 
indicated that circadian rhythmicity of the genes studied followed a predictable 
physiological pattern, particularly for subcutaneous depot.  

   Timing Interconnections Among Different Adipokines 

 It is well known that feeding is subject to circadian regulation  [  84  ] . Indeed, food 
intake is a major physiological function in animals and must be entrained to the 
circadian oscillations in food availability  [  103  ] . As expected, leptin ,  anorexigenic 
hormone, showed its acrophase (maximum expression) during the night (at 0200 h) 
in adipose tissue, coinciding with works performed in human plasma and other that 
demonstrate that leptin and other humoral signals are capable of communicating the 
nutritional state of the organism to the hypothalamic centres that control hunger and 
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satiety, in a circadian-dependent manner  [  79,   104  ] . The nocturnal increase in leptin 
levels indicates its role as a satiety hormone, favouring fasting and nocturnal rest. 

  Adiponectin,  the adipose tissue most abundant secreted protein, is highly impli-
cated in glucose metabolism  [  105  ] . It has been called the fat-burning molecule 
because it is able to redirect fatty acids to the muscle for their oxidation. The expres-
sion of adiponectin ( ADIPOQ ) achieved its zenith (maximum) during the morning 
(at 1000 h) which could be implicated in the maximal withdrawal of fatty acids, and 
the improvement in glucose tolerance and that time  [  97  ] . 

 Of note are the relationships between  ADIPOQ, LEPTIN,  and glucocorticoid-
related genes circadian pro fi les and these data in human adipose tissue are consis-
tent with previous  fi ndings in serum adiponectin and leptin variations showing 
out-of-phase 24-h pro fi les  [  78  ] . With respect to cortisol receptor ( GR ),  ADIPOQ  
followed similar 24-h rhythmicity. However, although  ADIPOQ  and  GR  reached 
peak levels around the same time,  ADIPOQ  reached its acrophase 2 h after  GR . 
These results are consistent with previous data obtained in plasma from healthy 
men, and highlight the tightly interactions between AT proteins  [  78  ] . 

  Fig. 3.3    Rhythmic expression of genes studied: (leptin and its receptor ( LEPR ), adiponectin and 
its receptors ( ADIPOR1  and  ADIPOR2 ), clock genes ( PER2, BMAL1,  and  CRY1 ) and glucocorti-
coid metabolism-related genes ( PPAR g , GR, HSD1, HSD2,  and  5aR )) in human subcutaneous ( a ) 
and visceral adipose tissue ( b ). Adipose depots were isolated at 6-h intervals over the course of the 
day from adipose tissue cultures (time at 0, 6, 12, and 18 h). Results are presented relative to the 
lowest basal relative expression for each gene. Data of relative expression are represented as arbi-
trary units (AU). Data are reported as means       
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  PPAR g   could be also related to  ADIPOQ  circadian pattern. In fact, the high 
expression of  PPAR g   during the morning (0800 h), located at the beginning of the of 
the daily activity, is consistent with results obtained in nocturnal mammals  [  106  ]  
and could be in fl uencing the further increase in  ADIPOQ  expression and the increase 
in insulin sensitivity during this time of the day. 

 Other genes studied,  glucocorticoid-related genes such as GR, and the isoen-
zyme 11 b -hydroxysteroid dehydrogenase type 1, (HSD1), s howed their acrophase in 
the morning (around 0800 h). It has been described that in all species the maximum 
of corticosteroid rhythms occurs just before or at the onset of activity  [  107  ] . In 
plasma, similarly to what happened in the case performed in adipose tissue, gluco-
corticoids start to climb from baseline levels about 4–5 h prior to the time of wak-
ing, reaching a peak near the time of waking  [  40  ] . Over the course of the day they 
fall, reaching low or undetectable levels an hour or two before bedtime. 

 It is well known that the corticosteroid rhythm is normally tightly synchronized 
to the day–night and sleep–wake cycles. The antiphase relationship between leptin 
and glucocorticoids shown in the current study is reasonable considering that both 
hormones are strongly interrelated  [  108  ]  and they exert opposite functions in food 
intake regulation. While leptin displays an anorexigenic role, glucocorticoids 
increase appetite (orexigenic function). In fact, in a previous work performed in 
plasma, leptin ultradian pulses were also inversely correlated with those of ACTH 
and cortisol  [  78  ] .  

   Causation 

 Regarding the existence of an internal temporal order, an interesting issue concerns 
causation. Currently, circadian physiologists try to elucidate which genes can be 
driven by the circadian molecular clock and therefore can be considered as Clock 
Controlled Genes (CCGs). This is a very dif fi cult question to answer. However, if 
we observe the clock genes circadian rhythms in the phase map, the advance of 
phases that suffered  BMAL1  and  CRY1  in visceral with respect to subcutaneous AT, 
was accompanied with a phase advance in most of the genes studied. Particularly, 
for  PPAR g   and Glucocorticoid-related genes. Moreover, the phase-relationship of 
 BMAL1 , and  PPAR g   is maintained in both AT depots. Previously, it has been 
described that  PPAR g   is a CCG, which is activated by the positive limb, the hetero-
dimmer CLOCK-BMAL1. Moreover, in a study performed in mPer2−/− mice the 
glucocorticoid rhythms disappeared suggesting that corticosteroids could be con-
sidered as CCGs  [  109  ] .  

   Differences Between Visceral and Subcutaneous AT 

 Visceral AT behaved in a different way than subcutaneous for most of the genes 
studied. Differences were more evident for leptin and glucocorticoids-related genes, 
both highly related to food intake. The unexpected lower values of leptin and higher 
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values of glucocorticoid-related genes during night hours in visceral AT could be 
accounting for food intake behavioural alterations already described in subjects 
with a predominance of visceral fat  [  40  ] . Night eaters are typically abdominal obese, 
show anorexia in the morning, hyperphagia in the evening and insomnia at night 
with frequent awakenings accompanied by food intake  [  110  ] . 

 In subcutaneous fat, from the total genes analyzed adiponectin showed the high-
est circadian rhythmicity, followed by  PPAR g   and  PER2 . For instance, in visceral 
fat, glucocorticoid-related genes were the genes with the highest amplitude. These 
data reinforce the particular relevance of adiponectin in subcutaneous and glucocor-
ticoids in visceral fat, already described in previous researches (Fig.  3.4 )  [  105,   111, 
  112  ] . In general the relative amplitude of the genes studied was high in this study, 
as compared previous work carried out in different organs or tissues  [  113,   114  ] .     

  Fig. 3.4    A phase map of circadian rhythms of several genes (leptin and its receptor ( LEPR ), adi-
ponectin and its receptors ( ADIPOR1  and  ADIPOR2 ), clock genes ( PER2, BMAL1,  and  CRY1 ), 
and glucocorticoid metabolism-related genes ( PPAR g , GR, HSD1, HSD2, STAR,  and  5aR )) impli-
cated in human adipose tissue metabolism subcutaneous adipose tissue ( a ), visceral adipose tissue 
( b ). This  fi gure shows the acrophase (time of occurrence of the best- fi t maximum value) of numer-
ous rhythms. The mean values of acrophases are plotted ± SEM       
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   Conclusion 

 For many years, adipose tissue has been considered a single stock of fat tissue. But 
this idea has completely changed since the last time and today the adipose tissue is 
de fi ned as a true endocrine organ capable of synthesizing numerous cytokines and 
other factors that are involved in the metabolism. In addition, the presence of an 
active circadian clock in adipose tissue depots suggests that there is a temporal 
component to the regulation of adipose tissue function. Metabolism and mainte-
nance of energy homeostasis require functional coordination among individual adi-
pose depots and other metabolically active tissue sites, to insure proper nutrient/
energy  fl ux and substrate use by the organism. Therefore, further investigations of 
circadian rhythms in adipose tissues will provide insight into the physiology of 
energy homeostasis and the etiology of metabolic diseases such as obesity.  

   Summary Points 

    Adipose tissue, until recently, considered a single stock of fat tissue, is today • 
de fi ned as a true endocrine organ capable of synthesizing numerous cytokines 
and other factors that are involved in the metabolism.  
  The current scienti fi c literature is replete with investigations providing a revolu-• 
tion in the study of adipose tissue biology. Many genes in adipose tissue show 
circadian rhythmicity.  
  Many of the genes that show circadian rhythmicity in its expression in adipose • 
tissue are involved in important metabolic processes such as energy intake and 
expenditure, insulin resistance, adipocyte differentiation, dyslipidemia, and body 
fat distribution.  
  An adequate temporal order in the daily pattern of genes the different cytokines • 
and proteins implicated in adipose tissue metabolism could have important con-
sequences not only in body fat distribution but also in the metabolic alterations 
associated to obesity.         
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  Abstract   Regularly alternating periods of light and darkness, such as normally occur 
with the rising and the setting of the sun, are essential for the maintenance of undis-
turbed circadian rhythms in all organisms including humans. The light–dark environ-
ment, as detected by specialized photoreceptors in the retinas, impacts the endogenous 
circadian clock in the anterior hypothalamus, the suprachiasmatic nuclei. These 
nuclei, via both neural and humoral signals, communicate with cells throughout the 
organism to establish regular circadian rhythms. The introduction of arti fi cial sources 
of light roughly 150 years ago has signi fi cantly undermined the naturally occurring 
light–dark environment and, likewise, has disturbed circadian rhythms since light is 
now available at unusual times, i.e., at night. Light at night is known to cause circadian 
disruption and melatonin suppression. Of many potentially pathophysiological conse-
quences of these arti fi cial light-mediated changes, female breast cancer has become of 
major interest. Additionally, however, there is currently data suggesting that not only 
breast cancer, but cancer in general, cardiovascular diseases, insomnia, metabolic syn-
drome, and affective and cognitive disorders may be aggravated by the increased 
exposure to light at night, which is inevitable in well-developed societies that have 
undergone extensive electri fi cation.  
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  Abbreviations  

  SCN    Suprachiasmatic nucleus   
  CD    Chronodisruption   
  LD    Light–dark   
  LAN    Light at night   
  ACTH    Adrenocorticotropic hormone   
  BMAL1 or ARNTL or MOP3    Aryl hydrocarbon receptor nuclear translocator-like   
  PER2    Period homolog 2 (Drosophila)   
  CLOCK    Circadian locomotor output cycles kaput   
  MetS    Metabolic syndrome   
  WT    Wrist temperature   
  BP    Blood pressure         

   Introduction 

 Clearly, circadian rhythms are so commonplace in animal and human physiology 
that, a priori, we must assume they are relevant to optimal function. Indeed, this fact 
is becoming progressively more apparent as scientists examine 24-h variations in 
the physiology of organisms, organs, cells and cellular organelles  [  1–  3  ] . With an 
estimated 10–20 % of the genes in each cell under control of the central oscillator, 
the suprachiasmatic nuclei (SCN) in the anterior diencephalon, it is easy to envisage 
that disturbances of these clock mechanisms, particularly when repeated or chronic, 
may well lead to pathologies. 

 While the SCN exhibits an intrinsic rhythm of approximately 24 h, correspond-
ing roughly to the normal environment light–dark cycle, it is not precisely of 24-h 
duration. Thus, light information detected by specialized ganglion cells (the intrin-
sic photoreceptive ganglion cells, i.e.,  ip RGC)  [  4–  6  ]  in the retinas and the transfer 
of this information via the retinohypothalamic tract to the SCN, serves as an impor-
tant and critical Zeitgeber for the central oscillator. This, in turn, in fl uences the cir-
cadian physiology of all peripheral oscillators. Thus, whereas cells in organs 
throughout the body are incapable of direct photoreception, they do receive infor-
mation as to whether it is day or night from the central clock and they adjust their 
functions accordingly. 

 The means by which the SCN conveys circadian information to the peripheral 
cellular oscillators includes both neural and humoral messages. One important 
humoral message is the melatonin signal from the pineal gland  [  7  ] . Due to informa-
tion detected by the  ip RGC of the retina and relayed through the SCN, the pinealo-
cytes are apprised of the prevailing light–dark environment. During the day messages 
from the  ip RGC render the SCN dormant relative to its ability to activate the pineal 
gland. During darkness, the SCN, via a circuitous neural route that involves portions 
of the central and peripheral sympathetic nervous system, stimulates the pinealocytes 
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to synthesize and quickly release the chemical mediator, melatonin  [  7,   8  ] . This 
agent then circulates throughout the body and informs, perhaps every cell, of the 
prevailing photoperiodic environment so that functional adjustments can be made 
 [  9,   10  ] . 

 Considering that the circadian system is composed by multiple body clocks, it is 
important to note that, aside from light–dark in fl uences to the SCN, other peripheral 
oscillators are very sensitive to non-photic synchronizers such as feeding time, 
scheduled exercise, sleep time and social contacts. This complexity, together with 
the weakness of exposure to synchronizers in developed countries, makes the circa-
dian system prone to suffer from chronodisruption (CD).  

   What Causes Chronodisruption? 

 Circadian disruption or CD is de fi ned as a relevant disturbance of the internal tem-
poral order of physiological and behavioral circadian rhythms. It is also a break-
down of the normal phase relationship between the internal circadian rhythms and 
24-h environmental cycles. In our modern society, CD may be common in several 
conditions such as jet lag, shift work, light at night, or social jet lag  [  11  ] . In addition 
clock gene polymorphisms and aging may have also chronodisruptive effects. Thus, 
CD can be induced by any impairment of the inputs, oscillators and outputs 
(Fig.  4.1 ).   

   Inadequate Inputs 

   Importance of a Regular Light–Dark Cycle 

 Since the light–dark (LD) cycle regulates the 24-h melatonin synthesis/secretion 
rhythm, it is obvious that perturbations of this regularly recurring cycle would like-
wise alter the melatonin message leading to misinformation being sent to the periph-
eral cellular clocks. Throughout eons of evolution, disturbances of the LD 
environment did not occur since the SCN was regulated and the melatonin rhythm 
was determined exclusively by the rising and the setting of the sun. Only after the 
invention of the arti fi cial light source by Thomas Alva Edison in 1879 were humans 
capable of imposing the LD cycle they desired. This was a major turning point for 
circadian biology since it allowed humans to inadvertently alter an important basic 
system, the circadian system, and to also perturb the melatonin rhythm. These per-
turbations in the melatonin rhythm could not be ignored by the peripheral cellular 
oscillators and they then were required to make unexpected adjustments to their 
physiology at unusual times. Not surprisingly, these atypical changes of a very basic 
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rhythm, which had been unvarying throughout evolution, would be expected to 
cause abnormal physiology and perhaps pathologies  [  2,   12,   13  ] . 

 Already several decades ago it was shown that the exposure of animals or humans 
to light at night (LAN) depresses elevated nighttime melatonin levels, i.e., it changes 
the melatonin message  [  14–  18  ] . Since these early discoveries in this  fi eld, numer-
ous subsequent investigations have more precisely de fi ned the mechanisms by 
which LAN inhibits the synthesis and discharge of melatonin, thereby destroying its 
regular circulating rhythm  [  6,   7  ] . 

 LAN has a number of unnatural effects on the circadian system and on pineal 
melatonin production. In the well-developed countries of the world where electric-
ity is readily available, it is usual to turn on manufactured lights at the time the 

  Fig. 4.1    Causes and consequences of chronodisruption. Circadian disruption is the result of an 
abnormal phase relationship between the rhythms regulated by endogenous oscillators ( solid line ) 
and activity-controlled physiological processes ( dotted line ). Chronodisruption can be induced by 
factors related to the following: (1) Impairment of the inputs to the circadian pacemaker: low con-
trast between day and night synchronizing agents (continuous light, frequent snacking, low levels 
of physical exercise, etc.); exposure to zeitgebers of different periods or unusual phasing (i.e., light 
at night, nocturnal feeding, nocturnal physical exercise) or by frequent shifts in the time provided 
by zeitgebers (i.e., jet lag, shift work). (2) Circadian oscillators: the uncoupling between different 
subpopulations of oscillators inside the SCN caused by aging or clock gene alterations and the 
uncoupling between central pacemaker and peripheral oscillators also result in chronodisruption. 
(3) Outputs: the suppression of nocturnal melatonin and the loss of cortisol rhythm are also chro-
nodisrupters. CD is related to the increasing risk of developing certain diseases and with the 
impairment of preexisting pathologies       
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sunsets. Likewise, when humans awaken in the morning and it is still dark, their  fi rst 
activity is to turn on a light. What this obviously means is that humans are no longer 
allowing the natural LD cycle to regulate their SCN and the production of melatonin; 
rather they unwittingly manipulate these processes with the misuse of arti fi cial light. 

 In the situation summarized above, where light is extended into the normal period 
of darkness and light exposure also occurs in the morning before sunrise, the SCN 
must adjust its signaling processes accordingly; one result of this imposed arti fi cial 
light is a shortening of the nightly duration of melatonin production by the pineal 
gland  [  19  ] . Thus, in highly industrialized societies, humans have become relatively 
melatonin de fi cient since they truncate the normal period of darkness and, thereby, 
the duration of elevated melatonin. 

 In general, the only time humans are in darkness is when they sleep. Thus, depend-
ing on their nightly sleep duration, which is also becoming progressively shorter in 
developed societies  [  20,   21  ] , the total amount of melatonin produced may be reduced 
by 50 % or more relative to what would have been generated had they been exposed 
to the natural LD cycle. Given the multiple bene fi cial actions of melatonin  [  22–  25  ] , a 
50 % loss of the total amount of melatonin nightly would be expected to have conse-
quences, including negative effects, i.e., pathologies,  [  26–  28  ] . 

 A second danger of the availability of manufactured light is the ability of humans 
to acutely expose themselves to light during the normal dark period. During the 
night, the  ip RGC detect the light that is actively imposed and they signal the SCN 
that it is “day,” when in fact it is night. The SCN, in turn, communicates with organs 
throughout the organism, including the pineal gland, and provides them with misin-
formation. Even though the information received is inappropriate for the time, 
molecular and physiological adjustments are made by peripheral organs consistent 
with the normal daytime period. Thus, the physiology of these cells is no longer in 
synchrony with the normal LD cycle. This incoordination results in chronodisrup-
tion  [  10  ] , a situation which could certainly lead to pathophysiologies  [  2,   13,   15,   29  ] . 

 One conspicuous result of acute bright light exposure at night is a rapid plum-
meting of circulating melatonin levels  [  14,   17  ] . This abnormal drop in blood mela-
tonin is also “read” by numerous cells throughout the body and, since melatonin 
values are normally low only during the day, again the peripheral organs are misled 
as to time. Such severe perturbations and dyssynchrony between organ physiology 
and the prevailing LD environment would not surprisingly be expected to cause 
functional casualties. 

 There is one other hazard associated with the massive electri fi cation that has 
occurred in many places in the world. In cities especially, LAN has become unavoid-
able because of light pollution. Photographs of America, Europe, Japan, etc., taken 
from outer space at night reveals the degree of light pollution that has taken place in 
recent decades and predictably will become progressively worse in the years ahead. 
What this means is that it is becoming more dif fi cult for humans to avoid LAN and, 
as a result, we may be becoming progressively more chronodisrupted. Moreover, in 
the sleeping environment it is sometimes dif fi cult to evade transpass light, i.e., light 
that is out of the control of the person being exposed. The degree to which light 
pollution, transpass light, etc., impacts circadian physiology and pineal melatonin 
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production has not been well de fi ned, but deserves close scrutiny. Finally, parents 
should be discouraged from permitting their children to sleep in a lit room because 
they are intimidated by darkness. In the case of children, LAN may be particularly 
harmful since this is the age at which their circadian system is maturing. Presumably, 
any pathologies that may develop as a result of chronic chronodisruption may appear 
years or even decades after the disturbances have occurred. 

 Consequences of disturbing the light–dark cycle, as already mentioned, the 
extension of the light phase into the normal period of darkness and likewise truncat-
ing the night by arti fi cial light exposure in the morning, limits the total amount of 
melatonin that would normally be produced in a seasonally appropriate LD cycle. 
While these maneuvers reduce the total quantity of melatonin produced, they do not 
eradicate its basic circadian rhythm  [  19  ] . The reduction in the total amount of mela-
tonin produced during a 24-h period by itself may, however, be consequential in 
terms of at least one pathophysiological state, i.e., cancer  [  23,   30–  32  ] .  

   Sleep Deprivation 

 In addition to limiting the quantity of melatonin generated nightly, the excessive use 
of light in the evening and in the morning is usually associated with abbreviated 
nightly sleep periods. Adequate sleep is also essential for optimal health  [  33  ] . The 
daily sleep interval is becoming shorter in a number of countries. For example, in 
the USA the nightly sleep period has been dropping over the last half century. In the 
1960s, the duration of sleep by US citizens was on the order of 8 h; the current best 
measures indicate that this is currently about 6.5 h  [  34  ] . Since sleep duration is usu-
ally associated with dark exposure, there has been a corresponding drop in mela-
tonin production in the last 50 years as well. In addition to the obvious reduction in 
work ef fi ciency that accompanies sleepiness, the health consequences of insuf fi cient 
rest combined with reduced melatonin are likely also substantial  [  15,   29  ] . 

 Virtually all studies that have examined a possible association between nightly 
sleep duration and cancer, most often female breast cancer, have found a relation-
ship, i.e., short sleep correlated with elevated cancer incidence  [  35–  37  ] . Each of 
these workers also noted that reduced sleep likely also meant limited elevated mela-
tonin levels every night. Considering the multiple means by which this indole inhib-
its tumors, its reduction would likely be a contributing factor to the higher breast 
cancer incidence  [  30,   38,   39  ] .  

   Feeding Time 

 Rhythmic feeding appears to be the major synchronizer for peripheral oscillators. 
Thus, unusual feeding time can produce CD by inducing internal desynchronization 
through decoupling of peripheral oscillators from the SCN. For example, it has been 
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described that clock gene expression in the liver can synchronize to scheduled feed-
ing in 2 days while SCN remains locked to LD cycle  [  40  ] . This differential synchro-
nization induced by abnormal feeding habits could produce unhealthy consequences 
also in humans. Thus, when nocturnal (characterized by late awakening, omitting 
breakfast and late dinner) and diurnal (early awakening and early dinner) lifestyles 
were compared among healthy young people, glucose tolerance and insulin response 
were found to be well regulated in the diurnal group, while sustained hyperglycemia 
and hypoglycemia in the morning were observed in the case of nocturnal lifestyle 
 [  41  ]  In addition, plasma levels of melatonin and leptin were reduced during the 
night in the nocturnal lifestyle group. 

 Different laboratory experiments are inducing internal desynchrony in human by 
forced desynchronization protocols placing subjects with sleep–wake and feeding 
rhythms on a 28-h daily routine for several days  [  42  ] . Interestingly, under such 
arti fi cial conditions, body temperature, which is under the SCN control, remains 
near 24 h cycle, whereas rhythmicity in different metabolic hormones such as leptin 
and insulin, adhered to the imposed 28-h behavioral cycle of sleep and food intake. 
This misalignment induces a suppression of plasma leptin, increase in glycemia, 
and hypertension. Therefore, unusual feeding times are likely an overlooked risk 
factor to the health in modern societies.   

   Impaired Pacemakers 

 Jet lag and rotating shift-work are two well documented factors inducing CD. These 
two factors share a common mechanism in the CD generation involving the differ-
ential rates of synchronization of biological variables. This may be the result of the 
different contribution of SCN and peripheral oscillators to the generation of biologi-
cal rhythms in different variables. For example, following a 6-h phase delay, the 
acrophase of ACTH and cortisol rhythms need up to 7 days to resynchronize, while 
it takes only 3 days in the case of sleep–wake cycle. Thus, during these days each 
function shifts at a different rate and the organism is suboptimally organized to 
ef fi ciently accomplish its functions  [  11  ] . This condition is even more serious in the 
case of shift-workers because its chronic character. 

 CD can also be produced by the impairment of the molecular machinery of the 
circadian clock; however, discerning the relative in fl uence of disrupted circadian 
rhythms induced by clock gene alteration from the potential pleiotropic effects of 
core clock gene inducing pathological process will therefore be a challenge  [  43  ] . 
Alterations in some clock genes have been associated with speci fi c diseases such as 
premature aging, cancer, and obesity among others. 

 Mice without Bmal1 gene are arrhythmic and are subjected to premature aging 
and the mean lifespan of these animals is of 37 weeks as compared with 120 weeks 
for wild-type animals. In addition, Bmal1-knockout mice exhibit sarcopenia, vision 
problems, and altered lymphocytopenia  [  44  ] . 
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 Mutations in Per2 gene, another core clock gene, increases the susceptibility of 
mice to develop spontaneous and irradiation-induced tumors, through the stimula-
tion of the protooncogene c-myc and repression of the oncostatic p53 gene  [  45  ] . 
Another well known example of clock gene induced pathology is obesity and meta-
bolic syndrome associated with impaired Clock gene expression. CLOCK protein is 
a key factor involved in the synchronization of metabolic processes with the envi-
ronment and in the control of mammalian energy balance. As expected, Clock-
mutant mice show reduced or abolished rhythms in food intake and metabolic rate, 
but, in addition these animals are obese, exhibit adipocyte hypertrophy, hepatic ste-
atosis, and alteration in leptin blood levels  [  29  ] . 

   Outputs 

 The third element which can cause CD are the alteration of the outputs of the central 
pacemaker which act as internal coupling synchronizing signal to maintain the 
internal temporal order among different rhythmic functions. Impairment of the 
melatonin rhythm is the best known output factor mediating CD, as has been 
mentioned at the beginning of this chapter.   

   Pathological Consequences of CD 

 In the last decade, the effect of CD on human health has become an important issue. 
Indeed nowadays we certainly know that several chronic diseases, which widely 
affect our society, are in fl uenced by chronobiological components (Fig.  4.1 ). 

   Chronodisruption and Cancer 

 Experimentally, it is well documented that unusual changes in the LD cycle that cause 
chronodisruption lead to accelerated growth of cancers. Using mice bearing trans-
planted Glasgow osteosarcomas, Filipski et al.  [  46  ]  noted that these tumors grew more 
rapidly when the mice were exposed to a simulated eastward  fl ight that caused an 8-h 
phase advance every 2 days. This recurring unusual 8-h photoperiodic change, which 
would duplicate a  fl ight from the mid-USA to central Europe caused chronic circadian 
disruption relative to mice maintained in a stable photoperiodic cycle. 

 In the study by Filipski and colleagues  [  46  ] , in addition to the mice suffering 
circadian misalignment, they very possibly exhibited an abnormal or more likely, no 
nighttime rise in melatonin production and secretion. Since the actual levels of 
melatonin were not measured in these animals, it remains undetermined if melatonin 
suppression was a factor in the more rapid tumor growth. It seems likely, however, 
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that several changes, i.e., circadian disruption, melatonin suppression, sleep depri-
vation, etc., conspired to promote the accelerated growth of the transplanted osteo-
sarcoma cells. 

 That electrolytic destruction of the biological clock, i.e., the SCN, and the resultant 
circadian disruption, stimulates cancer progression was con fi rmed in a study per-
formed by the same group. In this case, Filipski and Li  [  47  ]  electrolytically lesioned 
the SCN of mice bearing implanted tumors. This destructive procedure caused the 
cancers to grow more rapidly. While loss of the SCN would certainly destroy and/or 
severely compromise the circadian rhythms of all organs, the lesions also surely 
demolished the cyclic production and release of pineal melatonin; therefore, the mice 
were de fi cient in this cancer-inhibiting indoleamine. Because of the multiple negative 
actions resulting from lesions of the SCN, the basis of the accelerated progression of 
the cancer in the mice lacking their central clock remains undetermined. 

 Other studies also point to a role of the circadian network and chronodisruption 
in the acceleration of cancer growth  [  48  ] . The expression of the  Per2  gene is a criti-
cal factor in circadian organization. In mice genetically devoid of the  Per2  gene, the 
typical circadian cycle of 24–25 h becomes shortened to less than 24 h. A high per-
centage of the mice with this circadian malady spontaneously develop lymphomas 
by the time they are 16 months of age. Normally, these tumors in intact mice do not 
appear until the animals are beyond 20 months of age. The  fi ndings of Fu and 
coworkers  [  45  ]  also support a role for the involvement of circadian genes in cancer 
cell proliferation. 

 Similar to that described in experimental animals, several evidences link CD and 
cancer also in human. Thus, for at least two decades, epidemiologists have been 
interested in the association between LAN, along with the associated changes in the 
underlying physiology, and the elevated incidence of breast cancer risk. The initial 
reports claimed that a higher frequency of breast cancer was apparent in attendants 
who routinely worked as airline hostesses on long  fl ights over multiple time zones 
 [  49,   50  ]  and in women who commonly performed night shift work over long peri-
ods of time  [  51,   52  ] . The workers most commonly invoked chronodisruption as a 
major contributory factor to the reported rise in breast cancer rather than a distur-
bance or a reduction in the melatonin rhythm  [  26,   53,   54  ] . More recently, however, 
interest in the possible or likely involvement of depressed melatonin levels is attract-
ing greater interest  [  55,   56  ] . This surely stems from the experimental studies that 
document melatonin as a signi fi cant endogenous anticancer agent, not only for 
breast cancer  [  46,   57,   58  ]  but cancer in general  [  59–  61  ] . 

 Following the initial observations on breast cancer in females as a consequence 
of LAN, prostate cancer also began to attract attention. While the studies are not as 
numerous as those for breast cancer nor is the evidence as provocative, an elevated 
frequency of prostate cancer may likewise be more frequent in males who experi-
ence what would be divergent LD environments  [  62,   63  ] . Moreover, it has been 
speculated that in fact routine perturbations of the LD cycle may be a factor that 
signi fi cantly in fl uences cancer development of many types, not only breast and 
prostate  [  59  ] . Chronodisruption and melatonin suppression as being potentially 
carcinogenic has even been noted by the World Health Organization, inasmuch as they 
have classi fi ed circadian disturbance as a Group 2A carcinogen; this classi fi cation 
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suggests that there is likely (although not de fi nitively proven) a relationship between 
the elevated frequency of certain cancer types and chronic alterations in the natu-
rally occurring LD cycles  [  64  ] . While a considerable amount of data, most of which 
is observational, suggests that some aspect of circadian disruption contributes to a 
higher prevalence of certain cancer types, the idea is not enthusiastically supported 
by some  [  65  ] . On the other hand, to assume that routine chronodisruption due to 
what must be considered abnormal or unusual LD cycles is totally inconsequential 
in reference to potential pathophysiologies would seem imprudent. Other cancer 
types that have been tentatively linked to LAN/chronodisruption include endome-
trial  [  66  ] , colorectal  [  67  ]  and lung  [  68  ] . 

 If a de fi nitive link between chronic perturbations of the LD cycle and patholo-
gies, i.e., cancer, is established, it will be important to identify the mechanisms 
involved. With the exposure to light at night, at least three things can happen, i.e., 
the individual may experience chronodisruption, there may be a reduction in sleep 
duration or ef fi ciency, and nocturnal melatonin levels may be suppressed (Fig.  4.2 ). 
At this point, it is not known which of these contribute to the presumed physiologi-
cal rearrangements and the alleged pathologies that may occur. Certainly each of 
these, i.e., chronodisruption, sleep deprivation, and melatonin suppression, may 
individually be capable of contributing to any pathology that occurs. It would seem 
what is most likely, however, is that these unusual disturbances conspire to precipi-
tate molecular physiological perturbations at the level of individual cells that then 
eventually cause overt pathologies.  

 Interestingly, the changes caused by light exposure at abnormal times, i.e., dur-
ing darkness, cause functional changes that are reminiscent of those seen in older 
humans, when pathologies of various types are more likely to be manifested. Thus, 
aging is associated with changes typical of chronodisruption  [  1  ] , sleep is often 
impaired in the elderly  [  15,   21,   38,   39  ] , and melatonin levels diminish with advanced 
age  [  69,   70  ] . 

 Finally, if cancer, particularly breast cancer, is one manifestation of excessive 
and chronic exposure to light at night, it would seem likely that this would not be 
the only pathology that would occur. Indeed, within the last decade many diseases 
have been at least theoretically related to disturbances of biological rhythmicity, 
sleep deprivation and less than adequate amounts of sleep  [  29,   38,   71–  73  ] . Thus, it 
would seem likely that many pathologies which are common in the aged, may in 
fact also be aggravated by chronic exposure to excessive light at night (Fig.  4.2 ).  

Fig. 4.2 (continued) period (night shift work or light pollution/trespass light). Light of adequate 
intensity and wavelength is detected by the intrinsic photoreceptive retinal ganglion cells ( ip RGCs), 
melanopsin containing neurons, with the resulting signal being sent via the axons (the retinohypotha-
lamic tract) of these cells to the biological clock, i.e., the suprachiasmatic nuclei (SCN). Clock dis-
turbances can then be transferred, via neural or humoral signals, to all cells in the body, all of which 
possess genes that are under circadian regulation. The resulting disturbances in cell physiology may 
culminate in functional disturbances that lead to a variety of pathologies. One challenge for scientists/
clinicians is to de fi nitively establish whether there exist serious pathologies that relate to light at night 
and, if so, to clarify the mechanisms involved so corrective actions can be instituted       
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  Fig. 4.2    A  fl ow diagram illustrating the sequence of events that may lead to pathologies report-
edly associated with light at night. Light at night may take many forms such as reducing the dura-
tion of the dark period (light after sunset and before sunrise), transitory interruption of the period 
of darkness (acute light exposure at night), and total or near total elimination of the daily dark 



66 R.J. Reiter et al.

   Chronodisruption, Metabolic Syndrome (MetS), and Obesity 

 Since the discovery of the CLOCK mutant mice, to the present moment many out-
standing and consistent studies have demonstrated the important connection between 
CD and obesity (Fig.  4.3 ).  

 Although the connection between obesity and CD will be treated in several chap-
ters along the present book, it is important to highlight that our experiments in 
humans are showing that MetS metabolic disturbances such as increased blood 
pressure, increased glucose and plasma lipids regulation, and changes in adipocyte-
secreted hormones such as leptin and adiponectin, associates with diminished daily 
amplitude in melatonin and cortisol circadian patterns, demonstrated the existence 
of chronodisruption with metabolic syndrome  [  74  ] . In this line, in another experi-
ment also performed by our group, analyses of skin temperature indicated that 
obese women displayed signi fi cantly lower mean wrist temperature (WT) with a 
more  fl attened 24-h pattern, a lower-quality rhythm, and a higher intradaily vari-
ability. Particularly interesting were the marked differences between obese and 
normal-weight women in the secondary WT peak in the postprandial period, con-
sidered as a marker of chronodisruption and of metabolic alterations. These 24-h 
changes were associated with higher MetS risk  [  75  ] .   

   Other Pathologies Related to CD 

 While this chapter considered mainly the potential association of chronodisruption 
with cancer and with obesity, there may well be other health-related problems that 
occur as a consequence of imposed chronic changes in the LD environment that 
severely disturb circadian rhythmicity  [  76  ] . 

 Multiple records link CD with the increased risk of developing premature aging, 
cardiovascular diseases, cognitive impairment and mood disorders, among others. 

 Similar to that observed in many physiological processes, the functioning of the 
circadian system changes with  age.  Phase advance, reduced amplitude, circadian 
fragmentation, impaired ability to resynchronize after a time shift and internal 
desynchronization among different rhythms are the major characteristics of aged 
rhythms  [  77  ] . However, less well known is the fact that CD has a direct role in 
inducing accelerated aging  [  78,   79  ] . Although it is generally believed that disrup-
tions in circadian rhythms lead to reduced life expectancy, whereas their appropriate 
resetting leads to well-being and increased longevity  [  77  ] . 

  Cardiovascular diseases  are also related to chronodisruption. In people with nor-
mal blood pressure (BP) and uncomplicated essential hypertension, BP declines to 
its lowest levels during night-time sleep, rises abruptly with morning awakening 
and attains a maximum during diurnal activity. It has been shown that night-time BP 
is the best predictor of stroke and myocardial infarction risk  [  80,   81  ] . Thus, hyper-
tensive patients with a normal reduction in nocturnal BP (dipper) had a relative 
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  Fig. 4.3    Relationship between circadian disruption and obesity. The photic inputs that reach the 
SCN are processed and forwarded to a small number of other hypothalamic nuclei and to the adre-
nal and pineal gland to regulate cortisol and melatonin rhythms. Melatonin is the end product of a 
biosynthetic pathway that begins with the nutrient amino acid tryptophan. The relationship between 
light and melatonin is inverse. When the SCN is stimulated by daylight signals from the retina, it 
instructs the pineal gland to suppress melatonin production. Then, when daylight fades in the eve-
ning, melatonin secretion is increased many times over, creating a physiological condition of “bio-
logical darkness” in the person. The circadian rhythm of cortisol and melatonin secretion together 
with sleep–wake rhythm are impaired in obese people. Morning cortisol levels and evening mela-
tonin levels are reduced in obese compared with control women (Data from Corbalán-Tutau et al. 
2011. Chronobiol. Int. 28:425–433)       
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hazard of cardiovascular mortality similar to that in non-dipper normotensives. It is 
noteworthy that the non-dipper circadian pattern is more frequent among shift work-
ers and elderly people  [  80,   81  ] . 

 The circadian system modulates cognition and affective function by projections 
from SCN to arousal and sleep systems and through eliciting changes in clock genes 
in extra-SCN brain regions. Chronodisruption in the sleep–wake circadian rhythm 
has important implications for learning, memory and emotion  [  82  ] . When wakeful-
ness occurs at appropriate internal biological times, circadian system bene fi ts human 
cognitive and emotion function. However, when wakefulness occurs at inappropriate 
biological times because of social pressures, such as early school start times, work 
at night, shift work, and jet lag, or because of circadian sleep disorders, the resulting 
misalignment between circadian and wakefulness–sleep physiology leads to 
impaired cognitive performance, learning, emotion, and safety  [  82  ] . 

 Experimental studies speci fi cally addressing the treatment of chronodisruption 
are lacking. However, the development of technical improvement in healthy lighting 
systems and all behavioral and pharmacological treatments that improve the circa-
dian system status (chronoenhancement) may help to reduce the risk of pathologies 
associated to chronodisruption (Fig.  4.4 ).   

  Fig. 4.4    Strategies for circadian enhancement. The adequate functioning of the circadian system 
is dependent on regularly timed exposure to synchronizers. Regarding the outputs, regularly timed 
melatonin treatment enhances circadian robustness as occurred with a stable cortisol rhythm       
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   Concluding Remarks 

 As discussed in this brief review, the misuse of arti fi cial light, i.e., light after dark-
ness onset, causes disintegration of biological clock processes such that the tempo-
ral architecture of cells, which is the basis of optimal physiology, breaks down, 
thereby contributing to pathophysiologies. Additionally, LAN reduces an important 
chemical messenger from the pineal gland, melatonin, the loss of which likely also 
contributes to increased pathologies, e.g., cancer, and reduced quality of life. While 
this brief review considered the potential association of chronodisruption and can-
cer, there may well be other health-related problems that occur as a consequence of 
imposed chronic changes in the LD cycle and other non photic synchronizers that 
severely disturb circadian rhythmicity  [  76  ] .  

   Summary Points 

       The suprachiasmatic nucleus conveys circadian information to the peripheral • 
cellular oscillators through both neural and humoral messages. One important 
humoral message is the melatonin signal from the pineal gland.  

      Melatonin, also known as “chemical darkness,” shows a circadian rhythm which • 
is regulated by a double mechanism: an endogenous pattern driven by the supra-
chiasmatic nucleus of hypothalamus and an acute inhibitory effect of nocturnal 
light.  

      The introduction of arti fi cial sources of light roughly 150 years ago has signi fi cantly • 
undermined the naturally occurring light–dark cycle and, likewise, has disturbed 
circadian rhythms since light is now available at unusual times. Light at night is 
known to cause circadian disruption and melatonin suppression.  

      In our modern society, circadian disruption may be common in several condi-• 
tions such as jet lag, shift work, light at night, or social jet lag. In addition clock 
gene polymorphisms and aging may also predispose to chronodisruption.  

      In the recent years chronodisruption is being associated with an impairment of • 
several pathologies such as cancer, cardiovascular diseases, sleep disorders, pre-
mature aging, obesity, metabolic syndrome, and cognitive and affective disorders.          
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  Abstract   Obesity has become a serious public health problem and a major risk 
factor for the development of illnesses, such as insulin resistance and hypertension. 
Attempts to understand the causes of obesity and develop new therapeutic strategies 
have mostly focused on caloric intake and energy expenditure. Recent studies have 
shown that the circadian clock controls energy homeostasis by regulating circadian 
expression and/or activity of enzymes, hormones, and transport systems involved in 
metabolism. Moreover, disruption of circadian rhythms leads to obesity and meta-
bolic disorders. Therefore, it is plausible that resetting of the circadian clock can be 
used as a new approach to attenuate obesity. Feeding regimens, such as restricted 
feeding (RF), calorie restriction (CR) and intermittent fasting (IF), provide a time 
cue and reset the circadian clock and lead to better health. In contrast, high-fat (HF) 
diet leads to disrupted circadian expression of metabolic factors and obesity. This 
chapter will focus on chronodisruption and feeding regimens with implications for 
obesity.      

   Introduction: Obesity and Chronodisruption 

 Obesity has become a serious and growing public health problem  [  1  ] . Attempts to 
understand the causes of obesity and develop new therapeutic strategies have mostly 
focused on the imbalance between energy expenditure and caloric intake. Recent 
studies link energy regulation to the circadian clock at the behavioral, physiological, 
and molecular levels  [  2–  5  ] , emphasizing that the timing of food intake itself may 
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play a signi fi cant role in weight gain  [  6  ] . The mammalian circadian clock in fl uences 
nearly all aspects of physiology and behavior, including sleep–wake cycles, cardio-
vascular activity, endocrine system, body temperature, renal activity, physiology of 
the gastrointestinal tract, and hepatic metabolism  [  7  ] . Disruption of circadian coor-
dination (chronodisruption) may be manifested by hormone imbalance, psychologi-
cal and sleep disorders, cancer proneness, and reduced life span  [  7–  11  ] . In contrast, 
robust circadian rhythms lead to well-being and increased longevity  [  12,   13  ] . This 
correlation reveals the prominent in fl uence of the circadian clock on human physi-
ology and pathophysiology. This chapter will summarize recent  fi ndings concerning 
the relationship between circadian rhythms, food intake, and energy expenditure 
with implications for obesity.  

   Circadian Rhythms in Metabolism 

 The circadian clock regulates metabolism and energy homeostasis in peripheral 
tissues  [  5,   14  ] . This is achieved by mediating the expression and/or activity of 
certain metabolic enzymes and transport systems  [  15,   16  ]  involved in cholesterol 
metabolism, amino acid regulation, drug and toxin metabolism, the citric acid 
cycle, and glycogen and glucose metabolism  [  5,   14,   17–  20  ] . Moreover, lesion of 
rat central clock in the brain suprachiasmatic nuclei (SCN) abolishes daily varia-
tions in whole body glucose homeostasis  [  21  ] , altering not only rhythms in glu-
cose utilization rates but also endogenous hepatic glucose production. Indeed, the 
SCN projects to the pre-autonomic paraventricular nucleus (PVN) neurons to 
control hepatic glucose production  [  22  ] . Similarly, glucose uptake and the con-
centration of the primary cellular metabolic currency adenosine triphosphate 
(ATP) in the brain and peripheral tissues have been found to  fl uctuate around the 
circadian cycle  [  18,   22,   23  ] . 

 Many hormones involved in metabolism, such as insulin  [  17  ] , glucagon  [  24  ] , 
adiponectin  [  25  ] , corticosterone  [  26  ] , leptin, and ghrelin  [  27,   28  ] , have been shown 
to exhibit circadian oscillation. Leptin, an adipocyte-derived circulating hormone 
that acts at speci fi c receptors in the hypothalamus to suppress appetite and increase 
metabolism, is extremely important in obesity. Plasma leptin levels are normally 
pulsatile and circadian with leptin peaking early in the non-active phase, that is dur-
ing the early dark phase in diurnal animals, such as monkeys and humans  [  29,   30  ] , 
and during the early to mid-light phase in nocturnal animals, such as rats and mice 
 [  31,   32  ] . Neither feeding time nor adrenalectomy affected the rhythmicity of leptin 
release. However, ablation of the suprachiasmatic nuclei (SCN), the location of the 
circadian clock in the hypothalamus, was shown to eliminate leptin circadian rhyth-
micity in rodents, suggesting that the central circadian clock regulates leptin expres-
sion  [  31  ] . In addition, SCN-lesioned rats, as opposed to intact animals, showed no 
elevation in plasma free fatty acids after intraperitoneal administration of leptin, 
suggesting a role for SCN in leptin function  [  33  ] . In obese subjects, leptin retains 
diurnal variation in release, but with lower amplitude  [  34  ] . Leptin 24-h levels were 
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lower in obese compared with non-obese adolescent girls, suggesting that blunted 
circadian variation may play a role in leptin resistance and obesity  [  35  ] . 

 Receptors for leptin are present on SCN cells  [  36–  38  ] , so it is possible that leptin 
binds directly to SCN neurons. Thus, it seems that leptin may affect the SCN directly 
and/or through its effect on the arcuate nucleus (ARC), an aggregation of neurons in 
the mediobasal hypothalamus important in the regulation of appetite, which is then 
relayed to the SCN. This regulation of leptin expression by the circadian clock as 
well as the possible effect of leptin on the SCN places leptin as a possible bridge 
between energy homeostasis and circadian control. Homozygous C57BL/6 J 
 Clock   D 19  mice, with a truncated exon 18 and deleted exon 19 of the  Clock  gene, that 
have a greatly attenuated diurnal feeding rhythm, are hyperphagic and obese, and 
develop a metabolic syndrome of hyperleptinemia, hyperlipidemia, hepatic steato-
sis, and hyperglycemia  [  3  ] . Combination of the  Clock   D 19  mutation with the leptin 
knockout ( ob/ob ) resulted in signi fi cantly heavier mice than the  ob/ob  phenotype 
 [  39  ] , reiterating the interrelations between leptin and the circadian clock  [  5,   14,   40  ] .  

   Circadian Rhythms and Body Weight 

 Fluctuations in body weight have been associated with changes in day length in 
various species, suggesting a central role for the circadian clock in regulating body 
weight. For example, in Siberian hamsters, modulation of body weight depends on 
photoperiod acting via the temporal pattern of melatonin secretion from the pineal 
gland, allowing the entrainment of the circadian rhythms of several biological func-
tions  [  41,   42  ] . In studies performed on sheep, adipose tissue leptin levels were mod-
ulated by day length independently of food intake, body fatness, and gonadal 
activity. In addition, increasing the length of the photoperiod resulted in increased 
activity of the lipogenesis-promoting proteins lipoprotein lipase and malic enzyme, 
independent of the nutritional status  [  43,   44  ] . In humans, studies have demonstrated 
an increased incidence of obesity among shift workers  [  45–  47  ] . 

 In obese subjects, leptin retains diurnal variation in release, but with lower ampli-
tude, the magnitude of change in the oscillation  [  34  ] . Leptin 24-h levels were lower 
in obese compared with non-obese adolescent girls, suggesting that blunted circa-
dian variation may play a role in leptin resistance and obesity  [  35  ] . Circadian pat-
terns of leptin concentration were distinctly different between adult women with 
upper-body or lower-body obesity, with a delay in peak values of leptin of approxi-
mately 3 h in women with upper-body obesity  [  48  ] . Indeed, leptin and the leptin 
receptor knockouts in animals or mutations in humans have been demonstrated to 
produce morbid, early onset obesity, hypoleptinemia, hyperphagia, hyperinsuline-
mia, and hyperglycemia  [  49,   50  ] . Similarly to leptin, the rhythmic expression of 
resistin and adiponectin, two other cytokines secreted from adipose tissue, was 
greatly blunted in obese (KK) and obese, diabetic (KK-A  y  ) mice  [  25  ] . In humans, 
circulating adiponectin levels exhibit both ultradian pulsatility and a diurnal varia-
tion. In the latter case, the pattern of adiponectin release is out of phase with leptin 
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with a signi fi cant decline at night, reaching a nadir in the early morning  [  51  ] . In 
obese subjects, adiponectin levels were signi fi cantly lower than lean controls, 
although the obese group had signi fi cantly higher average peak of secretion  [  52  ] . In 
rats, melatonin, a synchronizer of the SCN clock, decreased weight gain in response 
to high-fat diet and decreased plasma leptin levels within 3 weeks. These effects 
were independent of total food consumption  [  53  ] . Thus, it seems that the circadian 
clock plays a major role in determining body weight probably by in fl uencing the 
expression and secretion of hormones. Similarly to the control of the circadian clock 
on metabolism, feeding is a very potent synchronizer ( zeitgeber ) for peripheral 
clocks (Fig.   5.1  ).   

   Effect of Restricted Feeding (RF) on Circadian Rhythms 

 Limiting the time and duration of food availability with no calorie reduction is 
termed restricted feeding (RF)  [  15,   54–  56  ] . Animals, which receive food ad libitum 
everyday at the same time for only a few hours, adjust to the feeding period within 
a few days and consume their daily food intake during that limited time  [  57–  59  ] . 
Restricting food to a particular time of day has profound effects on the behavior and 
physiology of animals. 2–4 h before the meal, the animals display food anticipatory 
behavior, which is demonstrated by an increase in locomotor activity, body tem-
perature, corticosterone secretion, gastrointestinal motility, and activity of digestive 
enzymes  [  54,   57,   60,   61  ] , all are known output systems of the biological clock. RF 
is dominant over the SCN and drives rhythms in arrhythmic and clock mutant mice 
and animals with lesioned SCN, regardless of the lighting conditions  [  54,   62–  66  ] . 
In most incidents, RF affects circadian oscillators in peripheral tissues, such as liver, 
kidney, heart, and pancreas, with no effect on the central pacemaker in the SCN 

  Fig. 5.1    Effect of feeding regimens on circadian rhythms and health.  SCN  suprachiasmatic nuclei       
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 [  15,   55,   56,   64,   65,   67,   68  ] . Thus, RF uncouples the SCN from the periphery, 
 suggesting that nutritional regulation of clock oscillators in peripheral tissues may 
play a direct role in coordinating metabolic oscillations  [  69  ] . Many physiological 
activities that are normally dictated by the SCN master clock, such as detoxi fi cation 
by hepatic P450 activity, body temperature, locomotor activity, and heart rate, are 
phase-shifted by RF to the time of food availability  [  63,   64,   70,   71  ] . As soon as food 
availability returns to be ad libitum, the SCN clock, whose phase remains unaf-
fected, resets the peripheral oscillators  [  67  ] . It has recently been shown that long-
term day-time RF can increase the amplitude of clock gene expression, increase 
expression of catabolic factors, and reduce the levels of disease markers leading to 
better health  [  72  ]  (Fig.  5.2 ).  

 Because timed feeding is dominant in resetting circadian rhythms even in ani-
mals with lesioned SCN, it has been suggested that there is a food-entrainable oscil-
lator. However, the location of this food-entrainable oscillator (FEO) has been 
elusive. Lesions in brain regions involved in feeding, such as the dorsomedial hypo-
thalamic nucleus (DMH)  [  73–  76  ] , the brain stem parabrachial nuclei (PBN) [ 74 , 
 77 ], and the core and shell regions of nucleus accumbens  [  78,   79  ] , revealed that 
these nuclei may be involved in FEO output, but they cannot fully account for the 

  Fig. 5.2    Reduced levels of pro-in fl ammatory and increased levels of anti-in fl ammatory markers 
under RF in the liver ( a ), serum ( b ) and small intestine ( c ).  Nuclear NF k B  nuclear protein fraction of 
nuclear factor  k B (pro-in fl ammatory),  Il-1 a   interleukin 1 a  mRNA (pro-in fl ammatory),  Il- 1b   inter-
leukin 1 b  mRNA (pro-in fl ammatory),  Il-10  interleukin 10 mRNA (anti-in fl ammatory),  IL-6  interleu-
kin 6 protein (pro-in fl ammatory),  TNF a   tumor necrosis factor  a  protein (pro-in fl ammatory)       
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oscillation  [  80  ] . Neither vagal signals nor leptin are critical for the entrainment 
 [  61,   81  ] . CLOCK  [  82  ]  or BMAL1  [  83  ]  and other clock genes  [  84  ]  have been shown 
not to be necessary for food anticipatory activity. However, it has recently been 
demonstrated that  Per2  mutant mice did not exhibit wheel-running food anticipa-
tion  [  85,   86  ] . Thus, how RF entrains circadian rhythms remains an extremely impor-
tant topic for research.  

   Effect of Calorie Restriction (CR) on Circadian Rhythms 

 CR refers to a dietary regimen low in calories without malnutrition. CR restricts the 
amount of calories derived from carbohydrates, fats, or proteins to 60–75% of ad 
libitum-fed animals  [  87  ] . It has been documented that calorie restriction signi fi cantly 
extends the life span of rodents by up to 50%  [  88,   89  ] . In addition to the increase in 
life span, CR also delays the occurrence of age-associated pathophysiological 
changes, such as cancer, diabetes, kidney disease, and cataracts  [  89–  92  ] . Theories 
on how CR modulates aging and longevity abound, but the exact mechanism is still 
unknown  [  89  ] . As opposed to RF, CR entrains the clock in the SCN  [  93–  96  ] , indi-
cating that calorie reduction could affect the central oscillator. CR during the day-
time affects the temporal organization of the SCN clockwork and circadian outputs 
in mice under light/dark cycle. In addition, CR affects responses of the circadian 
system to light, indicating that energy metabolism modulates gating of photic inputs 
in mammals  [  97 ]. These  fi ndings suggest that synchronization of peripheral oscilla-
tors during CR could be achieved directly due to the temporal eating, as has been 
reported for RF  [  64,   67,   68  ] , or by synchronizing the SCN  [  93–  95  ] , which, in turn, 
sends humoral or neuronal signals to synchronize the peripheral tissues  [  98,   99  ] .  

   Effect of Intermittent Fasting (IF) on Circadian Rhythms 

 During IF, food is available ad libitum every other day. IF-treated mice eat on the 
days they have access to food approximately twice as much as those having continu-
ous access to food  [  100,   101  ] . Similarly to calorically restricted animals, IF-fed 
animals exhibit increased life span in comparison with the ad libitum - fed control 
 [  102  ]  as well as improved glucose metabolism, cardio-protection, neuro-protection 
 [  100,   103–  107  ] , and increased resistance to cancer  [  101  ] . The IF-induced bene fi cial 
effects are thought to occur independently of the overall caloric intake, but the 
underlying mechanisms are still unknown. One suggested mechanism is stimulation 
of cellular stress pathways induced by the IF regimen  [  100,   108,   109  ] . Recently it 
has been shown that when food was introduced during the light period, mice exhib-
ited almost arrhythmicity in clock gene expression in the liver (Fig.  5.3 ). Unlike 
daytime feeding, nighttime feeding yielded rhythms similar to those generated dur-
ing ad libitum feeding  [  110  ] . The fact that IF can affect circadian rhythms  differently 
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depending on the timing of food availability suggests that this regimen affects the 
SCN clock, similarly to CR. SCN resetting by IF and CR could be involved in the 
health bene fi ts conferred by these regimens  [  99  ] .   

   Effect of High-Fat Diet on Circadian Rhythms 

 Few studies show that a high-fat diet leads to minimal effects on the rhythmic 
expression of clock genes in visceral adipose tissue and liver  [  111  ] . However, recent 
studies have shown that introduction of a high-fat diet to animals leads to rapid 
changes in both the period of locomotor activity in constant darkness and to increased 
food intake during the normal rest period under light–dark conditions  [  112  ] . These 

  Fig. 5.3    Day-time IF abolishes circadian rhythms. mRNA expression levels of two mouse clock 
genes  mCry1  and  Bmal1  in the liver during ad libitum (AL) and day and night intermittent fasting 
(IF). The  gray  and  black bars  designate the subjective day (formerly the light period) and dark 
cycles, respectively. CT0 and CT12 represent the circadian times at which the lights would have 
been turned on and off, respectively, had the animals remained in light–dark.  CT  circadian time       
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changes in behavioral rhythmicity correlated with disrupted clock gene expression 
within hypothalamus, liver, and adipose tissue, as well as with altered cycling of 
hormones and nuclear hormone receptors involved in fuel utilization, such as leptin, 
thyroid stimulating hormone (TSH), and testosterone in mice, rats, and humans  [  112–
  117  ] . Furthermore, a high-fat diet modulates carbohydrate metabolism by amplifying 
circadian variation in glucose tolerance and insulin sensitivity  [  118  ] . 

 In addition to the disruption of clock gene expression, high-fat diet induced a 
phase delay in clock and clock-controlled genes  [  116,   117  ]  (Fig.  5.4 ). Recently, 
AMPK has been found to phosphorylate Ser-389 of CKI e , resulting in increased 
CKI e  activity and degradation of PER2. PER2 degradation leads to a phase advance 
in the circadian expression pattern of clock genes in wild-type mice  [  119  ] . As the 
levels of AMPK decline under HF diet  [  116,   117  ] , it is plausible that the changes 
seen in the expression phase of genes under HF diet are mediated by changes in 
AMPK levels. In addition to its effect on gene expression, high-fat feeding led to 
impaired adjustment to local time by light resetting, including slower rate of re-
entrainment of behavioral and body temperature rhythms after “jet-lag” tests (6 h 
advanced light–dark cycle) and reduced phase-advance responses to light. These 
results correlated with reduction in c-FOS and phosphoERK expression in the SCN 
in response to light-induced phase shifts  [  120  ] .   

  Fig. 5.4    Fasting induces phase advances while high-fat diet causes phase delays. mRNA expres-
sion levels of the clock gene  Bmal1  in the liver after fasting or high-fat diet. The  gray  and  black 
bars  designate the subjective day (formerly the light period) and dark cycles, respectively. CT0 and 
CT12 represent the circadian times at which the lights would have been turned on and off, respec-
tively, had the animals remained in light–dark.  CT  circadian time,  LF  low-fat diet,  LF + F  low-fat 
diet + fasting,  HF + F  high-fat diet + fasting       
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   Summary Points    

    Western lifestyle leads to high food consumption, inactivity during the active • 
period, enhanced activity in the rest period, and shortened sleep period.  
  Disrupted biological rhythms might lead to attenuated circadian feeding rhythms, • 
disrupted metabolism, cancer proneness, and reduced life expectancy.  
  Feeding time has the ability to reset bodily rhythms.  • 
  Resetting the biological clock by food or feeding time may lead to better func-• 
tionality of physiological systems, preventing metabolic disorders, promoting 
well-being, and extending life span.         
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  Abstract   Though occupying up to 30% of our lifetime, the biological process of 
sleep retains many of its secrets. Most animals need to sleep regularly, but why this 
is essential for general well-being and life itself remains unknown. One important 
function of sleep lies in its regulation of metabolic homeostasis. In this chapter we 
describe the complex interactive relationship of sleep and metabolism and the 
impact of sleep loss and sleep disruption on the development of the metabolic syn-
drome. We show that the two processes are regulated by complementary and par-
tially overlapping central circuits and both share a close connection with the 
circadian clock. In our modern societies sleep hygiene has long been neglected, but 
it becomes increasingly clear that healthy and suf fi cient sleep is an essential factor 
in maintaining a normal body weight and minimizing the risk of developing obe-
sity-associated diseases such as type 2 diabetes and the metabolic syndrome.      

   Introduction 

 The need for regular sleep appears to be a universal property of all animals, suggest-
ing a conserved mechanism  [  1  ] . Nevertheless, there are still major gaps in our 
understanding of sleep mechanisms and function. With an ongoing trend towards 
shorter sleep times and increasing interference of work demands with natural sleep 
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rhythms in modern societies it becomes increasingly clear that “sound sleep” is 
more than a subjective indicator for well-being and quality of life. Sleep turns out to 
be an essential regulator of physiological and neurophysiological processes, in par-
ticular in the context of energy metabolism and against the background of an 
increasingly obese society.  

   Sleep Regulation and Function 

 Sleep is regulated by two processes termed “process C” and “process S”  [  2,   3  ] . 
“Process C” describes the regulation of the timing of vigilance states by the circadian 
clock, whereas “process S” is the homeostatic component of sleep. The interaction of 
these two allows a consolidated period of sleep, which—in humans and other diurnal 
species—is restricted to the night. “Process S,” or sleep drive, increases with extended 
time spent awake. The circadian clock stimulates wakefulness especially during the 
afternoon when homeostatic sleep drive is high, and thus prevents us from going to 
bed too early. During the night, when sleep drive is reset, the circadian clock appears 
to stimulate sleep and to maintain it until the early morning  [  4  ] . An established physi-
ological marker for sleep drive is delta power (EEG oscillations in the frequency range 
of 1–4 Hz). Delta power increases with increasing time spent awake  [  5  ]  and the 
amount of delta power rebound during recovery from sleep deprivation is proportional 
to the amount of sleep loss  [  6  ] . In addition, delta power negatively correlates with 
sleep fragmentation  [  7  ]  and the response to arousing stimuli  [  8  ] , and can thus be used 
as a measure of sleep intensity. Neuroanatomically, “process C” can be located to the 
hypothalamic suprachiasmatic nucleus (SCN), whereas “process S” involves a dis-
persed but connected network of arousal-promoting and sleep-promoting centers  [  9  ] . 
Interestingly, the interaction between the homeostatic and the circadian process seems 
to be mutual. Firing rhythms in the SCN are in fl uenced by behavioral states  [  10,   11  ]  
while genes, which have a function in the circadian clock mechanism also play a role 
in sleep homeostatic processes. Moreover, sleep deprivation affects clock gene activ-
ity in various tissues (reviewed in  [  12  ] ). 

 The evolutionary relevant function of sleep is still an unsolved mystery. It was 
suggested that sleep facilitates restoration at cellular or systemic levels, that it may 
help to conserve energy and that it has an important role in neuronal plasticity and 
learning. The restorative theory of sleep predicts that sleep is necessary to restore 
vital functions by either replenishing molecules (such as ATP) that have been 
depleted during wakefulness or by degrading sleep-promoting substances (such as 
adenosine) that have accumulated during wakefulness  [  13,   14  ] . Additional support 
for a restorative function of sleep comes from studies showing that sleep deprivation 
negatively affects the immune response (reviewed in  [  15  ] ). In addition, transcrip-
tional changes associated with the wake state are most pronounced in genes involved 
in the cellular stress response (especially heat shock proteins), in immune responses 
and detoxi fi cation processes  [  16–  18  ] . Zimmermann and colleagues suggested that 
energy-consuming processes such as protein synthesis decrease during extended 
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wakefulness, which could lead to the depletion of arousal-promoting factors  [  19  ] . A 
second theory is based on energy conservation during sleep  [  20  ] . Human and animal 
studies show reduced energy expenditure during sleep as well as increased energy 
expenditure during sleep deprivation  [  21–  23  ] . In addition, energy metabolism in the 
cortex is decreased during NREM sleep  [  24  ] . On the other hand, it has been shown 
that acute sleep deprivation can reduce energy expenditure in humans  [  25  ] . A third 
idea of why we sleep is to optimize neuronal performance by regulating neuronal 
plasticity. This hypothesis is built on the fact that sleep improves memory perfor-
mance. If animals or humans are allowed to sleep after a learning task, memory 
consolidation is improved  [  26  ] . During sleep the hippocampus, a crucial brain area 
for learning and memory, appears to replay neuronal activation patterns that were 
also observed during a learning task in the preceding wake state, indicating that the 
reactivation of memory traces during sleep might be an important step in memory 
consolidation  [  27  ] . In addition, a substantial synchronization of  fi ring patterns 
between hippocampal and cortical areas during sleep has been observed, which was 
interpreted as memory transfer from hippocampal short-term to long-term cortical 
storages  [  28  ] . Remarkably, experimentally boosting these neuronal replays by rep-
resenting the before-learned stimulus during sleep enhances memory performance 
 [  29  ] . There is structural and molecular evidence for a net increase of synaptic 
strength during wakefulness and an overall decrease during sleep  [  30–  33  ] . These 
data are also in accordance with the synaptic homeostasis theory, which postulates 
that sleep is necessary for a global synaptic downscaling to compensate for the net 
increase in synaptic strength during wakefulness (reviewed in  [  34  ] ). In this context 
one could speculate that the brain needs a regular “of fl ine” state in order to reorga-
nize neuronal networks in the absence of sensory input, which would likely inter-
fere with this process.  

   Metabolic Syndrome 

 In modern industrialized societies worldwide the prevalence of obesity is increasing 
at an alarming rate. Obesity itself is an important risk factor that predisposes indi-
viduals to several metabolic disorders and associated comorbidities such as type 2 
diabetes (T2D), cardiovascular disease (CVD) and obstructive sleep apnea (OSA). 
These chronic metabolic diseases cast a heavy burden to suffering individuals, their 
families and the society as well. The term  metabolic syndrome  refers to a pathologi-
cal condition that occurs as a combination of several metabolic abnormalities. 
According to the World Health Organization (WHO), it is de fi ned by the presence 
of at least one of the following symptoms: impaired glucose regulation, diabetes 
mellitus and insulin resistance—associated with at least two of the following condi-
tions: raised arterial pressure ( ³ 160/90 mmHg), raised plasma triglycerides 
( ³ 150 mg dl −1 ) and/or low HDL-cholesterol (<35 mg dl −1  for men; <39 mg dl −1  for 
women), development of central obesity (males: waist to hip ratio >0.90; females: 
waist to hip ratio >0.85) and/or BMI (>30 kg m −2 ), and microalbuminuria (urinary 
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albumin excretion rate  ³ 20  m g min −1 ) or an albumin to creatinine ratio of more than 
20 mg g −1   [  35  ] . 

 It has been proposed that sleep disturbance is an important contributing factor to 
the development of metabolic syndrome. A growing body of evidence, from well-
controlled laboratory tests to large scale cross-sectional epidemiologic studies, has 
revealed a tight link between sleep disturbance and the pathogenesis of metabolic 
syndrome. The majority of these studies support a correlation between short sleep 
duration and an increased incidence of obesity and metabolic diseases in the past 
few decades (reviewed in  [  36  ] ). While the prevalence of the metabolic syndrome 
has been increasing drastically over the last 30–40 years  [  37  ] , compromised sleep 
quantity and quality have become more evident in the same period of time. For 
example, in the USA, comparing a large scale survey conducted in the 1960s by the 
American Cancer Society  [  38  ]  and the more recent “Sleep in America” poll con-
ducted in 2008 by the National Sleep Foundation  [  39  ]  revealed a marked reduction 
in average sleep duration during workdays, from 8–9 h to 6–7 h. Another survey in 
the USA reported that the percentage of adults that sleep less than 6 h per night had 
increased by about 6% between 1985 and 2004  [  40  ] . A similar trend was reported 
for European and Asian industrialized countries (reviewed in  [  41  ] ). Moreover, in 
modern 24/7 societies, there is a growing population of night workers and rotating 
shift workers. This lifestyle leads to the misalignment between endogenous circa-
dian rhythms and daily behavior. Such circadian desynchrony has been suggested to 
contribute to poor sleep quality and promote metabolic complications  [  42–  44  ] . 
Therefore, a better understanding of the relationship between sleep hygiene and 
metabolic function is of urgent importance for clinicians to provide medical advice 
on sleep organization to patients with established metabolic disorders or individuals 
diagnosed with high risk to develop metabolic syndrome. The subsequent part of 
this chapter will discuss the relationship between sleep disturbances and major 
metabolic diseases.  

   Sleep and Glucose Metabolism 

 Blood glucose regulation is a tightly controlled physiological process. Both hypo- 
and hyperglycemia can have life-threatening consequences. The insulin signaling 
pathway plays a major role in regulating peripheral blood glucose levels. After a 
meal, blood glucose rises rapidly. Pancreatic beta cells respond to elevated glucose 
by releasing insulin to the blood stream, which promotes glucose uptake and utiliza-
tion by insulin-sensitive organs such as liver, adipose tissues, and skeletal muscle. 
Insulin also inhibits glucogenic processes such as gluconeogenesis, lipolysis, and 
proteolysis. Insuf fi cient insulin production from pancreatic beta cells or defects of 
the responsiveness of insulin-dependent target organs, a condition known as insulin 
resistance, causes glucose intolerance or diabetes  [  45  ] . In healthy individuals, glu-
cose tolerance displays a circadian variation, which is higher in the evening than in 
the morning and reaches its nadir around midnight  [  46  ] . Interestingly, the timing of 
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this midnight dip in glucose tolerance coincides with the occurrence of NREM 
sleep. A reduction in glucose utilization by the brain and the periphery during 
NREM sleep has been proposed as the cause of this rhythm  [  46  ] . One of the earliest 
experiments conducted by Kuhn et al. that linked sleep loss to compromised glucose 
metabolism involved subjecting healthy subjects to total sleep deprivation for 
72–126 h  [  47  ] . These individuals showed a marked reduction in glucose tolerance 
throughout the testing period. While complete sleep deprivation is not common in 
humans, the more real life-related recurrent partial sleep restriction has also been 
shown to have an impact in glucose metabolism. A pilot laboratory study conducted 
by Spiegel et al. found that healthy young male subjects after being subjected to a 
sleep restriction protocol with a bedtime period reduced to 4 h per night for 6 days 
showed a 40% reduction in glucose tolerance  [  48  ] . Along the impaired glucose 
metabolism sleep-restricted subjects showed a reduced acute insulin response to 
glucose stimulation and reduced insulin sensitivity  [  48  ] . A more recent laboratory 
study revealed that even milder recurrent sleep restriction with 5.5 h of sleep per 
night negatively impacts on glucose tolerance and insulin sensitivity  [  49  ] . A nega-
tive effect of voluntary sleep curtailment on glucose metabolism has been reported 
in a number of large scale cross-sectional epidemiologic studies, carried out in sev-
eral industrialized countries worldwide (reviewed in  [  41,   49  ] ). These studies gener-
ally conclude that insuf fi cient sleep predisposes individuals to glucose intolerance 
and increases the risk of developing diabetes, even after controlling for several 
covariants such as age, body mass index (BMI) and physical activity. Interestingly, 
some studies report a U-shaped relationship between sleep duration and glucose 
intolerance. Sleep of more than 8 h per night also associates with a higher risk of 
developing diabetes and may even impact negatively on life expectancy  [  41  ] . 

 Not only is the duration of sleep important for proper glucose metabolism, but so 
is its quality. Slow Wave Sleep (SWS) has been proposed to be the most restorative 
among different stages of sleep in humans  [  50  ] . Reduced SWS is observed in elderly 
 [  51  ]  and obese individuals  [  52,   53  ] , and both groups are more vulnerable to develop 
T2D  [  54  ] . SWS can be experimentally suppressed and replaced with shallow NREM 
sleep by delivering acoustic stimuli while the total sleep duration is left unchanged. 
Tasali et al. employed this methodology to evaluate the importance of SWS in glu-
cose metabolism of healthy individuals  [  55  ] . They reported SWS depletion of up to 
90% which is comparable to what is seen in patients suffering from OSA (Obstructive 
sleep Apnea)  [  56  ] . After three nights of SWS deprivation, subjects showed signi fi cant 
glucose intolerance, together with reduced insulin sensitivity without a compensa-
tory elevated insulin release  [  55  ] . This  fi nding has been con fi rmed by a similar 
subsequent study which reported a marked reduction in glucose effectiveness and 
insulin sensitivity following SWS suppression by mechanical and acoustic stimuli 
for two nights  [  57  ] . Interestingly, diabetic patients seem to have less SWS than 
healthy individuals, suggesting a bidirectional interaction between glucose metabo-
lism and sleep architecture  [  58  ] . In real life, compromised sleep quality can be seen 
most commonly in patients suffering from OSA. This breathing abnormality is 
characterized by the occurrence of repetitive episodes of upper airway blockades 
and, hence, intermittent hypoxia and sleep disturbance. OSA patients seldom wake 
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up fully, but instead reverse to shallower sleep stages  [  59  ] . Obesity is a well-estab-
lished risk factor for OSA  [  60  ] . Several epidemiologic studies also show a positive 
association between OSA and (T2D Type 2 Diabetes)  [  61  ] . In fact, it has been hypoth-
esized that OSA may be a contributing factor to metabolic disorders such as cardio-
vascular diseases and glucose dysregulation  [  62  ] . Persistent OSA promotes 
over-activation of the sympathetic system, intermittent hypoxia, oxidative stress, 
in fl ammation, activation of stress axis pathways and, of course, compromised sleep 
quality and quantity  [  59,   62  ] . Thus, OSA may serve as a bidirectional link between 
poor sleep quality and metabolic syndrome. 

  Obesity  is a well-established risk factor of T2D. A number of epidemiologic 
studies have revealed a strong association of sleep disturbance to the development 
of overweight and obesity  [  41  ] . The causal relationship is unclear, but sleep loss 
seems to modify one’s feeding behavior and disturb physiological homeostasis (see 
below). Several symptoms of the metabolic syndrome are in fact closely related to 
or downstream effects of obesity. In fl ammation and high levels of circulating lipids 
are established contributing factors for insulin resistance (see below). Moreover, the 
link between sleep loss and obesity may be bidirectional, as obesity can lead to 
OSA-related sleep fragmentation as discussed above and recent studies in rodents 
indicate that obese animals show altered circadian rhythms  [  63,   64  ] . 

  Alterations in energy expenditure and brain glucose utilization  after sleep depri-
vation have been reported. As discussed above, sleep is involved in global energy 
balance. Energy expenditure is reduced during sleep and increased during sleep 
deprivation  [  21–  23  ] . However, on the subsequent habitual day after sleep deprivation 
subjects show reduced energy expenditure  [  21,   25  ] . Although the exact underlying 
mechanism is still not clear, fatigue and sleepiness following sleep deprivation may 
hinder individuals from engaging in energy-demanding activities  [  65  ] . Reduced non-
exercise activity thermogenesis may also be involved  [  66  ] . The brain is a major glu-
cose disposal organ and it almost exclusively uses glucose as energy source. It utilizes 
about 30% of total body glucose postprandially and about 50% during fasting periods. 
A study using positron emission tomography (PET) scanning showed that 24 h of 
total sleep deprivation leads to a 10% reduction of glucose metabolic rates in differ-
ent brain areas, which is correlated to decreased cognitive performance  [  67  ] . 

  Low grade in fl ammation  has been observed after both acute total and chronic par-
tial sleep deprivation. In these studies, both the number of white blood cells and sev-
eral major pro-in fl ammatory cytokines such as interleukin-1 beta (IL-1 b ), interleukin-6 
(IL-6) and tumor necrosis factor alpha (TNF a ) were upregulated (reviewed in  [  68, 
  69  ] ). Moreover, chronic low grade in fl ammation is a well-established comorbidity of 
obesity as adipose tissues are a source of pro-in fl ammatory cytokines whose produc-
tion is proportional to adipose depot size  [  70  ] . Chronic in fl ammation in turn, is 
known to promote insulin resistance via multiple in fl ammatory signaling pathways  [  71  ] . 

  Hormonal dysregulation  is evident after sleep disturbance. Release rates of sev-
eral metabolically relevant hormones such as insulin, leptin  [  48  ] , ghrelin, glucocor-
ticoids, and growth hormone have been shown to be modulated by sleep. Sleep loss 
leads to an increase in evening cortisol levels  [  48  ] , daytime growth hormone  [  72  ] , 
and overall ghrelin secretion  [  73  ] . These endocrine effects are known to favor 
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glucose intolerance and insulin resistance. The glucose regulating effect of gluco-
corticoids further suggests that a chronic stress response following sleep loss may 
potentially contribute to the development of glucose intolerance  [  74  ] .  

   Sleep and Lipid Metabolism 

 Lipids or triacylglycerides (TAGs) serve as space-ef fi cient energy stores. Lipids 
bind less water than carbohydrates and, therefore, can store more than twice the 
amount of calories compared to glycogen and protein per gram. Fat or adipose tis-
sues are the main lipid storage depots in mammals and play a key role in regulating 
lipid metabolism. Lipid metabolism is a tightly regulated process, involving a broad 
spectrum of enzymes and signaling pathways. Insulin also plays a critical role in 
this context. Adipose tissues respond to the postprandial rise of insulin levels by 
importing blood glucose and free fatty acids and storing them primarily in form of 
TAGs  [  75  ] . During fasting periods, i.e., the intervals between meals, sleep or starva-
tion, several circulating hormones including growth-hormone, catecholamines, and 
glucagon stimulate adipose tissues to remobilize TAGs by cleavage into free fatty 
acids and glycerol, a process known as lipolysis. Both products can then be utilized 
as energy sources by skeletal muscles and liver, respectively  [  76  ] . 

 Despite the strong association between sleep loss and obesity, the effects of sleep 
on lipid metabolism remain largely unclear. Insulin inhibits lipolysis in adipocytes 
 [  75  ] , the major cell type in adipose tissues. As mentioned above, sleep loss aggra-
vates insulin resistance in several peripheral organs including adipose tissues  [  77  ] , 
thereby promoting lipid mobilization and release of free fatty acids into the blood 
 [  36  ] . Elevated circulating lipids can lead to ectopic accumulation of fat in other cell 
types, which in turn promotes disease states such as fatty liver disease and athero-
sclerosis  [  75  ] . Moreover, both intracellular ectopic lipid accumulation  [  78  ]  and 
elevated extracellular free fatty acids  [  79  ]  have been shown to promote cellular 
insulin insensitivity. In rodents, fatty acid excess is toxic for pancreatic beta cells 
 [  80  ] . Although it has not yet been reported in humans  [  81  ] , chronic fatty acid excess 
may also contribute to impaired insulin secretion from beta cells. These observa-
tions suggest that extended sleep loss may initiate a vicious circle between insulin 
resistance and lipid dysregulation. Elevated sympathetic tone after sleep curtailment 
may also play a role in this context. Adipose tissues are directly innervated by sym-
pathetic neurons and autonomic stimulation promotes lipolysis  [  82  ] . The elevation 
of catecholamines downstream of sympathetic activation is also lipolysogenic  [  83  ] . 
Thus, sympathetic overactivation may work together with impaired insulin signal-
ing to promote improper lipid disposition in adipose tissue after sleep loss. 

 Glucocorticoids have complex effects on lipid disposal, depending on exposure 
duration, concentration and target tissue  [  84  ] . As aforementioned, the hypothala-
mus–pituitary–adrenal (HPA) axis is activated by sleep loss resulting in elevated 
blood glucocorticoid levels. Direct exposure of adipose tissues to glucocorticoids 
results in increased lipolysis  [  85  ] , which may lead to ectopic lipid redistribution. 
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Despite the fact that most of the physiological consequences of glucocorticoids 
oppose those of insulin, it has also been reported that under chronic conditions, 
glucocorticoids may facilitate visceral fat accumulation (reviewed in  [  86  ] ). Although 
the underlying mechanisms remain uncertain, a positive effect of glucocorticoids 
on de novo lipogenesis (DNL) and pre-adipocyte maturation may be involved  [  86  ] . 
Glucocorticoids work synergistically with insulin to promote DNL. Studies on 
adrenal-ectomized rats reveal that lipogenesis induced by refeeding after starvation 
is glucocorticoid-dependent  [  87  ] . The contribution of DNL to normal lipid homeo-
stasis and in the context of metabolic syndrome has been highlighted by several 
recent studies in humans. Using a heavy water tracing technique, Strawford et al. 
showed that about 20% of TAGs in adipose tissues originate from DNL  [  88  ] . 
Moreover, hepatic DNL contributes to the development of fatty liver disease  [  89  ] . 
In addition, glucocorticoids promote the differentiation of pre-adipocytes into 
mature adipocytes. In pre-adipocyte cell cultures, the standard differentiation pro-
tocol typically includes addition of the glucocorticoid analog dexamethasone and 
insulin  [  90,   91  ] . Glucocorticoids may thus contribute to regulate fat mass by this 
differentiation promoting effect  [  92  ] . Taken together, sleep loss may lead to lipid 
dysregulation via excessive activation of lipolysis and subsequent ectopic lipid 
redistribution, by altering DNL, and by promoting pre-adipocyte differentiation.  

   Sleep and Peripheral Appetite Hormones 

 Epidemiological evidence suggests a negative correlation between sleep duration/
quality and obesity. However, since most of the acute physiological effects of sleep 
disturbance are catabolic, they are unlikely to be the direct causal factors contribut-
ing to the observed obesity phenotype. Thus, the generally suspected culprit is a 
sleep loss-induced increase in food intake. A reduced amount of sleep at the same 
time means that the daily active phase is prolonged, which allows for more oppor-
tunities for eating, particularly, snacks  [  93  ] . This is especially true for modern 24/7 
societies where food availability is not restrained by the time of day. Moreover, such 
increase in food intake may further contribute to the observed alterations in periph-
eral hormonal signaling. 

 Besides serving as a major energy reservoir of the organism, white adipose tissue 
is also a prominent endocrine organ which secretes a panel of circulating hormones 
and cytokines, known as adipo(cyto)kines that modulate a multitude of physiologi-
cal functions  [  94  ] . The currently best characterized adipokine is leptin, a satiety 
hormone whose release is positively regulated by insulin-induced glucose uptake 
and overall fat mass  [  95,   96  ] , both of which indicate a nutritionally rich status of the 
body. Leptin blood levels increase after meals. The hunger hormone ghrelin, which 
is secreted by the stomach, essentially works in an opposite way to leptin with 
release being suppressed after meals but increased during fasting. The blood 
concentrations of both hormones are higher during sleep compared to the wake state. 
Nevertheless, during the second half of the night, blood ghrelin levels are declining 
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while leptin concentrations continue to rise, indicating that speci fi c sleep stages 
might have differential effects of these two counteracting hormones  [  48,   72  ] . 

 Sleep loss has been found to perturb the balance of leptin–ghrelin signaling. Using 
a partial sleep deprivation paradigm Spiegel et al. observed that sleep loss results in 
reduced plasma leptin levels while ghrelin levels are increased  [  48,   97  ] . An elevated 
plasma ghrelin-to-leptin ratio has well been correlated to self-reported appetite and 
hunger ratings, with preferences towards carbohydrate-rich meals  [  97  ] . Taken together, 
sleep loss seems to provoke hunger via perturbing the homeostatic balance between 
leptin and ghrelin release. As the postprandial increase of leptin  [  98  ] /decrease of ghre-
lin  [  99  ]  has been shown to be promoted by insulin, sleep loss-related insulin resistance 
may contribute to ghrelin/leptin effects of sleep deprivation. Recently, the blood levels 
of a number of other blood-borne nutrient-related hormones such as Peptide YY 
(PYY) and nicotinamide phosphoribosyltransferase (Nampt/visfatin/PBEF) have also 
been reported to be affected by sleep  [  100,   101  ] , but their contributions to the regula-
tion of appetite and energy expenditure remain largely unclear.  

   Sleep and Cardiovascular Function 

 A  fi nal hallmark of the metabolic syndrome are cardiovascular disorders (CVDs), 
particularly high blood pressure. CVDs may be the most life-threatening conse-
quence among the various symptoms described for metabolic syndrome. A number 
of epidemiologic studies establish a close association between sleep hygiene and 
cardiovascular function  [  102–  104  ] . Several potential interacting mechanisms that 
link sleep disturbance to cardiovascular disease have been discussed above. Obesity 
and ectopic arterial lipid accumulation are likely long-term causes of CVDs  [  105  ] . 
The chronic over-activation of sympathetic tone after sleep loss may be an important 
contributor to raised blood pressure  [  106  ] . Moreover, elevated low-grade chronic 
in fl ammation is now appreciated to participate in all stages of the pathogenesis of 
many CVDs  [  70  ] . In addition, OSA represents another interesting link between 
CVD, obesity and sleep disturbances. OSA is a risk factor for several CVDs such as 
myocardial infarction and stroke independent of obesity  [  62  ] . Potential mechanisms 
include elevated sympathetic tone  [  62  ] , oxidative stress elicited by recurrent hypoxic 
conditions  [  107  ] , and blood vessel damage caused by loud snoring  [  108  ] . In this 
context it would be interesting to investigate if the CVD-predisposing effect of OSA 
is also mediated by its characteristic fragmenting effect on sleep architecture.  

   Sleep Anatomy 

 During recent years it has become increasingly clear that—like sleep—appetite and 
body weight regulation are centrally controlled processes  [  109,   110  ] . Thus, shared 
neuronal circuits may explain why in so many aspects sleep and metabolic regulation 
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are tightly interconnected (Fig.  6.1 ). Neuroanatomically, sleep depends on a net-
work of widespread, but highly connected brain areas (reviewed in  [  9  ] ). Among the 
wake-promoting centers, some  fi re only during wakefulness (“wake-on”), whereas 
others are active during wakefulness as well as during REM sleep (“REM-on”), 
indicating that the latter support the cortical activation observed during REM sleep. 
Monoaminergic cell groups in the midbrain and the  pons  are speci fi cally active dur-
ing wakefulness and target the lateral hypothalamus, the basal forebrain and cortical 
areas. These include the noradrenergic  locus coeruleus  (LC), the serotonergic dor-
sal and median raphé nuclei (DRN, MRN), dopaminergic neurons bordering the 
raphé nuclei, and histaminergic neurons of the tuberomammillary nucleus (TMN) 
 [  111–  115  ] . In addition, glutamatergic neurons in the  pons  (in the parabrachial 
nucleus (PBN) and the pre-coeruleus area) stimulate arousal by innervation of 
hypothalamic, forebrain and cortical regions  [  116,   117  ] . The forebrain also contains 
arousal-promoting neuronal networks amongst which the orexin (also known as 

  Fig. 6.1    Schematic illustration of mammalian sleep and metabolism regulating neural circuitries. 
Sleep regulatory neurons are organized in a mutually inhibitory network. The major wake-promoting 
centers are located in the upper brainstem. They project cholinergic, monoaminergic, and gluta-
matergic  fi bers to various brain regions including the cerebral cortex, thalamus, and hypothalamus. 
The main sleep-promoting center is located in the VLPO, in the anterior hypothalamus. It projects 
inhibitory GABAergic  fi bers to the brainstem arousal centers. The ascending arousal pathways are 
also capable of inhibiting the VLPO. This mutually inhibitory connection allows for rapid transi-
tions between sleep and wake states. The mediobasal hypothalamus is the integrating center coor-
dinating the homeostasis of metabolism and sleep. The wake-promoting orexinergic neurons in the 
LHA integrate the metabolic information and relay it to the brainstem wake-promoting centers. 
LHA neurons also directly innervate the cerebral cortex. The SCN provides the circadian input to 
regulate metabolism and sleep via direct connection to several nuclei in the mediobasal hypothala-
mus.  Abbreviations :  ARC  arcuate nucleus,  DMH  dorsomedial hypothalamic nucleus,  LHA  lateral 
hypothalamic area,  SCN  suprachiasmatic nucleus,  VLPO  ventrolateral pre-optic nucleus,  TMN  
tuberomammillary nucleus,  LC  locus coeruleus       
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hypocretin) expressing neurons in the lateral hypothalamus have been studied exten-
sively. Orexigenic neurons are most active during wakefulness, in particular during 
active exploration of the environment  [  118,   119  ] . They receive input from arousal-
promoting areas (e.g., LC, DRN, PBN) as well as from brain areas involved in 
reward processing (e.g., amygdala and ventral tegmental area). Orexigenic neurons 
project to the  cortex , the brainstem and forebrain areas, most densely to the TMN 
and the LC  [  9  ] . Genetic impairment of orexigenic signaling results in narcoleptic 
phenotypes in mice, dogs and humans  [  116,   117,   120  ] . Narcolepsy is characterized 
by a severe increase in the number of transitions between different vigilance states: 
human patients as well as mice lacking orexin tend to fall asleep more often and 
show more fragmented sleep in addition to more transitions between REM and 
NREM sleep  [  9  ] . Patients suffered from narcolepsy often also suffer from cataplexy 
(i.e., a sudden loss of muscle tone in response to emotional stimuli). Such patients 
have a greatly reduced number of orexigenic neurons in the hypothalamus and it has 
been proposed that at least in some individuals this reduction might be due to an 
autoimmune response  [  120–  123  ] .  

 NREM sleep-promoting areas are mainly found in the hypothalamus: GABAergic 
or galaninergic neurons in the ventrolateral preoptic area (VLPO) are selectively 
active during NREM sleep and innervate many of the above described arousal-pro-
moting areas  [  124  ] . Interestingly, loss of VLPO neurons in human patients as well 
as in animals results in profound insomnia with an up to 50% reduction of sleep 
 [  125  ] . In close proximity to the VLPO another population of sleep-active neurons is 
found in the median preoptic nucleus (MnPO)  [  126,   127  ] . Interestingly, these neu-
rons become active already before actual sleep onset, indicating a potential role in 
integrating accumulating sleep pressure. REM sleep-promoting neurons are located 
in the cholinergic pedunculopontine and the laterodorsal tegemental nuclei (PPT 
and LDT) and mainly innervate thalamic relay nuclei and the basal forebrain  [  128, 
  129  ] . REM-on neurons are found in the sub-laterodorsal nucleus (SLD), the pre-
coeruleus region (PC), and the medial parabrachial nucleus (MPB). The SLD is 
involved in regulating atonia during REM sleep by activating inhibitory neurons in 
medulla and spinal cord, whereas PC and MPB neurons stimulate forebrain path-
ways resulting in the high-frequency EEG traces during REM sleep  [  117,   130,   131  ] . 
A remarkable feature of wake-, REM-, and NREM-promoting nuclei is that they 
seem to mutually inhibit each other. This lead to the so-called “ fl ip- fl op switch 
model” of state transitions suggesting that mutual inhibition leads to fast and com-
plete transitions between different vigilance states, which can, for example, ensure 
rapid transitions to wakefulness in case of threat  [  9  ] . 

   Hypothalamic Control of Sleep and Metabolism 

 The hypothalamus serves as an integrating center involved in controlling “homeo-
static” behaviors and physiology including feeding, body temperature, breathing, 
cardiovascular function, metabolism, and sleep. The hypothalamic appetite regulating 
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center is comprised of mutually inhibiting circuits within the arcuate nucleus (ARC). 
The ARC is the major targeting site for both leptin and ghrelin. It is composed of 
appetite-promoting agouti-related protein (AgRP)/neuropeptide Y (NPY) express-
ing neurons and appetite-suppressing cocaine and amphetamine-related transcript 
(CART)/pro-opiomelanocortin (POMC) expressing neurons. Leptin inhibits orexi-
genic AgRP/NPY neurons while activating anorexigenic CART/POMC neurons; 
ghrelin on the other hand activates AgRP/NPY neurons, but inhibits CART/POMC 
neurons. Moreover, both types of neurons heavily project to and mutually inhibit 
each other  [  109  ] . 

 In a similar way, neurons in the lateral hypothalamus (LHA) are organized in local 
mutually inhibitory networks. In the LHA, wake-promoting neurons are glutamater-
gic and express orexin while sleep promoting neurons are GABAergic and express 
melanin-concentrating hormone (MCH)  [  132  ] . Multiple lines of evidence indicate 
that these two types of sleep regulating neurons are at the same time tightly involved 
in metabolic regulation. From a conceptual point of view it is easily conceivable that 
the homeostasis of sleep and metabolism has to be regulated in a highly cooperative 
manner as sleeping and feeding are two mutually exclusive behaviors. Both orexin 
and MCH neurons are regulated by metabolic signals of the body. Orexin neurons are 
the downstream targets of ARC AgRP/NPY neurons. NPY inhibits orexin neurons via 
Y1 and Y2 receptor subtypes  [  133,   134  ] . Interestingly, ghrelin, whose effect on NPY 
neurons is activating, also stimulates orexin neurons directly  [  135  ] . Along the same 
line elevation of several satiety signals including leptin, glucose, and free fatty acids/
TAGs has been shown to inhibit orexinergic neuronal activity  [  135,   136  ] , suggesting 
that peripheral satiety signals may suppress the wake-promoting function of the LHA. 
Sleep-promoting MCH neurons also respond to the change of metabolic status. Fasting 
has been reported to stimulate MCH neurons  [  137,   138  ] . MCH neurons are regulated 
in a largely opposite manner than orexin neurons. Acetylcholine and norepinephrine 
stimulate orexin neurons but have been shown to suppress MCH neurons  [  139  ] , 
whereas on the one hand glucose inhibits orexin neurons, and on the other hand it 
activates MCH neurons  [  140  ] . 

 Both orexin and MCH neurons play an active role in metabolic regulation. Intra-
cerebroventricular (i.c.v.) injection of orexin increases food consumption  [  141  ] . 
Genetic depletion of orexin signaling in mice results in hypophagic and narcoleptic 
phenotypes, paralleled with reduced food-seeking behavior and energy expenditure 
 [  22,   135  ] . At the cellular level, orexin positively regulates AgRP/NPY, but inhibits 
CART/POMC neurons  [  142  ] . Sleep-deprived rodents show an activated orexin sys-
tem  [  143  ] . MCH is also orexigenic as it has been shown by early studies that i.c.v. 
injection can stimulate feeding behavior in rodents  [  137,   138  ] . Moreover, elevated 
hypothalamic MCH signaling has anabolic effects such as reduced energy expendi-
ture, increased lipid accumulation in adipose tissues and weight gain  [  144,   145  ] . 
Consistently, genetic deletion of either MCH or its receptors leads to weight loss 
and reduced fat mass and causes resistance to high caloric diet-induced obesity 
 [  146,   147  ] . The integrative picture on how these complex signaling pathways within 
the hypothalamus organize themselves to achieve a remarkably stable homeostatic 
regulation of sleep and metabolism and how they interact with other brain areas, 
e.g., those involved in cognitive and reward processes (see below), is still largely 



1016 Sleep, Energy Homeostasis and Metabolic Syndrome Alterations

incomplete. However, the existence of bidirectional interactions between hypothalamic 
sleep and metabolic regulating centers is evident. 

 It has been shown that the main increase in caloric intake in sleep-deprived indi-
viduals stems from snacks while homeostatic feeding is relatively unaffected  [  93  ] . 
Therefore, it has been proposed that hedonic circuits may be activated by sleep dis-
turbance. The reward system in the brain is known to be involved in sleep regulation 
 [  148  ] . It is suppressed during sleep; whereas when the reward system is activated, 
the activity of several sleep centers in the brain is inhibited  [  149  ] . The reward sys-
tem involves mesolimbic brain structures including the ventral tegmental area 
(VTA) and the  nucleus accumbens  (NAc). These structures interact functionally 
with the hypothalamic sleep and metabolic regulating centers. For example, orexin 
has been shown to activate VTA dopaminergic neurons and promote dopamine 
release in the NAc, the target area of the VTA  [  150,   151  ] . NPY neurons also project 
to the NAc where they may modify local dopamine signaling  [  152,   153  ] . Leptin has 
been shown to decrease while ghrelin increases the activity of VTA dopaminergic 
neurons  in vitro .  In vivo , when applied directly to the VTA, leptin reduces while 
ghrelin and orexin promote food intake  [  154–  156  ] . Thus, metabolic and sleep regu-
lating signaling plays an active role in modifying the reward system and in this way 
sleep disturbances are capable of promoting hedonic behaviors  [  148,   157  ] . 
Interestingly, the addiction to certain activities, for example, video game playing or 
gambling has been reported to contribute to voluntary sleep loss  [  158–  160  ] , high-
lighting the bidirectional link between sleep and reward systems in the brain.   

   Conclusion 

 Epidemiological studies strongly suggest that sleep disturbance and sleep curtailment 
are important risk factors for the development of metabolic syndrome. Sleep loss 
has profound effects on metabolic regulation, but experimental data are still sparse on 
how chronic sleep disruption may impact on energy homeostasis and which of the 
involved processes are critical for the emergence of metabolic syndrome. An intrigu-
ing  fi nding is that central circuits of sleep and appetite regulation are closely entan-
gled. The  analysis of the functional interaction between sleep and metabolic regulatory 
neurons might be key for a better understanding of the metabolic syndrome pathology 
in the context of shift work and sleep-affecting disorders and critically help clinicians 
in providing medical advice on lifestyle interventions to patients.  

   Summary Points 

    Amount and quality of sleep have strong effects on metabolic homeostasis.  • 
  A lack of sleep negatively impacts on various aspects of energy metabolism • 
including glucose and lipid utilization, adipokine regulation and cardiovascular 
function.  
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  Sleep and metabolic regulatory centers in the brain are tightly connected.  • 
  In the hypothalamus, orexigenic neurons control both arousal and appetite.  • 
  Circadian rhythm disruption is an important risk factor for both metabolism and • 
sleep disorders.         
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  Abstract   The prevalence of obesity and type 2 diabetes mellitus (T2DM) has risen 
to epidemic proportions. The pathophysiology of T2DM is complex and involves 
insulin resistance, pancreatic  b -cell dysfunction and visceral adiposity. Although it 
has been known for quite some time that a disruption of biological rhythms (as hap-
pens with shift work) increases the risk of developing obesity, insulin resistance and 
T2DM, more recent genomic evidence has further spiked the interest for the involve-
ment of circadian rhythms (and their disruption) in the development of diabetes. In 
this chapter, we will start with an overview of the way in which glucose metabolism 
and the basal rhythm in plasma glucose concentrations and insulin sensitivity are 
regulated, after which we will discuss how a disruption of daily rhythms or a disrup-
tion of clock elements, may contribute to the development of insulin resistance.      

   Glucose Metabolism: An Introduction 

 Blood glucose is the most important energy source for the central nervous system. 
Since glycogen is neither stored nor produced in the central nervous system (CNS), 
plasma glucose concentrations must be maintained at a suf fi ciently high level for the 
organism to survive. It is therefore not surprising that the brain has several regulatory 
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pathways to ensure these suf fi ciently high levels. This was already apparent to 
Claude Bernard in 1855, when he performed his famous experiments showing that 
when the  fl oor of the fourth ventricle of the brain was pricked with a needle, this 
resulted in a rise in sugar in the urine. What he also proposed was that the sugar was 
secreted from the liver into the blood as a consequence of “internal secretion.” 
Although his experiments were far from precise and the exact site of his pricking has 
never been established  [  1,   2  ] , the conclusion drawn from these and following experi-
ments, i.e., that blood glucose levels are under the in fl uence of the central nervous 
system, is now widely accepted. Almost a century after Bernard’s experiments the 
term  homeostasis  was introduced by Walter B. Cannon. He extended Bernard’s con-
cept of “milieu interieur” and hypothesized that the maintenance of a relatively con-
stant internal environment is of crucial importance for an organism  [  3  ] . This constant 
internal environment is maintained by neuronal and endocrine systems that activate 
compensating mechanisms when they detect disturbances. For the homeostatic regu-
lation of blood glucose levels this means secretion of hormones such as insulin and 
glucagon and activation of the autonomic nervous system in terms of innervating the 
peripheral organs (i.e., liver, pancreas, and adrenals) (Box  7.1 ). Although this con-
cept of homeostasis is key to glucose metabolism, plasma glucose concentrations are 
not kept at a constant level, but show a clear daily rhythm with the highest levels 
found prior to the onset of the activity period. 

  Box 7.1 Hormones that in fl uence plasma glucose concentrations 

 Plasma glucose concentrations are the net result of glucose output and glu-
cose uptake. Certain organs, hormones and metabolites are important to keep 
glucose concentrations within physiological boundaries. During feeding, glu-
cose is taken up from the gut, and in times of fasting, glucose production in 
the liver is stimulated, resulting in an increased output of glucose from the 
liver to the circulation. Glucose produced by the liver is the result of glycogen 
breakdown (glycogenolysis) and the forming of new glucose from lactate and 
amino acids (gluconeogenesis). A number of hormones regulate glucose pro-
duction and glucose uptake:

    • Insulin  is released by the pancreatic  b -cell when glucose concentrations 
are high. It stimulates the uptake of glucose in muscle and adipose tissue. 
At the same time, at the level of the liver, insulin suppresses the production 
of glucose. Both processes thus result in a lowering of plasma glucose 
concentrations. However, when insulin sensitivity is impaired, glucose 
concentrations in plasma will rise due to a diminished uptake, but also due 
to an increased glucose production by the liver as a consequence of the 
lesser suppression by insulin.  
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   • Glucagon  is released from the pancreatic  a -cells, when plasma glucose 
concentrations drop. Glucagon acts on the liver to stimulate glucose pro-
duction, but probably also reduces glucose uptake in liver and muscle.   
   • Corticosterone  (or cortisol in humans) is released by the adrenal cortex in 
response to stress via ACTH. Corticosterone acts on the liver to increase 
glucose production, especially through gluconeogenesis, to ensure enough 
glucose within the blood stream during times of fasting.  
   • Adrenalin  (also known as epinephrine) is released by the adrenal medulla 
in response to stress via sympathetic stimulation. Its effects are similar to 
those of corticosterone but are more rapid because of its primary focus on 
glycogenolysis.  
   • Noradrenalin  (also known as norepinephrine) is also released from the 
adrenal medulla, but also by sympathetic nerve endings. Noradrenaline 
stimulates glucose production by its release from sympathetic nerve end-
ings in the liver, but at the same time also stimulates the release of gluca-
gon and inhibits the release of insulin by its release from sympathetic nerve 
endings in the pancreatic  a - and  b -cells.    

 In addition to their action within peripheral organs, all these hormones also 
have receptors in the central nervous system and thus may also affect glucose 
metabolism via the hypothalamus.  

 Changes in plasma glucose concentrations result from food intake, hepatic glu-
cose production (via glycogenolysis or gluconeogenesis), and/or changes in glucose 
uptake by tissues such as the brain, muscle, liver and adipose tissue. An increased 
glucose uptake (i.e., higher glucose tolerance) may be the result of various pro-
cesses, such as higher amounts of insulin being secreted from the pancreatic  b -cells 
after a meal, an increased insulin sensitivity of peripheral tissues, or an increase in 
(non)-insulin-mediated glucose uptake via the recruitment of glucose transporters 
in exercising muscles (Box  7.2 ). Most, if not all, processes that regulate basal glu-
cose concentrations show daily rhythms. 

  Box 7.2 

 To accommodate the effects of food intake and glucose utilization, plasma 
glucose concentrations are contained within strict boundaries by various 
internal mechanisms. Plasma glucose concentrations rise with increased 
hepatic glucose production via glycogenolysis or gluconeogenesis: 

 Glycogenolysis: Conversion of glycogen polymers to glucose monomers. 
Glucagon and epinephrine stimulate glycogenolysis. 

(continued)
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Box 7.2 (continued)

 Gluconeogenesis: Biosynthesis of “new” glucose from non-glucose 
precursors, such as lactate and amino acids. Corticosterone stimulates 
gluconeogenesis.   

       

 Plasma glucose concentrations may also vary as a result of changes in 
glucose uptake in tissues such as the brain, muscle, liver and adipose tissue. 

 An increased glucose uptake (i.e., higher glucose tolerance) may result 
from various processes, such as higher amounts of insulin secreted from the 
pancreatic beta-cells after a meal, an increased insulin sensitivity of periph-
eral tissues, or an increase in (non)-insulin-mediated glucose uptake via the 
recruitment of glucose transporters in exercising muscles. 

 Glucose tolerance: The relative amount of glucose taken up by peripheral 
tissues. 

 Insulin resistance: The diminished ability of cells to respond to the action 
of insulin in transporting glucose (sugar) from the bloodstream into muscle 
and other tissues.  

   Basal Glucose Levels 

 Blood glucose concentrations peak right before the activity period. Humans show 
high glucose output and insulin requirements in the early morning hours, suggesting 
an anticipatory increase of glucose metabolism for the upcoming activity period  [  4  ] . 
Also in rats a daily variation in glucose metabolism was observed. Again, the high-
est glucose tolerance and insulin sensitivity was observed at the time of awakening. 
Diminished insulin sensitivity and decreased insulin responses to a glucose load 
have both been suggested to be responsible for the reduced glucose tolerance later 
in the day  [  5–  7  ] . However, it is still unclear which tissues are responsible for these 
changes in glucose tolerance. 

 Numerous studies have shown that the suprachiasmatic nucleus (SCN) of the 
hypothalamus in fl uences behavioral rhythms such as the sleep–wake cycle, locomo-
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tor activity and feeding behavior  [  8  ] . There is also clear evidence for the involve-
ment of the SCN in anterior pituitary hormonal release  [  8  ] , and lately it has become 
clear that the SCN also deploys the autonomic nervous system (ANS) to spread its 
message to the peripheral organs (liver, pancreas, fat, adrenal, etc.)  [  9–  15  ] . 

 The  fi rst evidence that the SCN is involved in the daily rhythm in glucose metab-
olism came from the work of Nagai and Nakagawa: (1) SCN lesions abolish the 
daily rhythms in plasma concentrations of glucose and insulin  [  16  ]  and (2) a pro-
nounced day–night difference exists in the response to 2-deoxy glucose, a glucose-
utilization inhibitor  [  17  ] . SCN-lesioned rats, however, do not have a rhythm in food 
intake  [  18  ] , and an indirect effect on glucose metabolism through the lack of a feed-
ing rhythm could thus not be excluded, as food intake increases glucose concentra-
tions. Indeed, in rodents, restricted daytime feeding will prompt the glucose and 
insulin peaks to shift to the daytime  [  19  ] , and there is therefore every possibility that 
the SCN-driven rhythm in food intake causes a daily rhythm in plasma concentra-
tions of glucose and insulin. To test whether there is a direct in fl uence of the SCN 
on glucose metabolism which is independent from its effect on feeding behavior, a 
series of experiments using a 6-meals-a-day feeding schedule (to avoid interference 
from the day–night rhythm in feeding activity) was performed. 

 The  fi rst experiments with this scheduled feeding regimen in rats revealed a clear 
diurnal rhythm in meal-induced responses in glucose and insulin  [  20  ]  (Fig.  7.1 ). 
The data on the pre-meal glucose values from this study suggested a daily rhythm 
in basal plasma glucose concentrations independent of the feeding pattern as well. 
When food availability is limited to a  fi xed time of the day, it causes a phase advance 
in circadian rhythms, such as locomotor activity, and it changes the daily rhythm in 
plasma corticosterone concentrations  [  21–  23  ] . Thus, because food itself serves as a 
strong synchronizer/entraining signal, we measured locomotor activity patterns as 
well as plasma corticosterone concentrations (which affect glucose metabolism by 
affecting insulin sensitivity or glucose output from the liver) in rats on a 6-meals-a-
day feeding schedule. Locomotor activity patterns and plasma corticosterone con-
centrations did not change in rats on the 6-meal scheduled feeding regimen, 
suggesting that this regimen disrupts the daily pattern in feeding activity but not 
overall behavior  [  20,   24  ] . That the SCN directly mediates the daily rhythm in plasma 
glucose concentrations became evident when subsequent experiments were per-
formed with SCN-lesioned and SCN-intact rats on this scheduled feeding regimen 
 [  24  ]  (Fig.  7.1 ). The daily rhythm observed in plasma glucose concentrations nicely 
resembled the observed daily rhythm in animals fed ad libitum, suggesting a direct 
in fl uence of the SCN on plasma glucose concentrations, independent of the feeding 
rhythm. The maintained rhythmicity in plasma concentrations during fasting is also 
in agreement with a direct in fl uence of the SCN on glucose metabolism independent 
of its effect on feeding behavior. Although there are reports of a circadian rhythm in 
insulin concentrations  [  25  ] , we did not  fi nd an obvious and direct in fl uence of the 
SCN on basal plasma insulin concentrations, independent of feeding activity: the 
plasma insulin concentrations increased after every meal. However, when consider-
ing the pre-meal values, only 50% of the SCN-intact rats on the scheduled feeding 
regimen showed a 24-h rhythm of plasma insulin concentrations. Both rhythms 
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were abolished with SCN lesions  [  24  ] . Moreover, fasted rats do not show such a 
daily rhythm in plasma insulin concentrations  [  24,   26  ] , which supports the hypoth-
esis that feeding behavior and/or glucose concentrations are more important than a 
direct SCN in fl uence on basal insulin secretion. This enabled us to ascertain that the 
SCN increases plasma glucose concentrations before waking (Box  7.1 ).  

 The increased plasma glucose concentrations could be derived from a decrease 
in glucose uptake or from an increase in glucose output, Interestingly, however, a 
series of timed intravenous glucose tolerance tests showed glucose uptake to have a 
clear 24-h rhythm with the highest uptake at the end of the light period as well  [  27  ] . 
This rhythm, too, depends on the SCN and not on the rhythm in food intake. It is 
obvious that the simultaneous rise in plasma glucose concentrations and glucose 
uptake can only occur when glucose output to the general circulation is such that it 
compensates for the increased glucose uptake. A similar situation occurs in humans; 
before awakening, glucose production and glucose concentrations are increased 
while, at the same time, glucose utilization is high  [  28  ] . Consequently, the increase 

  Fig. 7.1    In ad libitum feeding animals (Ad lib) plasma glucose concentrations rise prior to the 
activity period ( gray area ). Because plasma glucose concentrations are in fl uenced by the rhythm 
in food intake, we measured plasma glucose concentrations in animals on a 6-meals-a-day sched-
ule (6-meal) who still had a clear day–night rhythm in plasma glucose concentrations. The day–
night rhythm in plasma glucose concentrations is dependent on the SCN, because SCN-lesioned 
animals (SCN-x) on a 6-meals-a-day schedule no longer exhibit a day–night rhythm in plasma 
glucose concentrations. Moreover, the day–night rhythm is also dependent on the hepatic sympa-
thetic innervation, because animals with a sympathetic liver denervation (HSx) do not exhibit a 
rhythm either. The hormones important for glucose metabolism—corticosterone, insulin, and glu-
cagon—do change under different conditions, but these changes do not explain the day–night 
rhythm in plasma glucose concentrations (adapted from  [  112  ] )       
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in plasma glucose concentrations before the onset of activity is due to increased 
glucose production, not to a decreased glucose utilization. 

 The main source for glucose is the liver. Interestingly, anatomical tracing experi-
ments revealed that there are connections between the SCN and the liver, via the 
autonomic nervous system (ANS)  [  14,   29  ] . These connections may well be involved 
in the organization of the 24-h rhythm in plasma glucose concentrations. The 
involvement of the ANS in SCN-driven changes in glucose metabolism was  fi rst 
suggested by Nagai and colleagues. They showed that electrical stimulation of the 
SCN resulted in hyperglycemia. This effect was prevented by blocking the output of 
the autonomic nervous system with (i.p.) administration of  a  and  b -adrenergic 
blockers  [  30,   31  ] . Administering an adrenergic blocker i.p., however, is not speci fi c 
and more recent experiments therefore used hepatic sympathetic denervations to 
determine the role of autonomic innervation of the liver for the generation of the 
daily rhythm in plasma glucose concentrations. From these studies it became clear 
that the SCN indeed requires an intact sympathetic innervation of the liver to gener-
ate a daily rhythm in plasma glucose concentrations  [  32,   33  ] . 

 The SCN does not innervate the autonomic motor neurons in the brainstem or 
spinal cord directly, but transmits its signal to other areas within the hypothalamus. 
For the SCN to transmit its rhythms, the paraventricular nucleus of the hypothalamus 
(PVN) is the most important area to affect autonomic signaling to peripheral organs. 
The PVN receives signals from the SCN and has extensive projections to sympathetic 
and parasympathetic motor neurons in the spinal cord and in the brainstem, respec-
tively  [  34–  37  ] . The functional importance of this SCN–PVN connection in control-
ling plasma glucose concentrations was revealed by administering different SCN 
transmitter agonists and antagonists into the vicinity of the PVN  [  29  ] . The most pro-
nounced effects on plasma glucose concentrations were observed after the administra-
tion of either bicuculline (BIC; a GABA-A antagonist) or NMDA (an agonist of 
glutamatergic receptors) to the PVN: both resulted in a prolonged and signi fi cant 
increase in plasma glucose concentrations. Both drugs also increased plasma gluca-
gon concentrations (which may stimulate glucose output) but did not affect plasma 
insulin concentrations in any signi fi cant way. Blockade of GABA-ergic receptors 
resulted in increased plasma concentrations of corticosterone, which—like gluca-
gon—is known to increase gluconeogenesis, whereas stimulating the glutamate recep-
tors did not. These data indicate that it is unlikely that the hyperglycemia induced by 
the stimulation of PVN neurons is a result of changes in either insulin or corticoster-
one release, although increased glucagon release could be a causative factor. Later 
experiments showed that prior selective denervation of the sympathetic, but not the 
parasympathetic, autonomic input to the liver completely prevented the hyperglyce-
mic effects of both BIC and NMDA  [  29,   38  ] . The hyperglycemic effects disappeared 
in the sympathetic denervated animals, notwithstanding pronounced increases of 
plasma concentrations of glucagon and corticosterone. Together, these functional 
studies demonstrate that stimulating neuronal activity in the PVN results in hypergly-
cemia through activating sympathetic input to the liver. Repeating the above experi-
ments at different times of the day and in SCN-lesioned animals con fi rmed the SCN 
as the major site of origin for the GABA and glutamatergic inputs to the PVN  [  39  ] . 
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 The experiments described above show clear effects on plasma glucose concen-
trations but fail to provide evidence for an effect of the hypothalamus on glucose 
production via the autonomic innervation of the liver. A more recent study showed 
that local administration of BIC in the hypothalamus increases hepatic glucose pro-
duction when injected in the PVN or the dorsomedial hypothalamus (DMH), which 
both receive SCN input. The most effective area for increasing hepatic glucose pro-
duction, however, was the perifornical area (PF)  [  40  ] , another area receiving input 
from the SCN  [  41  ] . Thus, in order to be able to generate the 24 h rhythm in plasma 
glucose concentrations, the SCN transmits its signal to a number of hypothalamic 
areas important for the regulation of glucose metabolism.  

   Acute Changes in Glucose Levels 

 In addition to the SCN-generated day–night rhythm in plasma glucose concentra-
tions, the brain also responds to acute changes in plasma glucose concentrations by 
increasing glucose production when blood glucose levels drop, and by increasing 
glucose uptake and inhibiting glucose production when glucose levels rise. 
Circulating insulin levels, which increase when glucose concentrations increase, 
may also act on the brain and in fl uence glucose metabolism. Glucose-sensing neu-
rons, which are either activated or inhibited by changes in extracellular glucose 
concentrations, are located throughout the hypothalamus. For example, in the arcu-
ate nucleus (ARC), neurons expressing neuropeptide Y (NPY) have been shown to 
be glucose-inhibitory neurons. But these NPY neurons also respond to insulin, 
which, like glucose, also has an inhibitory effect on the neural activity of NPY neu-
rons  [  42  ] . Since the discovery of leptin in 1994  [  43  ] , the ARC has attracted a lot of 
attention. It is in close contact to the circulation because of a “leaky” blood brain 
barrier, and has extensive projections to several areas within the hypothalamus. For 
example, projections to the lateral hypothalamus (LH) and the ventromedial hypo-
thalamus (VMH) are part of this neurocircuitry in the hypothalamus that regulates 
glucose metabolism. Originally the LH was described as a hunger center, because 
cats with lesions in this area lost their appetite and lost weight dramatically. 
Furthermore, it is an area that contains many glucose-inhibitory neurons. On the 
other hand, when the VMH, was lesioned in cats, they did not become satiated 
resulting in massive obesity, as well as insulin-resistance. In addition, they had more 
glucose excitatory neurons than glucose inhibitory neurons. The VMH is also pro-
posed to play an important role in the response to hypoglycemia, the so-called coun-
terregulatory response (for a review on hypothalamic glucose sensing neurons:  [  44, 
  45  ] ). Several neuropeptides within the hypothalamic areas just mentioned have been 
shown to be involved in the regulation of glucose production and glucose uptake, 
which are summarized in Fig.  7.2 .  

 With regard to the control of rhythms in glucose metabolism by hypothalamic 
neuropeptides, the orexins deserve special attention. Orexin-A and orexin-B (also 
known as hypocretin 1 and 2) were initially identi fi ed as endogenous ligands for an 
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orphan receptor involved in narcolepsy  [  46,   47  ] , but were later shown to be impor-
tant for the maintenance of wakefulness. Orexin neurons were shown to be exclu-
sively localized in the lateral hypothalamus and, in addition to their importance for 
maintaining wakefulness, also turned out to be involved in the regulation of feeding 
behavior and energy metabolism. More recent data show that an increased avail-
ability of orexin in the central nervous system, either by i.c.v. infusion or by local 
administration or activation of orexin neurons (using GABA antagonist) increases 
plasma glucose concentrations through an increase in hepatic glucose production 
 [  40  ] . Moreover, orexin is also able to stimulate glucose uptake in skeletal muscle via 
its action in the VMH  [  48  ] . 

 The stimulatory effect of orexin on EGP could be blocked by a hepatic sympa-
thetic denervation but not by a parasympathetic one  [  40  ] . Moreover, other studies 
clearly showed that the activity of the orexin neurons is under tight control of a 
GABAergic input that is probably derived from the circadian system  [  29  ] . These 
data indicate that the circadian rhythm in orexin release  [  49  ]  might be implicated 
in the genesis of the daily rhythm in plasma glucose concentrations as described 
above. Indeed, i.c.v. (but not i.v.) administration of an orexin antagonist during 
the  fi nal 8 h of the light period completely blocked the endogenous increase in 
glucose appearance (probably glucose production) until the start of the dark 
period. Once the animals started eating in the dark period, glucose appearance 

  Fig. 7.2    A schematic view of the brain’s network that maintains plasma glucose concentrations 
between strict boundaries. ( 1 ) The hypothalamic areas, where numerous neuropeptides are local-
ized, in fl uence glucose metabolism via the autonomic nervous system ( solid black lines ). ( 2 ) 
Glucose metabolism is also in fl uenced by hormones: (a) via the pituitary route ( dotted red line ), 
which with acute challenges, such as stress, will release corticosterone to in fl uence hepatic glucose 
output and (b) via the pancreas that will sense glucose concentrations resulting in insulin release 
or glucagon release to regulate glucose levels. However, the pancreas also receives signals from 
the brain via the autonomic nervous system ( dotted green lines ). In turn, insulin also acts on its 
receptors in the ARC to regulate glucose metabolism.  Abbreviations :  ANS  autonomic nervous 
system,  ARC  arcuate nucleus,  HPA  hypothalamus–pituitary–adrenal,  LHA  lateral hypothalamic 
area,  PVN  (hypothalamic) paraventricular nucleus,  SCN  suprachiasmatic nucleus,  VMH  ventrome-
dial nucleus of the hypothalamus       
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also increased in the i.c.v. orexin-antagonist treated animals. These  fi ndings 
strongly suggest that the orexin neurons in the LH are an important link in the 
circadian control of the SCN, via the autonomic nervous system, over the daily 
peripheral glucose rhythm.  

   CNS Control of Hormones Affecting Glucose Metabolism 

 In addition to its role in activating the sympathetic input to the liver, hepatic glu-
cose production is also stimulated by corticosterone and glucagon, whereas 
increased circulating plasma insulin levels will inhibit hepatic glucose production 
(Box  7.1 ). Like plasma glucose concentrations, also the magnitude of an endo-
crine response to a glucose challenge varies over the activity/inactivity cycle. For 
example, a marked effect of time of day on neuroendocrine responses to pro-
longed moderate exercise was reported in healthy volunteers  [  50  ]  and an oral 
glucose load in the early morning hours gives a higher insulin response compared 
to glucose given in the evening or afternoon  [  6  ] . The same was found in rats with 
meals equally distributed over the light/dark-cycle (i.e., insulin responses varied 
depending on the time of the day the meal was consumed, despite equal meal 
sizes)  [  20  ] . In addition, SCN-lesion studies showed this variation in endocrine 
function to be dependent on the SCN  [  18  ] . Furthermore, in rats, the corticosterone 
response to a metabolic stressor, such as an insulin injection, is higher at the end 
of the light period than at the beginning of the light period  [  51  ] . 2-Deoxy-glucose 
(2-DG), a glucose inhibitor, which stimulates glucose output, varies its corticos-
terone responses with the time of day  [  114  ] . The central nervous system is known 
to in fl uence endocrine responses via (1) neuroendocrine neurons leading to ante-
rior pituitary hormonal release (corticosterone, growth hormone) and (2) neurons 
of the ANS innervating peripheral organs such as the adrenal and pancreas (adren-
alin, insulin, and glucagon). For the daily variation in the response to an acute 
glucose challenge, the SCN uses both routes to determine the magnitude of the 
endocrine response. There is evidence for the involvement of the SCN in anterior 
pituitary hormonal release  [  8  ] , and neural connections are in place between the 
SCN and endocrine organs such as the pancreas and adrenal  [  10,   11,   13  ] . It has 
been shown that the SCN in fl uences corticosterone secretion via two routes: the 
SCN affects CRH release then stimulating ACTH release from the pituitary and 
subsequently the secretion of corticosterone from the adrenal cortex and it is able 
to set the sensitivity of the adrenal gland to ACTH via the sympathetic innervation 
of the adrenal  [  10,   52–  54  ] . Because corticosterone increases gluconeogenesis, it 
may well be that, in general, the SCN sets the endocrine system to respond to 
glucose challenges via both the anterior pituitary and the ANS. Furthermore, the 
daily variation in meal-induced insulin responses is eliminated by atropine, which 
blocks the parasympathetic system  [  18  ] , suggesting that the SCN in fl uences insu-
lin responses via neural projections to the pancreas. Thus, the SCN in fl uences 
hormone secretion to an acute glucose challenge via an interplay between hor-
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monal pituitary release and modulation of the ANS input to the organs involved, 
such as pancreas and adrenal. A hormonal involvement in the SCN-regulated 
anticipatory increase in plasma glucose concentrations towards the beginning of 
the activity period, however, is unlikely. Insulin concentrations rise after every 
meal in a scheduled feeding regimen, and decline during fasting, i.e. contrary to 
the plasma glucose concentrations that remain rhythmic in these conditions  [  24, 
  26  ] . In addition, plasma glucagon concentrations increase after every meal in 
these rats when subjected to the scheduled feeding regimen and do not show a 
daily pattern that could explain the rhythm in plasma glucose concentrations  [  55  ]  
(Fig.  7.1 ). The peak in plasma glucose concentrations occurs at the same time as 
the circadian peak in plasma corticosterone concentrations  [  56–  60  ] . Because cor-
ticosterone increases glucose output, it has been suggested to be responsible for 
the rise in glucose concentrations at the end of the light period. However, in 
humans it was shown that blocking the synthesis of glucocorticoids does not pre-
vent the rise in glucose at the end of the inactivity period  [  61  ] . In addition, a selec-
tive denervation of the sympathetic innervation of the liver eliminates the daily 
rhythm in plasma glucose concentrations, despite an intact daily rhythm of plasma 
corticosterone  [  62  ]  (Fig.  7.1 ). Two other hormones that respond to a decrease in 
plasma glucose concentrations and may be important for the daily rhythm in glu-
cose metabolism are growth hormone and adrenalin. However, in rats neither of 
these hormones adheres to a 24-h rhythm that is likely to account for the 24-h 
rhythm in plasma glucose concentrations. The 24-h rhythm in growth hormone in 
rats is completely different from that in humans (i.e. male rats do not display a 
clear circadian rhythm in growth hormone concentrations, but instead show a 
strong ultradian rhythm with a 3-h period  [  63,   64  ] ). Although adrenalin rapidly 
increases hepatic glucose production, its daily rhythm does not correlate with the 
rhythm in glucose levels, but rather correlates more strongly with locomotor activ-
ity levels  [  57  ] . Thus, in situations of acute glucose challenge, the SCN sets the 
response of the endocrine system through its effects on the neuroendocrine and 
autonomic nervous system, whereas the anticipatory increase in plasma glucose 
concentrations in the early morning seems to be completely dependent on the 
SCN control via the autonomic nervous system. 

 In conclusion, basal plasma glucose concentrations  fl uctuate with the light/dark-
cycle in a rhythm generated by the hypothalamic biological clock in the SCN, 
which, through its in fl uence on the perifornical orexin system and the autonomic 
nervous system transmits its signal to the liver to stimulate glucose production, 
resulting in a rise in plasma glucose prior to the activity period. At the same time the 
SCN also increases glucose tolerance via an as yet unknown pathway, although 
probably, again, the perifornical orexin system and the autonomic nervous system 
are involved. On the other hand, acute changes in plasma glucose concentrations are 
perceived by glucose sensing neurons in different hypothalamic areas, or reported 
indirectly via changes in insulin concentrations, and subsequently glucose concen-
trations are returned to basal via activation of glucose production by autonomic 
nerves innervating the liver, or by hormones released from glands such as the pan-
creas and/or adrenals.   
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   Insulin Resistance and Type 2 Diabetes Mellitus 

 Both insulin resistance and  b -cell failure contribute to the pathogenesis and progres-
sion of T2DM as they both precede the development of hyperglycemia  [  65  ] . Insulin 
resistance in T2DM primarily manifests itself at the level of the liver and the skel-
etal muscle, resulting in impaired insulin-stimulated glucose uptake and a failure to 
adequately suppress hepatic glucose production  [  66  ] . On the other hand,  b -cell fail-
ure (defective function and loss of cell mass) results in altered glucose-stimulated 
insulin secretion  [  67,   68  ] . The disruption of insulin action and secretion are 
in fl uenced by both environmental and genetic factors of which environmental fac-
tors, such as obesity and physical activity, are more linked to insulin action  [  69  ]  and 
the genetics are more linked to  b -cell function  [  70,   71  ] . 

   Environmental Factors 

 Epidemiological studies show an association between disturbances in the sleep–
wake rhythm and the occurrence of T2DM. For example, shift workers run a higher 
risk of developing obesity and T2DM  [  72–  74  ]  and it has been proposed that this is 
due to a chronic misalignment between the endogenous central clock and the behav-
ioral sleep–wake and fasting–feeding rhythms. That circadian misalignment may 
indeed result in metabolic disturbances was strongly supported by a recent study 
performed in a laboratory setting in which subjects were subjected to an 11-day 
protocol consisting of repeated 28-h “days,” with four standardized meals per 
28-h day. The misalignment between the endogenous ~24-h day and the enforced 
behavioral 28-h day resulted in increased plasma concentrations of glucose and 
insulin, increased blood pressure and decreased plasma leptin concentrations. 
Moreover, in three out of the ten subjects this circadian disorganization pushed the 
postprandial glucose response into the pre-diabetic range  [  75  ] . Since this severe 
misalignment, mimicking shift work, only occurs in a small portion of the popula-
tion it probably does not account for the increase in prevalence of T2DM in Western 
Society. However, it could well be that a milder form of circadian misalignment 
contributes to the increased rates of T2DM. With a simple questionnaire Roenneberg 
et al. studied the sleep–wake times of thousands of people all over the world and 
determined their chronotype  [  76,   77  ] , the upshot of which was that more than half 
of the population lives with a biological clock that is permanently out of phase with 
the environmental time, a condition they refer to as “social jetlag.” Interestingly, the 
magnitude of the social jetlag correlates with an increased prevalence of the meta-
bolic syndrome. Like the small and the more severe misalignments between the 
endogenous clock and the sleep–wake cycle, sleep deprivation and poor sleep, too, 
have been shown to reduce insulin sensitivity (for further reading on this topic:  [  78  ] ). 

 In addition to the above described changes in sleep–wake cycles, changes in the 
feeding rhythm may also in fl uence glucose metabolism. Clock genes, the essential 
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elements of the molecular clocks in the neurons of the central clock, are also present 
in peripheral tissues, including those tissues that are important for glucose metabo-
lism, such as the liver, pancreas, and adipocytes  [  79–  81  ] . The circadian system is 
thus regulated by the master clock located in the SCN, which orchestrates the circa-
dian oscillations within the organs to drive tissue speci fi c outputs and synchronize 
them with the light dark cycle  [  82  ] . Feeding patterns are interesting in this respect, 
because it has been shown that a restricted, de fi ned feeding time during the light 
period in nocturnal rodents such as rats and mice shifts the clock gene rhythms in 
the liver, but not in the central clock in the SCN, thus causing misalignment between 
the central clock and the peripheral clocks  [  83  ] . Since clock genes in the liver are 
tightly linked to genes involved in glucose metabolism it is very likely that this 
misalignment will have consequences for glucose metabolism  [  84–  86  ] . 

 It has also been postulated that a high-fat diet in mice alters the function of the 
circadian clock, with an altered period of the locomotor activity rhythm and changes 
in the rhythms of the core clock genes in adipose and liver tissue  [  87–  90  ] . It has 
therefore been hypothesized that, via alterations in circadian rhythmicity, a high-fat 
diet contributes to the development of obesity and insulin resistance. That nutri-
tional status may affect obesity and glucose metabolism via altered circadian physi-
ology was also indicated by a recent study in which protein-restricted male C57BL/6J 
offspring developed increased adiposity and glucose intolerance and exhibited 
altered circadian physiology and circadian clock gene expression pro fi les before the 
onset of obesity  [  91  ] . However, whether this is speci fi c to a fetal nutritional status 
remains to be investigated. Ando et al.  [  92  ]  demonstrated that rhythmic mRNA 
expression of clock genes is not dampened in the visceral adipose tissue of non-
obese diabetic GK rats, and that impairment of molecular clock function in the 
visceral adipose tissue may thus be related to obesity, but not directly to diabetes. 
This was also supported by a study conducted in humans, in which several fat biop-
sies were collected over the day–night cycle and no changes in rhythms of clock 
genes were observed in white adipose tissue between diabetic and nondiabetic sub-
jects  [  93  ] . Therefore, although high fat feeding and/or obesity may alter circadian 
physiology, it is unclear whether this circadian change underlies the development of 
insulin resistance associated with obesity.  

   Clock Genes in Glucose Metabolism 

 Disruption of core clock genes alters energy metabolism in many ways. This is not 
surprising, since the molecular clock genes (Clock, Bmal1, Cry 1–2, Per 1–3, and 
Rev-erb a ) control the expression and activity of numerous enzymes, transport sys-
tems and nuclear receptors involved in energy metabolism, in organs such as liver, 
pancreas, and white adipose tissue  [  113  ] . 

 Turek et al.  [  94  ]  showed that homozygous in cursive mutant C57BL/6J mice are 
obese with several characteristics of metabolic syndrome including hepatic steato-
sis, hyperglycemia, hypertriglyceridemia, hypercholesterolemia, and hyperleptinemia. 
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Interestingly, however, these mice were not hyperinsulinemic as would be expected 
with hepatic steatosis and hyperglycemia, but they were more insulin-sensitive at a 
young age  [  95  ] . In cursive disruption in ob/ob mice resulted in more body weight 
gain, higher plasma triglycerides, and more cholesterol accumulation compared to 
ob/ob mice without this disruption  [  96  ] . In cursive mutants, as well as in cursive 
mutants, also show impaired glucose tolerance, reduced insulin secretion and defects 
in size and proliferation of pancreatic islets that worsen with age. In addition, it was 
shown that Clock disruption alters expression of islet genes involved in growth, 
survival and synaptic vesicle assembly. Two research groups went on to target 
Bmal1 speci fi cally in the beta cell and indeed showed that conditional ablation of 
the pancreatic clock causes diabetes mellitus due to defective  b -cell function  [  95, 
  97  ] . Very recently, it was shown that Rev-erb alpha down-regulation (using RNA 
interference) in islet cells and MIN-6 cells impaired glucose-induced insulin secre-
tion  [  98  ] . The importance of pancreatic clock genes for the development of type 2 
diabetes is further supported by the variant recently found near CRY2, associated 
with elevated fasting glucose in humans  [  99,   100  ] . 

 It should be noted that the obesity observed in clock mutants much depends on 
their genetic background. For example, on an ICR background, in cursive mutation 
does not result in obesity, but these mice do have a defective fat absorption system 
 [  101  ] . Interestingly, in the study by Kennaway et al.  [  102  ] , it was shown that in 
cursive + MEL mutant mice, crossed with a CBA strain, were not obese either, but 
were insulin sensitive and exhibited normal fasting glucose levels. The CBA strain 
has the same origin as C3H mice that are considered “normal,” i.e., without changes 
in enzymes important for glucose metabolism, which has been shown for the 
C57BL/6J background  [  103  ] . Moreover, the majority of null mutations in the circa-
dian clock components are associated with leanness, despite normophagia or hyper-
phagia  [  104–  106  ] , suggesting that global clock gene disruption affects energy 
metabolism in a complex manner. 

 The liver plays an important role in the circadian rhythm in glucose metabolism. 
It has been shown that restricted feeding shifts rhythmic patterns of clock genes in 
the liver and thus uncouples it from the central clock—where no changes in rhyth-
mic patterns of clock genes were observed. Over 350 circadian transcripts were 
identi fi ed in the liver, of which 10%, including the core gene Per2, maintain rhyth-
micity in the absence of a functional hepatocyte clock, supporting a role for behav-
ioral rhythms (eating, sleeping, locomotor activity) in liver gene rhythms  [  107  ] . 
More precise roles for the core clock genes in hepatic glucose metabolism have 
been clearly shown using tissue speci fi c clock knock outs; this has been nicely 
reviewed by Bray and Young  [  108  ] . In short, liver-speci fi c Bmal1 disruption in 
mice increases glucose tolerance, with normal insulin production and normal body 
fat content  [  109  ] . Rev-erb  a  directly regulates the expression of multiple gluconeo-
genic enzymes in liver, including glucose-6-phosphatase and phosphoenylpyruvate 
 [  110  ] . And liver-speci fi c Cry KO inhibits glucagon-induced gluconeogenesis, 
whereas overexpression of Cry protein in the liver of diabetic db/db mice improves 
glucose tolerance  [  111  ] . 
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 The evidence until now thus supports a role for pancreatic clock genes in the 
development of T2DM, and for liver clock genes in the control of glucose tolerance 
through their effect on hepatic gluconeogenesis.   

   Overall Conclusion 

 The  fi eld of chronobiology is making great strides. Exciting progress has been made 
in the understanding of how central and peripheral circadian clocks in fl uence glu-
cose metabolism. We discussed the role of the central clock in the regulation of the 
day–night rhythms in blood glucose and insulin sensitivity. In addition, we reviewed 
the role of clock genes in peripheral tissues that are essential for insulin secretion 
and gluconeogenesis. It is clear that disturbances in central or peripheral clock func-
tioning will result in altered glucose metabolism and that these alterations may lead 
to the development of T2DM. However, much is still to be investigated regarding 
the environmental factors that may alter circadian physiology.  

   Summary Points 

    Blood glucose concentrations display a clear daily rhythm enforced by the bio-• 
logical clock and the autonomic nervous system.  
  The acute hormonal response to a glucose challenge depends on the time of the day.  • 
  Clock gene disruption results in hypoinsulinemia, but its effects on insulin sensitiv-• 
ity are less clear and might depend on the response of body weight regulation.  
  High-fat feeding and obesity alter circadian physiology, but it is unclear whether • 
this contributes to the development of diabetes.         
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  Abstract   Genetics is behind our circadian machinery. Some of our chronobiological 
characteristics could be in fl uenced by genes. Different psychological traits such as 
depression, bipolar disorders, anxiety and seasonal variations of mood are intrinsi-
cally connected to chronobiology through different genetic variants. Moreover, sleep 
disorders or short sleep duration, are both associated to several polymorphisms con-
nected to obesity. In this regards, one of the most outstanding SNPs is the  CLOCK  
3111TC SNP which is signi fi cantly associated to short sleep duration, eveningness, 
several psychological traits and obesity. This SNP has been also related to a reduction 
in weight loss effectiveness in patients submitted to a behavioral treatment of obesity. 
Ghrelin, eveningness, and a lack of compliance to the Mediterranean diet habits, could 
be behind these results. Apart from  CLOCK  SNPs, others genetic variants in several 
clock genes such as  PERIOD  or  BMAL1  are also connected to obesity. The novel 
knowledge achieved in the circadian epigenome could give us new answers to the 
connections among genetics, circadian rhythmicity and obesity.  
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  Abbreviations  

  SNP    Single nucleotide polymorphism   
  CLOCK    Circadian locomotor output cycles kaput   
  PER    Period homolog 2 (Drosophila)   
  BMAL1 or ARNTL or MOP3    Aryl hydrocarbon receptor nuclear translocator-like   
  HGP    Human genome project   
  DNA    Deoxyribonucleic acid   
  RNA    Ribonucleic acid   
  mRNA    Messenger ribonucleic acid   
  GH    Growth hormone   
  SCN    Suprachiasmatic nucleus   
  MetS    Metabolic syndrome   
  MD    Mood disorders   
  OMIM    Online Mendelian inheritance in man   
  CRY    Cryptochrome   
  REV-ERB a     Nuclear receptor Rev-ErbA-alpha   
  SIRT    Sirtuin   
  RORA or NR1D1    RAR-related orphan receptor A   
  VIP    Vasoactive intestinal polypeptide   
  ROR1    Receptor tyrosine kinase-like orphan receptor 1   
  PLCB1    Phospholipase C, beta 1   
  OSAS    Obstructive sleep apnea syndrome   
  MTNR1A    Melatonin receptor 1A   
  MTNR1B    Melatonin receptor 1B   
  GWAS    Genome-wide association studies   
  NFATC2    Nuclear factor of activated T cells 2   
  SCP2    Sterol carrier protein 2   
  CACNA1C     Calcium channel, voltage-dependent, L type, alpha 

1C subunit   
  TCRA    T cell receptor alpha chain   
  POLE    Polymerase (DNA directed), epsilon   
  FAM3D    Family with sequence similarity 3, member D   
  ABCC9     ATP-binding cassette, sub-family C (CFTR/MRP), 

member 9   
  SUR2    Potential sterol desaturase similar to  S. cerevisiae    
  HLA    Human leukocyte antigen   
  DQB1    Major histocompatibility complex, class II, DQ beta 1   
  PSD    Partial sleep deprivation   
  NPAS2    Neuronal PAS domain protein 2   
  APSS    Associated Professional Sleep Societies LLC   
  FTO    Fat mass and obesity associated   
  HOMA-IR    Homeostasis model assessment- insulin resistance   
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  TMEM18    Transmembrane protein 18   
  NRXN3    Neurexin 3   
  BMI    Body mass index   
  GOLDN    Genetics of Lipids Lowering Drugs and Diet Network   
  FAs    Fatty acids   
  MUFA    Monounsaturated fatty acid   
  SFA    Saturated fatty acid   
  MCP1    Monocyte chemoattractant protein 1   
  IL-6    Interleukin 6   
  PTMs    Post translational modi fi cations   
  HAT    Histone acetile transferase   
  BMI    Body mass index   
  SAT    Saturated fatty acids   
  MUFA    Monounsaturated fatty acids         

   The Human Genome Revolution: Feast or Famine? 

 The of fi cial presentation of the  fi nal Human Genome Project (HGP) was carried out 
in April, 2003 coinciding with the 50th anniversary of the seminal publication of the 
structure of the double helix of DNA for Watson and Crick. Though, already in the 
year 2001, the drafts of the human genome were published in two of the most pres-
tigious scienti fi c journals, Nature and Science. Shortly after, in 2007, the  fi rst two 
individual sequences were accomplished, one of them, belonging to James Watson 
was announced in Nature News on June 1 and the other, belonging to Craig Venter 
was published in PLOS Biology on September 4. Since then, thousands of genomes 
have been completed at incredibly faster speed and lower cost. The ultimate goal 
will be to use this information to develop new ways to treat, cure, or even prevent 
the thousands of diseases that af fl ict humankind. 

 However, the HGP has failed so far to produce the announced health revolution 
that some scientists, and other members of the society, had promised in a relatively 
short time. Indeed, the concept of “personalized medicine” that was supposed to 
provide with and make use of tests informing a person’s risk for heart disease, can-
cer and other common illnesses, is demonstrating to be not as simple as some may 
have anticipated. Conversely, we are continuously learning about previously 
unknown levels of biological complexity, including not only the polygenic nature of 
all common diseases, but also the role of multiple epigenetic mechanisms that are 
heavily in fl uenced by environmental factors. 

 Therefore, our current view shows that most common diseases arises from regu-
latory or structural dysfunctions of multiple genes that interact with a myriad of 
environmental and behavioral factors, including our own microbiota.  
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   The Birth of New Genetic-Related Sciences: 
Nutrigenetics, Nutrigenomics and Epigenetics 

 The new perspective generated by the HGP and the ensuing research has fostered 
and intensi fi ed some areas of more specialized genetic research aimed to advance 
our knowledge and to translate this knowledge into practical applications 

 Among these new areas, we could highlight  Nutritional Genomic  which focuses 
on the relationship between human genome, nutrition and health that can be divided 
into two subspecialties:

    (a)     Nutrigenomic  which studies the effect of nutrients on health through altering 
genome, proteome, metabolome and the resulting changes in physiology. For 
example, recently, it has been discovered that the health effects of food com-
pounds are related mostly to speci fi c interactions on molecular level, i.e., dietary 
constituents participate in the regulation of gene expression.  

    (b)     Nutrigenetic  which studies the effect of genetic variations on the interaction 
between diet and health with implications to susceptible subgroups. The genetic 
variation or SNPs (Single Nucleotide Polymorphisms) are changes in only one 
nucleotide that is the most frequent cause of the different responses to a diet or 
a drug. More speci fi cally, Nutrigenetic studies how individual differences in 
genes in fl uence the body’s response to diet and nutrition. This necessitates the 
identi fi cation of gene variants associated with differential responses to nutrients 
and with higher susceptibility to diet-related diseases. The ultimate goal of 
nutrigenetics is to provide nutritional recommendations for individuals in what 
is known as personalized or individualized nutrition.     

 Another blossoming area relates to  Epigenetics  which is the study of heritable 
changes in gene expression or cellular phenotype caused by mechanisms other than 
changes in the underlying DNA sequence—hence the name epi- (Greek:  e  p - over, 
above, outer) -genetics. It refers to functionally relevant modi fi cations to the genome 
that do not involve a change in the nucleotide sequence. Examples of such changes 
are DNA methylation and histone modi fi cation, both of which serve to regulate 
gene expression without altering the underlying DNA sequence. Moreover, as 
recently as 2011, it has been demonstrated that the methylation of mRNA has a criti-
cal role in human energy homeostasis, opening the related  fi eld of RNA 
epigenetics.  

   How Could Genetics Be Associated to Chronobiology? 
A Little Bit of History 

 The capacity to undergo rhythmic oscillations is a characteristic intrinsic to living 
matter. A fundamental statement of chronobiology states “many rhythms persist 
even in complete isolation from the major known environmental cycles.” This con-
cept supports that natural rhythms can exist independently of the periods de fi ned by 
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geophysical cycles; this means that living matter has its own time, i.e., the “biologi-
cal time.” In this sense, it has been hypothesized the existence of a Chronome within 
the Genome  [  1  ] . 

 Over the past two decades, biochemical, genetic, and molecular studies have 
been making substantial advances towards the elucidation of the molecular bases of 
rhythmicity in living things. Riding on the wave generated by the seminal studies in 
the 1970s focusing on in the circadian variability of hormones such as cortisol, 
melatonin or growth hormone (GH), or those related to the discovering and descrip-
tion of the physiological bases of the suprachiasmatic nucleus (SCN), current chro-
nobiology has dramatically evolved thanks to the new genetic and molecular biology 
techniques. 

 A major stride in understanding the molecular basis of circadian rhythms was the 
identi fi cation by Konopa and Benzer in 1971 of a chromosomal region controlling 
the period of eclosion time in Drosophila, followed by the cloning of the  fi rst clock 
genes in  Drosophila melanogaster  in 1984. Today, thanks to these molecular tech-
niques, we are able to study the expression of the known clock genes implicated in 
the circadian machinery. We already know that, in mammals, the core components 
of the clock molecular machinery operate in almost all cells of the body through a 
complex network of transcriptional-translation loops and modulate the expression 
of speci fi c target genes and their products to oscillate in 24-h rhythm  [  2  ] . 

 Nowadays, experimental models are allowing us to assess clock genes expres-
sion not only in the living animal but also outside of the body (in vitro techniques) 
and we are also able to analyze the 24 h  fl uctuations in gene expression and to assess 
the presence or absence of a peripheral clock in the different organs and tissues (see 
Chap.   2    ). Moreover, we can use experimental models to turn on and off speci fi c 
components of the clock machinery to identify its effects on metabolic and disease 
phenotypes. From the genetic epidemiology point of view, the study of single nucle-
otide polymorphisms (SNPs), is contributing to the identi fi cation of the genetic 
background of chronotypes (morningness or eveningness), sleep alterations, or sea-
sonal mood disorders. 

 More recently, epigenetic and nutrigenetic approaches have also been allowing 
us to study new interactions and layers of complexity that may have a signi fi cant 
impact on chronobiology as well as pathophysiology 

 Finally, the technological power of other “-omics” (i.e., metabolomics, proteom-
ics) is becoming essential to our ability to “put-it-all-together” and we are fast learn-
ing about the timing of different metabolites such as aminoacids, lipids, xenobiotic, 
etc. in the liver in mice  [  3  ] , and in plasma and saliva in humans  [  4  ] , allowing us to 
achieve a more complete and re fi ned knowledge of the circadian rhythm and its 
physiological effects. These advances have given to the science of chronobiology a 
renewed stimulus that makes this science increasingly robust and attractive. 

http://dx.doi.org/10.1007/978-1-4614-5082-5_2
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   Genetic, Chronotype, and Psychological Traits 

 As shown in other chapters, there are individual differences in preferred times for 
activity and rest. The characteristics that differentiate “owls” from “larks” may 
reside primarily on their circadian systems, and presumably genetics prevail over 
environmental factors. 

 Initially, the emphasis of chronobiology genetics was placed on the study of the 
association between chronotype and different psychological illnesses such as 
depression, anxiety, or bipolar disorder. Other mood features that have been associ-
ated with clock genes are stress, seasonality, and personality traits related to the 
chronotype such as the morningness/eveningness pro fi le. 

 Taking into account that obesity is related to behavior and also with personality 
traits, and considering that the chronotype is behind some of these relationships, an 
obvious step was to link these psychological-related SNPs with obesity-related 
traits. Proof of this hypothesis is the case of circadian locomotor output cycles kaput 
( CLOCK)  and  PERIOD2  ( PER2)  SNPs that were  fi rstly associated with mood dis-
orders and then to obesity and Metabolic Syndrome (MetS) (Fig.  8.1 ).  

 The initial studies of clock genes and their association with psychological traits 
come from the observation that patients with Mood Disorders (MD) commonly 
show biological rhythm-related symptoms, such as characteristic disturbances in 

  Fig. 8.1    Main genetic variants related to psychological traits       
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the sleep/ wake cycle, diurnal mood changes, and a periodic pattern of symptom 
recurrence and remission  [  5  ] . In addition, alterations in the circadian pattern of core 
body temperature and neuroendocrine secretion have been also documented in psy-
chological illnesses.  [  6  ]  On the other hand, mood-stabilizing drug such lithium or 
antidepressants such as  fl uoxetin  [  7  ]  are known to modulate circadian rhythms  [  8  ] . 

 Probably the most studied of the circadian genes has been the  CLOCK  gene. The 
CLOCK locus is located on the long arm of chromosome 4q12 (Online Mendelian 
Inheritance in Man (OMIM) *601851, 25 exons in the genomic region spanning 
115.138 kb). The interest of this gene is that its translation product is involved in the 
transcriptional regulation of many circadian output genes and in the core circadian 
clock. 

 A common 3111T → C SNP at the 3 ¢ -untranslated region of  CLOCK  gene con-
tributes to our ability to classify people as “larks” or “owls.” Thus, individuals car-
rying the 3111C allele tend to de fi ne themselves as nocturnal more often than 
homozygotes for 3111T allele. 

 Moreover, different psychological traits have been related to this SNP. For exam-
ple, it has been found an interesting association between  CLOCK  3111T/C and  atten-
tion de fi cit hyperactivity disorder   [  9  ] , psychological related  insomnia   [  10  ] , 
 Schizophrenia   [  11  ]   bipolar depression   [  12  ] ,  moral valence decision   [  13  ]  and  mood 
disorders   [  14  ] . The association with all these psychological illnesses is related to the 
fact that minor allele carriers of  CLOCK  3111TC display sleep disorders and evening-
ness  [  15  ] , characteristics that, in addition, make these subjects susceptible to obesity. 

 Other clock genes have been also related to mood disorders or behaviors associated 
with obesity. This is the case of  PERIOD2  ( PER2).  A  PER2  SNP (rs2304672) has been 
shown to moderate  circadian-relevant reward circuitry  activity in adolescents . Reward 
behavior  in animals is highly related to food intake and is in fl uenced by circadian 
genes, including clock-pathway genes such as  PER2 . Several forms of psychiatric ill-
ness are associated with both altered reward function and disturbances in circadian 
function. Associations among circadian genes function in neural reward circuits, and 
circadian-in fl uenced behavior could be important in obesity. Indeed, in a further work 
we have related this SNP with attrition during a weight loss treatment and with obe-
sogenic behaviors such as stress with dieting, snacking, or eating when bored. 

  Cryptochrome genes  ( CRY1 and CRY2 ) code for the two cryptochrome proteins 
CRY1 and CRY2 act as light-independent inhibitors of CLOCK-BMAL1 compo-
nents of the circadian clock and speci fi cally, CRY2 participates in the regulation of 
the evening oscillator. This is of interest in mood disorders where a de fi cient switch 
from evening to morning oscillators has been postulated  [  5  ] . Indeed, in  depressed 
bipolar  patients, levels of  CRY2  mRNA are decreased and there is no response fol-
lowing sleep deprivation. These investigators have shown that genetic variation at 
the  CRY2  gene was signi fi cantly associated with winter depression in two indepen-
dent population-based samples from Sweden and Finland  [  16  ] . 

 Other clock genes have been also related to different behaviors or mood disor-
ders. A functional polymorphism in the  REV-ERB a   (rs2071427) locus and a second 
variant in  CRY1  (rs8192440), both were nominally associated with positive response 
to psychological treatment  [  17  ] . Moreover, several recent investigations have impli-
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cated  SIRT1  in the regulation of the circadian system in combination with the tradi-
tional circadian clock genes, and with the dopaminergic pathway. Therefore, the 
 SIRT1  locus has been added to the rank of candidate genes involved in mood disorders 
and this is supported by reported associations between the SIRT1 rs10997875 SNP 
and mood disorders  [  18  ] . 

 Other authors have found signi fi cant associations between  TIMELESS  variants 
and depression with  fatigue  in  females , and association to depression with  early 
morning awakening  in  males   [  19  ] . Indeed, there was a signi fi cant interaction of 
gender and  TIMELESS.  Authors also obtained supported evidence for involvement 
of  TIMELESS  in sleeping problems in an independent set of control individuals with 
seasonal changes in mood, sleep duration, energy level and social activity in females 
and with early morning awakening or fatigue in males. 

 There was also some evidence of interaction between  TIMELESS  and  PER1  in 
females as well as between  TIMELESS  and  ARNTL ,  RORA , or  NR1D1  in males. 
These  fi ndings support a connection between circadian genes and gender-dependent 
depression and defective sleep  [  19  ] . Other authors have found a differential associa-
tion of circadian genes with mood disorders:  CRY1  and  NPAS2  are associated with 
 unipolar major depression  and  CLOCK  and  VIP  with  bipolar disorder   [  5  ] . All these 
genetic variants could be important in the pathophysiology of obesity, taking into 
account that many of these alterations are related to food intake and emotions, both 
aspects highly associated to obesity and weight loss.  

   Genetics in Sleep Disorders 

 Other candidate SNPs connected to obesity could be those associated to sleep dis-
orders. The contribution of genes, environment, and gene–environment interactions 
to sleep disorders is increasingly recognized. Well-documented familial and twin 
sleep disorder studies suggest an important in fl uence of genetic factors. Most sleep 
disorders are complex in terms of their genetic susceptibility together with the vari-
able manifestation of the phenotype even within the same family. Recent linkage, 
genome-wide and candidate gene association studies resulted in the identi fi cation of 
gene mutations, gene localizations, or evidence for susceptibility genes and/or loci 
in several sleep disorders  [  20  ] . 

 One common sleep disorder in the current society is insomnia which is reported 
to chronically affect 10–15% of the adult population. However, very little is known 
about the genetics and metabolism of insomnia. A study performed in 10,038 
Korean subjects  [  21  ]  showed that about 16.5% reported insomnia and displayed 
distinct metabolic changes re fl ecting an increase in insulin secretion, a higher risk 
of diabetes, and disrupted calcium signaling. Insomnia-associated genotypic differ-
ences were highly concentrated within genes involved in neural function. The most 
signi fi cant SNPs resided in ROR1 and PLCB1 genes known to be involved in bipo-
lar disorder and schizophrenia, respectively  [  21  ] . 
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 Another particular example of sleep disorder highly related to obesity is 
 Obstructive Sleep Apnea Syndrome  ( OSAS ), and it has been postulated that genetic 
variants in IL-6 could modify susceptibility to OSAS  [  22,   23  ] . They could also 
explain fatigue in different pathologies such as cancer  [  24  ]  and could also link sleep 
with obesity and metabolic syndrome alterations, through in fl ammation. Others loci 
have been proposed in relation to sleep disorders; including serotonin receptors 
SNPs;  b 2-adrenergic receptor that are related with nocturnal asthma  [  25  ]  and with 
nocturnal blood pressure dipping status  [  26  ]  and the prepro-orexin gene polymor-
phism g1182C > T which associates with obstructive sleep apnea/hypopnea syn-
drome  [  27  ] . Particular relevant are the studies in SNPs in the promoter region of the 
melatonin receptor genes ( MTNR1A  and  MTNR1B )  [  28  ]  but their role in sleep dis-
orders and its association with obesity and MetS still remain controversial  [  29  ] . 

  Narcolepsy  is a sleep disorder characterized by excessive daytime sleepiness, 
cataplexy, and a pathological manifestation of rapid eye movement during sleep. 
Narcoleptic pathogenesis is triggered by both genetic and environmental factors. 
Genome-wide association studies (GWAS) have identi fi ed over 200 new genetic 
factors. Following replication in 222 narcoleptic patients and 380 controls, six 
genes,  NFATC2 ,  SCP2 ,  CACNA1C ,  TCRA ,  POLE , and  FAM3D , remained associ-
ated with narcolepsy  [  30  ] . One can speculate that some of these loci could contrib-
ute to our understanding of the relation between sleep disorders, obesity and other 
metabolic diseases.  

  Fig. 8.2    Genetics of sleep duration   
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   Genetics in Sleep Duration 

 As has been referred in Chap.   7    , sleep duration is related to obesity and genetic vari-
ability could be implicated in this relationship. Indeed, in the last years a number of 
SNPs have been related to sleep duration and some of them are being further studied 
in obesity (Fig.  8.2 ).  

 One of the most promising  fi ndings relates to the identi fi cation of a P385R muta-
tion in a transcriptional repressor (hDEC2-P385R) that was associated with a human 
short sleep phenotype. The habitual self-reported total sleep time per 24-h day was 
much shorter in mutation carriers (average 6.25 h) compared with the noncarriers 
(average 8.06 h). Thus, they represent “natural short sleepers” who routinely sleep 
less than individuals with familial advanced sleep-phase syndrome (FASPS) or gen-
eral controls. In order to proof the functionality of this variant, a wild-type or a 
P385R mDec2 construct was used in a luciferase assay, and the results indicated 
that the activity pro fi les and sleep recordings of transgenic mice carrying this muta-
tion showed increased vigilance time and less sleep time than control mice in a 
zeitgeber time- and sleep deprivation-dependent manner  [  31  ] . However, although 
short sleep has been related to obesity, to our knowledge there is no such study has 
been carried for DEC2-P385R 

 One particular example that could link  sleep duration and obesity  is  ABCC9,  for 
which functional studies have shown that the protein plays a role in the pathogene-
sis of heart disease and diabetes and which also in fl uences the duration of sleep in 
humans. The speci fi c variant (rs11046205) was  fi rst discovered in a GWAS that 
investigated sleep patterns. More than 4,000 people from seven European popula-
tions, from countries as diverse as Estonia and Italy, took part in the project, and 
 fi lled out a questionnaire designed to assess their sleeping habits. Analysis of the 
genetic and behavioral data revealed that individuals who had two copies of the 
minor ABCC9 rs11046205 A allele generally slept for a signi fi cantly shorter period 
(~5% less) in an undisturbed environment than did persons homozygotes for the 
common G allele  [  32  ] . The gene  ABCC9  codes for the protein SUR2, which forms 
the regulatory component of a potassium channel in the cell membrane. This ion 
channel acts as a sensor of energy metabolism in the cell. 

 Other authors have proposed the human leukocyte antigen  (HLA) DQB1*0602  
allele may represent a genetic biomarker for predicting individual differences in 
both basal and sleep loss conditions. The in fl uence of the  DQB1*0602  allele on 
sleep homeostatic and neurobehavioral responses has been examined in chronic 
partial sleep deprivation (PSD)  [  33  ]  and in healthy subjects. 

 An interesting study that could further connect sleep with obesity is the one per-
formed in  PERIOD3  ( PER3 ) by Archer et al.  [  34  ]  who screened the  PER3  promoter 
for polymorphisms and investigated the phenotypic associations of these polymor-
phisms with diurnal preference, delayed sleep phase disorder/syndrome and their 
effects on reporter gene expression. Authors demonstrated that SNPs G-320T, C-319A, 
occurred more frequently in sleep phase disorder subjects compared to morning or 

http://dx.doi.org/10.1007/978-1-4614-5082-5_7
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evening type and that polymorphisms in the  PER3  promoter could affect its expres-
sion, leading to potential differences in the observed functions of  PER3   [  34  ] . 

 Another study, in which the population was strati fi ed according to homozygosity 
for a variable-number (4 or 5) tandem-repeat polymorphism in the coding region of 
the clock gene  PER3,  indicated that this polymorphism conferred vulnerability to 
sleep loss and circadian misalignment through its effects on sleep homeostasis. Indeed, 
in the vulnerable genotype, activation in a posterior prefrontal area was already 
reduced when comparing the evening to the morning during a normal sleep–wake cycle. 
Furthermore, in the morning after a night of sleep loss, widespread reductions in acti-
vation in prefrontal, temporal, parietal and occipital areas were observed in this geno-
type  [  35  ] . It remains to be investigated whether this different vulnerability to sleep 
loss is also related to food intake, obesity or MetS characteristics. 

 Other clock genes are  NPAS2  and  BMAL 1  (or ARNTL) both important genes in 
the positive control of the clock machinery. In a study performed to assess seasonality 
and fertility in adults living in Finland  [  36  ]  it has been concluded that  NPAS2  rs2305160 
A allele carriers had lower Global Seasonality Scores, a sum score of six items, i.e., 
seasonal variation of sleep length, social activity, mood, weight, appetite, and energy 
level. Furthermore, carriers of the NPAS2 rs6725296 A allele had greater loadings on 
the metabolic factor (weight and appetite) of the global seasonality score, whereas 
individuals with ARNTL rs6290035 TT genotype experienced less seasonal variation 
of energy level. Considering these interesting results, further studies should get into 
these particular SNPs to assess their potential association with obesity. 

 Another obvious candidate gene potentially bridging sleep and obesity disorders 
is  CLOCK . Along these lines, we have proposed that the association of the  CLOCK  
3111T/C SNP with obesity or weight loss could be mediated by sleep reduction and 
by ghrelin, connecting sleep, energy intake, and obesity genetics  [  15  ] . 

 An association between variants of the human  CLOCK  gene and sleep duration 
has been reported in two independent populations  [  15  ] . In this study, sleep duration 
was assessed in Central Europe, Estonia, and South Tyrol ( n  ~ 77,000) with the 
Munich ChronoType Questionnaire. A follow-up association study was conducted 
with subjects from South Tyrol with short (<7 h) and long (>8.5 h) sleepers from 
Estonia (con fi rmation sample;  n  = 1,011). One hundred ninety-four SNPs covering 
19 candidate clock genes were genotyped. From all these SNPs, single and multi-
marker associations were found within a CLOCK gene intronic region (rs12649507 
and rs11932595). Moreover, in the meta-analysis between South Tyrol and Estonia 
association signals, rs12649507 remained signi fi cant. 

 Although there are multiple SNPs related to sleep that could consequently be 
associated with obesity, we need to consider that  sleeping less at night may increase 
the expression of genetic risks for obesity , while getting enough sleep may suppress 
genetic in fl uences on body weight  [  37  ] . Indeed, in this study, authors indicate that 
the heritability of BMI when sleep duration equaled 7 h was more than twice as 
large as the heritability of BMI when sleep duration equaled 9 h. 

 According to Nathaniel Watson, “there appears to be something about short sleep 
that creates a permissive environment for expression of obesity-related genes” [  36  ] . 
Consistent with this notion, a recent work  [  38  ] , has demonstrated in adolescents that 
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carriers of the TT allele (Risk allele) for one of the most important SNPs related to 
obesity the FTO SNP, exhibited associations between decreasing sleep duration and 
increasing BMI, waist circumference, visceral fat and Homeostasis model assess-
ment-insulin resistance (HOMA-IR) (all  P  < 0.05). Similar associations were 
observed in children with risk alleles (but not in those without risk alleles) for the 
 TMEM18  and  NRXN3  SNPs. On average, 2 h of sleep less per night was associated 
with an increase in body mass index (BMI) and with more waist circumference in 
genetically susceptible children.   

   Genetics in Chronobiology and Obesity 

 The great inter-individual differences observed in chronotype, responses to sleep 
curtailment, and association with obesity, point to an underlying genetic compo-
nent, and some limited data suggest that common genetic polymorphisms involved 
in circadian regulation may underlie these large phenotypic differences. However, 
much more understanding is needed about the genetic basis of differential vulnera-
bility in healthy subjects undergoing sleep deprivation, shift work, constant light 
exposure and snacking and the effects on obesity. 

   Animal Model 

 The current knowledge in the association between chronodisruption and obesity 
initially came from the studies in genetic mouse models of obesity which have dem-
onstrated disrupted circadian sleep–wake patterns. Leptin-de fi cient ob/ob mouse 
and leptin-receptor db/db mouse show increased non-REM sleep time, decreased 
sleep consolidation, decreased locomotory activity, and a smaller compensatory 
rebound response to acute sleep deprivation  [  39,   40  ] . However, it was not until 
Turek et al.  [  41  ] , study had been performed that the evidence of a molecular interac-
tion between clock genes and obesity characteristics came out. This study revealed 
that mice with disruption of the Clock gene were prone to develop a phenotype 
resembling obesity and Mets. Previously, in 2004, Rudic et al.  [  42  ]  already showed 
that mutations in  Clock  and  Bmal1  were associated with impaired glucose tolerance 
and more recently it has been also demonstrated that these mutant mice modi fi ed 
circadian variation in glucose and triglyceride  [  43  ] . 

 A more recent article has shown that de fi ciency of,  Bmal1 , induces dyslipidemia 
and ectopic fat formation, indicating that  Bmal1  is involved in the utilization of fat 
as an energy source. Indeed, lack of  Bmal1  reduced the capacity of fat storage in 
adipose tissue, resulting in an increase in the levels of circulating fatty acids, includ-
ing triglycerides, free fatty acids, and cholesterol. Elevation of the circulating fatty 
acids level induced the formation of ectopic fat in the liver and skeletal muscle  [  44  ] . 
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 Previous works have indicated that  Bmal -de fi cient mice are characterized by 
having a greater amount of adipose tissue as compared to mice without this 
de fi ciency. However, there are con fl icting studies suggesting that  Bmal1  plays a 
signi fi cant role in the regulation of adipose tissue differentiation, and also in lipo-
genesis of mature adipocytes. 

 Another interesting gene related to MetS is  Cry . Indeed, transgenic mice overex-
pressing mutant  Cry1  develop symptoms of MetS, including polydipsia, polyuria, 
and hyperglycemia. A question that arises from these animal genetic models con-
cerns whether the metabolic phenotypes are due to the disruption of the core clock 
mechanism itself, or whether they are secondary to altered feeding patterns present 
in these mice.  

   Human Genetics Studies 

 Given the above evidence in experimental models and the results of emerging epi-
demiological studies showing that alteration in circadian rhythmicity results in 
pathophysiological changes resembling MetS, there is active research examining 
the role of clock-related genes in human obesity and MetS alterations. So far, from 
the multiple genes within the clock machinery,  CLOCK  and  BMAL1  and  PERIOD  
are the genes most frequently related to obesity (Table  8.1 ) and indication of the 
long way ahead.   

    CLOCK  Gene and OBESITY 

 Since 2008, following the studies of Sookian et al.  [  45  ]  in an Argentinean popula-
tion, and those carried out by Scott’s  [  46  ]  group in an European population, it has 
been known that different  CLOCK  variants are associated with obesity and MetS, 
particularly with abdominal obesity  [  47  ] . 

 Subsequently, our group has replicated these data in a North American white 
sample of 540 men and 560 women who participated in the Genetics of Lipids 
Lowering Drugs and Diet Network (GOLDN)  [  47  ] . In this population,  CLOCK  
SNPs (rs3749474, rs4580704, and rs1801260 (3111TC)) were associated with body 
mass index (BMI), energy intake, and different variables related to obesity  [  48  ] . In 
fact, our results showed that individuals carrying the minor alleles ate more, slept 
less, ate more fat, and were more obese (Fig.  8.3 ). They particularly showed greater 
abdominal obesity, characterized as being the type of obesity with the greatest meta-
bolic risk. Some of these associations may be functionally explained, such as the 
 CLOCK  polymorphism rs3749474, potentially leading to a change in mRNA struc-
ture that may affect its expression.  



   Ta
bl

e 
8.

1  
  A

ss
oc

ia
tio

ns
 s

tu
di

es
 o

f 
C

lo
ck

 g
en

es
 p

ol
ym

or
ph

is
m

s,
 o

be
si

ty
, a

nd
 M

et
ab

ol
ic

 S
yn

dr
om

e 
tr

ai
ts

   

 G
en

e 
 SN

P 
re

fe
re

nc
e,

 g
en

ot
yp

e 
an

d 
H

ap
lo

ty
pe

 

 M
in

or
 a

lle
le

 o
r 

H
ap

lo
ty

pe
 

Fr
eq

ue
nc

y 
(%

) 
 Po

pu
la

tio
n 

 T
ra

it 
 O

ut
co

m
e 

 R
ef

er
en

ce
 

 C
L

O
C

K
 

 H
ap

lo
ty

pe
s:

 (
rs

48
64

54
8/

rs
37

36
54

4/
rs

18
01

26
0)

 
 C

A
T

 
 T

G
T

 
 C

G
C

 

 C
A

T
:3

1 
 T

G
T

:3
3 

 C
G

C
:2

8 

 53
7 

m
en

 f
ro

m
 W

hi
te

 
E

ur
op

ea
n 

po
pu

la
tio

n.
 

 M
et

ab
ol

ic
 

sy
nd

ro
m

e.
 

 N
o 

si
gn

i fi
 ca

nt
 a

ss
oc

ia
tio

ns
 b

et
w

ee
n 

an
y 

SN
Ps

 a
nd

 th
e 

M
et

S 
su

bc
om

po
ne

nt
s.

 
 T

he
 C

G
C

 h
ap

lo
ty

pe
 m

ay
 b

e 
pr

ot
ec

tiv
e 

fo
r 

th
e 

de
ve

lo
pm

en
t 

of
 o

be
si

ty
. 

  [  4
6  ]

  

 rs
15

54
48

3 
 C

/G
 

 rs
68

43
72

2 
 A

/C
 

 rs
68

50
52

4 
 G

/C
 

 rs
48

64
54

8 
 G

/A
 

 H
ap

lo
ty

pe
: 

 rs
15

54
48

3/
rs

48
64

54
8 

 C
G

/G
A

 

 G
: 4

3 
 C

: 4
1 

 C
: 3

4 
 A

: 4
3 

 L
ea

n 
( n

  =
 7

15
) 

an
d 

ov
er

w
ei

gh
t o

r 
ob

es
e 

( n
  =

 3
91

).
 

 O
ve

rw
ei

gh
t a

nd
 

ob
es

ity
. 

 Fo
ur

 tS
N

P 
sh

ow
ed

 s
ig

ni
 fi c

an
t 

di
ff

er
en

ce
s 

be
tw

ee
n 

le
an

 a
nd

 
ov

er
w

ei
gh

t/o
be

se
. N

o 
as

so
ci

at
io

n 
w

as
 o

bs
er

ve
d 

w
ith

 M
et

S 
su

bc
om

po
ne

nt
s.

 r
s1

55
44

83
G

/
rs

48
64

54
8A

 h
ap

lo
ty

pe
 w

as
 

as
so

ci
at

ed
 w

ith
 a

 1
.8

-f
ol

d 
ri

sk
 o

f 
ob

es
ity

. 

  [  4
5  ]

  

 rs
18

01
26

0 
 31

11
T

/C
 

 C
:5

3 
 28

4 
C

au
ca

si
an

 s
ub

je
ct

s 
in

cl
ud

in
g 

92
 n

or
m

al
 

w
ei

gh
t a

nd
 1

92
 o

ve
r-

w
ei

gh
t/o

be
se

. 

 B
in

ge
 e

at
in

g 
di

so
rd

er
s 

an
d 

B
M

I.
 

 G
en

ot
yp

e 
an

d 
al

le
le

 f
re

qu
en

ci
es

 d
id

 
no

t s
ig

ni
 fi c

an
tly

 d
if

fe
r 

be
tw

ee
n 

no
rm

al
 w

ei
gh

t a
nd

 o
be

se
 p

at
ie

nt
s 

w
ith

 a
nd

/o
r 

w
ith

ou
t B

E
D

 b
ut

 it
 

se
em

s 
to

 p
re

di
sp

os
e 

ob
es

e 
in

di
vi

du
al

s 
to

 a
 h

ig
he

r 
B

M
I.

 

  [  6
3  ]

  

 rs
18

01
26

0 
 31

11
T

/C
 

 C
:5

4 
 24

1 
w

om
en

 in
cl

ud
in

g 
90

 
he

al
th

y 
co

nt
ro

ls
, 6

0 
pa

tie
nt

s 
w

ith
 a

no
re

xi
a 

an
d 

91
 p

at
ie

nt
s 

w
ith

 
bu

lim
ia

. 

 A
no

re
xi

a 
an

d 
B

ul
im

ia
 a

nd
 

B
M

I.
 

 31
11

T
/C

 S
N

P 
do

es
 n

ot
 p

la
y 

a 
m

aj
or

 
ro

le
 in

 a
no

re
xi

a 
an

d 
bu

lim
ia

, b
ut

 
it 

se
em

s 
to

 p
re

di
sp

os
e 

ea
tin

g 
di

so
rd

er
s 

pa
tie

nt
s 

to
 m

or
e 

se
ve

re
 

lif
et

im
e 

bo
dy

 w
ei

gh
t l

os
s.

 

  [  6
4  ]

  



 rs
18

01
26

0 
 31

11
T

/C
 

 C
:4

7 
 50

0 
pa

tie
nt

s 
at

te
nd

in
g 

to
 a

 
w

ei
gh

t l
os

s 
pr

og
ra

m
 b

as
ed

 
in

 th
e 

M
ed

ite
rr

an
ea

n 
di

et
. 

 W
ei

gh
t l

os
s.

 
 C

ar
ri

er
s 

of
 th

e 
m

in
or

 C
 a

lle
le

 w
er

e 
m

or
e 

re
si

st
an

t t
o 

w
ei

gh
t l

os
s 

th
an

 T
T

 in
di

vi
du

al
s.

 

  [  5
1  ]

  

 rs
18

01
26

0 
 31

11
T

/C
 

 C
:4

7 
 1,

50
0 

pa
tie

nt
s 

at
te

nd
in

g 
to

 a
 

w
ei

gh
t l

os
s 

pr
og

ra
m

 b
as

ed
 

in
 th

e 
M

ed
ite

rr
an

ea
n 

di
et

. 

 W
ei

gh
t l

os
s,

 
im

pl
ic

at
io

ns
 

of
 g

hr
el

in
 a

nd
 

ev
en

in
gn

es
s.

 

 M
in

or
 C

 a
lle

le
 c

ar
ri

er
s 

ha
d:

 (1
) s

ho
rt

er
 

sl
ee

p 
du

ra
tio

n,
 (2

) h
ig

he
r p

la
sm

a 
gh

re
lin

 c
on

ce
nt

ra
tio

ns
, (

3)
 d

el
ay

ed
 

br
ea

kf
as

t t
im

e,
 (4

) e
ve

ni
ng

 
pr

ef
er

en
ce

, a
nd

 (5
) l

es
s 

co
m

pl
ia

nc
e 

w
ith

 a
 M

ed
ite

rr
an

ea
n 

D
ie

t p
at

te
rn

. 

  [  1
5  ]

  

 rs
37

49
47

4 
T

/C
 

 rs
18

01
26

0 
T

/C
 

 rs
48

64
54

8 
A

/G
 

 rs
14

64
49

0 
T

/C
 

 rs
45

80
70

4 
C

/G
 

 C
:0

.4
0 

 C
: 0

.3
7 

 G
:0

.4
0 

 C
: 0

.4
1 

 C
:0

.4
1 

 G
:0

.3
3 

  N
  =

 1
,1

00
 5

40
 m

en
 a

nd
 5

60
 

w
om

en
 w

ho
 p

ar
tic

ip
at

ed
 

in
 th

e 
G

en
et

ic
s 

of
 L

ip
id

 
L

ow
er

in
g 

D
ru

gs
 a

nd
 D

ie
t 

N
et

w
or

k 
(G

O
L

D
N

) 
st

ud
y.

 

 C
L

O
C

K
 g

en
et

ic
 

va
ria

tio
n 

an
d 

m
et

ab
ol

ic
 

sy
nd

ro
m

e 
ris

k:
 

m
od

ul
at

io
n 

by
 

m
on

ou
ns

at
u-

ra
te

d 
fa

tty
 a

ci
ds

. 

 Fo
r 

SN
P 

rs
45

80
70

4,
 m

in
or

 a
lle

le
 

ca
rr

ie
rs

 h
ad

 a
 4

6%
 lo

w
er

 r
is

k 
of

 h
yp

er
te

ns
io

n 
th

an
 d

id
 

no
nc

ar
ri

er
s.

 B
y 

di
ch

ot
om

iz
in

g 
M

U
FA

 in
ta

ke
 s

ig
ni

 fi c
an

t 
ge

ne
–d

ie
t i

nt
er

ac
tio

ns
 w

er
e 

id
en

ti fi
 ed

 a
ss

oc
ia

te
d 

w
ith

 M
et

S.
 

  [  4
7  ]

  

 rs
37

49
47

4 
T

/C
 

 rs
18

01
26

0 
T

/C
 

 rs
48

64
54

8 
A

/G
 

 rs
14

64
49

0 
T

/C
 

 rs
45

80
70

4 
C

/G
 

 C
:0

.4
0 

 C
: 0

.3
7 

 G
:0

.4
0 

 C
: 0

.4
1 

 C
:0

.4
1 

 G
:0

.3
3 

  N
  =

 1
,1

00
; 5

40
 m

en
 a

nd
 5

60
 

w
om

en
 w

ho
 p

ar
tic

ip
at

ed
 

in
 th

e 
G

en
et

ic
s 

of
 L

ip
id

 
L

ow
er

in
g 

D
ru

gs
 a

nd
 D

ie
t 

N
et

w
or

k 
(G

O
L

D
N

) 
st

ud
y.

 

 To
ta

l e
ne

rg
y 

in
ta

ke
. 

 Fo
ur

 o
f 

 fi v
e 

C
L

O
C

K
 S

N
Ps

 s
el

ec
te

d 
w

er
e 

si
gn

i fi
 ca

nt
ly

 a
ss

oc
ia

te
d 

w
ith

 to
ta

l e
ne

rg
y 

in
ta

ke
. F

or
 

SN
P 

rs
37

49
47

4,
 th

e 
en

er
gy

 
in

ta
ke

 a
nd

 to
ta

l f
at

, p
ro

te
in

, 
an

d 
ca

rb
oh

yd
ra

te
 in

ta
ke

s 
w

er
e 

hi
gh

er
 in

 m
in

or
 a

lle
le

 c
ar

ri
er

s 
th

an
 in

 n
on

-c
ar

ri
er

s.
 

  [  4
8  ]

  

 C
L

O
C

K
/

SI
R

T
1 

 G
en

ot
yp

e 
co

m
bi

na
tio

n 
 SI

R
T

1 
(r

s1
46

75
68

) 
 C

L
O

C
K

 (
31

11
T

/C
, 

rs
18

01
26

0)
 

 R
es

is
ta

nt
 

ge
no

ty
pe

:  R
 : 

0.
24

 

 1,
50

0 
pa

tie
nt

s 
at

te
nd

in
g 

to
 a

 
w

ei
gh

t l
os

s 
pr

og
ra

m
 b

as
ed

 
in

 th
e 

M
ed

ite
rr

an
ea

n 
di

et
. 

 W
ei

gh
t l

os
s.

 
 Su

bj
ec

ts
 c

ar
ry

in
g 

m
in

or
 a

lle
le

s 
at

 
SI

R
T

1 
an

d 
C

L
O

C
K

 lo
ci

 (
R

 
gr

ou
p)

 d
is

pl
ay

ed
 a

 h
ig

he
r 

re
si

st
an

ce
 to

 w
ei

gh
t l

os
s 

an
d 

a 
lo

w
er

 w
ee

kl
y 

w
ei

gh
t l

os
s 

ra
te

 
as

 c
om

pa
re

d 
w

ith
 h

om
oz

yg
ot

es
 

fo
r 

bo
th

 m
aj

or
 a

lle
le

s.
 

  [  5
6  ]

  

(c
on

tin
ue

d)



 B
M

A
L

 
 59

 S
N

Ps
 f

ro
m

 g
en

e 
re

gi
on

s 
th

at
 s

ho
w

ed
 p

re
lim

in
ar

y 
ev

id
en

ce
 o

f 
as

so
ci

at
io

ns
 

w
ith

 h
yp

er
te

ns
io

n 
or

 T
yp

e 
2 

di
ab

et
es

 
 H

ap
lo

ty
pe

s:
 

 rs
79

50
22

6/
 r

s1
10

22
77

5 
 rs

64
86

12
1/

rs
37

89
32

7/
rs

96
94

85
. 

 1,
30

4 
in

di
vi

du
al

s.
 

 H
yp

er
te

ns
io

n 
an

d 
Ty

pe
 2

 
di

ab
et

es
. 

 A
ft

er
 c

or
re

ct
in

g 
fo

r 
m

ul
tip

le
 te

st
in

g 
(5

9 
SN

Ps
),

 n
on

e 
of

 th
e 

SN
Ps

 
w

er
e 

si
gn

i fi
 ca

nt
ly

 a
ss

oc
ia

te
d 

w
ith

 
hy

pe
rt

en
si

on
 o

r 
T

2D
. H

ow
ev

er
, 

tw
o 

ha
pl

ot
yp

es
 w

er
e 

as
so

ci
at

ed
 

w
ith

 b
ot

h 
pa

th
ol

og
ie

s.
 

  [  6
5  ]

  

 PE
R

2 
 rs

23
04

67
2C

 >
 G

 a
nd

 
rs

46
63

30
2C

 >
 T

 
 G

 =
 0

.0
6 

 T
 =

 0
.3

4 
 50

0 
in

di
vi

du
al

s.
 

 A
bd

om
in

al
 

ob
es

ity
, 

ps
yc

ho
-b

eh
av

-
io

ra
l f

ac
to

rs
, 

an
d 

at
tr

iti
on

 in
 

th
e 

di
et

ar
y 

tr
ea

tm
en

t o
f 

ob
es

ity
. 

 PE
R

2 
SN

Ps
 r

s2
30

46
72

C
 >

 G
 a

nd
 

rs
46

63
30

2C
 >

 T
 w

er
e 

as
so

ci
at

ed
 

w
ith

 a
bd

om
in

al
 o

be
si

ty
. 

Fr
eq

ue
nc

y 
of

 r
s4

66
33

07
 m

in
or

 
al

le
le

 w
as

 g
re

at
er

 in
 w

ith
dr

aw
er

s.
 

rs
23

04
67

2 
C

 >
 G

 m
in

or
 a

lle
le

 
ca

rr
ie

rs
 h

ad
 a

 g
re

at
er

 p
ro

ba
bi

lit
y 

of
 d

ro
pp

in
g 

ou
t, 

di
sp

la
yi

ng
 

ex
tr

em
e 

sn
ac

ki
ng

, e
xp

er
ie

nc
in

g 
st

re
ss

 w
ith

 d
ie

tin
g,

 e
at

in
g 

w
he

n 
bo

re
d,

 a
nd

 s
ki

pp
in

g 
br

ea
kf

as
t 

th
an

 n
on

ca
rr

ie
rs

. 

  [  5
2  ]

  

   B
E

D
  b

in
ge

 e
at

in
g 

di
so

rd
er

s,
  T

2D
  ty

pe
 2

 d
ia

be
te

s  

Ta
bl

e 
8.

1 
(c

on
tin

ue
d)

G
en

e
SN

P 
re

fe
re

nc
e,

 g
en

ot
yp

e 
an

d 
H

ap
lo

ty
pe

M
in

or
 a

lle
le

 o
r 

H
ap

lo
ty

pe
 

Fr
eq

ue
nc

y 
(%

)
Po

pu
la

tio
n

T
ra

it
O

ut
co

m
e

R
ef

er
en

ce



1498 Genetics in Chronobiology and Obesity

   CLOCK Interacts with Dietary Fat 

 A tantalizing  fi nding from our research was the demonstration that these associa-
tions between the CLOCK gene and abdominal obesity or impaired glucose metab-
olism were only seen in individuals with dietary habits that included a high 
proportion of saturated fat (factory-made pastries, sausages, and so on) and a low 
proportion of monounsaturated fat (olive oil). 

 These results suggest that  CLOCK  polymorphisms interact with fatty acids to 
modulate MetS traits. Speci fi cally, we identi fi ed signi fi cant gene–diet interactions 
associated to MetS at the CLOCK locus. By dichotomizing monounsaturated fatty 
acid (MUFA) intake, we found different effects across rs4580704 genotypes for 
glucose and insulin resistance. The protective effect of the minor allele on insulin 
sensitivity was only present when MUFA intake was high. Different effects were 
found across CLOCK 3111TNC genotypes for saturated fatty acid (SFA) intake. 
The deleterious effect of gene variants on waist circumference was only found with 
high SFA intakes  [  47  ] . These results suggest that dietary components (i.e., MUFA 
and SFA) are implicated in the relationship between alterations of circadian system 
and MetS.  

   CLOCK and In fl ammation 

 As has been previously indicated, the quality and quantity of sleep could be associated 
with metabolic disruption and  fi nally with obesity. Circadian clock genes are involved 
in sleep regulation  [  49,   50  ] . Therefore, the coordinated regulation of sleep or feeding 
behavior might be involved in the relationship between  CLOCK  SNPs and metabolic 
disorders. Along these lines, we have shown that the  CLOCK  locus was associated 
with plasma cytokine values, in particular with those that were involved in energy 
intake: MCP1, IL-6, and adiponectin  [  48  ] . Our data show strong associations between 
plasma IL-6 levels and the CLOCK rs3749474 SNP, which could be functionally 
related with changes in the  CLOCK  3 ¢ -UTR structure (Fig.  8.3 ). Current data show 
that carriers of the minor allele, who reported high energy intake, also presented 
decreased plasma cytokine concentrations that could result, on the one hand, in a 
lower anorectic effect, and on the other, in decreased sleep 

 Moreover, we showed novel signi fi cant associations with individual MetS compo-
nents such as waist, glucose metabolism-related variables and blood pressure. Carriers 
of the CGA (rs3749474/rs4580704/rs1801260 (3111T → C)) haplotype had lower 
BMI, waist circumference, blood pressure, and insulin resistance  [  46  ]  (Fig.  8.3 ).  

   CLOCK and Weight Loss 

 Another study was performed in a Mediterranean population from south-east Spain, 
in a sample of 500 overweight/obese subjects, aged 20–65 years, who attended out-
patient clinics specializing in obesity  [  51  ] . Consistent with a previous study, four 
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out of  fi ve  CLOCK  SNPs selected were signi fi cantly associated with obesity vari-
ables. The genetic variation in the rs1801260  CLOCK  was associated with obesity 
at baseline and also affected weight loss. Patients with the variant G allele lost 
signi fi cantly less weight compared with wild type patients. 

 Analysis of repeated measures showed that weight loss over time was signi fi cantly 
different between rs1801260  CLOCK  variations. Carriers of the G allele displayed 
greater dif fi culty in losing weight than non-carriers. In this particular polymor-
phism, the frequency of short-time sleepers ( £ 6 h per day) was greater in minor G 
allele carriers than in non-carriers.  CLOCK  polymorphisms were also associated 
with signi fi cant differences in total plasma cholesterol at the completion of dietary 
treatment. It was concluded that the  CLOCK  rs1801260 SNP may predict the out-
come of body weight reduction strategies based on low-energy diets. Furthermore, 
these results were replicated again in a bigger sample of 1,495 subjects, and this 
time we were also able to study different behaviors and metabolic variables in these 
subjects in order to elucidate which were the variables that were behind the associa-
tion between this  CLOCK  SNP, weight loss and sleep (Fig.  8.4 ).    

  Fig. 8.3     CLOCK  genetic variants and relationship with obesity and weight loss. ( a )  CLOCK  rs 
3749474and energy intake; ( b )  CLOCK  3111T/C and weight loss; ( c )  CLOCK  SNPs and obesity; 
( d ) Metabolic syndrome and haplotype  CLOCK  (CGA) (rs 3749474/rs4580704/rs1801260); ( e )
Nutrigenetics in  CLOCK : interaction with saturated fat intake for obesity (adapted from  [  47,   48,   51  ]        
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    PERIOD  MetS and Obesogenic Behavior 

 As described above, various studies have shown that the presence of certain  PER2  
gene polymorphisms such as (rs2304672C > G and rs4663302C > T) were associ-
ated with various psychological disturbances, particularly seasonal depression and 
bipolar disorder. This led us to consider whether a sample of overweight or obese 
patients would have emotional or psychological changes related to obesity and 
whether such changes would in turn be associated with  PER2  gene polymorphisms. 
Consistent with this idea, our results showed that people carrying the  PER2  gene 
variants were associated with abdominal obesity, and particularly  PER2  rs2304672 
minor allele carriers (G) showed obesogenic behaviors, habits, and emotions, and 
greater rates of treatment discontinuation, nibbling, diet-induced stress, and food 
intake as an escape from boredom  [  52  ]  (Fig.  8.5 ).  

 Another study performed in a population from Finland, also demonstrated the con-
nection of  PER2  and MetS, in particular with high fasting blood glucose.  PER2  10870 
contributed to changes in glucose metabolism.  PER2_ 10870 is an intronic mutation 
originally found by Spanagel et al. in 2005, when searching for the  PER2  SNPs modu-
lating alcohol intake in mice. In this study performed by Englund et al.  [  53  ]  
 PER2 _10870 was associated with high fasting blood glucose. Another SNP in  PER2  

  Fig. 8.4    Different behaviors and metabolic variables in CLOCK3111TC minor allele subjects (C 
carriers) behind the association between this SNP, weight loss, and sleep       
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( PER2  SNP rs934945) was also associated with waist circumference, and with MetS, 
although signi fi cance was lost after correcting for multiple comparisons  [  53  ] .  

   BMAL1 and MetS 

  BMAL1  and  CLOCK  form a heterodimer and drive transcription from E-box ele-
ments found in the promoters of circadian-responsive genes. In addition to its roles 
in the control of circadian rhythms,  BMAL1  has been suggested to contribute to the 
metabolic regulation. Indeed, genome-wide pro fi ling of  BMAL1  targets revealed 
their strict relationship with adipose tissue metabolism. Moreover, SNP analysis 
revealed that BMAL1 is associated with type II diabetes and hypertension  [  54  ] . 
However, replications are needed in different populations to determine the exten-
sion of this associations and the speci fi c functional SNPs in fl uencing MetS risk.  

  Fig. 8.5     PER2  rs 2304672 and obesogenic behaviors (adapted from  [  51  ] )       
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   Gene × Gene Interactions in the Clock 

 Different gene by gene interactions between clock genes have been related to MetS, 
obesity or weight loss. This is the case of a signi fi cant interaction between the 
 5-HTTLPR  variant of the serotonin gene and the haplotype rs1554483–rs4864548 
in  CLOCK  that was associated with diastolic and systolic blood pressure, arterial 
hypertension, plasma triglycerides and different MetS components  [  55  ] . In all these 
cases, the higher values were observed in rotating shift workers homozygous for the 
 SLC6A 4 S allele and carrying the haplotype composed by the  CLOCK  rs1554483 G 
and rs4864548 A variants. These data suggest a potential interaction (epistatic 
effect) of serotonin transporter and  CLOCK  gene variation on the genetic suscepti-
bility to develop MS by rotating shift workers. 

 Other example of the gene × gene interaction is  SIRT1  and  CLOCK  3111T > C 
combined genotype which is associated with evening preference and weight loss 
resistance in a behavioral therapy treatment for obesity. Our group has demonstrated 
that variants at both  SIRT1  and  CLOCK  have an additive effect on resistance to 
weight loss that could be related to the chronotype of the subject, higher plasma 
levels of ghrelin and less adherence to Mediterranean diet patterns  [  56  ] .   

   Epigenetics and the Clock System 

 As indicated earlier, the world of epigenetics is revolutionizing genetics. Epigenetic 
research shows that we are not predetermined by our genome. What we eat, how 
much we sleep, if we exercise or even how we use our mind may change our epig-
enome, and our fate. Moreover, these changes are not restrained to us but can pass 
down to our children or even to our grant children. In other words, epigenetics does 
not change the DNA but decides how much or whether some genes are expressed in 
different cells in our bodies. 

 The molecular basis of epigenetics is complex. It involves modi fi cations of the 
activation of certain genes, but not the core DNA structure. One way that gene 
expression is regulated is by the remodeling of chromatin (the complex of DNA and 
histones). Chromatin proteins associated with DNA may be activated or silenced. 
Histones can change how tightly or loosely the DNA wraps around them by modify-
ing their amino acids. If the amino acids that are in the chain are changed, the shape 
of the histone sphere might be modi fi ed. 

 A second way of chromatin remodeling is the addition of methyl groups to the 
DNA, mostly at CpG sites, which are regions of DNA where a cytosine nucleotide 
occurs next to a guanine nucleotide. “CpG” is shorthand for “—C—phosphate—G—”, 
that is, cytosine and guanine separated by only one phosphate. Methylation converts 
cytosine to 5-methylcytosine. Some areas of the genome are methylated more heav-
ily than others, and highly methylated areas tend to be less transcriptionally active. 

 Epigenetic control can be exerted through a variety of mechanisms, including not 
only DNA methylation but also microRNA-mediated metabolic pathways, histone 
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variants and histone Post Translational Modi fi cations or PTMs. Different studies point 
out to the association between epigenetics changes and several illnesses, for example 
cancer, in which methylation of CpG sites within the promoters of genes can lead to 
the silencing of tumor suppressor genes. In contrast, the hypomethylation of CpG sites 
has been associated with the over-expression of oncogenes within cancer cells. 

 In 2011, it was demonstrated for the  fi rst time that the methylation of mRNA had 
a critical role in human energy homeostasis. Obesity associated FTO gene was 
shown to be able to demethylate N6-methyladenosine in RNA. This opened the 
related  fi eld of RNA epigenetics and its relation to obesity. 

   Epigenetics and Circadian Rhythms 

 The connection between epigenetics and the clock machinery came out with the 
study of Crosio et al.  [  57  ] , who demonstrated that chromatin remodeling was 
involved in circadian gene expression. These authors showed that a pulse of light, 
when applied to mice during the subjective night, induced histone phosphorylation 
in the SCN. This was an early effect which implicated an induction of  Per1  translation. 
Subsequently, it has been indicated that histone modi fi cations at clock controlled 
genes promoters occur in a circadian manner. 

 It has been hypothesized that because the number of transcripts that oscillates in 
a circadian manner is high, there must be a widespread program of dynamic changes 
in chromatin remodeling that accompany circadian gene expression. This has been 
described as the “circadian epigenome” and probably includes cycles of chromatin 
transitions that allow a highly dynamic chromatin structure to be temporally per-
missive to transcription. 

 Histones can be modi fi ed at more than 30 sites within the N-terminal tails. There 
are several modi fi cations in the histones such as acetylation and phosphorylation, 
among others. The  fi nding that  CLOCK  has an intrinsic Histone Acetile Transferase 
(HAT) activity reveals one link between epigenetic control and the circadian clock. 
 CLOCK  may acetylate histones, particularly the lysine residues in the histones 3 
and 4. Interestingly,  CLOCK  can also acetylate non-histone substrates. This is the 
case of  BMAL1  which is acetylated by  CLOCK  in a lysine residue, an event which 
is crucial for the circadian transcriptional program. Other substrate susceptible to be 
acetylated by  CLOCK  is the glucocorticoid receptor, whose function is regulated by 
this process. This acetylation activity by  CLOCK  has been demonstrated to be 
essential for circadian expression. 

 Another important player in the circadian epigenome, is sirtuin, particularly 
 SIRT1  and  SIRT6 . Sirtuins possess deacetylase activity and are implicated in the 
induction of gene silencing. Particularly  SIRT1  physically interacts with  CLOCK  
and it has been de fi ned as a circadian enzymatic rheostat  [  2  ] , because it controls by 
different mechanisms the balance of acetylation and chromatin remodeling by the 
circadian clock. 

 Despite this conceptual knowledge, data about the connection between this cir-
cadian epigenome and obesity are still scarce. Nevertheless, recently our group has 
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demonstrated an association between the methylation status of CpG sites located in 
clock genes (CLOCK, BMAL1 and PER2) with obesity, Metabolic Syndrome and 
weight loss  [  58  ] .  

   The Role of MicroRNAs in the Clock System 

 MicroRNAs are small (approximately 22 nucleotides), single-stranded, noncoding 
RNA species that act as potent gene silencers and are relevant players in different 
physiological and pathophysiological processes. They can be divided in three types 
depending o their characteristics: one type is the “ intergenic microRNA ” which are 
those microRNAs which are coded within introns and exons of noncoding RNA; the 
second type are the “ introgenic microRNA ” which are coded from introns of protein 
encoding genes, and the third type are the “ polycistronic microRNAs ” long RNA that 
contains multiple microRNAs in a cluster. The gene silencing function of microRNAs 
occurs via a reduction in mRNA translation ef fi ciency or mRNA stability. 

 Considering that microRNAs appear to be involved in the regulation of >60% of 
human genes, it is not surprise that they have been identi fi ed as major players in the 
regulation of the circadian rhythm  [  59  ] . Therefore, they are emerging as new potential 
therapeutic targets for disorders of the circadian clock based on the following features:

    (a)    MicroRNAs  present in the SCN  can control the core clock molecular feedback 
by posttranscriptional-mediated control mechanisms  [  60  ] .  

    (b)    MicroRNAs  display circadian rhythmicity, in some cases regulated by light , 
such as Arabidopsis miR167, miR168, miR171 and miR398, whereas in others, 
like the  fl y miR263b, the regulation is directly  coordinated by the circadian 
clock   [  61  ] .  

    (c)    Some microRNAs have been related to  circadian alterations. In vivo  antisense 
silencing studies demonstrated that miR219 shortens the circadian period and 
that miR132 negatively regulates light-dependent resetting of the clock  [  60  ] . 
Both miR132 and miR219 affect  per1  expression, and thus in fl uence the core 
circadian transcriptional loop  [  60,   62  ] . However, neither miR132 nor miR219 
appears to directly target  per1 ; thus, the precise mechanisms by which these 
microRNAs affect the clock are not known.  

    (d)    In addition to rhythmic microRNA expression in the SCN clock,  peripheral 
oscillators  also exert circadian control over microRNA expression. For exam-
ple, some microRNAs such as the miR192/194 cluster are highly expressed in 
the liver and kidneys (two oscillating organs). Others such as miR16, miR20a 
and miR141, oscillate in the intestine, and several microRNAs have been found 
to exhibit diurnal oscillations in the mouse retina  [  59,   62  ] .     

 Given the importance of microRNAs it has been proposed that SNPs mapping 
with them may have functional consequences resulting in phenotypic variation. 
This is the case of a polymorphism in pre-miR182 which exhibits diurnal rhythmic-
ity in the retina and has been signi fi cantly associated with major depression  [  63  ] . 
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 This promising preliminary evidence suggests that following a better under-
standing of microRNA biology; these may become a new therapeutic tool in the 
 fi ght against obesity.   

   Conclusion 

 A number of genetic variants connect circadian rhythmicity and obesity. This new 
knowledge should be considered on the prevention and treatment of obesity. Moreover, 
it is important to expand the current nutrigenetic knowledge to guide the health pro-
fessionals on the delivery of more tailored advice based on genetic variants.  

   Summary    

     1.    Thanks to the drive infused by the completion of the HGP, a number of technolo-
gies and research approaches have evolved. Nowadays, new functional genomics 
areas to accomplish the goals started by the HGP. Nutrigenetics, nutrigenomics, 
and epigenetics are some examples.  

    2.    The living matter has its own time, i.e., the “biological time.” In this sense, we 
could assume that “a Chronome exists into the Genome”:”  

    3.    In the last years the study of genetics and its relationship to chronobiology has 
been focusing in the chronotype and different psychological illnesses associated 
to these chronotype such as depression, anxiety or bipolar disorder.  

    4.    Some examples of genetic variants associated to psychological traits are  CLOCK  
3111T/C associated with evenningness ,  and different personality traits;  PERIOD2  
( PER2  rs2304672) polymorphism which moderates circadian-relevant reward 
circuitry;  CRY1  (rs8192440) related to psychological treatment effectiveness; 
 CRY2  associated with winter depression and S IRT1  rs10997875 a good candi-
date gene for the pathophysiology for mood disorders.  

    5.    Other candidate SNPs connected to obesity could be those associated to sleep 
disorders. Some examples are serotonin receptors, prepro-orexin or IL-6 SNPs 
which associate with obstructive sleep apnea syndrome. Others are SNPs resid-
ing in ROR1 and PLCB1which associated with insomnia.  

    6.    One particular example that could link sleep duration and obesity is  ABCC9;  the 
leukocyte antigen  (HLA) DQB1*0602; PER3  (G-320T, C -319A) and  NPAS2  
rs6725296 or  BMA1  rs6290035 TT which had greater loadings on the metabolic 
factor (weight and appetite) of the global seasonality score.  

    7.    Sleep disorders or short sleep duration, are both associated to several polymor-
phisms connected to obesity. In this regard, one of the best studied  CLOCK  SNPs 
(3111TC) has been signi fi cantly associated to short sleep duration, eveningness, 
several psychological traits, weight loss and obesity.  
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    8.     Epigenetics  is the study of heritable changes in gene expression or cellular phe-
notype caused by mechanisms other than changes in the underlying DNA 
sequence.  CLOCK  and  SIRT  have both epigenetics effect in acetylation and 
deacetylation of histones, respectively. MicroRNAs may become novel thera-
peutic targets for disorders in the circadian clock. The knowledge achieved in the 
circadian epigenome could give us new answers to the connections among genet-
ics, circadian rhythmicity, and obesity.          
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  Abstract   The major function of the circadian system is the internal cycling of 
physiologic and metabolic events. In the last years, there has been an exponential 
increase in our understanding of the role of clock-related genes in Metabolic-
syndrome (MetS)-related phenotypes. Nevertheless, our understanding about how 
the components of the circadian system interact each other to modulate the metabo-
lism and cardiovascular system remains a major challenge. 

 Systems biology introduces a new concept for revealing the pathogenesis of 
human disorders and suggests the presence of common physiologic processes and 
molecular networks in fl uencing the risk of a disease. In this review, we use systems 
biology approaches to integrate genomic, molecular, and physiological data to deci-
pher putative circadian rhythmic pathways suspected to play a role in the etiology 
of the metabolic syndrome (MetS)-associated phenotypes with a main focus in obe-
sity and as other authors are discussing diverse related topics, we discuss the  fi ndings 
of our own group.  
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  Abbreviations  

  MetS    Metabolic syndrome   
  IR    Insulin resistance   
  T2D    Type-2 diabetes   
  GWAS    Genome-wide association scan   
  CLOCK    Circadian locomotor output cycles kaput protein   
  5-HT    Serotonin   
  5-HTT    Serotonin transporter   
  5HIAA    5-Hydroxyindolacetic acid   
  PPARG1A    Peroxisome proliferator-activated receptor gamma cofactor 1 alpha gene         

   Introduction 

   The Impact of the Circadian System in the Metabolic 
Syndrome-Associated Phenotypes 

 Metabolic syndrome (MetS) is associated with several metabolic disturbances, 
including insulin resistance (IR) in several tissues. Indeed, IR is considered as the 
main link among all the clinical disorders clustered in MetS, namely type-2 Diabetes 
(T2D), dyslipidemias, central obesity, arterial hypertension, prothrombotic and 
proin fl ammatory states, ovarian polycystosis, and nonalcoholic fatty liver disease 
(NAFLD). From the perspective of clinical importance, MetS has two prominent 
features: Its worldwide prevalence that is dramatically increasing and its strong 
association with cardiovascular disease, as initially described by Reaven G  [  1  ] . 

 The pathobiology of the MetS results from a complex interplay between genes 
and environment. Actually, environmental factors, such as decreased physical activ-
ity, increased nutrient availability, and overnutrition, play an important role in the 
development of metabolic disturbances associated with IR, and are also largely rec-
ognized as responsible for the modern epidemic of MetS-related phenotypes. 

 The genetic component of each individual component of the MetS has been 
largely investigated and both genome-wide and candidate gene association studies 
have identi fi ed several loci that in fl uence the susceptibility of all the clustering traits 
 [  2,   3  ] . 

 Nevertheless, the gene variants identi fi ed so far by genome-wide association 
scans (GWAS) do not explain by themselves the pathophysiology of the MetS, and 
they account for a modest effect on the disease. There has been a loci that was not 
initially identi fi ed by any of the GWAS but showed an interesting biological plausi-
bility and a signi fi cant effect on some intermediate phenotypes associated with 
MetS, such as obesity. This locus is related to the circadian system, and is actually 
the master gene circadian locomotor output cycles kaput protein ( CLOCK ). 
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 Actually, the importance of maintaining the internal homeostasis of the circadian 
systems and its impact on human MetS was recently revealed by Turek et al. by an 
animal model in which homozygous  Clock  mutant mice had a greatly attenuated 
diurnal feeding rhythm, were hyperphagic and obese, and developed hyperleptine-
mia, hyperlipidemia, hepatic steatosis, hyperglycemia, and hypoinsulinemia  [  4  ] . 
This  fi nding is biologically plausible as the major function of the circadian system 
is the internal cycling of physiologic and metabolic events  [  5  ] . 

 Given the above mentioned evidence and the results of further emerging studies, 
which show that altering circadian rhythmicity results in pathophysiological changes 
resembling MetS and fat accumulation, we immediately explored the role of gene 
variants and derived haplotypes of the  CLOCK  transcription factor in obesity 
and related quantitative metabolic traits in a human study  [  6  ] . Hence, we recruited 
in a case–control design, 715 lean and 391 overweight or obese unrelated adult 
subjects, and investigated six tag single-nucleotide polymorphisms (SNPs) with a 
minor allele frequency >10% (rs1554483 C/G; rs11932595 A/G; rs4580704 C/G; 
rs6843722 A/C; rs6850524 C/G, and rs4864548 A/G) encompassing 117 kb of 
chromosome 4 and representing 115 polymorphic sites. The results of our study 
suggested that  CLOCK  polymorphism and related haplotypes are critically involved 
in the genetic susceptibility to obesity as carrying the haplotype of rs1554483G and 
rs4864548A was associated with 1.8-fold increase for being overweight/obese  [  6  ] . 
These  fi ndings were replicated in other populations around the word  [  7–  9  ] . In addi-
tion, although the association of the  CLOCK  variants with other classical compo-
nents of the MetS such as arterial hypertension did not persist after adjusting for 
overweight/obesity, we did  fi nd a signi fi cant association with non alcoholic fatty 
liver disease (NAFLD) in a hospital-based study  [  10  ] . In fact, the  CLOCK  variants, 
rs11932595 and rs6843722 showed signi fi cant associations with NAFLD (empiric 
 P  = 0.0449 and 0.023, respectively), and a signi fi cant association was also observed 
between clinical or histologic spectrum of the disease and rs1554483 (empiric 
 P  = 0.0399), rs6843722 (empiric  P  = 0.0229) and rs6850524 (empiric  P  = 0.00899), 
and between  fi brosis score and rs1554483 (empiric  P  = 0.02697), rs6843722 (empiric 
 P  = 0.01898) and rs4864548 (empiric  P  = 0.02697) suggesting a potential role of the 
 CLOCK  polymorphisms and their haplotypes in the susceptibility to NAFLD and 
disease severity  [  10  ] . A more comprehensive review of the genetic basis of the MetS 
was reported elsewhere  [  3  ] . 

 In summary, while in the last years there has been an exponential increase in our 
understanding of the role of clock-related genes in MetS-related phenotypes  [  11  ] , to 
know how the components of the circadian system interact with each other to modu-
late the metabolism and cardiovascular system remains a major challenge.  

   A Short Overview About Circadian System–Gene Components 

 The circadian system of mammals is composed of a hierarchy of oscillators that 
function at the cellular, tissue, and systems levels (Fig.  9.1 )  [  12  ] . Component of the 
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circadian clock oscillator includes the CRY proteins, CLOCK or NPAS2, ARNTL 
or ARNTL2, CSNK1D and/or CSNK1E, TIMELESS and the PER proteins. 
Table  9.1  summarizes the main features of the transcription/translation feedback 
loops of the mammalian circadian clock. As this picture is an oversimpli fi cation, 
here, we decide to explore the association of obesity and circadian rhythm-related 
genes using systems biology.    

   The Use of a Systems Biology Approach to Better Understand 
the Association of Circadian Rhythm-Related Genes 
with Obesity and MetS 

 Systems biology introduces a new concept for revealing the pathogenesis of human 
disorders and suggests the presence of common physiologic processes and molecu-
lar networks in fl uencing the risk of a disease. Rather than compartmentalizing indi-
vidual risk factors (e.g., IR, blood pressure, body mass index, or lipid concentrations) 
and treating them as if they were separate and independent, systems biology exam-
ines their interactions. Here we show a model of this concept to explain the impact 
of the circadian system on one of the most important features of the MetS, obesity, 
by different systems-biology approaches, which are mostly based on gene enrich-
ment analysis and protein–protein interaction networks. 

  Fig. 9.1    Circadian rhythm system component of mammal— Homo sapiens  (human) according to 
the KeGG (Kyoto Encyclopedia of Genes and genomes) map 04710       
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   Table 9.1    Short overview about the main function and features of the genes related with the cir-
cadian system   

 Gene symbol  Gene name  Main function and features 

  CLOCK   Circadian locomotor 
output cycles 
kaput protein 

 • Protein involved in the generation of rhythmic pattern 
of behaviors or activities, e.g., circadian rhythm 
which is a metabolic or behavioral rhythm within a 
cycle of 24 h. 

 • ARNTL/2-CLOCK heterodimers activate E-box 
element transcription of a number of proteins of the 
circadian clock. 

 • Activates transcription of PER1 and PER2. 
 • Has intrinsic histone acetyltransferase activity and 

this enzymatic function contributes to chromatin-
remodeling events implicated in circadian control of 
gene expression. 

 • CLOCK gene, homolog to murine Clock, regulator of 
circadian rhythms, with two major transcripts 8 and 
10 kb, predominantly expressed in the suprachias-
matic nuclei and cerebellum. 

 • Expressed in all peripheral tissues, including spleen, 
thymus, prostate, testis, ovary, small intestine, colon, 
leukocytes, heart, brain, placenta, lung, liver, skeletal 
muscle, kidney, adipose tissue and pancreas. 

  CRY1   Cryptochrome 1 
(photolyase-like) 

 • Blue light-dependent regulator of the circadian 
feedback loop. Inhibits CLOCK NPAS2-ARNTL E 
box-mediated transcription. 

 • Acts, in conjunction with CRY2, in maintaining 
period length and circadian rhythmicity. 

 • Capable of translocating circadian clock core proteins 
such as PER proteins to the nucleus. 

 • Expression is regulated by light and circadian 
rhythms. Peak expression in the suprachiasmatic 
nucleus (SCN) and eye at the day/night transition 
(CT12). Levels decrease with ARNTL-CLOCK 
inhibition as part of the autoregulatory feedback loop. 

 • Belongs to the DNA photolyase class-1 family. 
  CRY2   Cryptochrome 2 

(photolyase-like) 
 • Blue light-dependent regulator of the circadian 

feedback loop 
 • Translocated to the nucleus through interaction with 

other Clock proteins such as PER2 or ARNTL 
 • Belongs to the DNA photolyase class-1 family. 
 • Regulate the functional activity of circadian 

transcriptional complex at the posttranslational level 
 • Phosphorylation on Ser-266 by MAPK is important 

for the inhibition of CLOCK-ARNTL-mediated 
transcriptional activity. Phosphorylation by CSKNE 
requires interaction with PER1 or PER2. 

 • Expressed in all tissues examined including fetal brain, 
 fi broblasts, heart, brain, placenta, lung, liver, skeletal 
muscle, kidney, pancreas, spleen, thymus, prostate, 
testis, ovary, small intestine, colon, and leukocytes. 
Highest levels in heart and skeletal muscle. 

(continued)
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Table 9.1 (continued)

 Gene symbol  Gene name  Main function and features 

  PER1/PER2   Period homolog 1 
(Drosophila) and 
period homolog 2 
(Drosophila) 

 • Component of the circadian clock mechanism which 
is essential for generating circadian rhythms. 

 • Negative element in the circadian transcriptional loop. 
In fl uences clock function by interacting with other 
circadian regulatory proteins and transporting them to 
the nucleus. 

 • Negatively regulates CLOCK NPAS2-BMAL1 
BMAL2-induced transactivation. 

 • PER1: Widely expressed. Found in heart, brain, 
placenta, lung, liver, skeletal muscle, pancreas, 
kidney, spleen, thymus, prostate, testis, ovary, and 
small intestine. Highest level in skeletal muscle. Low 
level in kidney. 

 • PER2: Widely expressed. Found in heart, brain, 
placenta, lung, liver, skeletal muscle, kidney, adipose 
tissue and pancreas. High levels in skeletal muscle 
and pancreas. Low level in lung. 

  ARNTL   Aryl hydrocarbon 
receptor nuclear 
translocator-like 
(alias BMAL) 

 • The protein encoded by this gene is a basic helix-
loop-helix protein that forms a heterodimer with 
CLOCK. 

 • This complex binds an E-box upstream of the PER1 
gene, activating this gene and possibly other circadian 
rhythm-associated genes. 

 • master regulator of circadian rhythm, also playing 
important roles in the regulation of adipose differen-
tiation and lipogenesis in mature adipocytes. 

  CSNK1D   Casein kinase 1, 
delta 

 • This gene is a member of the casein kinase I (CKI) 
gene family whose members have been implicated in 
the control of cytoplasmic and nuclear processes, 
including DNA replication and repair. 

 • Phosphorylates connexin-43/GJA1, MAP1A, 
SNAPIN, MAPT/TAU, TOP2A, DCK, HIF1A, EIF6, 
p53/TP53, DVL2, DVL3, ESR1, AIB1/NCOA3, 
DNMT1, PKD2, YAP1, PER1, and PER2. 

 • Central component of the circadian clock. May act as 
a negative regulator of circadian rhythmicity by 
phosphorylating PER1 and PER2, leading to retain 
PER1 in the cytoplasm. 

  TIMELESS    Timeless  homolog 
(Drosophila) 

 • Required for normal progression of S-phase. 
 • Involved in the circadian rhythm autoregulatory loop. 
 • Negatively regulates CLOCK-NPAS2/BMAL1-

induced transactivation of PER1 possibly via 
translocation of PER1 into the nucleus. 

 • Expressed in all tissues examined including brain, 
heart, lung, liver, skeletal muscle, kidney, placenta, 
pancreas, spleen, thymus, and testis. Highest levels of 
expression in placenta, pancreas, thymus and testis. 

 • Belongs to the timeless family. 
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 For example, we used a bioinformatic resource named “Platform for Exploration 
of Signi fi cant Concepts Associated to co-Ocurrences Relationships” (Pescador, 
cbdm.mdc-berlin/tools/pescador)  [  13  ] . 

 PESCADOR uses LAITOR-Literature Assistant for Identi fi cation of Terms co-
Occurrences and Relationships as text-mining engine to extract sentences with co-
occurring bioentities (genes and proteins) from the text of the PubMed abstracts 
requested  [  13  ] . Thus, PESCADOR allows selecting gene–protein co-occurrence 
pairs based on their relatedness to biological concepts and therefore brings together 
under a common perspective protein interactions that have not been studied under 
the same research focus  [  13  ] . 

 Thus, we used the keywords, “obesity AND genetics AND circadian” retrieving 
200 references. The associated genes under this search are described in Table  9.2 . 
Interestingly, more than 100 genes associated with the regulation of food intake and 
energy expenditure, glucose and lipid metabolism, and of course circadian rhyth-
micity, as displayed in Fig.  9.2 , participate in a highly interconnected interactome. 
Interestingly, the hierarchical order of the genes shows that  CLOCK  is the most 
important one, followed by other components of the cell circadian clock mechanism 
(Fig.  9.3 ). The notion of “interactome” includes the complete list of physical inter-
actions mediated by all proteins of an organism  [  14  ] . Indeed, biological questions 
are increasingly addressed in the framework of such complex molecular networks    
(Tables  9.3  and  9.4 ).      

 Based on the hypothesis that common physiologic processes and molecular net-
works in fl uence the risk of obesity, we proposed another systems biology approach: 
a gene enrichment analysis evaluated by the bioinformatic resource  ToppGene Suite  
(  http://toppgene.cchmc.org    )  [  15  ] . A similar concept was recently applied for  fi nding 
new candidate genes for the MetS  [  2  ] , rendering new loci whose associations with 
MetS components were  fi nally replicated in independent studies, i.e.,  HNF4A  with 
type 2 diabetes in more than 49,000 individuals by a meta-analysis  [  16  ] , and  IGF1R  
with arterial hypertension in an Argentinean population  [  17  ] . Importantly, by using 
the ToppFun (Transcriptome, ontology, phenotype, proteome, and pharmacome 
annotations based gene list functional enrichment analysis, a tool of the Toppgene 
suite), is possible to obtain a general picture of the biological process these genes 
are belonging to with a signi fi cant  P  value < 1 × 10 −6 . In this sense, it is important to 
note that in addition to the obvious pathways already mentioned, an important num-
ber of loci, i.e., 25%, belong to biological process involved in regulation of the 
transcriptional activity of polymerase II probably as nuclear factors “per se” or 
through their activity on epigenetic marks, i.e., histone deacetylases (HDACs, 
SIRT1, etc.). This topic is further developed below. 

 Some other genes are involved in the response to xenobiotics (according to 
ToppFun,  P  value < 1 × 10 −6 ), and then it is worth of noting that not only are some 
clinically relevant drugs but natural compound mentioned. In this regards, it is par-
ticularly interesting that several serotonin transporter inhibitors, such as sibutramine 
or fen fl uramine and serotonin itself are included.  

http://toppgene.cchmc.org


168 S. Sookoian and C.J. Pirola

   Table 9.2    List of genes retrieved by the Pescador tool (available at   http://cbdm.mdc-berlin.de/
tools/pescador/    )   

 Gene symbol  Gene name 

 ACACB  Acetyl-CoA carboxylase beta 
 ACSS2  Acyl-CoA synthetase short-chain family member 2 
 ADIPOQ  Adiponectin, C1Q and collagen domain containing 
 ADIPOR1  Adiponectin receptor 1 
 ADIPOR2  adiponectin receptor 2 
 AGRP  Agouti related protein homolog (mouse) 
 ARNTL  Aryl hydrocarbon receptor nuclear translocator-like 
 ATP2A2  ATPase, Ca2+ transporting, cardiac muscle, slow twitch 2 
 BDNF  Brain-derived neurotrophic factor 
 BTG2  BTG family, member 2 
 C2  Complement component 2 
 CCRN4L  CCR4 carbon catabolite repression 4-like ( S. cerevisiae ) 
 CD36  CD36 molecule (thrombospondin receptor) 
 CLOCK  Clock homolog (mouse) 
 COL4A5  Collagen, type IV, alpha 5 
 CREM  cAMP responsive element modulator 
 CRY1  Cryptochrome 1 (photolyase-like) 
 CRY2  Cryptochrome 2 (photolyase-like) 
 CYP19A1  Cytochrome P450, family 19, subfamily A, polypeptide 1 
 DBP  D site of albumin promoter (albumin D-box) binding protein 
 ETV3  Ets variant 3 
 FAS  Fas (TNF receptor superfamily, member 6) 
 GAPDH  Glyceraldehyde-3-phosphate dehydrogenase 
 GCG  Glucagon 
 GCGR  Glucagon receptor 
 GCK  Glucokinase (hexokinase 4) 
 GHRH  Growth hormone releasing hormone 
 GHRL  Ghrelin/obestatin prepropeptide 
 GLB1  Galactosidase, beta 1 
 GLP1R  Glucagon-like peptide 1 receptor 
 GLP2R  Glucagon-like peptide 2 receptor 
 GPR50  G protein-coupled receptor 50 
 GPT2  Glutamic pyruvate transaminase (alanine aminotransferase) 2 
 H6PD  Hexose-6-phosphate dehydrogenase (glucose 1-dehydrogenase) 
 HCRT  Hypocretin (orexin) neuropeptide precursor 
 HDAC1  Histone deacetylase 1 
 HDAC3  Histone deacetylase 3 
 HR  Hairless homolog (mouse) 
 ID1  Inhibitor of DNA binding 1, dominant negative helix–loop–helix protein 
 ID2  Inhibitor of DNA binding 2, dominant negative helix–loop–helix protein 
 INS  Insulin 
 LEP  Leptin 
 LEPR  Leptin receptor 
 LTF  Lactotransferrin 
 MC3R  Melanocortin 3 receptor 

(continued)

http://cbdm.mdc-berlin.de/tools/pescador/
http://cbdm.mdc-berlin.de/tools/pescador/
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 Gene symbol  Gene name 

 MC4R  Melanocortin 4 receptor 
 MECP2  Methyl CpG binding protein 2 (Rett syndrome) 
 MT1E  Metallothionein 1E 
 MT2A  Metallothionein 2A 
 MTNR1A  Melatonin receptor 1A 
 MTNR1B  Melatonin receptor 1B 
 NAMPT  Nicotinamide phosphoribosyltransferase 
 NCOR1  Nuclear receptor corepressor 1 
 NFIL3  Nuclear Factor, interleukin 3 regulated 
 NOVA2  Neuro-oncological ventral antigen 2 
 NPAS2  Neuronal PAS domain protein 2 
 NPY  Neuropeptide Y 
 NR1I2  Nuclear receptor subfamily 1, group I, member 2 
 NR1I3  Nuclear receptor subfamily 1, group I, member 3 
 NR3C1  Nuclear receptor subfamily 3, group C, member 1 (glucocorticoid receptor) 
 NUCB2  Nucleobindin 2 
 O3FAR1  Omega-3 fatty acid receptor 1 
 PAIP2  Poly(A) binding protein interacting protein 2 
 PCK2  Phosphoenolpyruvate carboxykinase 2 (mitochondrial) 
 PDK4  Pyruvate dehydrogenase kinase, isozyme 4 
 PER1  Period homolog 1 (Drosophila) 
 PER2  Period homolog 2 (Drosophila) 
 PER3  Period homolog 3 (Drosophila) 
 POMC  Proopiomelanocortin 
 PPA1  Pyrophosphatase (inorganic) 1 
 PPARA  Peroxisome proliferator-activated receptor alpha 
 PPARG  Peroxisome proliferator-activated receptor gamma 
 PRKAA1  Protein kinase, AMP-activated, alpha 1 catalytic subunit 
 PRL  Prolactin 
 PROK2  Prokineticin 2 
 PROKR2  Prokineticin receptor 2 
 PYY  Peptide YY 
 SDC3  Syndecan 3 
 SDC3 s  Yndecan 3 
 SERPINE1  Serpin peptidase inhibitor, clade E (nexin, plasminogen activator inhibitor 

type 1), member 1 
 SLC2A4  Solute carrier family 2 (facilitated glucose transporter), member 4 
 SLC5A1  Solute carrier family 5 (sodium/glucose cotransporter), member 1 
 SLC5A1  Solute carrier family 5 (sodium/glucose cotransporter), member 1 
 SLC9A3  Solute carrier family 9 (sodium/hydrogen exchanger), member 3 
 STAT3  Signal transducer and activator of transcription 3 (acute-phase response factor) 
 UBE4A  Ubiquitination factor E4A 
 UCP1  Uncoupling protein 1 (mitochondrial, proton carrier) 
 UCP3  Uncoupling protein 3 (mitochondrial, proton carrier) 
 VGF  VGF nerve growth factor inducible 
 YARS  Tyrosyl-tRNA synthetase 

Table 9.2  (continued)
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   The Connection Between the Circadian System, 
Serotonin and Obesity 

 As an example of the application of systems biology to understand the pathobiology 
of human diseases, we explain in detail the results of a highly predicted protein by 
the above mentioned strategy: the serotonin transporter and its association with 
obesity. 

 Serotonin transporter (5-HTT) is involved in mood and eating disturbances and 
encoded by the gene  SLC6A4 , the promoter shows functional insertion/deletion 
alleles: long (L) and short (S). Because individuals who are carriers for the short 
version are known to be at risk for higher levels of anxiety, we hypothesized that this 
variant may be associated with overweight  [  18,   19  ] . We collected data and blood 
samples from 172 adolescents out of a cross-sectional, population-based study of 
934 high school students and to replicate the  fi ndings, we also included 119 outpa-
tients from the Nutrition and Diabetes Section of the Children’s County Hospital 
 [  18  ] . We found that the S allele was associated with overweight (BMI > 85th percen-
tile), being a risk factor for overweight independently of sex, age, and hypertension 
[odds ratio (OR): 1.85; 95% con fi dence interval (CI): 1.13, 3.05;  P  < 0.02]  [  18  ] . 
Additionally, in the outpatient study, compared with the homozygous LL subjects, 
S allele carriers showed a higher BMI  z -score (1.47 ± 1.09 vs. 0.51 ± 1.4;  P  < 0.002) 

  Fig. 9.2    Interactome of genes listed in Table  9.2        
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and were more frequent in overweight children  [  18  ] . Furthermore, we further evalu-
ated whether the S/L variant of the  SLC6A4  gene is associated with BMI as a con-
tinuous trait and also with obesity in a large sample of adult men of European 
ancestry included in a cross-sectional, population-based study (1,329 unrelated sub-
jects, aged 34.6 ± 0.3 years)  [  19  ] . We observed statistically signi fi cant differences 
across genotypic groups (LL: 25.4 ± 0.2, LS: 26.0 ± 0.1 and SS: 26.7 ± 0.2, 
 P  < 0.0002). In addition, association tests showed that the 5-HTTLPR-genotype dis-
tribution was signi fi cantly different between 692 lean (BMI  £  25 kg/m 2 ) and 637 
overweight/obese (BMI  ³  27 kg/m 2 ) individuals, and we found a 1.36 odds ratio 
(OR) (95% CI 1.01–1.85) for obesity in SS carriers in comparison with LL carriers, 
 P  = 0.026  [  19  ] .Our  fi ndings indicate that 5-HTTLPR polymorphism may be linked 
with BMI and also with obesity and/or overweight in adolescent and adult popula-
tions reinforcing the role of the serotonin transporter as a risk factor for the obesity 
phenotype and suggest potential new avenues for its pharmacological treatment. 

 In fact, because serotonin (5-HT) is a neurotransmitter associated with circadian 
rhythm regulation, we explored a possible relation among 5-HT, its metabolite, 

  Fig. 9.3    Hierarchical interactome of genes listed in Table  9.2        
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   Table 9.3    Biological process to which listed genes are involved with as classi fi ed by Gene 
Ontology (GO) terms   

 ID of the 
GO term  Name of the GO term 

 Hit count in 
query list 

 Hit count 
in genome 

 GO:0007623  Circadian rhythm  21  85 
 GO:0048511  Rhythmic process  25  201 
 GO:0009725  Response to hormone stimulus  29  644 
 GO:0009719  Response to endogenous stimulus  29  714 
 GO:0010033  Response to organic substance  35  1,206 
 GO:0032870  Cellular response to hormone stimulus  19  345 
 GO:0043434  Response to peptide hormone stimulus  19  353 
 GO:0071495  Cellular response to endogenous stimulus  19  363 
 GO:0007631  Feeding behavior  12  94 
 GO:0006091  Generation of precursor metabolites and energy  19  443 
 GO:0070887  Cellular response to chemical stimulus  24  819 
 GO:0009605  Response to external stimulus  27  1,123 
 GO:0071310  Cellular response to organic substance  19  492 
 GO:0019318  Hexose metabolic process  15  261 
 GO:0031327  Negative regulation of cellular biosynthetic process  23  796 
 GO:0006006  Glucose metabolic process  14  217 
 GO:0009755  Hormone-mediated signaling pathway  11  102 
 GO:0009890  Negative regulation of biosynthetic process  23  810 
 GO:0032787  Monocarboxylic acid metabolic process  18  445 
 GO:0048878  Chemical homeostasis  22  740 
 GO:0055114  Oxidation–reduction process  24  935 
 GO:0032094  Response to food   7  22 
 GO:0007610  Behavior  18  477 
 GO:0031667  Response to nutrient levels  15  297 
 GO:0005996  Monosaccharide metabolic process  15  299 
 GO:0032102  Negative regulation of response to external stimulus  10  87 
 GO:0048545  Response to steroid hormone stimulus  15  303 
 GO:0032098  Regulation of appetite   6  13 
 GO:0032095  Regulation of response to food   6  13 
 GO:0042592  Homeostatic process  25  1,086 
 GO:0006366  Transcription from RNA polymerase II promoter  26  1,206 
 GO:0006357  Regulation of transcription from RNA polymerase 

II promoter 
 24  1,015 

 GO:0009892  Negative regulation of metabolic process  25  1,112 
 GO:0009991  Response to extracellular stimulus  15  325 
 GO:0010817  Regulation of hormone levels  16  386 
 GO:0031324  Negative regulation of cellular metabolic process  24  1,023 
 GO:0048585  Negative regulation of response to stimulus  12  174 
 GO:0010558  Negative regulation of macromolecule biosynthetic 

process 
 21  773 

 GO:0043436  Oxoacid metabolic process  22  863 
 GO:0019752  Carboxylic acid metabolic process  22  863 
 GO:0042593  Glucose homeostasis   9  73 
 GO:0033500  Carbohydrate homeostasis   9  73 

(continued)
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Table 9.3 (continued)

 ID of the 
GO term  Name of the GO term 

 Hit count in 
query list 

 Hit count 
in genome 

 GO:0006082  Organic acid metabolic process  22  879 
 GO:0042180  Cellular ketone metabolic process  22  880 
 GO:0040014  Regulation of multicellular organism growth   9  78 
 GO:0032868  Response to insulin stimulus  13  249 
 GO:0032107  Regulation of response to nutrient levels   6  18 
 GO:0032104  Regulation of response to extracellular stimulus   6  18 
 GO:0006066  Alcohol metabolic process  18  580 
 GO:0046879  Hormone secretion  12  207 

  The Gene Ontology project is a major bioinformatics initiative with the aim of standardizing the 
representation of gene and gene product attributes across species and databases. The project pro-
vides a controlled vocabulary of terms for describing gene product characteristics and gene prod-
uct annotation data from GO Consortium members, as well as tools to access and process this data 
(  http://www.geneontology.org/    )  

5-hydroxyindolacetic acid (5HIAA), and the functional polymorphism of the sero-
tonin transporter gene (SLC6A4) promoter with rotating shift work. We decided to 
explore the impact of serotonin on this clinical model, as rotating shift work disrupts 
the synchronous relationship between the body’s internal clock and the environ-
ment, causing deleterious effects not only on hormonal levels but also on neu-
rotransmitters and activity–rest cycles. Thus, we performed a cross sectional study, 
including 683 men, and 437 day workers were compared with 246 rotating shift 
workers, and we found that platelet 5-HT content differed signi fi cantly ( P  = 0.002) 
between day workers (41.28 ± 1.99 pg/mg) and rotating shift workers 
(37.91 ± −4.16 pg/mg); 5-HIAA content was also signi fi cantly ( P  = 0.00004) higher 
in day workers (11.40 ± 0.82 pg/mg) than in rotating shift workers (9.33 ± 1.02 pg/ 
mg). When we looked for differences in  SLC6A4  promoter, we found a signi fi cant 
( P  = 0.016) difference in genotype distribution between day workers LL: 126 
(28.8%), LS: 202 (46.2%), and SS: 109 (24.9%), and rotating shift workers LL: 47 
(19.1%), LS: 124 (50.4%), and SS: 75 (30.5%). Interestingly, when we divided the 
subjects between workers with less and more than 60 month rotating shift-work 
exposure, the difference in  SLC6A4  genotypes frequency was only signi fi cant in the 
group with > or =60 months ( P  = 0.011). In addition, there was a signi fi cantly lower 
content of platelet 5-HIAA in S allele carriers in comparison with the other geno-
types (SS: 9.2 ± 1.0 pg/mg vs. SL/LL: 11.0 ± 0.8 pg/mg,  P  < 0.02). As a conclusion, 
platelet 5-HT and 5-HIAA contents were signi fi cantly lower in rotating shift work-
ers than day workers, and there was a signi fi cant association between the S variant 
of SLC6A4 promoter and shift work. These  fi ndings may be important for targeting 
effective therapeutic strategies to ameliorate the associated comorbidities and 
behavioral problems in rotating shift workers, because, as it is well-known, rotating 
shift workers present many of the features of the MetS including low-grade 
in fl ammation and elevated circulating cytokines  [  20–  22  ] .  

http://www.geneontology.org/
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   The Circadian System Is Linked to a Master Regulator of Energy 
Metabolism: The Transcriptional Coactivator, Peroxisome 
Proliferative Activated Receptor Gamma Coactivator 1 Alpha 
( PPARGC1A ) 

 We used another bioinformatic tool, Genemania (GeneMANIA.org  [  23  ] ), to extend 
the previous list with functionally similar genes that the program identi fi es using 
available genomics and proteomics data reporting weights that indicate the predic-
tive value of each selected data set for the query. As depicted in Fig.  9.4 , among the 
new loci predicted is the peroxisome proliferator-activated receptor gamma cofactor 
1 alpha gene ( PPARG1A , also known as  PGC1A ). The transcriptional coactivator 
 PPARG1A  coordinates the regulation of genes involved in energy metabolism by 
controlling transcriptional programs of mitochondrial biogenesis, adaptive thermo-
genesis, and fatty-acid betaoxidation. In fact, its tissue speci fi city pattern of expres-
sion is mainly located in the heart, skeletal muscle, liver, and kidney  [  24  ] .  

  Fig. 9.4    Genemania predictive network using interactions as depicted in the legend. New loci are 
rendered ( open circles ). The  arrow  indicated the PPARG cofactor 1 alpha (PPARGC1A, also 
known as PGC1A)       
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 Interestingly, the protein encoded by this gene is involved in controlling blood 
pressure, regulating cellular cholesterol homoeostasis, and development of obesity, 
and altered signaling of  PPARGC1A  contributes to glucose intolerance, IR, and 
T2D  [  25,   26  ] . It is worthy to mention that we observed that methylation levels of the 
 PPARGC1A  promoter in the liver tissue of NAFLD patients are correlated with 
HOMA-IR and plasma fasting insulin levels  [  27  ] . Interestingly, we also observed 
that liver abundance of  PPARGC1A  mRNA is inversely correlated with the methyla-
tion levels of  PPARGC1A  promoter CpGs, and also with the status of peripheral IR, 
suggesting that methylation of, at least, three explored CpG sites in the gene pro-
moter ef fi ciently repressed its transcriptional activity  [  27  ] . Finally, we were able to 
show that mitochondrial biogenesis is reduced in the liver of NAFLD patients and 
is associated with peripheral IR and  PPARGC1A  promoter methylation status  [  27  ] .  

   Expert Opinion: The Problem of the Missing Heritability 

 The effect of isolated genes on the disease susceptibility is in general moderate, 
being odds ratios (ORs) smaller than 2, at best. Even considering the sum of the 
effect of several risk variants combined (i.e., for seven hypothetical variants with a 
minor allele frequency of 0.5 and a OR of 1.5, the overall composite effect is smaller 
than 10 and the probability of  fi nding individuals of such haplotypes would be less 
than 5% in the total population) the total variance of the phenotype explained is 
commonly less than 5%. A clear example can be found in the study by Li et al.  [  28  ]  
who showed that individuals who carried >16 risk alleles for obesity had higher 
BMI than those who carried <7 risk alleles but by only 1.53 BMI units and all SNPs 
add only 3% to the predictive value of obesity in addition to age and sex. 

 Then, we should considered the possibility that risk variants are not acting inde-
pendently but rather by a synergistic effect, a phenomenon known as epistasis. 
Owing to the dif fi culties of the study design, few authors have reported the role of 
epistasis on the risk of MetS-associated phenotypes, for instance, hypertension  [  29  ] , 
myocardial infarction and coronary artery disease  [  30  ] , cholesterol levels  [  31  ] , trig-
lyceridemia  [  32  ] . In this vein, we have shown that  CLOCK  and serotonin transporter 
( SLC6A4 ) variants interacting with environmental factors, such as the rotating shift 
work have an strong effect on the overall MetS development and/or its isolated 
components, such as blood pressure or plasma triglycerides  [  33  ] . 

 Recent advances in epigenomic approaches have placed the epigenetic gene 
regulation as a key factor in the pathogenesis of many complex disorders, mostly 
cancer but also other complex diseases, such as MetS, as mentioned above. In par-
ticular, epigenetic modi fi cations can explain the mechanisms involved in the gene–
environment interaction, the sexual dimorphism observed in some phenotypes, and 
the role of developmental programming. The most attractive aspect of the hypoth-
esis of the impact of epigenetic changes in the etiology of the MetS-associated 
phenotypes is given by the nature of the epigenetic regulation, which is dynamic 
and subjected to either external or internal in fl uences. Hence, while epigenetic 
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marks can be propagated during cell division resulting in a permanent modi fi cation 
of the phenotype, they are also plausible of therapeutic modi fi cations. 

 The most studied mechanism of epigenetic modi fi cations in fl uencing a MetS-
related trait is DNA methylation. For instance, DNA methylation of the  PPARGC1A  
promoter in pancreatic islets from type 2 diabetic patients was associated with alter-
ations in the insulin secretion  [  34  ] . In this vein, there is increasing evidence that 
prenatal environment can modify the epigenetic regulation of speci fi c genes. We 
recently reported a positive correlation between maternal BMI and  PPARGC1A  pro-
moter methylation in umbilical cord of their offspring’s, suggesting a potential role 
of promoter  PPARGC1A  methylation in the metabolic programming of the fetus 
 [  35  ] . In addition, we explored whether DNA methylation of the mitochondrial tran-
scription factor A ( TFAM ) promoter is associated with insulin resistance in adoles-
cents with features of MS and observed a potential role of epigenetic modi fi cations 
in this transcription factor in association with HOMA-IR and fasting plasma insulin 
levels  [  36  ] . Interestingly, because  PPARGC1A  and  TFAM  are, both, regulators of 
mitochondrial biogenesis, DNA methylation at their promoters may be one of cause 
of the mitochondrial DNA decrease we have observed in small and large for gesta-
tional age newborns as well as adolescents with insulin resistance  [  37,   38  ] .  

   A Practical Information: How to Apply This New Concepts 
in the Clinical Practice 

 The systems biology approach is designed to analyze and integrate genomic, tran-
scriptomic, and/or proteomic data to infer from genetic signals related pathways of 
disease. MetS is a complex constellation of diseases, thus it is possible to infer that 
common physiologic processes and molecular networks in fl uence the risk of each 
intermediate phenotype. Accumulating evidence indicates that circadian desyn-
chronization and/or alterations in circadian clock gene function have both a strong 
impact on the maintaining of metabolic homeostasis and cardiovascular function. 

 The components of the circadian system can be regarded as a network of com-
plex interactions working either synergistically or in an integrated system that mod-
ulate the susceptibility of MetS associated phenotypes. 

 The most paradigmatic example in clinical practice of disruption of circadian 
rhythmicity is the observed in workers under rotating shift work schedules, which 
represents an important risk factor for the development of MetS  [  20,   21  ] . This point 
is particularly relevant because in industrialized nations and modern societies, as 
many as 20% of workers are rotating shift workers  [  39  ] . 

 Although the epidemiological and clinical studies have provided a well-docu-
mented association among shift work schedule and MetS and cardiovascular dis-
ease, the molecular mechanisms underlying these phenomena are not yet well 
understood. Systems biology may shed light on novel putative pathobiological path-
ways associated with the disease and may also suggest novel therapeutic approaches. 
For instance, the interplay of serotonin, light, and the clock circadian system and 
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their impact on metabolic functions may provide Health professionals with new 
insight into the etiology and the treatment of MetS-related phenotypes in rotating 
shift workers.   

   Summary Points 

    The major function of the circadian system is the internal cycling of physiologic • 
and metabolic events to adapt cell metabolism to external cues such as sleep–
awake rhythm, light–night cycle, and food availability.  
  Altering the circadian rhythmicity results in pathophysiological changes induc-• 
ing MetS and fat accumulation.  
  Polymorphisms in the  • CLOCK  and other internal clock genes (and related hap-
lotypes) are critically involved in the genetic susceptibility to obesity  
  Systems biology analysis shows that the circadian system-related genes and the • 
predicted related proteins are highly involved in the regulation of the transcrip-
tional activity of RNA polymerase II probably as nuclear factors “per se” or through 
their activity on epigenetic marks, i.e., histone deacetylases, SIRTs, etc.  
  Serotonin transporter is involved in the modulation of the obesity phenotype and • 
shows a signi fi cant interaction with the master gene  CLOCK.  These  fi ndings 
may have therapeutic implications.  
  The circadian system is linked to several master regulator of energy metabolism. • 
One of the most important being the transcriptional coactivator, peroxisome pro-
liferative activated receptor gamma coactivator 1 alpha, also known as PGC1a 
( PPARGC1A).  Epigenetic regulation of its activity may be important in the dis-
ease process.  PPARGC,  and other nuclear factors, are critically involved in mito-
chondrial function which seems to be compromised in the MetS.         
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