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In the context of an International Space Science Institute (ISSI) working group,
we have conducted a project to compare the most recent General Circulation
Models (GCMs) of the Venus atmospheric circulation. A common configuration
has been decided, with simple physical parametrization for the solar forcing and the
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boundary layer scheme. Six models have been used in this intercomparison project.
The nominal simulation was run for more than 200 Venus days, and additional
sensitivity runs have been done by several models to test the trends visible in
these models when parameters are varied: topography, upper and lower boundary
conditions, horizontal and vertical resolution, initial conditions. The results show
that even in very similar modeling conditions, the wind speeds obtained with the
different GCMs are widely different. Super-rotation is obtained, but the shape (with
or without marked high-latitude jets) and amplitude of the maximum zonal wind
jet is different from one model to the other, from 15 to 50 m/s. Minor sensitivity
is seen in several models to the upper boundary conditions, the topography or the
vertical grid. Horizontal resolution and lower boundary conditions induce variations
that are significant, affecting the amplitude and shape of the region of maximum
zonal wind. Two models were started from an atmosphere already in super-rotation.
The simulations did not converge back to the nominal simulations, maintaining
maximum zonal winds over 70 m/s (and even 100 m/s) without marked high-latitude
jets. This study shows how sensitive GCMs are to the weak forcing of Venus
atmosphere, and how difficult it is to draw precise conclusions on the circulation
obtained with a single model, as well as on its sensitivity to some parameters.
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8.1 Introduction

With the success of the European Venus Express mission, Venus’ atmosphere
has been put once more under the lights of international research. Many groups
around the world are analyzing observational datasets, from space and ground-based
campaigns. To support and complement these analyses modeling of the atmosphere
of Venus is needed. The state of worldwide research in this field, as well as the
links with the modeling of the Earth’s atmosphere, have been the purpose of the
ISSI working group producing the present book. In this context, several specialists
in the modeling of Venus’ and Earth’s atmospheres came together, and decided
to assess current models of the Venusian atmosphere through an intercomparison
project, based on available models, though limited to models that use a simplified
thermal forcing.

Starting with the pioneering work of Young and Pollack (1977) more than
thirty years ago, the modeling of the circulation of Venus’ atmosphere has always
been a challenge. Most of the General Circulation Models (GCMs) developed for
Venus have been adapted from Earth GCMs. Recently published models include
Yamamoto and Takahashi (2003a, 2004, 2006, 2009); Takagi and Matsuda (2007);
Dowling et al. (2006); Hollingsworth et al. (2007); Lee (2006); Lee et al. (2005);
Lee et al. (2007); Herrnstein and Dowling (2007); Kido and Wakata (2008);
Lee and Richardson (2010); Lebonnois et al. (2010); Parish et al. (2011).
These models have used simplified physical and radiative parameterizations.
Only Lebonnois et al. (2010) used a complete radiative transfer model to compute
the temperature field self-consistently. The results presented in these different
models vary widely, and may even be contradictory in some aspects.

The idea of comparing the results of different models forced with the same
physical parameters is not new. In the case of Venus, it was recently done using
numerical experiments with three different dynamical cores Lee and Richardson
(2010). We decided to build upon this first work by extending the comparison to
five additional models. The models included in this study are:

• CCSR—Kyushu/Tokyo CCSR/NIES GCM (simplified forcing version): Masaru
Yamamoto (Yamamoto and Takahashi 2003b, 2004, 2006).

• LMD—Paris LMD GCM: Sebastien Lebonnois (Lebonnois et al. 2010), in a
simplified radiative forcing configuration.

• OU—Open University spectral GCM: Jonathan Dawson, Stephen Lewis.
• UCLA—UCLA/LLNL Aerospace CAM GCM: Gerald Schubert, Curt Covey,

Helen Parish, Richard Walterscheid (Parish et al. 2011). This model had to be run
in a very high resolution configuration (approximately 1ı � 1ı) due to numerical
dissipation issues.

• OX—Oxford GCM: Joao Mendonca, Peter Read. Simulations done by Christo-
pher Lee during his PhD thesis have also been used (Lee et al. 2005; Lee 2006;
Lee et al. 2007).
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• LR10—GFDL FMS GCM: Christopher Lee (Lee and Richardson 2010). The
simulations were run before this work, using three different dynamical cores.

The indicated acronyms will be used throughout this text to identify the simulations.

8.2 Intercomparison Protocol

The goal of this study is to build upon the intercomparison of Lee and Richardson
(2010) where different GCMs, or different numerical cores, are forced with similar
physical parameterizations to test the sensitivity of the simulated atmospheric
circulation to the choice of numerical model.

To reach this goal, we have built a common protocol that the different teams
involved in the project would have to follow to run a set of simulations, that would be
compared together. The first simulation is designed to compare the behavior of the
different dynamical cores. Then sensitivity simulations are run to see the sensitivity
to several parameters in each model, and check the consistency of these sensitivities
among the models.

8.2.1 Dynamical Cores

The set of models includes three different types of dynamical core implementations:
three spectral models, three models based on finite differences schemes and two
models based on finite volume discretization. The horizontal resolution was chosen
close to 5ı � 5ı: 64 � 32 for grid models (72 � 36 for OX), T21 for spectral
models. The UCLA model had to run at much higher resolution (approximately
1ı � 1ı) due to numerical dissipation issues. This makes direct comparison to other
base simulations quite difficult, especially considering the impact of horizontal
dissipation, as it will be shown below. However, we will include this simulation
in the baseline run discussion. The vertical resolution has been equalized for
the protocol, though several models also made some simulations with their usual
vertical grid. The common vertical grid used is the one from Lebonnois et al. (2010),
based on 50 levels. The OX and LR10 simulations were done only with a 32-level
grid given in Lee et al. (2007).

All planetary parameters (e.g., gravity, planetary radius, rotation rate) are fixed to
identical values (see e.g., Lee et al. 2007; Lebonnois et al. 2010). The specific heat
is taken as constant, Cp D 900 J/kg/K. The reference simulations do not include
topography. The atmosphere was taken at rest as initial condition, and simulations
were run for a couple of hundred Venus days (from 187 Vdays for LR10 up to 600
Vdays for UCLA). One Vday is 117 Earth days, or approximately one third of an
Earth year.
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The horizontal dissipation scheme is usually deeply embedded in the dynamical
cores, and is not a parameter that is easily modified. We left all the different
implementations as they were in each dynamical core, though this dissipation was
kept as low as possible in each model. The type of horizontal dissipation and typical
parameter values used in the different models are listed in Table 8.1.

8.2.2 Common Physical Parameterization

8.2.2.1 Thermal Forcing

All models have been run using the same simplified scheme taken from Lee
(2006). The radiative tendency (temporal variation between two model timesteps)
on temperature at longitude �, latitude � and pressure level p is given by

ıTrad.�; �; p; t/

ıt
D �T .�; �; p; t/ � T0.�; p/

�
; (8.1)

where T0.�; p/ is the forcing thermal structure, and � is the time constant of this
forcing. T0.�; p/ and � are taken from Lee (2006)

T0.�; p/ D Tref.p/ C T1.p/.cos.�/ � C /; (8.2)

where Tref.p/ is a reference temperature profile Seiff et al. (VIRA model, 1985),
and T1.p/ is a perturbation term giving the peak equator-to-pole difference. The
constant C is the integral of cos � over the domain (C D �=4). The profile of T1.p/

was chosen to reflect the peak in absorption of solar insolation within the cloud deck
Lee (2006). The value of � is 25 Earth days, decreasing slightly in the uppermost
levels. In this formulation the diurnal cycle is not taken into account.

8.2.2.2 Upper Boundary Conditions

A sponge layer is included in the top four layers of the GCM. In the baseline
simulations, this sponge layer includes Rayleigh friction damping horizontal winds
to zero. Time constants are �x106 � Earth days for the LR10 models. For the other
models, these time constants were fixed to 9.6x104 s (1.12 Earth days) for the top
layer, then 1.20x105, 1.23x105, and 1.60x105 s for the next three layers, following
values used in Newman and Leovy (1992). These values are roughly half the values
used in the LR10 models and therefore apply a stronger damping at the model top.

For the OX simulation, this damping is applied only to the eddy components of
the horizontal wind speed. The other models have adopted this configuration as a
sensitivity test (see below). However, we have included the OX simulation in the
basic comparison, since the influence of this parameter is small and limited to upper
levels (this is discussed below).
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Table 8.2 Summary of the simulations done by the different groups

Simulations CCSR LMD OU UCLA OX LR10

base Baseline X X X XXX
topo Topography X (X)a X
spgl Sponge layer (only eddies) X X X X XXX
pbl[n] Different PBL X XX
lres Low horizontal resolution X X X
hres High horizontal resolution X X X X
vgrd Different vertical grid X XX
uini Different initial state X X
aParenthesis indicate: for LMD, simulation run before this work (Lebonnois et al. 2010); for OX,
simulations run during C. Lee’s PhD (Lee 2006)

8.2.2.3 Surface Friction and Vertical Eddy Diffusion

The most simple surface boundary layer is used in the baseline simulation: a
Rayleigh friction in the first layer of the model with a time constant fixed to 3 days,
together with a constant vertical dissipation coefficient, kv D 0:15 m2 s�1. For the
LR10 simulations, done before this protocol was agreed upon, the Rayleigh friction
time constant is fixed to 25 days, and no explicit vertical dissipation is taken into
account in the models. Similarly, for the OX simulation, a Rayleigh friction time
constant of 32 days is used as well as no explicit vertical dissipation.

Every model kept its own implementation for the temperatures in the soil. For
example, in the LMD GCM, a soil model with 11 layers is used.

8.2.3 Sensitivity Simulations

Some sensitivity studies of different parameters could only be done by some of
the models. These different simulations are summarized in Table 8.2 and will be
discussed in Sect. 8.3.4 of Chap. 7.

8.2.3.1 Topography (topo)

The CCSR and OU models have been run with topography. For the LMD model, the
baseline simulation could not be run with topography, due to unsolved instability
problems. However, one simulation in Lebonnois et al. (2010) included topography,
though the lower boundary conditions are different from the baseline run (see
below).



136 S. Lebonnois et al.

8.2.3.2 Upper Boundary Conditions (spgl)

As was done in the LR10 and OX simulations, we also tried to damp only the eddy
terms in the horizontal winds within the sponge layer.

8.2.3.3 Lower Boundary Layer Scheme and Vertical Eddy Diffusion
Coefficient (pbl)

For the LMD GCM, two other parameterizations have been used to test the impact
of the lower boundary layer scheme and vertical eddy diffusion coefficient. The
first one (pbl2) was used in Lebonnois et al. (2010), and is described in this paper.
This parameterization computes the vertical diffusion flux, the surface drag, and the
diffusion coefficient.

The second one (pbl3) is a “Mellor and Yamada” parameterization Mellor and
Yamada (1982), taken from the Earth version of the LMD GCM. This parameter-
ization is fully described in the Appendix B of Hourdin et al. (2002). The surface
drag coefficient is computed as follow: Cd D .0:4= ln.1 C z1=z0//

2, where z1 is
the altitude of the center of the first layer, and z0 is the roughness coefficient, taken
equal to 1 cm.

For the CCSR GCM, a “bulk” parameterization has also been used (pbl1). We set
the drag coefficient CD to 4x10�3 for temperature and horizontal flow (Del Genio
et al. 1993).

8.2.3.4 Horizontal Resolution (lres and hres)

For the CCSR, LMD and OU models, three different resolutions were used, to
evaluate the impact of this parameter on the modeled circulations. The horizontal
resolutions used are T10, T21 and T42 for the CCSR and OU spectral models, and
32 � 16, 64 � 32 and 128 � 64 for the LMD finite difference model. The UCLA
simulation, run at very high horizontal resolution, may also be discussed compared
to the hres case.

8.2.3.5 Vertical Grid (vgrd)

The CCSR model was run both with its original vertical grid of 52 levels, and with
the baseline 50-level grid from Lebonnois et al. (2010). The OX model has only
been run with its original 32-level vertical grid. The OU model was also run with
this 32-level vertical grid, and also with an increased vertical resolution (100 levels).
For this model, the vgrd notation will apply to the 32-level run, while the 100-level
run is noted vgrd2.
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8.2.3.6 Different Initial State (uini)

The CCSR and LMD models have also been run starting from a zonal wind field
already in super-rotation. This initial field was imposed analytically. The equatorial
vertical profile is linear in altitude, from zero at the surface to 110 m s�1 at 70 km,
then down to zero at 100 km. This profile is then multiplied by a linear latitudinal
factor in both polar regions: from zero at the pole to 1 at 50 ı latitude.

The impact of the initial state has been studied with an Earth-like GCM with
slow rotation rate (Del Genio and Zhou 1996). In this case, no differences were
noted between both initial states (rest vs super-rotation). However, Kido and Wakata
(2008) have recently published simulations of the Venus’ atmosphere, and they also
tested both initial states. In their results, both simulations do not reach the same
state, with much stronger winds in the second experiment. As we will show below,
this is also the case in the simulations done for this work.

8.2.4 Other Published Works

There are many other published works that may be included in the discussions,
though the simulations are not done in the framework detailed here. These works
have been described in detailed in the previous chapter.

8.3 Results

8.3.1 Spin-Up Phase and Total Angular Momentum

For most simulations, we decided to run for 250 Vdays, but some simulations were
run for longer times to test the stability of the results. In all simulations (except
UCLA), the circulation was stabilized after the initial run, though the total angular
momentum in the atmosphere was sometimes still increasing slightly.

In Fig. 8.1, the evolution of the total atmospheric angular momentum is plotted
for several simulations, normalized to the total angular momentum of the atmo-
sphere rotating with the same speed as the solid surface below, i.e. with the zonal
wind equal to zero everywhere, which is the initial state of all the simulations but
uini. This variable is equal to the super-rotation index used by Del Genio and Zhou
(1996), or to 1 plus the super-rotation factor defined by Read (1986). It is mostly
sensitive to the deepest regions of the atmosphere, so differences in its evolution
and final value are often an illustration of differences in the zonal wind field of
the deep atmosphere. The base simulations have a non-dimensional total angular
momentum of 2 to 6, with atmospheres in super-rotation. These differences of the
total angular momentum are mostly caused by differences among the dynamical
cores in atmospheric circulation of the deep atmosphere.
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Fig. 8.1 Evolution of the total atmospheric angular momentum, normalized to its initial value
(with atmosphere at rest), for all the simulations. (a) CCSR, (b) LMD, (c) LR10, (d) OU, (e) OX,
(f) UCLA

The base simulations are almost the same as the spgl ones for all cases, which
indicates that the total angular momentum is insensitive to the upper boundary
parameterization. On the other hand, the sensitivities to the topography (topo),
horizontal resolution (lres, hres), and initial condition (uini) are different among
the models. These parameters strongly influence the angular momentum processes
in the deep atmosphere. It is difficult to find any consistent trends in these temporal
evolutions. However, the timescale for stabilization of the simulations are usually
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between 100 and 200 Vdays, or even more. This illustrates that simulations of the
Venus atmosphere need to be run for very long periods of time before they stabilize.

Two models show peculiar behaviors, the OU and UCLA models. In the OU
models (Fig. 8.1d), the amplitude of the super-rotation stays very low compared to
other models. The simulations appear to be far from equilibrium even after more
than 200 Venus days, except for the topo simulation that is stabilized at a very
low value (around 1.3). The oscillations seen in UCLA simulation (Fig. 8.1f) are
due to large scale oscillations in the zonal wind distribution, particularly in the
deep atmosphere, with a period of roughly ten Earth years as discussed in Parish
et al. (2011). These oscillations are not seen in other models, though in the LMD-
pbl2 simulation, some long-term variations are seen in the total angular momentum
(Fig. 8.1b), that are due to oscillations at the cloud level between two different
structures of the peak zonal winds. There are also small oscillations visible in the
OU-lres simulation (Fig. 8.1d), though these don’t affect the circulation much at the
cloud level. Due to these oscillations, the UCLA results displayed in the next figures
correspond to the average of the fields over a 10-year period.

8.3.2 Zonal Wind Field: Baseline Runs

The zonally averaged zonal wind fields obtained at the end of the simulations are
displayed in Fig. 8.2. Temporal averaging is done over the last few Vdays of the
simulations.

Super-rotation is obtained in the atmosphere in all the models, with maximum
values in the cloud region and above, i.e., in the 105–103 Pa pressure range (roughly
50–75 km). Jets are predominantly visible at high latitudes, above 50 ı and are
located somewhat deeper than the altitude of the peak equatorial super-rotation.
Though this is the general pattern, wind fields are quite different from one model
to the other. The jets are not visible in the CCSR and UCLA simulations (Fig. 8.2a
and h). However, the UCLA wind field is a temporal average over the period of the
oscillations Parish et al. (see 2011). In the LMD and OX simulations (Fig. 8.2b, d),
the jets reach deeper into the atmosphere than in other simulations (the maximum
peak is at 3x105 Pa for the LMD model). The amplitudes of the wind maxima are
also significantly different from model to model. The strongest winds are obtained
for the LR10-s simulation (Fig. 8.2e) with jets above 60 m/s while the average peak
values are around 30–40 m/s. The vertical gradient and wind distribution in the
deepest atmosphere (surface to 106 Pa) also vary from model to model. In many
cases, the winds are still very small in this region and only develop above about
106 Pa level, while in other cases the vertical gradient in the zonal wind is already
significant at the surface, with the high-latitude jet shape already visible there.

The nature of the dynamical core does not appear to play a crucial role. Though
the two strongest zonal wind peaks are obtained with the CCSR and LR10-s spectral
cores, it is not the case with the OU spectral core, in which zonal winds are the
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Fig. 8.2 Zonally and temporally averaged zonal wind fields obtained in all the baseline simula-
tions. Unit is m/s. The first column is spectral models: (a) CCSR, (c) OU, (e) LR10-s. The second
column is finite difference models: (b) LMD, (d) OX, (f) LR10-fd. The last line is finite volume
models: (g) LR10-fv, (h) UCLA. For the UCLA simulation (h), the resolution is much higher than
the other baseline runs and the results are averaged over a 10-year period. For the OX simulation,
the sponge layer is applied to eddy terms only
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weakest. The overall wind field shows many differences between the CCSR and
LR10-s models, both in the cloud region and in the deepest part of the atmosphere.

Though the nature of two different dynamical cores may be the same (finite
volume, A/B/C grid, spectral), the numerical implementation varies considerably
between these models. Ranging from integration method (e.g., Euler vs. Runge-
Kutta), to accuracy of the spatial differentiation (grid models), to Fourier filter
properties (CFL based, resolution dependence, latitude dependence), these factors
aren’t equalized in the experiments. These variations probably contribute to the
differences in a similar way as the nature of the core.

8.3.3 Related Fields: Temperature Contrasts, Stream
Functions

The zonally and temporally averaged temperature contrasts shown in Fig. 8.3
are computed by subtracting the latitudinally averaged temperature field from
the temperature field, for each pressure level. These contrasts are dominated by the
same feature: cooler polar regions below a transition level corresponding to the
zonal wind jet maxima, and warmer polar regions above. An additional inversion
is located in the 103–104 Pa altitude region in the CCSR and LMD simulations.
This may be related to the vertical discretization as seen in the vgrd simulation (see
Sect. 8.3.4 of Chap. 7, Fig. 8.6). A similar inversion is seen close to the top of the
OX model. However, it is a consequence of the different sponge layer used in the
upper layers of the model. The amplitude of these contrasts are quite similar from
model to model, though correlated with the peak zonal winds.

Figure 8.4 shows the zonally and temporally averaged stream function for the
baseline simulations. The meridional circulation is dominated by large Hadley-
type cells, from the surface up to the top of the models, with ascending air in
the equatorial region and descending air over the polar regions. However, polar
reverse cells are visible, clearly correlated to the poleward flank of the jets. These
reverse cells are more or less visible depending on the model, and may reach the
equatorial region in the upper atmosphere for some models (LMD, OX, LR10-s).
The amplitude of the circulation in the deep atmosphere is quite similar among
models.

8.3.4 Sensitivities

The sensitivity simulations show that many parameters have an impact on the zonal
wind field. These effects may be small in some cases, much stronger in other cases.
In this section, these effects will be discussed starting from the smallest impacts.
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Fig. 8.3 Zonally and temporally averaged temperature contrasts obtained in all the baseline
simulations. Unit is K. Models are the same as in Fig. 8.2
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Fig. 8.4 Zonally and temporally averaged stream functions obtained in all the baseline simula-
tions. Unit is 109 kg/s. Models are the same as in Fig. 8.2
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8.3.4.1 Upper Boundary Conditions

When the upper boundary friction is modified (spgl), so that only the eddy part of
the horizontal wind is damped in the sponge layer, the results are very similar to
the base simulations. The corresponding zonal winds are shown in Fig. 8.5, to be
compared to Fig. 8.2. For all the models, this change mainly affects the top layers,
but not much below. There is not much effect in global budgets from damping the
upper atmosphere to the mean, or to zero (Fig. 8.1). The amplitude of the jets is
slightly affected (together with the pole-equator temperature contrast, not shown)
but not in a consistent way among the different models, and without any correlation
to model type. There is some effect on the lower layers because the thermal gradients
are slightly modified and the characteristic vertical length scales of the features are
larger than the damping region.

8.3.4.2 Vertical Grid

Different vertical grids have been used for the CCSR and OU models (vgrd
simulations). The resulting fields are shown in Fig. 8.6. In the CCSR case, the
feature previously located in the 103–104 Pa pressure range is not present anymore,
suggesting that this feature is related to the distribution of the vertical levels. The
shape of the zonal wind maximum has also been affected. In the OU model, the
change from 50 to 32 vertical levels has also modified the zonal wind field, slightly
reinforcing the jets, though their shape is not affected in the same way in both
models. The stream function has also been influenced.

8.3.4.3 Topography

The effect of including Venusian topography in the CCSR and OU models is
illustrated in Fig. 8.7. The effect may also be seen in the spin-up of the total
angular momentum (Fig. 8.1), though this parameter mainly reflects how the use
of topography affects the deepest layers of the atmosphere.

Herrnstein and Dowling (2007) reported a much faster spin up in the EPIC model
with topography than without, with a resulting asymmetry between hemispheres
because of Ishtar Terra. In the Oxford model used by Lee (2006) and Lee
et al. (2007), an asymmetry was also found between hemispheres when including
topography, but in the opposite sense to the EPIC model. Though the angular
momentum had increased compared to the flat-planet case, no significant change
was seen in the zonal wind at altitude or in the spinup speed of the model. In
Lebonnois et al. (2010), experiments done with simplified radiative forcing are
reported, with and without topography. In these experiments, including topography
increases the amplitude of the jets, the total angular momentum, and the spinup
speed.
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Fig. 8.5 Zonally and temporally averaged zonal wind fields obtained in the simulations with the
eddies-only sponge layer spgl. For the OX simulation (d), Fig. 8.2d is repeated. Models are placed
the same way as in Fig. 8.2
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Fig. 8.6 Zonally and temporally averaged zonal wind and stream function obtained with the
modified vertical grid (vgrd): (a, b) CCSR model; OU model (c, d) 32-level run and (e, f)
100-level run

In the two experiments done with topography for this intercomparison work, the
effects on the amplitude of the jets are quite different: in the case of the CCSR
model, increased angular momentum is obtained in the deep atmosphere but no
effect is visible on the jets, while for the OU model, reduced jets are obtained and
the angular momentum in the deep atmosphere decreases.
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Fig. 8.7 Zonally and temporally averaged zonal wind and stream function obtained with topogra-
phy (topo): (a, b) CCSR model, (c, d) OU model

Based on all these experiments, and their widely varied results, it is therefore
very difficult to extract robust conclusions concerning the impact of the topography
on numerical simulations of the Venus’ atmosphere.

8.3.4.4 Lower Boundary Conditions

The sensitivity to lower boundary layer parameters and the vertical diffusion
coefficient has been evaluated with two models, using alternative parameters:
the effect may be quite strong in the deep atmosphere, influencing the angular
momentum budget (and spin-up phase), and therefore the whole wind field.

In the CCSR-pbl1 simulation, not much effect is seen compared to the baseline
case. This conclusion has also been obtained in the Ph.D. work of Lee (2006),
using a (Monin and Obukhov 1954) scheme with a similar roughness length of
3 cm. However, the LMD-pbl2 simulation, with a quite different boundary layer
parametrization shows some fluctuations in the wind field over timescales of more
than a hundred Venus days, fluctuations especially present in the equatorial wind
field within the cloud layer. The results of the LMD-pbl3 simulation, with again
a different boundary layer scheme, are very different from the others, with a large
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Fig. 8.8 Zonally and temporally averaged zonal winds and stream functions obtained in the
simulations using different boundary layers: (a, b) CCSR-pbl1, (c, d) LMD-pbl2, (e, f) LMD-pbl3

impact on the zonal wind field. A large super-rotation is produced, with very high
zonal winds in the cloud region, almost uniform from equator to high latitudes.
This is one of the most realistic simulations of Venus’ circulation obtained with a
simplified radiative forcing. It should be noticed from Fig. 8.1b that this simulation
has a very similar total angular momentum to the baseline simulation, illustrating
the fact that this variable is mostly reflecting the deep atmosphere. It would be
interesting to test this more complex boundary layer scheme on other models, to
see whether this strong impact is robust or not (Fig. 8.8).
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Fig. 8.9 Zonally and temporally averaged zonal winds obtained when varying the horizontal
resolution. First row corresponds to the CCSR model, second row to the LMD model and third
row to the OU model. First column is the low resolution simulations, middle column is the base
runs and third column is the high resolution simulations

8.3.4.5 Horizontal Resolution

The effect of horizontal resolution is quite significant for all the models presented
in Figs. 8.9 and 8.10. For both the CCSR and the LMD models, increasing the
resolution tends to diminish the peak zonal wind in the 105–104 Pa pressure range
and to increase the deep atmosphere winds over the poles. Though the amplitude
and shape of the zonal wind field are not exactly similar between both models, these
trends appear to be consistent.

In the case of the OU model, the evolution of the peak zonal wind with the
resolution follows the same trend—amplitude decreases when resolution increases.
However, the shift of higher winds towards the deep polar regions is not seen in this
case.

Due to the high resolution used for the UCLA model, it should also be discussed
by comparison to the hres simulations. However, comparison between Figs. 8.9 and
8.2h indicates more correspondence between the UCLA simulation and the lres
simulations rather than with the hres simulations. Again, keep in mind that the
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Fig. 8.10 Zonally and temporally averaged stream functions obtained when varying the horizontal
resolution. First row corresponds to the CCSR model, second row to the LMD model and third row
to the OU model. First column is the low resolution simulations, middle column is the base runs
and third column is the high resolution simulations

results of the UCLA run are averaged over a 10-year period. Unfortunately, the
impact of the resolution could not be tested with this model.

Changing the resolution clearly affects the zonal wind distributions, even if a
consistent trend may not be found for all the models. It also affects the meridional
cells, with the development of a much deeper reverse cell over the poles, as seen in
Fig. 8.10. The polar regions appear to be very sensitive to the resolution, as well as
the amplitude of the zonal winds in the cloud region. The connection between both
effects is certainly done through the angular momentum transport budget.

8.3.4.6 Different Initial States

When the zonal wind is initialized with a pre-defined super-rotating field, the initial
total angular momentum is high (around 15 times the angular momentum at rest,
for the chosen wind distribution). It decreases with time, but the level at which it
stabilizes depends on the model, as for the baseline case. The final zonal wind and
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Fig. 8.11 Zonally and temporally averaged zonal wind and stream function obtained in the
simulations with modified initial conditions (zonal wind already in super-rotation, uini): (a, b)
CCSR model and (c, d) LMD model

stream function fields for the two models that tested this case (CCSR and LMD) are
displayed in Fig. 8.11.

In both simulations, the zonal wind maximum is much higher than in the baseline
case. However, the shape of the wind distribution is different in each model. In the
CCSR-uini simulation, the wind below 105 Pa becomes very small, with a region
of retrograde winds around the equator, reaching as high as 105 Pa. This explains
why the total angular momentum goes down to 1.3, even lower than in the baseline
simulation (Fig. 8.1). In the case of the LMD model, this region of negative values
for u is also present, but confined to the near surface, and the deep atmospheric zonal
wind is still comparable to observations. The total angular momentum is then high
(factor around 6), though it has not yet reached an equilibrium after the 350 Venus
days of the simulation. This simulation looks very similar to the LMD-pbl3 run.

The sensitivity to initial conditions in simulations of super-rotating atmospheres
has been previously studied by Del Genio and Zhou (1996) and Kido and Wakata
(2008). In the experiments reported in Del Genio and Zhou (1996), the rotation
rate of the simulated planet varied, to test the sensitivity to this parameter, but the
influence of initial conditions was also tested in the case of Titan-like and Venus-
like rotation rate. In both cases, the same equilibrium was reached when starting
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from rest or from strong zonal winds. Comparing to previous experiments (Del
Genio et al. 1993), where different initial states lead to a different equilibrium in a
Venus-like simulation, the authors conclude that the change from single- to double-
precision computation may explain the results, due to a better angular momentum
conservation.

Using a model based on the CCSR-NIES GCM, Kido and Wakata (2008)
explored the impact of initial conditions on the resulting simulations of Venus zonal
winds. When starting from rest, the zonal winds obtained show two high-latitude jets
with peak values around 60 m/s, a distribution quite similar to the LR10-s baseline
simulation (Fig. 8.2e). When starting from an atmosphere already in super-rotation,
the wind field appears qualitatively similar, but the jets reach peak zonal winds up to
120 m/s. These two different final states indicate a similar behavior for this model,
compared to the behavior obtained in our intercomparison work.

The angular momentum conservation has been checked in baseline configura-
tions for the different models presented here. However, the question of detailed
angular momentum budget in the simulations started from an artificially super-
rotating state may be investigated further, in order to evaluate the impact of this
conservation on the obtained multiple stable states.

8.4 Discussion

We have discussed here several series of simulations obtained by different models
but with an effort to equalize the physical forcing and parametrization. The
dispersion of the results is quite surprising, but may help to understand the
directions where progress is needed in atmospheric modeling, at least in the case
of the atmosphere of Venus. Other works have been published previously on GCM
simulations of the atmosphere of Venus. They have been described in the previous
chapter of this book. Though these simulations were not obtained under similar
conditions as those in this present work, some results have been discussed in the
previous section. It is also to be noted that many of these simulations show wind
fields that fit within the dispersion obtained here. As an example, the wind field
displayed in Fig. 8.4 of Del Genio and Zhou (1996), obtained for an Earth-like
planet rotating as slowly as Venus, presents similarities (wind amplitude, shape of
high-latitude jets) with those of Fig. 8.2.

In most cases, the amplitude and shape of the zonal wind field obtained with these
models, though the atmosphere is in super-rotation, may not be exactly comparable
to the observations of the latitudinal profile of zonal wind at the cloud-top level
(Sanchez-Lavega et al. 2008), or of the vertical profiles of the zonal winds obtained
with probes. One point noticed many times before is that to obtain zonal wind peaks
around 100 m/s, it is often needed, when using simple radiative forcing, to induce
an unrealistically high latitudinal contrast in the deep atmosphere.

How may modelers improve this comparison? Based on the work by Lebonnois
et al. (2010), it appears that the radiative forcing chosen does have a strong effect
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on the meridional circulation, and therefore on the angular momentum transport
in the atmosphere. However, the intercomparison done in the present work clearly
indicates that the modeled circulation is highly sensitive to many aspects of the
models. In particular, the polar regions and the way they are treated in each model
may be responsible for the different behaviors described here.

8.4.1 Simplified Radiative Forcing: Implications

The use of a simplified parametrization for the radiative forcing has a strong impact
on the meridional circulation. The circulation obtained in all the previous works
using such a parametrization consists of two large Hadley cells, with ascending
motion in the equatorial region, poleward motions almost everywhere in the
atmosphere, descending motions over each poles, and the returning equator-ward
branch very close to the surface. In addition, a reverse cell is sometimes seen over
the polar region, in and above the cloud region though it may go deeper in some
cases.

In the case of a realistic radiative forcing, as discussed in Lebonnois et al. (2010),
the circulation shows a pattern with more layers. The dominant Hadley-type cells
are present in the cloud region, with a returning branch below the clouds, and
a second set of cells in the deep atmosphere. This circulation is quite different
from the circulation obtained with simplified forcing, and therefore it induces a
global angular momentum transport pattern that must also be quite different. In
the simulation presented in Lebonnois et al. (2010), high zonal winds peaking at
roughly 60 m/s are present only in and above the clouds, with a significant role for
the thermal tides in the concentration of angular momentum over equatorial regions.
The effect of the diurnal cycle, with three-dimensional solar heating, should also be
considered in the models with simplified forcing, to investigate the thermal tides.

Therefore, it is clear that the simplified radiative forcing affects the overall
circulation significantly. As the radiative modeling suggests, the simplified forcing
misses the significant cooling within the cloud deck, and probably overestimates (or
incorrectly attributes) the heating in the lower atmosphere. To what extent can the
sensitivity results of this intercomparison study be extrapolated to other radiative
forcing simulations? The answer to this question is far from obvious. However, with
more models using new radiative transfer forcings, the sensitivity of the results to
modeling choices will certainly need to be evaluated.

8.4.2 Role of Polar Regions

The polar regions may represent a significant source of differences between the
different dynamical cores, e.g., due to the filters used in finite different schemes.
The sensitivity tests done with varying resolutions have shown that the zonal wind
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field variations were correlated with variations of the stream function over the polar
regions. Formations of jets and indirect circulations in the polar regions are clearly
sensitive to the horizontal resolutions. The transport of angular momentum in these
regions may be a key element to investigate in order to better understand these
differences. These investigations have not been possible during this intercomparison
campaign, but it should be a goal for future work.

8.4.3 Key Questions, Recommendations

The work we have conducted with these different GCMs illustrate how difficult
it is to reproduce the same angular momentum budget and balance with different
models, even when most parameterizations are chosen to be identical. This angular
momentum balance is extremely sensitive to many model parameters, whether in
the dynamical core or in the physical parameterizations. It is also quite complex
to build tools accurate enough to investigate details of this budget, to explore how
variations on one or the other parameter does affect the overall balance. It would
certainly be an interesting direction to explore for future coordinated investigations:
build an intercomparison protocol oriented towards angular momentum budget,
transport terms and balance. Such detailed studies would also help to quantify and
verify angular momentum conservation, which should affect the overall balance of
momentum and therefore the meridional and zonal circulations.

Among the most sensitive parameters, this work points out the topography,
the planetary boundary layer scheme, and the vertical and horizontal resolutions.
Though its role is not obvious from the present work, the topography is certainly
affecting the meridional circulation, as well as the budget of angular momentum.
Concerning the boundary layer, the LMD-pbl3 simulation may indicate a more
efficient upward transport, allowing the atmosphere to transfer quickly angular
momentum into the cloud region, and therefore reaching a similar state as when
started with an excess of angular momentum (uini simulation). For the boundary
layer, but also for other aspects such as atmospheric turbulence and convection,
or the role of gravity waves, parametrization of subgrid-scale physical processes
(meso/micro-scale dynamics of waves and turbulence) is a significant direction for
further research in Venus general circulation modeling.

The choice of vertical and horizontal resolutions does affect the results. This is a
difficult aspect of the problem, since we are limited by computer power. Therefore,
the zonal and meridional wind strength should always be considered with caution
until this dependence may be waived. In the case of the vertical resolution, there
may be regions where the resolution should be improved, while in other regions this
dependence is less significant. This analysis is certainly a study that needs to be
done in the near future.

The sensitivity of the circulation to the initial state raises questions. Is this due
to very long timescales to reach a completely steady state? Is it related to angular
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momentum conservation? Are there other processes to be taken into account that
would help solve this problem (such as gravity waves)? These questions need to be
addressed by further modeling efforts.

This intercomparison work should be persuade in the future. It should include
a quantitative assessment of the angular momentum budget, transport terms and
balance, as well as the analysis of waves and their role in the transport of angular
momentum. It would also be very interesting work to do when several improved
models with realistic radiative transfer modules will be mature.
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