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Preface to the Second Edition

As I set out to prepare this Second Edition, I realized that I missed very much my
coauthor K. Ranganathan, who had an untimely death in 2002; but then his guiding
spirit was always there to get me going.

This Second Edition is a revised and enlarged edition with two new chapters—
one on domination in graphs (Chap. 10) and another on spectral properties of
graphs (Chap. 11)—and an enlarged chapter on graph coloring (Chap. 7). Chapter 10
presents the basic properties of the domination number of a graph and also deals
with Vizing’s conjecture on the domination number of the Cartesian product of
two graphs. Chapter 11 contains several results on the eigenvalues of graphs and
includes a section on the Ramanujan graphs and another on the energy of graphs.
The new additions in Chap. 7 include the introduction of b-coloring in graphs and
an extension of the discussion of the Myceilskian of a graph over what was given
in the First Edition. The sections of Chap. 10 of the First Edition that contained
some applications of graph theory have been shifted in the Second Edition to the
relevant chapters: “The Connector Problems” to Chap. 4, “The Timetable Problem”
to Chap. 5 and the “Application to Social Psychology” to Chap. 1.

There are many who helped me to bring out this Second Edition. First and
foremost, I owe my thanks to my former colleague S. Baskaran, who class-tested
most of the First Edition, pointed out errors, and came up with many useful
suggestions. My thanks are also due to Ashwin Ganesan, S. Francis Raj, P. Paulraja,
and N. Sridharan, who read portions of the book; R. Sampathkumar, who proofread
most of this edition; and A. Anuradha, who fixed all the figures and consolidated
the entire material. Typesetting in LaTeX was done by Mohammed Parvees and
R. Sampathkumar, and it is my pleasure to thank them.

I welcome any comments, suggestions, and corrections from readers. They can
be sent to me at the email address: mathbala@sify.com.

It was a pleasure working with Springer New York, especially Kaitlin Leach,
who was in charge of publishing this edition.

Tiruchirappalli, Tamil Nadu, India R. Balakrishnan
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Preface to the First Edition

Graph theory has witnessed an unprecedented growth in the 20th century. The best
barometer to indicate this growth is the explosion in the number of pages that
section 05: Combinatorics (in which the major share is taken by graph theory)
occupies in the Mathematical Reviews. One of the main reasons for this growth is the
applicability of graph theory in many other disciplines, such as physics, chemistry,
psychology, and sociology. Yet another reason is that some of the problems in
theoretical computer science that deal with complexity can be transformed into
graph-theoretical problems.

This book aims to provide a good background in the basic topics of graph
theory. It does not presuppose deep knowledge of any branch of mathematics. As
a basic text in graph theory, it contains, for the first time, Dirac’s theorem on k-
connected graphs (with adequate hints), Harary–Nash–Williams’ theorem on the
hamiltonicity of line graphs, Toida–McKee’s characterization of Eulerian graphs,
the Tutte matrix of a graph, David Sumner’s result on claw-free graphs, Fournier’s
proof of Kuratowski’s theorem on planar graphs, the proof of the nonhamiltonicity
of the Tutte graph on 46 vertices, and a concrete application of triangulated graphs.

An ambitious teacher can cover the entire book in a one-year (equivalent to
two semesters) master’s course in mathematics or computer science. However, a
teacher who wants to proceed at leisurely pace can omit the sections that are starred.
Exercises that are starred are nonroutine.

The book can also be adapted for an undergraduate course in graph theory by
selecting the following sections: 1.1–1.6, 2.1–2.3, 3.1–3.4, 4.1–4.5, 5.1–5.4, 5.5
(omitting consequences of Hall’s theorem), 5.5 (omitting the Tutte matrix), 6.1–6.3,
7.1, 7.2, 7.5 (omitting Vizing’s theorem), 7.8, 8.1–8.4, and Chap. 10.

Several people have helped us by reviewing the manuscript in parts and offering
constructive suggestions: S. Arumugam, S. A. Choudum, P. K. Jha, P. Paulraja,
G. Ramachandran, S. Ramachandran, G. Ravindra, E. Sampathkumar, and R.
Sampathkumar. We thank all of them most profusely for their kindness in sparing for
our sake a portion of their precious time. Our special thanks are due to P. Paulraja
and R. Sampathkumar, who have been a constant source of inspiration to us ever
since we started working on this book rather seriously. We also thank D. Kannan,
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viii Preface to the First Edition

Department of Mathematics, University of Georgia, for reading the manuscript and
suggesting some stylistic changes.

We also take this opportunity to thank the authorities of our institutions,
Annamalai University, Annamalai Nagar, and National College, Tiruchirappalli, for
their kind encouragement. Finally, we thank the University Grants Commission,
Government of India, for its financial support for writing this book.

Our numbering scheme for theorems and exercises is as follows. Each exercise
bears two numbers, whereas each theorem, lemma, and so forth bears three numbers.
Therefore, Exercise 3.4 is the fourth exercise of Sect. 3 of a particular chapter, and
Theorem 6.6.1 is the first result of Sect. 6 of Chap. 6.

Tiruchirappalli, Tamil Nadu, India R. Balakrishnan
K. Ranganathan
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Chapter 1
Basic Results

1.1 Introduction

Graphs serve as mathematical models to analyze many concrete real-world
problems successfully. Certain problems in physics, chemistry, communication
science, computer technology, genetics, psychology, sociology, and linguistics can
be formulated as problems in graph theory. Also, many branches of mathematics,
such as group theory, matrix theory, probability, and topology, have close
connections with graph theory.

Some puzzles and several problems of a practical nature have been instrumental
in the development of various topics in graph theory. The famous Königsberg
bridge problem has been the inspiration for the development of Eulerian graph
theory. The challenging Hamiltonian graph theory has been developed from the
“Around the World” game of Sir William Hamilton. The theory of acyclic graphs
was developed for solving problems of electrical networks, and the study of “trees”
was developed for enumerating isomers of organic compounds. The well-known
four-color problem formed the very basis for the development of planarity in graph
theory and combinatorial topology. Problems of linear programming and operations
research (such as maritime traffic problems) can be tackled by the theory of flows in
networks. Kirkman’s schoolgirl problem and scheduling problems are examples of
problems that can be solved by graph colorings. The study of simplicial complexes
can be associated with the study of graph theory. Many more such problems can be
added to this list.

1.2 Basic Concepts

Consider a road network of a town consisting of streets and street intersections.
Figure 1.1a represents the road network of a city. Figure 1.1b denotes the corre-
sponding graph of this network, where the street intersections are represented by

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 1,
© Springer Science+Business Media New York 2012
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v7 v8

b

aFig. 1.1 (a) A road network
and (b) the graph
corresponding to the road
network in (a)

points, and the street joining a pair of intersections is represented by an arc (not
necessarily a straight line). The road network in Fig. 1.1 is a typical example of a
graph in which intersections and streets are, respectively, the “vertices” and “edges”
of the graph. (Note that in the road network in Fig. 1.1a, there are two streets joining
the intersections J7 and J8; and there is a loop street starting and ending at J2.)

We now present a formal definition of a graph.

Definition 1.2.1. A graph is an ordered triple G D .V .G/;E.G/; IG/, where
V.G/ is a nonempty set, E.G/ is a set disjoint from V.G/; and IG is an “incidence”
relation that associates with each element of E.G/ an unordered pair of elements
(same or distinct) of V.G/: Elements of V.G/ are called the vertices (or nodes or
points) of G; and elements of E.G/ are called the edges (or lines) of G: V.G/ and
E.G/ are the vertex set and edge set of G, respectively. If, for the edge e of G;
IG.e/ D fu; vg; we write IG.e/ D uv:

Example 1.2.2. If V.G/ D fv1; v2; v3; v4; v5g; E.G/ D fe1; e2; e3; e4; e5; e6g; and
IG is given by IG.e1/ D fv1; v5g; IG.e2/ D fv2; v3g; IG.e3/ D fv2; v4g; IG.e4/ D
fv2; v5g; IG.e5/ D fv2; v5g; IG.e6/ D fv3; v3g; then .V .G/;E.G/; IG/ is a graph.

Diagrammatic Representation of a Graph 1.2.3. Each graph can be represented
by a diagram in the plane. In this diagram, each vertex of the graph is represented
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Fig. 1.2 Graph
.V .G/; E.G/; IG/ described
in Example 1.2.2

by a point, with distinct vertices being represented by distinct points. Each edge is
represented by a simple “Jordan” arc joining two (not necessarily distinct) vertices.
The diagrammatic representation of a graph aids in visualizing many concepts
related to graphs and the systems of which they are models. In a diagrammatic
representation of a graph, it is possible that two edges intersect at a point that is not
necessarily a vertex of the graph.

Definition 1.2.4. If IG.e/ D fu; vg; then the vertices u and v are called the end
vertices or ends of the edge e: Each edge is said to join its ends; in this case, we
say that e is incident with each one of its ends. Also, the vertices u and v are then
incident with e: A set of two or more edges of a graph G is called a set of multiple
or parallel edges if they have the same pair of distinct ends. If e is an edge with end
vertices u and v; we write e D uv: An edge for which the two ends are the same is
called a loop at the common vertex. A vertex u is a neighbor of v in G; if uv is an
edge of G; and u ¤ v: The set of all neighbors of v is the open neighborhood of
v or the neighbor set of v; and is denoted by N.v/I the set NŒv� D N.v/ [ fvg is
the closed neighborhood of v in G: When G needs to be made explicit, these open
and closed neighborhoods are denoted by NG.v/ and NGŒv�; respectively. Vertices
u and v are adjacent to each other in G if and only if there is an edge of G with u
and v as its ends. Two distinct edges e and f are said to be adjacent if and only if
they have a common end vertex. A graph is simple if it has no loops and no multiple
edges. Thus, for a simple graph G; the incidence function IG is one-to-one. Hence,
an edge of a simple graph is identified with the pair of its ends. A simple graph
therefore may be considered as an ordered pair .V .G/;E.G//; where V.G/ is a
nonempty set and E.G/ is a set of unordered pairs of elements of V.G/ (each edge
of the graph being identified with the pair of its ends).

Example 1.2.5. In the graph of Fig. 1.2, edge e3 D v2v4; edges e4 and e5 form
multiple edges, e6 is a loop at v3; N.v2/ D fv3; v4; v5g; N.v3/ D fv2g; N Œv2� D
fv2; v3; v4; v5g; and NŒv2� D N.v2/ [ fv2g: Further, v2 and v5 are adjacent vertices
and e3 and e4 are adjacent edges.

Definition 1.2.6. A graph is called finite if both V.G/ andE.G/ are finite. A graph
that is not finite is called an infinite graph. Unless otherwise stated, all graphs
considered in this text are finite. Throughout this book, we denote by n.G/ and
m.G/ the number of vertices and edges of the graph G; respectively. The number
n.G/ is called the order of G andm.G/ is the size of G:When explicit reference to
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e1

e2 e3

Fig. 1.3 A graph diagram; e1
is a loop and fe2; e3g is a set
of multiple edges

Fig. 1.4 A simple graph

v1 v2

v3v4

G H

Fig. 1.5 A labeled graph G
and an unlabeled graph H

the graph G is not needed, V.G/; E.G/; n.G/; and m.G/ will be denoted simply
by V; E; n; and m; respectively.

Figure 1.3 is a graph with loops and multiple edges, while Fig. 1.4 represents a
simple graph.

Remark 1.2.7. The representation of graphs on other surfaces such as a sphere, a
torus, or a Möbius band could also be considered. Often a diagram of a graph is
identified with the graph itself.

Definition 1.2.8. A graph is said to be labeled if its n vertices are distinguished
from one another by labels such as v1; v2; : : : ; vn (see Fig. 1.5).

Note that there are three different labeled simple graphs on three vertices each
having two edges, whereas there is only one unlabeled simple graph of the same
order and size (see Fig. 1.6).
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Fig. 1.6 Labeled and unlabeled simple graphs on three vertices
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Fig. 1.7 Isomorphic graphs

Isomorphism of Graphs 1.2.9. A graph isomorphism, which we now define, is a
concept similar to isomorphism in algebraic structures. Let G D .V .G/;E.G/; IG/

and H D .V .H/;E.H/; IH / be two graphs. A graph isomorphism from G to H
is a pair (�; �), where � W V.G/ ! V.H/ and � W E.G/ ! E.H/ are bijections
with the property that IG.e/ D fu; vg if and only if IH .�.e// D f�.u/; �.v/g: If
.�; �/ is a graph isomorphism, the pair of inverse mappings .��1; ��1/ is also a
graph isomorphism. Note that the bijection � satisfies the condition that u and v
are end vertices of an edge e of G if and only if �.u/ and �.v/ are end vertices of
the edge �.e/ in H: It is clear that isomorphism is an equivalence relation on the
set of all graphs. Isomorphism between graphs is denoted by the symbol ' (as in
algebraic structures).

Simple Graphs and Isomorphisms 1.2.10. If graphs G and H are simple, any
bijection � W V.G/ ! V.H/ such that u and v are adjacent in G if and only if
�.u/ and �.v/ are adjacent in H induces a bijection � W E.G/ ! E.H/ satisfying
the condition that IG.e/ D fu; vg if and only if IH .�.e// D f�.u/; �.v/g: Hence,
� itself is referred to as an isomorphism in the case of simple graphs G and H:
Thus, if G and H are simple graphs, an isomorphism from G to H is a bijection
� W V.G/ ! V.H/ such that u and v are adjacent inG if and only if �.v/ and �.v/
are adjacent in H: Figure 1.7 exhibits two isomorphic graphs P andH; where P is
the well-known Petersen graph. We observe that P is a simple graph.

Exercise 2.1. Let G and H be simple graphs and let � W V.G/ ! V.H/ be a
bijection such that uv 2 E.G/ implies that �.u/�.v/ 2 E.H/: Show by means of
an example that � need not be an isomorphism from G to H:
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K1 K2 K3 K4 K5

Fig. 1.8 Some complete graphs

Fig. 1.9 A totally
disconnected graph on five
vertices

X Y X YX Y

A bipartite graph The graph K2,3 The star graph K1,5

Fig. 1.10 Bipartite graphs

Definition 1.2.11. A simple graphG is said to be complete if every pair of distinct
vertices ofG are adjacent inG: Any two complete graphs each on a set of n vertices
are isomorphic; each such graph is denoted byKn (Fig. 1.8).

A simple graph with n vertices can have at most
�
n
2

� D n.n�1/
2

edges. The
complete graph Kn has the maximum number of edges among all simple graphs
with n vertices. At the other extreme, a graph may possess no edge at all. Such a
graph is called a totally disconnected graph (see Fig. 1.9). Thus, for a simple graph
G with n vertices, we have 0 � m.G/ � n.n�1/

2
:

Definition 1.2.12. A graph is trivial if its vertex set is a singleton and it contains
no edges. A graph is bipartite if its vertex set can be partitioned into two nonempty
subsets X and Y such that each edge of G has one end in X and the other in Y:
The pair .X; Y / is called a bipartition of the bipartite graph. The bipartite graph G
with bipartition .X; Y / is denoted by G.X; Y /: A simple bipartite graph G.X; Y /
is complete if each vertex of X is adjacent to all the vertices of Y: If G.X; Y / is
complete with jX j D p and jY j D q; thenG.X; Y / is denoted byKp;q: A complete
bipartite graph of the formK1;q is called a star (see Fig. 1.10).
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Fig. 1.11 Two simple graphs and their complements

Fig. 1.12 Self-
complementary graphs

Definition 1.2.13. Let G be a simple graph. Then the complement Gc of G is
defined by taking V.Gc/ D V.G/ and making two vertices u and v adjacent in
Gc if and only if they are nonadjacent in G (see Fig. 1.11). It is clear that Gc is also
a simple graph and that .Gc/c D G:

If jV.G/j D n; then clearly, jE.G/j C jE.Gc/j D jE.Kn/j D n.n�1/
2

:

Definition 1.2.14. A simple graph G is called self-complementary if G ' Gc:

For example, the graphs shown in Fig. 1.12 are self-complementary.

Exercise 2.2. Find the complement of the following simple graph:



8 1 Basic Results

1.3 Subgraphs

Definition 1.3.1. A graph H is called a subgraph of G if V.H/ � V.G/;

E.H/ � E.G/; and IH is the restriction of IG to E.H/: If H is a subgraph
of G; then G is said to be a supergraph of H: A subgraph H of a graph G is a
proper subgraph of G if either V.H/ ¤ V.G/ or E.H/ ¤ E.G/: (Hence, when
G is given, for any subgraphH of G; the incidence function is already determined
so that H can be specified by its vertex and edge sets.) A subgraph H of G is said
to be an induced subgraph of G if each edge of G having its ends in V.H/ is also
an edge of H: A subgraphH of G is a spanning subgraph of G if V.H/ D V.G/:

The induced subgraph of G with vertex set S � V.G/ is called the subgraph of G
induced by S and is denoted by GŒS�: Let E 0 be a subset of E and let S denote the
subset of V consisting of all the end vertices in G of edges in E 0: Then the graph
.S;E 0; IG j

E0
/ is the subgraph of G induced by the edge set E 0 of G: It is denoted

by GŒE 0� (see Fig. 1.13). Let u and v be vertices of a graphG: By GC uv; we mean
the graph obtained by adding a new edge uv to G:

Definition 1.3.2. A clique of G is a complete subgraph of G: A clique of G is
a maximal clique of G if it is not properly contained in another clique of G (see
Fig. 1.13).

Definition 1.3.3. Deletion of vertices and edges in a graph: Let G be a graph, S
a proper subset of the vertex set V; and E 0 a subset of E: The subgraph GŒV nS�
is said to be obtained from G by the deletion of S: This subgraph is denoted by
G � S: If S D fvg; G � S is simply denoted by G � v: The spanning subgraph of
G with the edge set EnE 0 is the subgraph obtained from G by deleting the edge
subset E 0: This subgraph is denoted by G � E 0: Whenever E 0 D feg; G � E 0 is

v1
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v3v4

v7
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e2

e4

e5

e8

v1
v2

v3v4

v5 v6

v7

e1

e2e3

e4

e5

e6 e7

e8

Graph G A subgraph of G

Fig. 1.13 Various subgraphs and cliques of G
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Fig. 1.13 (continued)

simply denoted by G � e: Note that when a vertex is deleted from G; all the edges
incident to it are also deleted from G; whereas the deletion of an edge from G does
not affect the vertices of G (see Fig. 1.14).
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Fig. 1.14 Deletion of vertices and edges from G

1.4 Degrees of Vertices

Definition 1.4.1. Let G be a graph and v 2 V . The number of edges incident at v
in G is called the degree (or valency) of the vertex v in G and is denoted by dG.v/;
or simply d.v/ when G requires no explicit reference. A loop at v is to be counted
twice in computing the degree of v: The minimum (respectively, maximum) of the
degrees of the vertices of a graph G is denoted by ı.G/ or ı (respectively, �.G/
or �). A graph G is called k-regular if every vertex of G has degree k: A graph is
said to be regular if it is k-regular for some nonnegative integer k: In particular, a
3-regular graph is called a cubic graph.

Definition 1.4.2. A spanning 1-regular subgraph of G is called a 1-factor or a
perfect matching of G: For example, in the graph G of Fig. 1.15, each of the pairs
fab; cd g and fad; bcg is a 1-factor of G:

Definition 1.4.3. A vertex of degree 0 is an isolated vertex ofG:A vertex of degree
1 is called a pendant vertex ofG; and the unique edge ofG incident to such a vertex
of G is a pendant edge of G: A sequence formed by the degrees of the vertices of
G; when the vertices are taken in the same order, is called a degree sequence of G:
It is customary to give this sequence in the nonincreasing or nondecreasing order, in
which case the sequence is unique.

In the graph G of Fig. 1.16, the numbers within the parentheses indicate the
degrees of the corresponding vertices. In G; v7 is an isolated vertex, v6 is a pendant
vertex, and v5v6 is a pendant edge. The degree sequence of G is .0; 1; 2; 2; 4; 4; 5/:
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Fig. 1.16 Degrees of vertices
of graph G

The very first theorem of graph theory was due to Leonhard Euler (1707–1783).
This theorem connects the degrees of the vertices and the number of edges of a
graph.

Theorem 1.4.4 (Euler). The sum of the degrees of the vertices of a graph is equal
to twice the number of its edges.

Proof. If e D uv is an edge of G; e is counted once while counting the degrees of
each of u and v (even when u D v). Hence, each edge contributes 2 to the sum of the
degrees of the vertices. Thus, the m edges of G contribute 2m to the degree sum.

�

Remark 1.4.5. If d D .d1; d2; : : : ; dn/ is the degree sequence of G; then the above
theorem gives the equation

Pn
iD1 di D 2m; where n and m are the order and size

of G; respectively.

Corollary 1.4.6. In any graph G; the number of vertices of odd degree is even.

Proof. Let V1 and V2 be the subsets of vertices of G with odd and even degrees,
respectively. By Theorem 1.4.4,

2m.G/ D
X

v 2V
dG.v/ D

X

v 2V1
dG.v/ C

X

v 2V2
dG.v/:
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As 2m.G/ and
P

v 2V2 dG.v/ are even,
P

v 2V1 dG.v/ is even. Since for each v 2
V1; dG.v/ is odd, jV1j must be even. �

Exercise 4.1. Show that if G and H are isomorphic graphs, then each pair of
corresponding vertices of G and H has the same degree.

Exercise 4.2. Let .d1; d2; : : : ; dn/ be the degree sequence of a graph and r be any
positive integer. Show that

Pn
iD1 d ri is even.

Definition 1.4.7. Graphical sequences: A sequence of nonnegative integers d D
.d1; d2; : : : ; dn/ is called graphical if there exists a simple graph whose degree
sequence is d: Clearly, a necessary condition for d D .d1; d2; : : : ; dn/ to be
graphical is that

Pn
iD1 di is even and di � 0; 1 � i � n: These conditions,

however, are not sufficient, as Example 1.4.8 shows.

Example 1.4.8. The sequence d D .7; 6; 3; 3; 2; 1; 1; 1/ is not graphical even
though each term of d is a nonnegative integer and the sum of the terms is even.
Indeed, if d were graphical, there must exist a simple graph G with eight vertices
whose degree sequence is d: Let v0 and v1 be the vertices of G whose degrees are 7
and 6; respectively. Since G is simple, v0 is adjacent to all the remaining vertices of
G; and v1; besides v0; should be adjacent to another five vertices. This means that in
V � fv0; v1g there must be at least five vertices each of degree at least 2I but this is
not the case. �
Exercise 4.3. If d D .d1; d2; : : : ; dn/ is any sequence of nonnegative integers withPn

iD1 di even, show that there exists a graph (not necessarily simple) with d as its
degree sequence.

We present a simple application whose proof just depends on the degree sequence
of a graph.

Application 1.4.9. In any group of n persons .n � 2/; there are at least two with
the same number of friends.

Proof. Denote the n persons by v1; v2; : : : ; vn: Let G be the simple graph with
vertex set V D fv1; v2; : : : ; vng in which vi and vj are adjacent if and only if the
corresponding persons are friends. Then the number of friends of vi is just the degree
of vi in G: Hence, to solve the problem, we must prove that there are two vertices
in G with the same degree. If this were not the case, the degrees of the vertices of
G must be 0; 1; 2; : : : ; .n � 1/ in some order. However, a vertex of degree .n � 1/

must be adjacent to all the other vertices of G; and consequently there cannot be a
vertex of degree 0 in G: This contradiction shows that the degrees of the vertices
of G cannot all be distinct, and hence at least two of them should have the same
degree. �

Exercise 4.4. Let G be a graph with n vertices and m edges. Assume that each
vertex of G is of degree either k or k C 1: Show that the number of vertices of
degree k in G is .k C 1/n� 2m:
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1.5 Paths and Connectedness

Definition 1.5.1. A walk in a graph G is an alternating sequence W W v0e1v1e2v2
: : : epvp of vertices and edges beginning and ending with vertices in which vi�1 and
vi are the ends of ei I v0 is the origin and vp is the terminus of W: The walk W is
said to join v0 and vpI it is also referred to as a v0-vp walk. If the graph is simple,
a walk is determined by the sequence of its vertices. The walk is closed if v0 D vp
and is open otherwise. A walk is called a trail if all the edges appearing in the walk
are distinct. It is called a path if all the vertices are distinct. Thus, a path in G is
automatically a trail in G: When writing a path, we usually omit the edges. A cycle
is a closed trail in which the vertices are all distinct. The length of a walk is the
number of edges in it. A walk of length 0 consists of just a single vertex.

Example 1.5.2. In the graph of Fig. 1.17, v5e7v1e1v2e4v4e5v1e7v5e9v6 is a walk
but not a trail (as edge e7 is repeated) v1e1v2e2v3e3v2e1v1 is a closed walk;
v1e1v2e4v4e5v1e7v5 is a trail; v6e8v1e1v2e2v3 is a path and v1e1v2e4v4e6v5e7v1 is a
cycle. Also, v6v1v2v3 is a path, and v1v2v4v5v6v1 is a cycle in this graph. Very often
a cycle is enclosed by ordinary parentheses.

Definition 1.5.3. A cycle of length k is denoted by Ck: Further, Pk denotes a
path on k vertices. In particular, C3 is often referred to as a triangle, C4 as a
square, and C5 as a pentagon. If P D v0e1v1e2v2 : : : ekvk is a path, then P�1 D
vkekvk�1ek�1vk�2 : : : v1e1v0 is also a path and P�1 is called the inverse of the path
P: The subsequence vi eiC1viC1 : : : ej vj of P is called the vi -vj section of P:

Definition 1.5.4. Let G be a graph. Two vertices u and v of G are said to be
connected if there is a u-v path in G: The relation “connected” is an equivalence
relation on V.G/: Let V1; V2; : : : ; V! be the equivalence classes. The subgraphs
GŒV1�; GŒV2�; : : : ; GŒV!� are called the components of G: If ! D 1; the graph
G is connected; otherwise, the graph G is disconnected with ! � 2 components
(see Fig. 1.18).

v1
v2

v3

v4v5

v6

e1

e2

e3

e4e5

e6

e7

e8

e9
Fig. 1.17 Graph illustrating
walks, trails, paths, and cycles
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G[V1] G[V2] G[V3]

Fig. 1.18 A graph G with
three components

Definition 1.5.5. The components of G are clearly the maximal connected sub-
graphs of G: We denote the number of components of G by !.G/: Let u and v be
two vertices of G: If u and v are in the same component of G; we define d.u; v/ to
be the length of a shortest u-v path in GI otherwise, we define d.u; v/ to be 1: If
G is a connected graph, then d is a distance function or metric on V.G/I that is,
d.u; v/ satisfies the following conditions:

(i) d.u; v/ � 0; and d.u; v/ D 0 if and only if u D v.
(ii) d.u; v/ D d.v; u/.

(iii) d.u; v/ � d.u;w/C d.w; v/; for every w in V.G/:

Exercise 5.1. Prove that the function d defined above is indeed a metric on V.G/:

Exercise 5.2. In the following graph, find a closed trail of length 7 that is not a
cycle:

We now give some results relating to connectedness of graphs.

Proposition 1.5.6. If G is simple and ı � n�1
2
; then G is connected.

Proof. Assume the contrary. Then G has at least two components, say G1; G2: Let
v be any vertex of G1: As ı � n�1

2
; d.v/ � n�1

2
: All the vertices adjacent to v inG

must belong toG1: Hence,G1 contains at least d.v/C1 � n�1
2

C1 D nC1
2

vertices.
Similarly, G2 contains at least nC1

2
vertices. Therefore G has at least nC1

2
C nC1

2
D

nC 1 vertices, which is a contradiction. �

Exercise 5.3. Give an example of a nonsimple disconnected graph with ı � n�1
2
:

Exercise 5.4. Show by means of an example that the condition ı � n�2
2

for a
simple graph G need not imply that G is connected.



1.5 Paths and Connectedness 15

Exercise 5.5. In a group of six people, prove that there must be three people who
are mutually acquainted or three people who are mutually nonacquainted.

Our next result shows that of the two graphsG andGc; at least one of them must
be connected.

Theorem 1.5.7. If a simple graph G is not connected, then Gc is connected.

Proof. Let u and v be any two vertices of Gc (and therefore of G). If u and v belong
to different components of G; then obviously u and v are nonadjacent in G and so
they are adjacent in Gc: Thus u and v are connected in Gc: In case u and v belong to
the same component of G; take a vertex w of G not belonging to this component of
G: Then uw and vw are not edges of G and hence they are edges of Gc: Then uwv
is a u-v path in Gc: Thus Gc is connected. �
Exercise 5.6. Show that ifG is a self-complementary graph of order n; then n � 0

or 1 .mod 4/:

Exercise 5.7. Show that if a self-complementary graph contains a pendant vertex,
then it must have at least another pendant vertex.

The next theorem gives an upper bound on the number of edges in a simple graph.

Theorem 1.5.8. The number of edges of a simple graph of order n having !
components cannot exceed .n�!/.n�!C1/

2
:

Proof. LetG1;G2; : : : ; G! be the components of a simple graphG and let ni be the
number of vertices ofGi ; 1 � i � !: Thenm.Gi/ � ni .ni�1/

2
; and hencem.G/ �

P!
iD1

ni .ni�1/
2

: Since ni � 1 for each i; 1 � i � !; ni D n � .n1C : : : Cni�1 C
niC1C : : : Cn!/ � n � ! C 1: Hence,

P!
iD1

ni .ni�1/
2

� P!
iD1

.n�!C1/.ni�1/
2

D
.n�!C1/

2

P!
iD1 .ni � 1/ D .n�!C1/

2

�
.
P!

iD1 ni /� !
� D .n�!C1/.n�!/

2
: �

Definition 1.5.9. A graph G is called locally connected if, for every vertex v of G;
the subgraphNG.v/ induced by the neighbor set of v in G is connected.

A cycle is odd or even depending on whether its length is odd or even. We now
characterize bipartite graphs.

Theorem 1.5.10. A graph is bipartite if and only if it contains no odd cycles.

Proof. Suppose that G is a bipartite graph with the bipartition .X; Y /: Let C D
v1e1v2e2v3e3 : : : vkekv1 be a cycle in G: Without loss of generality, we can suppose
that v1 2 X: As v2 is adjacent to v1; v2 2 Y: Similarly, v3 belongs to X; v4 to Y;
and so on. Thus, vi 2 X or Y according as i is odd or even, 1 � i � k: Since
vkv1 is an edge of G and v1 2 X; vk 2 Y: Accordingly, k is even and C is an even
cycle.

Conversely, let us suppose that G contains no odd cycles. We first assume that
G is connected. Let u be a vertex of G: Define X D fv 2 V j d.u; v/ is eveng
and Y D fv 2 V j d.u; v/ is oddg. We will prove that .X; Y / is a bipartition of
G: To prove this we have only to show that no two vertices of X as well as no two



16 1 Basic Results

u

v

w

w1

P

Q

Fig. 1.19 Graph for proof of Theorem 1.5.10

vertices of Y are adjacent in G: Let v; w be two vertices of X: Then p D d.u; v/
and q D d.u;w/ are even. Further, as d.u; u/ D 0; u 2 X: Let P be a u-v shortest
path of length p andQ; a u-w shortest path of length q: (See Fig. 1.19.) Let w1 be a
vertex common to P andQ such that the w1-v section of P and the w1-w section of
Q contain no vertices common to P and Q: Then the u-w1 sections of both P and
Q have the same length.

Hence, the lengths of the w1-v section of P and the w1-w section of Q are both
even or both odd. Now if e D vw is an edge of G; then the w1-v section of P
followed by the edge vw and the w-w1 section of the w-u path Q�1 is an odd cycle
in G; contradicting the hypothesis. This contradiction proves that no two vertices of
X are adjacent in G. Similarly, no two vertices of Y are adjacent in G: This proves
the result when G is connected.

IfG is not connected, letG1;G2; : : : ; G! be the components ofG:By hypothesis,
no component of G contains an odd cycle. Hence, by the previous paragraph, each
componentGi ; 1 � i � !; is bipartite. Let .Xi ; Yi / be the bipartition of Gi : Then
.X; Y /; where X D S!

iD1 Xi and Y D S!
iD1 Yi ; is a bipartition of G; and G is a

bipartite graph. �

Exercise 5.8. Prove that a simple nontrivial graphG is connected if and only if for
any partition of V into two nonempty subsets V1 and V2; there is an edge joining a
vertex of V1 to a vertex of V2:

Example 1.5.11. Prove that in a connected graphG with at least three vertices, any
two longest paths have a vertex in common.

Proof. Suppose P D u1u2 : : : uk and Q D v1v2 : : : vk are two longest paths in G
having no vertex in common. As G is connected, there exists a u1-v1 path P 0 in G:
Certainly there exist vertices ur and vs of P 0; 1 � r � k; 1 � s � k such that
the ur -vs section P 00 of P 0 has no internal vertex in common with P or Q:

Now, of the two sections u1-ur and ur -uk of P; one must have length at least k
2
:

Similarly, of the two sections v1-vs and vs-vk of Q; one must have length at least
k
2
: Let these sections be P1 and Q1; respectively. Then P1 [ P 00 [ Q1 is a path of

length at least k
2

C 1 C k
2
; contradicting that k is the length of a longest path in G

(see Fig. 1.20). �
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P

Q

P1

Q1

u1

v1

uk

vk

ur

vs

P

Fig. 1.20 Graph for the solution to Example 1.5.11

Exercise 5.9. Prove that in a simple graphG; the union of two distinct paths joining
two distinct vertices contains a cycle.

Exercise 5.10. Show by means of an example that the union of two distinct walks
joining two distinct vertices of a simple graph G need not contain a cycle.

Exercise 5.11. If a simple connected graphG is not complete, prove that there exist
three vertices u; v; w ofG such that uv and vw are edges ofG; but uw is not an edge
of G:

Exercise 5.12. (see reference: [174]) Show that a simple connected graph G is
complete if and only if for some vertex v of G; N Œv� D NŒu� for every u 2 NŒv�:

Exercise 5.13. A simple graphG is called highly irregular if, for each v 2 V.G/;

the degrees of the neighbors of v are all distinct. (For example, P4 is a graph with
this property.) Prove that there exist no connected highly irregular graphs of orders
3 and 5:

Exercise 5.14. The generalized Petersen graph P.n; k/ is defined by taking

V.P.n; k// D fai ; bi W 0 � i � n � 1g
and

E.P.n; k// D faiaiC1; aibi ; bibiCk; 0 � i � n � 1g;
where the subscripts are integers modulo n; n � 5 and 1 � k � b n�1

2
c: Prove that

if n is even and k is odd, then P.n; k/ is bipartite.

Example 1.5.12. If G is simple and ı � k; then G contains a path of length at
least k:

Proof. Let P D v0v1 : : : vr be a longest path in G: Then the vertices adjacent to vr
can only be from among v0; v1; : : : ; vr�1: Hence, the length of P D r � dG.vr / �
ı � k: �
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1.6 Automorphism of a Simple Graph

Definition 1.6.1. An automorphism of a graph G is an isomorphism of G onto
itself. We recall that two simple graphsG andH are isomorphic if and only if there
exists a bijection � W V.G/ ! V.H/ such that uv is an edge of G if and only if
�.u/�.v/ is an edge of H: In this case � is called an isomorphism of G onto H:

We prove in our next theorem that the set Aut.G/ of automorphisms of G is a
group.

Theorem 1.6.2. The set Aut.G/ of all automorphisms of a simple graph G is a
group with respect to the composition ı of mappings as the group operation.

Proof. We shall verify that the four axioms of a group are satisfied by the pair
.Aut.G/; ı/:

(i) Let �1 and �2 be bijections on V.G/ preserving adjacency and nonadjacency.
Clearly, the mapping �1 ı �2 is a bijection on V.G/: If u and v are adjacent in
G; then �2.u/ and �2.v/ are adjacent in G: But .�1 ı �2/.u/ D �1.�2.u// and
.�1 ı �2/.v/ D �1.�2.v//: Hence, .�1 ı �2/.u/ and .�1 ı �2/.v/ are adjacent in
GI that is, �1 ı �2 preserves adjacency. A similar argument shows that �1 ı �2
preserves nonadjacency. Thus, �1 ı �2 is an automorphism of G:

(ii) It is a well-known result that the composition of mappings of a set onto itself
is associative.

(iii) The identity mapping I of V.G/ onto itself is an automorphism of G; and it
satisfies the condition � ı I D I ı � D � for every � 2 Aut.G/: Hence, I is
the identity element of Aut.G/:

(iv) Finally, if � is an automorphism of G; the inverse mapping ��1 is also an
automorphism of G (see Sect. 1.1). �

Theorem 1.6.3. For any simple graph G; Aut.G/ D Aut.Gc/:

Proof. Since V.Gc/ D V.G/; every bijection on V.G/ is also a bijection on V.Gc/:

As an automorphism of G preserves the adjacency and nonadjacency of vertices of
G; it also preserves the adjacency and nonadjacency of vertices ofGc: Hence, every
element of Aut.G/ is also an element of Aut.Gc/, and vice versa. �

Exercise 6.1. Show that the automorphism group of Kn (or Kc
n) is isomorphic to

the symmetric group Sn of degree n:
In contrast to the complete graphs for which the automorphism group consists

of every bijection of the vertex set, there are graphs whose automorphism groups
consist of just the identity permutation. Such graphs are called identity graphs.

Example 1.6.4. The graphG shown in Fig. 1.21 is an identity graph.

Proof. Let � be an automorphism of G: Then � preserves degrees; that is, d.v/ D
d.�.v// for all v 2 V.G/ (see Exercise 4.1). Since u4 is the only vertex of
degree 3 in G; �.u4/ D u4: Now u1; u2; and u7 are the vertices of degree 1 in
G: Hence, �.u1/ 2 fu1; u2; u7g: Also, since u1 is adjacent to u4; �.u1/ is adjacent to
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u1

u2 u3 u4 u6u5 u7

Fig. 1.21 An identity graph

�.u4/ D u4: Hence, the only possibility is �.u1/ D u1: Now, u3; u5; and u6 are the
vertices of degree 2 in G: Hence, �.u3/ 2 fu3; u5; u6g: Also, as u3 is adjacent to u4;
�.u3/ is adjacent to �.u4/ D u4: Hence, �.u3/ is u3 or u5:Again, �.u3/ is adjacent to
a vertex of degree 1: This forces �.u3/ ¤ u5 since u5 is not adjacent to a vertex of
degree 1: Consequently, �.u3/ D u3: This again forces �.u2/ D u2: Having proved
�.u2/ D u2; we must have �.u7/ D u7 on degree consideration. Using similar
arguments, one easily proves that �.u5/ D u5 and �.u6/ D u6:Consequently, � D I;

which implies that Aut.G/ D fI g: �

Exercise 6.2. Let G be a simple connected graph with n vertices such that
Aut.G/ ' Sn: Show that G is the complete graphKn:

Exercise 6.3. For n > 1; give

(a) A simple connected graph G with G ¤ Kn and Aut.G/ ' Sn;

(b) A simple disconnected graph G with G ¤ Kc
n and Aut.G/ ' Sn:

Exercise 6.4. Find the automorphism groups of the following graphs:

a

c

b

Exercise 6.5. Let G be a simple graph and � 2 Aut.G/: Prove that �.N.v// D
N.�.v// and �.N Œv�/ D NŒ�.v/� for every v 2 V:
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1.7 Line Graphs

Let G be a loopless graph. We construct a graph L.G/ in the following way:
The vertex set of L.G/ is in 1-1 correspondence with the edge set of G and two

vertices of L.G/ are joined by an edge if and only if the corresponding edges of G
are adjacent in G: The graph L.G/ (which is always a simple graph) is called the
line graph or the edge graph of G:

Figure 1.22 shows a graph and its line graph in which vi of L.G/ corresponds to
the edge ei ofG for each i: Isolated vertices ofG do not have any bearing on L.G/,
and hence we assume in this section thatG has no isolated vertices. We also assume
that G has no loops. (See Exercise 7.4.)

Some simple properties of the line graph L.G/ of a graph G follow:

1. G is connected if and only if L.G/ is connected.
2. If H is a subgraph of G; then L.H/ is a subgraph of L.G/:
3. The edges incident at a vertex of G give rise to a maximal complete subgraph of
L.G/:

4. If e D uv is an edge of a simple graph G; the degree of e in L.G/ is the same as
the number of edges of G adjacent to e in G: This number is dG.u/C dG.v/� 2:
Hence, dL.G/.e/ D dG.u/C dG.v/� 2:

5. Finally, if G is a simple graph,
X

e2V.L.G//
dL.G/.e/

D
X

uv 2E.G/
.dG.u/C dG.v/ � 2/

D
2

4
X

u 2V.G/
dG.u/

2

3

5 � 2m.G/ (since uv belongs to the stars at u

e1

e2

e3

e4

e6

e5

e7

v1

v2

v3

v4

v5

v6v7

G L(G)

Fig. 1.22 A graph G and its line graph L.G/
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and vI see Definitions 1.2.12)

D
"

nX

iD1
d 2i

#

� 2m;

where .d1; d2; : : : ; dn/ is the degree sequence of G; and m D m.G/: By Euler’s
theorem (Theorem 1.4.4), it follows that the number of edges ofL.G/ is given by

m.L.G// D 1

2

"
nX

iD1
d 2i

#

�m:

Exercise 7.1. Show that the line graph of the star K1;n is the complete graphKn:

Exercise 7.2. Show that L.Cn/ ' Cn; n � 3:

Theorem 1.7.1. The line graph of a simple graph G is a path if and only if G
is a path.

Proof. Let G be the path Pn on n vertices. Then clearly, L.G/ is the path Pn�1 on
n � 1 vertices.

Conversely, letL.G/ be a path. Then no vertex ofG can have degree greater than
2 because if G has a vertex v of degree greater than 2; the edges incident to v would
form a complete subgraph of L.G/ with at least three vertices. Hence, G must be
either a cycle or a path. But G cannot be a cycle, because the line graph of a cycle
is again a cycle. �

Exercise 7.3. Let H D L2.G/ be defined as L.L.G//: Find m.H/ if G is the
graph of Fig. 1.22.

Exercise 7.4. Give an example of a graph G to show that the relation dL.G/.uv/ D
dG.u/C dG.v/� 2 may not be valid if G has a loop.

As shown in Exercise 7.2, Cn ' L.Cn/I in fact, Cn is the only simple graph
with this property, as Exercise 7.5 shows.

Exercise 7.5. Prove that a simple connected graphG is isomorphic to its line graph
if and only if it is a cycle.

Exercise 7.6. Disprove by a counterexample: If the graph H is a spanning sub-
graph of a graph G; then L.H/ is a spanning subgraph of L.G/:

Theorem 1.7.2. If the simple graphs G1 and G2 are isomorphic, then L.G1/ and
L.G2/ are isomorphic.

Proof. Let .�; �/ be an isomorphism ofG1 ontoG2: Then � is a bijection ofE.G1/
onto E.G2/: We show that � is an isomorphism of L.G1/ to L.G2/: We prove this
by showing that � preserves adjacency and nonadjacency. Let ei and ej be two
adjacent vertices of L.G1/: Then there exists a vertex v of G1 incident with both ei
and ej , and so �.v/ is a vertex incident with both �.ei / and �.ej /: Hence, �.ei/ and
�.ej / are adjacent vertices in L.G2/:
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G1 G2 G3

G4 G5 G6

G7 G8

G9 G10

Fig. 1.23 Nonisomorphic
graphs on four vertices or less

Now, let �.ei / and �.ej / be adjacent vertices in L.G2/: This means that they are
adjacent edges in G2 and hence there exists a vertex v0 of G2 incident to both �.ei /
and �.ej / in G2: Then ��1.v0/ is a vertex of G1 incident to both ei and ej , so that
ei and ej are adjacent vertices of L.G1/:

Thus, ei and ej are adjacent vertices of L.G1/ if and only if �.ei / and �.ej /
are adjacent vertices of L.G2/: Hence, � is an isomorphism of L.G1/ onto L.G2/:
(Recall that a line graph is always a simple graph.) �
Remark 1.7.3. The converse of Theorem 1.7.2 is not true. Consider the graphsK1;3

and K3: Their line graphs are K3: But K1;3 is not isomorphic to K3 since there is a
vertex of degree 3 in K1;3; whereas there is no such vertex in K3:

Theorem 1.7.4* shows that the above two graphs are the only two exceptional
simple graphs of this type.

Theorem 1.7.4* (H. Whitney). Let G and G0 be simple connected graphs with
isomorphic line graphs. Then G and G0 are isomorphic unless one of them is K1;3

and the other is K3:

Proof. First, suppose that n.G/ and n.G0/ are less than or equal to 4: A necessary
condition for L.G/ and L.G0/ to be isomorphic is that m.G/ D m.G0/: The
only nonisomorphic connected graphs on at most four vertices are those shown in
Fig. 1.23.

In Fig. 1.23, graphsG4; G5; andG6 are the three graphs having three edges each.
We have already seen thatG4 andG6 have isomorphic line graphs, namely,K3: The
line graph of G5 is a path of length 2; and hence L.G5/ cannot be isomorphic to
L.G4/ or L.G6/: Further,G7 and G8 are the only two graphs in the list having four
edges each.
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Fig. 1.24 Graphs with five vertices and edge e adjacent to one or all three other edges

Now L.G8/ ' G8; and L.G7/ is isomorphic to G9: Thus, the line graphs of G7
and G8 are not isomorphic. No two of the remaining graphs have the same number
of edges. Hence the only nonisomorphic graphs with at most four vertices having
isomorphic line graphs are G4 and G6:

We now suppose that either G or G0; say G; has at least five vertices and that
L.G/ and L.G0/ are isomorphic under an isomorphism �1: �1 is a bijection from
the edge set of G onto the edge set of G0:

We now prove that �1 transforms a K1;3 subgraph of G onto a K1;3 subgraph of
G0: Let e1 D uv1; e2 D uv2; and e3 D uv3 be the edges of a K1;3 subgraph of G: As
G has at least five vertices and is connected, there exists an edge e adjacent to only
one or all the three edges e1; e2; and e3; as illustrated in Fig. 1.24.

Now �1.e1/; �1.e2/; and �1.e3/ form either a K1;3 subgraph or a triangle in
G0: If �1.e1/; �1.e2/; and �1.e3/ form a triangle in G0; �1.e/ can be adjacent
to precisely two of �1.e1/; �1.e2/; and �1.e3/ (since L.G0/ is simple), whereas
�1.e/ must be adjacent to only one or all the three. This contradiction shows that
f�1.e1/; �1.e2/; �1.e3/g is not a triangle in G0 and therefore forms a star at a vertex
v0 of G0:

It is clear that a similar result holds for ��1
1 as well, since it is an isomorphism of

L.G0/ onto L.G/:
Let S.u/ denote the star subgraph of G formed by the edges of G incident at

a vertex u of G: We shall prove that �1 maps S.u/ onto the star subgraph S.u0/
of G0:

(i) First, suppose that the degree of u is at least 2: Let f1 and f2 be any two edges
incident at u: The edges �1.f1/ and �1.f2/ of G0 have an end vertex u0 in
common. If f is any other edge of G incident with u; then �1.f / is incident
with u0; and conversely, for every edge f 0 of G0 incident with u0; ��1

1 .f 0/ is
incident with u: Thus, S.u/ in G is mapped to S.u0/ in G0:

(ii) Let the degree of u in G be 1 and e D uv be the unique edge incident with u:
As G is connected and n.G/ � 5; degree of v must be at least 2 in G; and
therefore, by (i), S.v/ is mapped to a star S.v0/ in G0: Also, �1.uv/ D u0v0
for some u0 2 V.G0/: Now, if the degree of u0 in G0 is greater than 1; by
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paragraph (i), the star at u0 in G0 is transformed by ��1
1 either to the star at u in

G or to the star at v in G: But as the star at v in G is mapped to the star at v0 in
G0 by �1; ��1

1 should map the star at u0 in G0 to the star at u in G only. As ��1
1

is 1-1; this means that dG.u/ � 2; a contradiction. Therefore, dG0.u0/ D 1;

and so S.u/ in G is mapped onto S.u0/ in G0:

We now define � W V.G/ ! V.G0/ by setting �.u/ D u0 if �1.S.u// D S.u0/:
Since S.u/ D S.v/ only when u D v (G ¤ K2; G

0 ¤ K2), � is 1-1: � is also onto
since, for v0 in G0; ��1

1 .S.v0// D S.v/ for some v 2 V.G/; and by the definition of
�; �.v/ D v0: Finally, if uv is an edge of G; then �1.uv/ belongs to both S.u0/ and
S.v0/; where �1.S.u// D S.u0/ and �1.S.v// D S.v0/: This means that u0v0 is an
edge ofG0: But u0 D �.u/ and v0 D �.v/: Consequently, �.u/�.v/ is an edge ofG0:
If u and v are nonadjacent in G; �.u/�.v/ must be nonadjacent in G0: Otherwise,
�.u/�.v/ belongs to both S.�.u// and S.�.v//; and hence ��1

1 .�.u/�.v// D uv 2
E.G/; a contradiction. Thus, G and G0 are isomorphic under �: �

Definition 1.7.5. A graph H is called a forbidden subgraph for a property P of
graphs if it satisfies the following condition: If a graph G has property P; then G
cannot contain an induced subgraph isomorphic to H:

Beineke [17] obtained a forbidden-subgraph criterion for a graph to be a line
graph. In fact, he showed that a graphG is a line graph if and only if the nine graphs
of Fig. 1.25 are forbidden subgraphs forG. However, for the sake of later reference,
we prove only the following result.

Theorem 1.7.6. If G is a line graph, then K1;3 is a forbidden subgraph of G:

Proof. Suppose that G is the line graph of graph H and that G contains a K1;3 as
an induced subgraph. If v is the vertex of degree 3 in K1;3 and v1; v2; and v3 are the
neighbors of v in this K1;3; then the edge e corresponding to v in H is adjacent to
the three edges e1; e2; and e3 corresponding to the vertices v1; v2; and v3: Hence,
one of the end vertices of e must be the end vertex of at least two of e1; e2; and e3 in
H; and hence v together with two of v1; v2; and v3 form a triangle in G: This means
that the K1;3 subgraph of G considered above is not an induced subgraph of G; a
contradiction. �

1.8 Operations on Graphs

In mathematics, one always tries to get new structures from given ones. This also
applies to the realm of graphs where one can generate many new graphs from a
given set of graphs. In this section we consider some of the methods of generating
new graphs from a given pair of graphs.

Let G1 D .V1; E1/ and G2 D .V2; E2/ be two simple graphs.

Definition 1.8.1. Union of two graphs: The graphG D .V; E/; where V D V1[
V2 andE D E1 [E2; is called the union of G1 andG2 and is denoted by G1 [G2:
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G1 G2 G3

G4 G5 G6

G7 G8 G9

Fig. 1.25 Nine graphs of Bieneke [17]

WhenG1 andG2 are vertex disjoint,G1[G2 is denoted byG1CG2 and is called
the sum of the graphsG1 and G2:

The finite union of graphs is defined by means of associativity; in particular, if
G1; G2; : : : ; Gr are pairwise vertex-disjoint graphs, each of which is isomorphic to
G; then G1 C G2 C : : : C Gr is denoted by rG:

Definition 1.8.2. Intersection of two graphs: If V1 \ V2 ¤ ;; the graph G D
.V; E/; where V D V1 \ V2 and E D E1 \ E2 is the intersection of G1 and G2
and is written as G1 \ G2:

Definition 1.8.3. Join of two graphs: Let G1 and G2 be two vertex-disjoint graphs.
Then the join G1 _ G2 of G1 and G2 is the supergraph of G1 C G2 in which each
vertex of G1 is also adjacent to every vertex of G2:

Figure 1.26 illustrates the graph G1 _ G2: If G1 D K1 and G2 D Cn; then
G1 _ G2 is called the wheel Wn: W5 is shown in Fig. 1.27.

It is worthwhile to note that Km;n D Kc
m _Kc

n andKn D K1 _Kn�1:
It follows from the above definitions that

(i) n.G1[G2/ D n.G1/Cn.G2/�n.G1\G2/; m.G1[G2/ D m.G1/Cm.G2/�
m.G1 \G2/:

(ii) n.G1 CG2/ D n.G1/C n.G2/; m.G1 CG2/ D m.G1/Cm.G2/ and
(iii) n.G1_G2/ D n.G1/Cn.G2/; m.G1_G2/ D m.G1/Cm.G2/Cn.G1/n.G2/:
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Fig. 1.26 G1 _G2

Fig. 1.27 Wheel W5

1.9 Graph Products

We now define graph products. Denote a general graph product of two simple graphs
by G � H: We define the product in such a way that G � H is also simple. Given
graphsG1 andG2 with vertex sets V1 and V2 respectively, any product graphG1�G2
has as its vertex set the Cartesian product V.G1/ � V.G2/: For any two vertices
.u1; u2/; .v1; v2/ of G1 �G2; consider the following possibilities:

(i) u1 adjacent to v1 in G1 or u1 nonadjacent to v1 in G1.
(ii) u2 adjacent to v2 in G2 or u2 nonadjacent to v2 in G2.

(iii) u1 D v1 and/or u2 D v2:

We use, with respect to any graph, the symbolsE; N; and D to denote adjacency
(edge), nonadjacency (no edge), and equality of vertices, respectively. We then have
the following structure table S for G1 � G2; where the rows of S correspond to G1
and the columns to G2 and
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S W
2

4

E D N

E ı ı ı
D ı D ı
N ı ı ı

3

5;

where each ı in the double array S is E orN according to whether a general vertex
.u1; u2/ ofG1 �G2 is adjacent or nonadjacent to a general vertex .v1; v2/ ofG1 �G2:
Since each ı can take two options, there are in all 28 D 256 graph productsG1 �G2
that can be defined using G1 and G2:

If S D
2

4
a11 a12 a13
a21 D a23
a31 a32 a33

3

5 ; then the edge-nonedge entry of S will correspond to

the nonedge-edge entry of the structure matrix of G2 � G1: Hence, the product � is
commutative, that is, G1 and G2 commute under � if and only if the double array S
is symmetric. Hence, if the product is commutative, it is enough if we know the five

circled positions in

2

4
ı ı ı

D ı
ı

3

5 to determine S completely. Therefore, there are in all

25 D 32 commuting products.
We now give the matrix S for the Cartesian, direct, composition, and strong

products.

Definition 1.9.1. Cartesian product, G1�G2:

S W
2

4

E D N

E N E N

D E D N

N N N N

3

5:

Hence, .u1; u2/ and .v1; v2/ are adjacent in G1�G2 if and only if either u1 D v1
and u2 is adjacent to v2 in G2; or u1 is adjacent to v1 in G1 and u2 D v2:

Definition 1.9.2. Direct (or tensor or Kronecker) product, G1 �G2:

S W
2

4

E D N

E E N N

D N D N

N N N N

3

5:

Hence, .u1; u2/ is adjacent to .v1; v2/ in G1 � G2 if and only if u1 is adjacent to
v1 in G1 and u2 is adjacent to v2 in G2:

Definition 1.9.3. Composition (or wreath or lexicographic) product G1ŒG2�:
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(u1, v3) (u2, v3)

(u2, v2)

(u3, v2)

(u3, v3)(u4, v3)

(u4, v2)

(u4, v1)

(u1, v1)

(u1, v2)

(u3, v1)

Fig. 1.28 G3 D C4�P3

S W
2

4

E D N

E E E E

D E D N

N N N N

3

5:

Therefore, .u1; u2/ is adjacent to .v1; v2/ in G1ŒG2� if and only if u1 is adjacent to v1
in G1 or u1 D v1; and u2 is adjacent to v2 in G2:

Definition 1.9.4. Strong (or normal) product G1 �G2: By definition, G1 �G2 D
.G1�G2/[ .G1 �G2/: Hence, its structure matrix is given by

S W
2

4

E D N

E E E N

D E D N

N N N N

3

5

Remarks 1.9.5. 1. All the four products defined above are associative.
2. With the exception of composition, the other three are commutative.

Example 1.9.6. Example of Cartesian product: Let G1 D C4 D .u1 u2 u3 u4/ and
G2 D P3 D .v1 v2 v3/: Then G1�G2 is the graphG3 given in Fig. 1.28.

Definition 1.9.7. Let .x; y/ be any vertex of G1�G2: The G2-fiber (also called
G2-layer) at x in G1�G2; denoted by .G2/x; is the subgraph of G1�G2 induced by
the set of all vertices f.x; z/ W z 2 V.G2/g: Similarly, the G1-fiber at y; in symbol
.G1/y; is the subgraph of G1�G2 induced by f.z; y/ W z 2 V.G1/g:
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(u1, v1) (u1, v2) (u1, v3) (u1, v4)

(u2, v4)(u2, v3)(u2, v2)(u2, v1)

Fig. 1.29 G1ŒG2�

(v1, u1) (v1, u2)

(v2, u2)

(v4, u2)(v4, u1)

(v3, u1) (v3, u2)

(v2 , u1)

Fig. 1.30 G2ŒG1�

For instance, the outer square of the graph G3 in Fig. 1.28 is the G1-fiber .G1/v3
at v3 ofG2 while the path .u1; v1/ .u1; v2/ .u1; v3/ is theG2-fiber .G2/u1 at u1:Hence,
fixing a vertex ofG1; we get a G2-fiber, and fixing a vertex ofG2; we get aG1-fiber.
Moreover, it is clear that .G1/y \ .G2/x D the vertex .x; y/ of G1�G2:

Remark 1.9.8. It is easy to see that n.G1�G2/ D n.G1/ n.G2/ andm.G1�G2/ D
n.G1/m.G2/C n.G2/m.G1/:

Example 1.9.9. IfG1 andG2 are graphs of Fig. 1.26,G1ŒG2� andG2ŒG1� are shown
in Figs. 1.29 and 1.30, respectively.

Example 1.9.10. If G1 and G2 are graphs of Fig. 1.26, G1 � G2 and G1 � G2 are
shown in Fig. 1.31.

Exercise 9.1. Show by means of an example that G1ŒG2� need not be isomorphic
to G2ŒG1�:

Exercise 9.2. Prove that G1�G2 ' G2�G1:

Exercise 9.3. Prove that G1 �G2 is isomorphic to G2 �G1:
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(u1, v1) (u1, v2) (u1, v3) (u1, v4)

(u2, v4)(u2, v3)(u2, v2)(u2, v1)

(u1, v1) (u1, v2) (u1, v3) (u1, v4)

(u2, v4)(u2, v3)(u2, v2)(u2, v1)

G1 G2

G1 × G2

Fig. 1.31 G1 �G2 and G1 �G2

Exercise 9.4. Prove that

(a) n.G1ŒG2�/ D n.G2ŒG1� D n.G1 �G2/ D n.G1/n.G2/:

(b) m.G1ŒG2�/ D n.G1/m.G2/C n.G2/
2m.G1/:

(c) m.G1 �G2/ D n.G1/m.G2/Cm.G1/n.G2/C 2m.G1/m.G2/:

(d) m.G1 �G2/ D 2m.G1/m.G2/:

Exercise 9.5. Prove: L.Km;n/ ' Km�Kn:

We now introduce the powers of a simple graph G:

Definition 1.9.11. The kth power Gk of G has V.Gk/ D V.G/; where u and v are
adjacent in Gk whenever dG.u; v/ � k:

Two graphsH1 and H2 and their squaresH2
1 andH2

2 are displayed in Fig. 1.32.
By the definition of Gk; G is a spanning subgraph of Gk; k � 1:

Exercise 9.6. Show that if G is a connected graph with at least two edges, then
each edge of G2 belongs to a triangle.

Exercise 9.7. If dG.u; v/ D p; determine dGk .u; v/:



1.11 Application to Social Psychology 31
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2
1 = K6

H2
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Fig. 1.32 Two examples for the square of a graph

1.10 An Application to Chemistry

The earliest application of graph theory to chemistry was found by Cayley [33]
in 1857 when he enumerated the number of rooted trees with a given number of
vertices. A chemical molecule can be represented by a graph by taking each atom of
the molecule as a vertex of the graph and making the edges of the graph represent
atomic bonds between the end atoms. Thus, the degree of each vertex of such a
graph gives the valence of the corresponding atom. Molecules that have the same
chemical formula but have different structural properties are called isomers. In terms
of graphs, isomers are two nonisomorphic graphs having the same degree sequence.
The two molecular graphs (actually trees; see Chap. 4) of Fig. 1.33 represent two
isomers of the molecule C3H7OH (propanol). The graph of Fig. 1.34 represents
aminoacetoneC3H7NO: This has a multiple bond represented by a pair of multiple
edges between C and O:

The paraffins have the molecular formula CkH2kC2, having 3k C 2 atoms
(vertices), of which k are carbon atoms and the remaining 2k C 2 are hydrogen
atoms. They all have 3kC 1 bonds (edges). Cayley used enumeration techniques of
graph theory (see reference [95]) to count the number of isomers of CkH2kC2: His
formula shows that for the paraffin C13H28; there are 802 different isomers.

1.11 Application to Social Psychology

The study of applications of graph theory to social psychology was initiated by
Cartwright, Harary, and Norman [97] when they were at the Research Center for
Group Dynamics at the University of Michigan during the 1960s.
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Fig. 1.33 Two isomers of C3H7OH
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C3H7NO

Group dynamics is the study of social relationships between people within a
particular group. The graphs that are commonly used to study these relationships
are signed graphs. A signed graph is a graphG with sign C or � attached to each of
its edges. An edge ofG is positive (respectively, negative) if the sign attached to it is
C (respectively, �). A positive sign between two persons u and v would mean that
u and v are “related”; that is, they share the same social trait under consideration.
A negative sign would indicate the opposite. The social trait may be “same political
ideology,” “friendship,” “likes certain social customs,” and so on.

A group of people with such relations between them is called a social system.
A social system is called balanced if any two of its people have a positive relation
between them, or if it is possible to divide the group into two subgroups so that
any two persons in the same subgroup have a positive relation between them while
two persons of different subgroups have a negative relation between them. This of
course means that if both u and v have negative relation to w; then u and v must have
positive relation between them.

In consonance with a balanced social system, a balanced signed graph G is
defined as a graph in which the vertex set V can be partitioned into two subsets Vi ;
i D 1; 2; one of which may be empty, so that any edge in each GŒVi � is positive,
while any edge between V1 and V2 is negative.

For example, the signed graph G1 of Fig. 1.35a is balanced (take V1 D fu1; u2g
and V2 D fu3; u4; u5g/:However, the signed graphG2 of Fig. 1.35b is not balanced.
(If G2 were balanced and v4 2 (say) V1; then v5 2 V2 and v0 2 V1; and therefore
v0v5 should be a negative edge, which is not the case.)

A path or cycle in a signed graph is positive if it has an even number of � signs;
otherwise, the path is negative. The following characterization of balanced signed
graphs is due to Harary [97].
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Fig. 1.35 (a) Balanced and (b) unbalanced graph
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Fig. 1.36 A negative u1 � u9 path

Theorem 1.11.1 (Harary [97]). A signed graph S is balanced if and only if the
paths between any two vertices of S either are all positive paths or are all negative
paths.

Proof. Let S be a balanced signed graph with .V1; V2/ being the partition of the
vertex set V.S/ of S: Let P W u D u1u2 : : : un D v be a path in S: Without loss
of generality, we may assume that u1 2 V1: Then, as we traverse along P from u1;
we will continue to remain in V1 until we traverse along a negative edge. Recall that
a negative edge joins a vertex of V1 to a vertex of V2: Hence, if P contains an odd
number of negative edges, that is, if P is negative, then v 2 V2; whereas if P is
positive, v 2 V1 (see Fig. 1.36). It is clear that every u-v path in S must have the
same sign as P:

Conversely, assume that S is a signed graph with the property that between any
two vertices of S the paths are either all positive or all negative. We prove that S
is balanced. We may assume that S is a connected graph. Otherwise, we can prove
the result for the components, and if .Vi ; V 0

i /; 1 � i �; !; are the partitions of the
vertex subsets of the (signed) components, then Œ[!

iD1; Vi ; [!
iD1V 0

i � is a partition of
V.S/ of the requisite type.

So we assume that S is connected. Let v be any vertex of S: Denote by V1 the
set of all vertices u of S that are connected to v by positive paths of S; and let
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Fig. 1.37 Path P with (a)
uw 2 P and (b) uw … P

V2 D V.S/nV1: Then no edge both of whose end vertices are in V1 can be negative.
Suppose, for instance, u 2 V1; w 2 V1; and edge uw is negative. Let P be any
v-w path in S: Since w 2 V1; P is a positive path. If uw 2 P; (Fig. 1.37a), then
P � .uw/ is a negative v-u path in S; contradicting the choice of u 2 V1: If uw … P;
(Fig. 1.37b), then P [ .wu/ is a negative v-u path in S; again a contradiction. For a
similar reason, no edge both of whose end vertices are in V2 can be negative, and no
edge with one end in V1 and the other end in V2 can be positive. Thus, .V1; V2/ is a
partition of V.S/ of the required type, which ensures that S is balanced. �

Exercise 11.1. Prove that a signed graph S is balanced if and only if every cycle of
S is positive.

Exercise 11.2. Let S be a social system in which every two individuals dislike each
other. Is S balanced?

Exercise 11.3. Let S be a signed tree. Is S balanced?

1.12 Miscellaneous Exercises

12.1. Show that the sequences (a) .7; 6; 5; 4; 3; 3; 2/ and (b) .6; 6; 5; 4; 3; 3; 1/
are not graphical.

12.2. Give an example of a degree sequence that is realizable as the degree
sequence by only a disconnected graph.

12.3. Show that for a simple bipartite graph,m � n2

4
:

12.4. If ı and � are respectively the minimum and maximum of the degrees of a
graph G; show that ı � 2m

n
� �:

12.5. For every n � 3; construct a 3-regular simple graph on 2n vertices
containing no triangles.

12.6. If a bipartite graph G.X; Y / is regular, show that jX j D jY j:
12.7. Show that in a simple graph, any closed walk of odd length contains a cycle.
12.8. Give an example of a disconnected simple graph having ! components, n

vertices, and .n�!/.n�!C1/
2

edges.
12.9. Prove or disprove: If H is a subgraph of G; then

(a) ı.H/ � ı.G/

(b) �.H/ � �.G/:

12.10. If m >
.n�1/.n�2/

2
; then show that G is connected.

12.11. If ı � 2; then show that G contains a cycle.
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12.12. If ı.G/ � 3k�1 for a graphG; prove thatG contains k edge-disjoint cycles.
12.13. If a simple graph has two pendant vertices, prove that Gc has at most two

pendant vertices. Give an example of a graph G for which both G and Gc

have exactly two pendant vertices.
12.14. Show that Aut.Cn/ is Dn; the dihedral group of order 2n:
12.15. Determine Aut.Kp;q/; p ¤ q:

12.16. Determine the order of the automorphism group of
(a) K4 � eI (b) Pn:

12.17. Show that the line graph of Kn is regular of degree 2n � 4: Draw the line
graph of K4:

12.18. Show that the line graph of Kp;q is regular of degree p C q � 2: Draw the
line graph of K2;3:

12.19. Show that a connected graph G is complete bipartite if and only if no
induced subgraph of G is a K3 or P4:

12.20. IfG is connected and diam(G) � 3;where diam(G) D maxfd.u; v/ W u; v 2
V.G/g; show that Gc is connected and diam(Gc) � 3:

12.21. Show that the complement of a simple connected graph G is connected if
and only if G has contains no spanning complete bipartite subgraph.

Notes

Graph theory, which had arisen out of puzzles solved for the sake of curiosity,
has now grown into a major discipline in mathematics with problems permeating
into almost all subjects—physics, chemistry, engineering, psychology, computer
science, and more! It is customary to assume that graph theory originated with
Leonhard Euler (1707–1783), who formulated the first few theorems in the subject.
The subject, which was lying almost dormant for more than 100 years after Euler’s
death, suddenly started exploding at the turn of the 20th century, and today it has
branched off in various directions—coloring problems, Ramsey theory, hypergraph
theory, Eulerian and Hamiltonian graphs, decomposition and factorization theory,
directed graphs, just to name a few. Some of the standard texts in graph theory are
Refs. [14,16,27,28,34,41,51,77,80,93,155,192]. A good account of enumeration
theory of graphs is given in Ref. [95]. Further, a comprehensive account of
applications of graph theory to chemistry is given in Refs. [176, 177].

Theorem 1.7.4* is due to H. Whitney [193], and the proof given in this chapter
is due to Jüng [118].



Chapter 2
Directed Graphs

2.1 Introduction

Directed graphs arise in a natural way in many applications of graph theory. The
street map of a city, an abstract representation of computer programs, and network
flows can be represented only by directed graphs rather than by graphs. Directed
graphs are also used in the study of sequential machines and system analysis in
control theory.

2.2 Basic Concepts

Definition 2.2.1. A directed graphD is an ordered triple .V .D/;A.D/; ID/;where
V.D/ is a nonempty set called the set of vertices of DI A.D/ is a set disjoint from
V.D/; called the set of arcs of DI and ID is an incidence map that associates with
each arc of D an ordered pair of vertices of D: If a is an arc of D; and ID.a/ D
.u; v/; u is called the tail of a; and v is the head of a: The arc a is said to join v with
u: u and v are called the ends of a: A directed graph is also called a digraph.

With each digraphD; we can associate a graphG (writtenG.D/ when reference
to D is needed) on the same vertex set as follows: Corresponding to each arc
of D; there is an edge of G with the same ends. This graph G is called the
underlying graph of the digraph D: Thus, every digraph D defines a unique
(up to isomorphism) graph G: Conversely, given any graph G; we can obtain a
digraph from G by specifying for each edge of G an order of its ends. Such a
specification is called an orientation of G:

Just as with graphs, digraphs have a diagrammatic representation. A digraph is
represented by a diagram of its underlying graph together with arrows on its edges,
the arrow pointing toward the head of the corresponding arc. A digraph and its
underlying graph are shown in Fig. 2.1.

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 2,
© Springer Science+Business Media New York 2012
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v1
v2

v6 v3

v4 v5

v1
v2

v4 v5

v3v6

D G (D)

Fig. 2.1 Digraph D and its underlying graph G.D/

Many of the concepts and terminology for graphs are also valid for digraphs.
However, there are many concepts of digraphs involving the notion of orientation
that apply only to digraphs.

Definition 2.2.2. If a D .u; v/ is an arc of D; a is said to be incident out of u
and incident into v: v is called an outneighbor of u; and u is called an inneighbor
of v: NC

D .u/ denotes the set of outneighbors of u in D: Similarly, N�
D .u/ denotes

the set of inneighbors of u in D: When no explicit reference to D is needed, we
denote these sets by NC.u/ and N�.u/; respectively. An arc a is incident with u if
it is either incident into or incident out of u: An arc having the same ends is called a
loop ofD: The number of arcs incident out of a vertex v is the outdegree of v and is
denoted by dC

D .v/ or dC.v/: The number of arcs incident into v is its indegree and
is denoted by d�

D.v/ or d�.v/:
For the digraph D of Fig. 2.2, we have dC.v1/ D 3; dC.v2/ D 3; dC.v3/ D 0;

dC.v4/ D 2; dC.v5/ D 0; dC.v6/ D 2; d�.v1/ D 2; d�.v2/ D 1; d�.v3/ D 4;

d�.v4/ D 1; d�.v5/ D 1; and d�.v6/ D 1: (The loop at v1 contributes 1 each to
dC.v1/ and d�.v1/:)

The degree dD.v/ of a vertex v of a digraphD is the degree of v in G.D/: Thus,
d.v/ D dC.v/ C d�.v/: As each arc of a digraph contributes 1 to the sum of the
outdegrees and 1 to the sum of indegrees, we have

X

v2V.D/
dC.v/ D

X

v2V.D/
d�.v/ D m.D/;

wherem.D/ is the number of arcs of D:
A vertex of D is isolated if its degree is 0I it is pendant if its degree is 1:

Thus, for a pendant vertex v; either dC.v/ D 1 and d�.v/ D 0; or dC.v/ D 0 and
d�.v/ D 1:

Definitions 2.2.3. 1. A digraph D0 is a subdigraph of a digraph D if V.D0/ �
V.D/; A.D0/ � A.D/; and ID0 is the restriction of ID to A.D0/:
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Fig. 2.2 A strong digraph (left) and a symmetric digraph (right)

2. A directed walk joining the vertex v0 to the vertex vk in D is an alternating
sequence W D v0a1v1a2v2 : : : akvk; 1 � i � k; with ai incident out of vi�1
and incident into vi : Directed trails, directed paths, directed cycles, and induced
subdigraphs are defined analogously as for graphs.

3. A vertex v is reachable from a vertex u ofD if there is a directed path inD from
u to v:

4. Two vertices of D are diconnected if each is reachable from the other in D:
Clearly, diconnection is an equivalence relation on the vertex set of D, and if
the equivalence classes are V1; V2; : : : ; V!; the subdigraphs of D induced by
V1; V2; : : : ; V! are called the dicomponents of D:

5. A digraph is diconnected (also called strongly-connected) if it has exactly one
dicomponent. A diconnected digraph is also called a strong digraph.

6. A digraph is strict if its underlying graph is simple. A digraph D is symmetric
if, whenever .u; v/ is an arc of D; then .v; u/ is also an arc of D (see Fig. 2.2).

Exercise 2.1. How many orientations does a simple graph ofm edges have?

Exercise 2.2. Let D be a digraph with no directed cycle. Prove that there exists a
vertex whose indegree is 0:Deduce that there is an ordering v1; v2; : : : ; vn of V such
that, for 2 � i � n; every arc of D with terminal vertex vi has its initial vertex in
fv1; v2; : : : ; vi�1g:

2.3 Tournaments

A digraph D is a tournament if its underlying graph is a complete graph. Thus, in
a tournament, for every pair of distinct vertices u and v; either .u; v/ or .v; u/; but
not both, is an arc of D: Figures 2.3a, b display all tournaments on three and four
vertices, respectively.

The word ”tournament” derives its name from the usual round-robin tournament.
Suppose there are n players in a tournament and that every player is to play against
every other player. The results of such a tournament can be represented by a
tournament on n vertices, where the vertices represent the n players and an arc
.u; v/ represents the victory of player u over player v:

Suppose the players of a tournament have to be ranked. The corresponding
digraph T; a tournament, could be used for such a ranking. The ranking of the
vertices of T is as follows: One way of doing it is by looking at the sequence of
outdegrees of T: This is because dC

T .v/ stands for the number of players defeated by
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a

b

Fig. 2.3 Tournaments on (a) three and (b) four vertices

the player v: Another way of doing it is by finding a directed Hamilton path, that is,
a spanning directed path in T: One could rank the players as per the sequence of this
path so that each player defeats his or her successor. We now prove the existence of
a directed Hamilton path in any tournament.

Theorem 2.3.1 (RKedei [165]). Every tournament contains a directed Hamilton
path.

Proof. (By induction on the number of vertices n of the tournament.) The result can
be directly verified for all tournaments having two or three vertices. Hence, suppose
that the result is true for all tournaments on n � 3 vertices. Let T be a tournament on
nC 1 vertices v1; v2; : : : ; vnC1: Now, delete vnC1 from T: The resulting subdigraph
T 0 of T is a tournament on n vertices and hence by the induction hypothesis contains
a directed Hamilton path. Assume that the Hamilton path is v1v2 : : : vn, relabeling
the vertices, if necessary.

If the arc joining v1 and vnC1 has vnC1 as its tail, then vnC1v1v2 : : : vn is a directed
Hamilton path in T and the result stands proved (see Fig. 2.4a).

If the arc joining vn and vnC1 is directed from vn to vnC1; then v1v2 : : : vnvnC1 is
a directed Hamilton path in T (see Fig. 2.4b).

Now suppose that none of (vnC1; v1/ and .vn; vnC1/ is an arc of T: Hence,
.v1; vnC1/ and .vnC1; vn/ are arcs of T—the first arc incident into vnC1 and the
second arc incident out of vnC1: Thus, as we pass on from v1 to vn, we encounter
a reversal of the orientation of edges incident with vnC1: Let vi ; 2 � i � n; be
the first vertex where this reversal takes place, so that .vi�1; vnC1/ and .vnC1; vi / are
arcs of T: Then v1v2 : : : vi�1vnC1viviC1 : : : vn is a directed Hamilton path of T (see
Fig. 2.4c). �

Theorem 2.3.2 (Moon [141, 143]). Every vertex of a diconnected tournament T
on n vertices with n � 3 is contained in a directed k-cycle, 3 � k � n: (T is then
said to be vertex-pancyclic.)

Proof. Let T be a diconnected tournament with n � 3 and u; a vertex of T: Let
S D NC.u/; the set of all outneighbors of u in T; and S 0 D N�.u/; the set of all
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v1 v2 vnvn−1

vn+1
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Fig. 2.4 Digraphs for proof of Theorem 2.3.1
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Fig. 2.5 Digraphs for proof of Theorem 2.3.2

inneighbors of u in T: As T is diconnected, none of S and S 0 is empty. If ŒS; S 0�
denotes the set of all arcs of T having their tails in S and heads in S 0; then ŒS; S 0�
is also nonempty for the same reason. If .v;w/ is an arc of ŒS; S 0�; then .u; v;w; u/
is a directed 3-cycle in T containing u: (see Fig. 2.5a.)

Suppose that u belongs to directed cycles of T of all lengths k; 3 � k � p;where
p < n: We shall prove that there is a directed .p C 1/-cycle of T containing u:

Let C W .v0; v1; : : : ; vp�1; v0/ be a directed p-cycle containing u;where vp�1Du:
Suppose that v is a vertex of T not belonging to C such that for some i and j;
0 � i; j � p�1; i ¤ j; there exist arcs .vi ; v/ and .v; vj / of T (see Fig. 2.5b). Then
there must exist arcs .vr ; v/ and .v; vrC1/ of A.T /; i � r � j � 1 (suffixes taken
modulo p), and hence .v0; v1; : : : ; vr ; v; vrC1; : : : ; vp�1; v0/ is a directed .p C 1/-
cycle containing u (see Fig. 2.5b).
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If no such v exists, then for every vertex v of T not belonging to V.C /; either
.vi ; v/ 2 A.T / for every i; 0 � i � p � 1; or .v; vi / 2 A.T / for every i; 0 � i �
p � 1: Let S D fv 2 V.T / n V.C / W .vi ; v/ 2 A.T / for each i; 0 � i � p � 1g
and S 0 D fw 2 V.T / n V.C / W .w; vi / 2 A.T / for each i; 0 � i � p � 1g: The
diconnectedness of T implies that none of S; S 0; and ŒS; S 0� is empty. Let .v;w/ be
an arc of ŒS; S 0�: Then .v0; v;w; v2; : : : ; vp�1; v0/ is a directed .p C 1/-cycle of T
containing vp�1 D u (see Fig. 2.5c). �

Remark 2.3.3. Theorem 2.3.2 shows, in particular, that every diconnected tourna-
ment is Hamiltonian; that is, it contains a directed spanning cycle.

Exercise 3.1. Show that every tournament T is diconnected or can be made into
one by the reorientation of just one arc of T:

Exercise 3.2. Show that a tournament is diconnected if and only if it has a spanning
directed cycle.

Exercise 3.3. Show that every tournament of order n has at most one vertex v with
dC.v/ D n � 1:
Exercise 3.4. Show that for each positive integer n � 3; there exists a non-
Hamiltonian tournament of order n (that is, a tournament not containing a spanning
directed cycle).

Exercise 3.5. Show that if a tournament contains a directed cycle, then it contains
a directed cycle of length 3:

Exercise 3.6. Show that every tournament T contains a vertex v such that every
other vertex of T is reachable from v by a directed path of length at most 2:

2.4 k-Partite Tournaments

Definition 2.4.1. A k-partite graph, k � 2; is a graph G in which V.G/ is
partitioned into k nonempty subsets V1; V2; : : : ; Vk; such that the induced subgraphs
GŒV1�; GŒV2�; : : : ; GŒVk� are all totally disconnected. It is said to be complete if,
for i ¤ j; each vertex of Vi is adjacent to every vertex of Vj ; 1 � i; j � k:

A k-partite tournament is an oriented complete k-partite graph (see Fig. 2.6). The
subsets V1; V2; : : : ; Vk are often referred to as the partite sets of G:

The next three theorems are based on Goddard et al. [74]. We now give a
characterization of a k-partite tournament containing a 3-cycle.

Theorem 2.4.2. Let T be a k-partite tournament, k � 3: Then T contains a
directed 3-cycle if and only if there exists a directed cycle in T that contains vertices
from at least three partite sets.

Proof. Suppose that T contains a directed 3-cycle C: Then the three vertices of C
must belong to three distinct partite sets of T:
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Fig. 2.7 Digraphs for proof
of Theorem 2.4.2

Conversely, suppose that T contains a directed cycle C that in turn contains
vertices from at least three partite sets. Assume that C has the least possible length.
Then there exist three consecutive vertices x; y; z onC that belong to distinct partite
sets of T; say X; Y; Z; respectively. We claim that C is a directed 3-cycle.

As x and z are in different partite sets of the k-partite tournament T; either
.z; x/ 2 A.T /; the arc set of T; or .x; z/ 2 A.T /: If .z; x/ 2 A.T /; then .x; y; z; x/
is a directed 3-cycle containing vertices from three partite sets of T: If .x; z/ 2 A.T /;
then consider C 0 D .C � y/C .x; z/: C 0 is a directed cycle of length one less than
that of C: So by assumption on C; C 0 contains vertices from only two partite sets,
namely, X and Z: Let u be the vertex of C immediately following z on C 0: Then
u 2 X: If .u; y/ 2 A.T /; then C 00

1 D .y; z; u; y/ is a directed 3-cycle containing
vertices from three partite sets of T: Hence, assume that .u; y/ … A.T /; and so
.y; u/ 2 A.T / (see Fig. 2.7a, b). Now consider C 00

2 D .C � z/ C .y; u/: C 00
2 is a
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x w
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Fig. 2.8 Diconnected
3-partite tournament T

directed cycle that is shorter than C and contains at least one vertex other than x; y;
and u: The successor of u in C 00

2 belongs to Z; and thus C 00
2 contains vertices from

three partite sets of T: This is a contradiction to the choice of C: Thus, .y; u/ does
not belong to A.T /; a contradiction. This proves the result. �

Theorem 2.4.3. Let T be a k-partite tournament, k � 3: Then every vertex u
belonging to a directed cycle in T must belong to either a directed 3-cycle or a
directed 4-cycle.

Proof. Let C be a shortest directed cycle in T that contains u: Suppose that C is
not a directed 3-cycle. We shall prove that u is a vertex of a directed 4-cycle. Let u;
x; y; and z be four consecutive vertices of C: If .u; y/ 2 A.T /; then C 0 D .C �
x/C .u; y/ is a directed cycle in T containing u and having a length shorter than C:
This contradicts the choice of C: Hence .u; y/ … A.T /: Also, if .y; u/ 2 A.T /;

then .u; x; y; u/ is a directed 3-cycle containing u: This contradicts our assumption
on C: Hence, .y; u/ … A.T /: Consequently, y and u belong to the same partite set
of T: This means that u and z must belong to distinct partite sets of T: If .u; z/ 2
A.T /; then C 00 D .C � fx; yg/C .u; z/ is a directed cycle containing u and having
length shorter than that of C: Hence .u; z/ … A.T /: Therefore, .z; u/ 2 A.T / and
.u; x; y; z; u/ is a directed 4-cycle containing u: �
Remark 2.4.4. Theorem 2.3.2 states that every vertex of a diconnected tournament
lies on a k-cycle for every k; 3 � k � n: However, this property is not
true for a diconnected k-partite tournament. The tournament T of Fig. 2.8 is a
counterexample. T is a 3-partite tournament with fx;wg; fug; and fvg as partite
sets, .uwvxu/ is a spanning directed cycle in T; and hence T is strongly connected,
but x is not a vertex of any directed 3-cycle.

Definition 2.4.5. The score of a vertex v in a tournament T is its outdegree. (This
corresponds to the number of players who are beaten by player v:) If v1; v2; : : : ; vn
are the vertices of T and S.vi / is the score of vi in T; then .S.v1/; S.v2/; : : : ; S.vn//
is the score vector of T . An ordered triple .u; v;w/ of vertices of T is a transitive
triple of T if .u; v/ 2 A.T / and .v;w/ 2 A.T /; then .u;w/ 2 A.T /:
Remarks 2.4.6. 1. If v is any vertex of a tournament T and u; w are two outneigh-

bors of v; then fu; v;wg determines a unique transitive triple in T: Such a transitive
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T1

T2

Fig. 2.9 Three-partite
tournaments with eight
directed 3-cycles .T1/ and
five directed 3-cycles .T2/:
Both T1 and T2 have the same
score vector

triple is said to be defined by the vertex v: Clearly, any transitive triple of T is
defined by some vertex of T: Further, the number of transitive triples defined by
v is

�
S.v/
2

�
:

2. The number of directed 3-cycles in a tournament T of order n is obtained by
subtracting the total number of transitive triples of vertices of T from the total
number of triples of vertices of T: Thus, the total number of directed 3-cycles in
T is equal to

�
n
3

� �P
v2V.T /

�
S.v/
2

� D n.n�1/.n�2/
6

� 1
2

P
v2V.T / S.v/.S.v/� 1/:

Thus, the score vector of a tournament T determines the number of directed
3-cycles in T: But in a general k-partite tournament, the score vector need not
determine the number of directed 3-cycles. Consider the two 3-partite tournaments
T1 and T2 of Fig. 2.9. Both have the same score vector .2; 2; 2; 2; 2; 2/: But T1 has
eight directed 3-cycles, whereas T2 has only five directed 3-cycles.

Theorem 2.4.7 gives a formula for the number of directed 3-cycles in a k-partite
tournament.

Theorem 2.4.7. Let T be a k-partite tournament, k � 3; having partite sets
V0; V1; : : : ; Vk�1: Then the number of directed 3-cycles in T is given by
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X

0�i<j<`�k�1
jVi j jVj j jV`j �

X

v2V.T /

X

i<j

Oi .v/Oj .v/;

where Oi.v/ denotes the number of outneighbors of v in Vi :

Proof. Let S denote the set of triples of vertices of T such that the three vertices of
the triple belong to three different partite sets, and let N D jS j: Then

N D
X

0�i<j<`�k�1
jVi j jVj j jV`j:

Any orientation of a triangle gives a directed 3-cycle or a transitive triple. Hence
the number of directed 3-cycles in T D N � N1; where N1 is the number of
transitive triples in T: Also, a triple of vertices of T is transitive if and only
if there exists a vertex of the triple having the other two vertices as outneighbors.
The number of such triples of T to which a vertex v can belong and for which
the other two vertices are outneighbors of v is

P
i<j Oi .v/Oj .v/: Hence N1 DP

v2V.T /
P

i<j Oi .v/Oj .v/: Thus the number of directed 3-cycles in T is given by

N �N1 D
X

0�i<j<`�k�1
jVi j jVj j jV`j�

X

v2V.T /

X

i<j

Oi .v/Oj .v/: �

Remark 2.4.8. For k D 3; the results of Theorem 2.4.7 simplify as follows:

(i) The number of transitive triples in a 3-partite tournament equals

2X

iD0

X

v2Vi
OiC1.v/OiC2.v/;

where the suffixes are taken modulo 3:
(ii) The number of directed 3-cycles in a 3-partite tournament is given by

jV0j jV1j jV2j �
2X

iD0

X

v2Vi
OiC1.v/OiC2.v/;

where the suffixes are taken modulo 3:

Remark 2.4.9. Consider the two 3-partite tournaments of Fig. 2.10. T1 has
jV0jjV1jjV2j directed 3-cycles and has no transitive triples, whereas T2 contains
no directed 3-cycles but contains jV0jjV1jjV2j transitive triples.
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V1

V2

V0

T1

V1

V2

V0

T2

Fig. 2.10 Three-partite tournaments T1 (with directed 3-cycles and no transitive triples) and T2
(with transitive triples and no directed 3-cycles). Double arrows indicate that all arcs joining
corresponding partite sets have the same orientation

2.5 Exercises

5.1. If jVi j D ni ; 1 � i � k; find the number of edges in the complete multipartite
graph G.V1; V2; : : : ; Vk/: (See [27], p. 6.)

5.2. Show that if T is a strongly connected 3-partite tournament with partite sets V0;
V1; V2; then the maximum number of transitive triples in T is jV0jjV1jjV2j � 1

unless jV0j D jV1j D jV2j D 2; in which case T has at most jV0jjV1jjV2j �2 D
6 transitive triples.

5.3. Construct a strongly connected 3-partite tournament containing exactly six
transitive triples.

5.4. Give a definition of digraph isomorphism similar to that of graph isomorphism.
5.5. Give an example of two nonisomorphic tournaments on five vertices. Justify

your answer.
5.6. If u and v are distinct vertices of a tournament T such that both d.u; v/ and

d.v; u/ are defined [where d.u; v/ denotes the length of a shortest directed
.u; v/-path in T ], show that d.u; v/ ¤ d.v; u/:

5.7. (A tournamentT is called transitive if .a; b/ and .b; c/ are arcs of T; then .a; c/
is also an arc of T:) Prove that a transitive tournament contains a Hamilton
path with any preassigned orientation. [Hint: Use the fact that T has a vertex
of outdegree .n � 1/ and a vertex of outdegree zero.]

Notes

The earliest of the books on directed graphs is by Harary, Norman, and Cartwright
[97]. Topics on Tournaments by Moon [143] deals exclusively with tournaments.
Theorems 2.4.2, 2.4.3 and 2.4.7 are based on [74].



Chapter 3
Connectivity

3.1 Introduction

The connectivity of a graph is a “measure” of its connectedness. Some connected
graphs are connected rather “loosely” in the sense that the deletion of a vertex or
an edge from the graph destroys the connectedness of the graph. There are graphs
at the other extreme as well, such as the complete graphs Kn; n � 2; which remain
connected after the removal of any k vertices, 1 � k � n � 1:

Consider a communication network. Any such network can be represented by
a graph in which the vertices correspond to communication centers and the edges
represent communication channels. In the communication network of Fig. 3.1a, any
disruption in the communication center v will result in a communication breakdown,
whereas in the network of Fig. 3.1b, at least two communication centers have
to be disrupted to cause a breakdown. It is needless to stress the importance of
maintaining reliable communication networks at all times, especially during times
of war, and the reliability of a communication network has a direct bearing on its
connectivity.

In this chapter, we study the two graph parameters, namely, vertex connectivity
and edge connectivity. We also introduce the parameter cyclical edge connectivity.
We prove Menger’s theorem and several of its variations. In addition, the theorem
of Ford and Fulkerson on flows in networks is established.

3.2 Vertex Cuts and Edges Cuts

We now introduce the notions of vertex cuts, edge cuts, vertex connectivity, and
edge connectivity.

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 3,
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Definitions 3.2.1. 1. A subset V 0 of the vertex set V.G/ of a connected graphG is
a vertex cut of G if G � V 0 is disconnected; it is a k-vertex cut if jV 0j D k: V 0
is then called a separating set of vertices of G: A vertex v of G is a cut vertex of
G if fvg is a vertex cut of G:

2. Let G be a nontrivial connected graph with vertex set V.G/ and let S be a
nonempty subset of V.G/: For NS D V nS ¤ ;; let ŒS; NS� denote the set of
all edges of G that have one end vertex in S and the other in NS: A set of edges of
G of the form ŒS; NS� is called an edge cut of G: An edge e is a cut edge of G if
feg is an edge cut of G: An edge cut of cardinality k is called a k-edge cut of G:

Example 3.2.2. For the graph of Fig. 3.2, fv2g; and fv3; v4g are vertex cuts. The edge
subsets fv3v5; v4v5g; fv1v2g; and fv4v6g are all edge cuts. Of these, v2 is a cut vertex,
and v1v2 and v4v6 are both cut edges. For the edge cut fv3v5; v4v5g, we may take
S D fv5g so that NS D fv1; v2; v3; v4; v6g:

Remarks 3.2.3. 1. If uv is an edge of an edge cut E 0; then all the edges having u
and v as their ends also belong to E 0:

2. No loop can belong to an edge cut.

Exercise 2.1. If fx; yg is a 2-edge cut of a graphG; show that every cycle ofG that
contains x must also contain y:

Remarks 3.2.4. If G is connected and E 0 is a set of edges whose deletion results in
a disconnected graph, then E 0 contains an edge cut of G: It is clear that if e is a cut
edge of a connected graph G; then G � e has exactly two components.
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Remarks 3.2.5. Since the removal of a parallel edge of a connected graph does not
result in a disconnected graph, such an edge cannot be a cut edge of the graph. A
set of edges of a connected graphG whose deletion results in a disconnected graph
is called a separating set of edges. In particular, any edge cut of a connected graph
G is a separating set of edges of G:

We now characterize a cut vertex of G:

Theorem 3.2.6. A vertex v of a connected graph G with at least three vertices is a
cut vertex of G if and only if there exist vertices u and w of G distinct from v such
that v is in every u-w path in G:

Proof. If v is a cut vertex of G; then G � v is disconnected and has at least two
components, G1 and G2: Take u 2 V.G1/ and w 2 V.G2/: Then every u-w path in
G must contain v; as otherwise u and w would belong to the same component of
G � v:

Conversely, suppose that the condition of the theorem holds. Then the deletion
of v destroys every u-w path in G; and hence u and w lie in distinct components of
G � v: Therefore,G � v is disconnected and v is a cut vertex of G: �

Theorems 3.2.7 and 3.2.8 characterize a cut edge of a graph.

Theorem 3.2.7. An edge e D xy of a connected graph G is a cut edge of G if and
only if e belongs to no cycle of G:

Proof. Let e be a cut edge of G and let ŒS; NS� D feg be the partition of V defined
by G � e so that one of x and y belongs to S; and the other to NS; say, x 2 S and
y 2 NS: If e belongs to a cycle ofG; then ŒS; NS�must contain at least one more edge,
contradicting that feg D ŒS; NS�: Hence, e cannot belong to a cycle.

Conversely, assume that e is not a cut edge of G: Then G � e is connected, and
hence there exists an x-y pathP inG�e: ThenP [feg is a cycle inG containing e:

�

Theorem 3.2.8. An edge e D xy is a cut edge of a connected graph G if and only
if there exist vertices u and v such that e belongs to every u-v path in G:

Proof. Let e D xy be a cut edge ofG: ThenG�e has two components, say,G1 and
G2. Let u 2 V.G1/ and v 2 V.G2/: Then, clearly, every u-v path in G contains e:

Conversely, suppose that there exist vertices u and v satisfying the condition of
the theorem. Then there exists no u-v path in G � e so that G � e is disconnected.
Hence, e is a cut edge of G. �

Remark 3.2.9. There exist graphs in which every edge is a cut edge. It follows from
Theorem 3.2.7 that if G is a simple connected graph with at least one edge and
without cycles, then every edge of G is a cut edge of G: A similar result is not true
for cut vertices. Our next result shows that not every vertex of a connected graph
(with at least two vertices) can be a cut vertex of G:

Theorem 3.2.10. A connected graph G with at least two vertices contains at least
two vertices that are not cut vertices.



52 3 Connectivity

u

v
w

Fig. 3.3 Graph for proof of
Theorem 3.2.10

v0v0

v1v1

v2

v2

v3

v3

a b

Fig. 3.4 Graph for proof of Proposition 3.2.11

Proof. First, suppose that n.G/ � 3: Let u and v be vertices of G such that d.u; v/
is maximum. Then neither u nor v is a cut vertex of G: For if u were a cut vertex
of G; G � u would be disconnected, having at least two components. The vertex v
belongs to one of these components. Let w be any vertex belonging to a component
of G � u not containing v: Then every v-w path in G must contain u (see Fig. 3.3).
Consequently, d.v;w/ > d.v; u/; contradicting the choice of u and v: Hence, u is
not a cut vertex of G: Similarly, v is not a cut vertex of G:

If n.G/ D 2; then K2 is a spanning subgraph of G; and so no vertex of G is a
cut vertex of G: This completes the proof of the theorem. �

Proposition 3.2.11. A simple cubic (i.e., 3-regular) connected graph G has a cut
vertex if and only if it has a cut edge.

Proof. LetG have a cut vertex v0: Let v1; v2; v3 be the vertices ofG that are adjacent
to v0 in G: Consider G � v0; which has either two or three components. If G � v0
has three components, no two of v1; v2; and v3 can belong to the same component of
G�v0: In this case, each of v0v1; v0v2; and v0v3 is a cut edge ofG: (See Fig. 3.4a.) In
the case whenG � v0 has only two components, one of the vertices, say v1; belongs
to one component of G � v0; and v2 and v3 belong to the other component. In this
case, v0v1 is a cut edge. (See Fig. 3.4b.)

Conversely, suppose that e D uv is a cut edge ofG: Then the deletion of u results
in the deletion of the edge uv: SinceG is cubic,G�u is disconnected. Accordingly,
u is a cut vertex of G: �

Exercise 2.2. Find the vertex cuts and edge cuts of the graph of Fig. 3.2.
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Exercise 2.3. Prove or disprove: Let G be a simple connected graph with
n.G/ � 3: Then G has a cut edge if and only if G has a cut vertex.

Exercise 2.4. Show that in a graph, the number of edges common to a cycle and an
edge cut is even.

3.3 Connectivity and Edge Connectivity

We now introduce two parameters of a graph that in a way measure the connected-
ness of the graph.

Definition 3.3.1. For a nontrivial connected graph G having a pair of nonadjacent
vertices, the minimum k for which there exists a k-vertex cut is called the vertex
connectivity or simply the connectivity of GI it is denoted by �.G/ or simply �
(kappa) when G is understood. If G is trivial or disconnected, �.G/ is taken to be
zero, whereas if G containsKn as a spanning subgraph, �.G/ is taken to be n � 1:

A set of vertices and/or edges of a connected graph G is said to disconnect G if
its deletion results in a disconnected graph.

When a connected graphG (on n � 3 vertices) does not containKn as a spanning
subgraph, � is the connectivity of G if there exists a set of � vertices of G whose
deletion results in a disconnected subgraph of G while no set of � � 1 (or fewer)
vertices has this property.

Exercise 3.1. Prove that a simple graph G with n vertices, n � 2; is complete if
and only if �.G/ D n � 1:
Definition 3.3.2. The edge connectivity of a connected graph G is the smallest k
for which there exists a k-edge cut (i.e., an edge cut having k edges). The edge
connectivity of a trivial or disconnected graph is taken to be 0: The edge connectivity
ofG is denoted by �.G/: If � is the edge connectivity of a connected graphG; there
exists a set of � edges whose deletion results in a disconnected graph, and no subset
of edges of G of size less than � has this property.

Exercise 3.2. Prove that the deletion of edges of a minimum-edge cut of a
connected graph G results in a disconnected graph with exactly two components.
(Note that a similar result is not true for a minimum vertex cut.)

Definition 3.3.3. A graph G is r-connected if �.G/ � r: Also, G is r-edge
connected if �.G/ � r:

An r-connected (respectively, r-edge-connected) graph is also `-connected
(respectively, `-edge connected) for each `; 0 � ` � r � 1:

For the graph G of Fig. 3.5, �.G/ D 1 and �.G/ D 2:

We now derive inequalities connecting �.G/; �.G/; and ı.G/:

Theorem 3.3.4. For any loopless connected graph G; �.G/ � �.G/ � ı.G/:
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Proof. We observe that � D 0 if and only if � D 0: Also, ı D 0 implies that � D 0

and � D 0: Hence we may assume that �; �; and ı are all at least 1: Let E be an
edge cut of G with � edges. Let u and v be the end vertices of an edge of E : For
each edge of E that does not have both u and v as end vertices, remove an end vertex
that is different from u and v: If there are t such edges, at most t vertices have been
removed. If the resulting graph, sayH; is disconnected, then � � t < �: Otherwise,
there will remain a subset of edges of E having u and v as end vertices, the removal
of which from H would disconnect G: Hence, in addition to the already removed
vertices, the removal of one of u and v will result in either a disconnected graph or
a trivial graph. In the process, a set of at most t C 1 vertices has been removed and
� � t C 1 � �:

Finally, it is clear that � � ı: In fact, if v is a vertex of G with dG.v/ D ı; then
the set Œfvg; V n fvg� of ı edges of G incident at v forms an edge cut of G: Thus,
� � ı: �

It is possible that the inequalities in Theorem 3.3.4 can be strict. See the graphG
of Fig. 3.6, for which � D 1; � D 2; and ı D 3:

Exercise 3.3. Prove or disprove: If H is a subgraph of G; then

(a) �.H/ � �.G/ and
(b) �.H/ � �.G/:

Exercise 3.4. Determine �.Kn/:

Exercise 3.5. Determine the connectivity and edge connectivity of the Petersen
graph P: (See graph P of Fig. 1.7. Note that P is a cubic graph.)

Theorem 3.3.5 gives a class of graphs for which � D �:

Theorem 3.3.5. The connectivity and edge connectivity of a simple cubic graph G
are equal.
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Fig. 3.7 Connected cubic graphs for proof of Theorem 3.3.5

Proof. We need only consider the case of a connected cubic graph. Again, since
� � � � ı D 3; we have only to consider the cases when � D 1; 2; or 3: Now,
Proposition 3.2.11 implies that for a simple cubic graph G; � D 1 if and only if
� D 1:

If � D 3; then by Theorem 3.3.4, 3 D � � � � ı D 3; and hence � D 3:

We shall now prove that � D 2 implies that � D 2:

Suppose � D 2 and fu; vg is a 2-vertex cut of G: The deletion of fu; vg results
in a disconnected subgraph G0 of G: Since each of u and v must be joined to each
component of G0; and since G is cubic, G0 can have at most three components.
If G0 has three components, G1; G2; and G3; and if ei and fi ; i D 1; 2; 3; join,
respectively, u and v with Gi ; then each pair fei ; fi g is an edge cut of G (see
Fig. 3.7a).

If G0 has only two components,G1 and G2; then each of u and v is joined to one
of G1 and G2 by a single edge, say, e and f; respectively, so that fe; f g is an edge
cut of G (see Fig. 3.7b–d).

Hence, in either case there exists an edge cut consisting of two edges. As such,
� � 2: But by Theorem 3.3.4, � � � D 2: Hence � D 2: Finally, the above
arguments show that if � D 3; then � D 3; and if � D 2; then � D 2: �
Exercise 3.6. Give examples of cubic graphs G1; G2; and G3 with �.G1/ D 1;

�.G2/ D 2; and �.G3/ D 3:
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Definition 3.3.6. A family of two or more paths in a graphG is said to be internally
disjoint if no vertex of G is an internal vertex of more than one path in the family.

We now state and prove Whitney’s characterization theorem of 2-connected
graphs.

Theorem 3.3.7 (Whitney [193]). A graph G with at least three vertices is
2-connected if and only if any two vertices of G are connected by at least two
internally disjoint paths.

Proof. Let G be 2-connected. Then G contains no cut vertex. Let u and v be two
distinct vertices of G: We now use induction on d.u; v/ to prove that u and v are
joined by two internally disjoint paths.

If d.u; v/ D 1; let e D uv: As G is 2-connected and n.G/ � 3; e cannot be a cut
edge of G; since if e were a cut edge, at least one of u and v must be a cut vertex.
By Theorem 3.2.7, e belongs to a cycle C in G: Then C � e is a u-v path in G;
internally disjoint from the path uv:

Now assume that any two vertices x and y ofG with d.x; y/ D k�1; k � 2; are
joined by two internally disjoint x-y paths inG: Let d.u; v/ D k: LetP be a u-v path
of length k and w be the vertex of G just preceding v on P: Then d.u;w/ D k � 1.
By an induction hypothesis, there are two internally disjoint u-w paths, say P1 and
P2; in G: As G has no cut vertex, G � w is connected and hence there exists a u-v
pathQ in G � w: Q is clearly a u-v path in G not containing w: Let x be the vertex
of Q such that the x-v section of Q contains only the vertex x in common with
P1 [ P2 (see Fig. 3.8).

We may suppose, without loss of generality, that x belongs to P1: Then the union
of the u-x section of P1 and x-v section of Q and P2 [ .wv/ are two internally
disjoint u-v paths in G: This gives the proof in one direction.

In the other direction, assume that any two distinct vertices of G are connected
by at least two internally disjoint paths. Then G is connected. Further, G cannot
contain a cut vertex, since if v were a cut vertex ofG; there must exist vertices u and
w such that every u-w path contains v (compare with Theorem 3.2.6), contradicting
the hypothesis. Hence, G is 2-connected. �
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Theorem 3.3.8. A graphG with at least three vertices is 2-connected if and only if
any two vertices of G lie on a common cycle.

Proof. Let u and v be any two vertices of a 2-connected graphG: By Theorem 3.3.7,
there exist two internally disjoint paths in G joining u and v: The union of these two
paths is a cycle containing u and v:

Conversely, if any two vertices u and v lie on a cycle C; then C is the union of
two internally disjoint u-v paths. Again, by Theorem 3.3.7, G is 2-connected. �

Remark 3.3.9. If G is 2-connected, if u and v are distinct vertices of G, and if P
is a u-v path in G; it is not in general true that there exists another u-v path Q in
G such that P and Q are internally disjoint. For example, in the 2-connected graph
of Fig. 3.9, if P is the u-w0 path uwvv0u0w0; there exists no u-w0 path Q in G that is
internally disjoint from P: However, there do exist two internally disjoint u-w0 paths
in G:

Exercise 3.7. (a) Show that a graphG with at least three vertices is 2-connected if
and only if any vertex and any edge of G lie on a common cycle of G:

(b) Show that a graph G with at least three vertices is 2-connected if and only if
any two edges of G lie on a common cycle.

Exercise 3.8. Prove that a graph is 2-connected if and only if for every pair of
disjoint connected subgraphsG1 andG2; there exist two internally disjoint paths P1
and P2 of G between G1 and G2:

Exercise 3.9. Edge form of Whitney’s theorem: Prove that a graph G with n � 3

is 2-edge connected if and only if any two distinct vertices of G are connected by
at least two edge-disjoint paths in G: [Hint: Imitate the proof of Theorem 3.3.7, or
pass on to L.G/:]

Exercise 3.10. (a) Disprove by a counterexample: If �.G/ D k; then �.L.G//Dk:
(b) Prove: �.G/ � �.L.G//: Give an example of a graph G for which �.G/ <

�.L.G//:

Theorem 3.3.10. In a 2-connected graph G; any two longest cycles have at least
two vertices in common.

Proof. Let C1 D u1u2 : : : uku1 and C2 D v1v2 : : : vkv1 be two longest cycles in G:
If C1 and C2 are disjoint, there exist (since G is 2-connected) two disjoint paths,
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say, P1 joining ui and vj and P2 joining u` and vp; connecting C1 and C2 such that
ui ¤ u` and vj ¤ vp (see Exercise 3.8). ui and u` divide C1 into two subpaths. Let
L1 be the longer of these subpaths. (If both subpaths are of equal length, we take
either one of them to be L1:) Let L2 be defined in a similar manner in C2: Then
L1 [ P1 [ L2 [ P2 is a cycle of length greater than that of C1 (or C2). Hence, C1
and C2 cannot be disjoint. (See Fig. 3.10.)

Suppose that C1 and C2 have exactly one vertex, say u1 D v1; in common. Since
G is 2-connected, u1 is not a cut vertex of G; and so there exists a path P with one
end vertex ui in C1 � u1 and the other end vertex vj in C2 � v1; which is internally
disjoint from C1 [ C2: Let P1 denote the longer of the two u1-ui sections of C1;
and Q1 denote the longer of the two v1-vj sections of C2: If the two sections of C1
or of C2 are of equal length, take any one of them. Then P1 [ P [ Q1 is a cycle
longer than C1 (or C2). But this is impossible. Thus, C1 and C2 must have at least
two vertices in common. �

Theorem 3.3.11 gives a simple characterization of 3-edge-connected graphs.

Theorem 3.3.11. A connected simple graph G is 3-edge connected if and only if
every edge of G is the (exact) intersection of the edge sets of two cycles of G:

Proof. Let G be 3-edge connected and let x D uv be an edge of G: Since G � x is
2-edge connected, there exist two edge-disjoint u-v paths P1 and P2 in G � x (see
Exercise 3.9). Now, P1 [ fxg and P2 [ fxg are two cycles of G; the intersection
of whose edge sets is precisely fxg (see Fig. 3.11).
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Conversely, suppose that for each edge x D uv there exist two cycles C and C 0
such that fxg D E.C / \ E.C 0/: G cannot have a cut edge since, by hypothesis,
each edge belongs to two cycles and no cut edge can belong to a cycle; nor can
G contain an edge cut consisting of two edges x and y; by Exercise 2.1. (Since
any cycle that contains x also contains y; the intersection of any two such cycles
must contain both x and y; a contradiction.) Hence, �.G/ � 3; and G is 3-edge
connected. �

3.4 Blocks

In this section, we focus on connected graphs without cut vertices.

Definition 3.4.1. A graph G is nonseparable if it is nontrivial and connected and
has no cut vertices. A block of a graph is a maximal nonseparable subgraph of G: If
G has no cut vertex, G itself is a block.

In Fig. 3.12, a graph G and its blocks B1; B2; B3; and B4 are indicated. B1; B3;
andB4 are the end blocks ofG (i.e., blocks having exactly one cut vertex ofG). The
following facts are worthy of observation.

Remarks 3.4.2. Let G be a connected graph with n � 3:

1. Each block of G with at least three vertices is a 2-connected subgraph of G:
2. Each edge of G belongs to one and only one of its blocks. Hence G is an edge-

disjoint union of its blocks.
3. Any two blocks of G have at most one vertex in common. (Such a common

vertex is a cut vertex of G:)
4. A vertex of G that is not a cut vertex belongs to exactly one of its blocks.
5. A vertex of G is a cut vertex of G if and only if it belongs to at least two blocks

of G:

Whitney’s theorem (Theorem 3.3.7) implies that a graph with at least three
vertices is a block if and only if any two vertices of the graph are connected by
at least two internally disjoint paths. Again by Theorem 3.3.8, we see that any two
vertices of a block with at least three vertices belong to a common cycle. Thus, a
block with at least three vertices contains a cycle.

Theorem 3.4.3 (Ear decomposition of a block). If C is any cycle of a simple
block G; then there exists a sequence of nonseparable subgraphs C D B0; B1; : : : ;

Br D G such that BiC1 is an edge-disjoint union of Bi and a path Pi ; where the
only vertices common to Bi and Pi are the end vertices of Pi ; 0 � i � r � 1:

Proof. Assume that we have already determined Bi (see Fig. 3.13). If Bi ¤ G;

there exists (as G is connected) an edge e D uv not belonging to Bi but with u in
Bi : If v also belongs to Bi ; take Pi D uv and BiC1 D Bi [ Pi : Otherwise, e D uv
is an edge of G having only one of its ends, namely u; in Bi : Let u0 be any other
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vertex of Bi : Then since G is 2-connected, e and u0 belong to a common cycle Ci
(see Exercise 3.7). Let ui be the first vertex of Bi after u in the u-u0 section C 0 of Ci
containing v; and let Pi be the u-ui section of C 0: Define BiC1 D Bi [ Pi : Then
BiC1 is nonseparable and the proof follows by induction on i: �
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G H

Fig. 3.14 Graphs G.�.G/ D �c.G/ D 2/ and H.�.H/ D 1; �c.H/ D 2/

3.5 Cyclical Edge Connectivity of a Graph

In this section we introduce the parameter “cyclical edge connectivity of a graph.”
Unlike connectivity and edge connectivity, cyclical edge connectivity is not defined
for all graphs.

Definition 3.5.1. LetG be a simple connected graph containing at least two disjoint
cycles. Then the cyclical edge connectivity of G is defined to be the minimum
number of edges of G whose deletion results in a graph having two components,
each containing a cycle. It is denoted by �c.G/:

It is clear that � � �c: The graphs G and H of Fig. 3.14 show that both � D �c
and � < �c can happen.

Exercise 5.1. Show that the cyclical edge connectivity of the Petersen graphP is 5:

3.6 Menger’s Theorem

In this section we prove different versions of the celebrated Menger’s theorem,
which generalizes Whitney’s theorem (Theorem 3.3.7). Menger’s theorem [140]
relates the connectivity of a graph G to the number of internally disjoint paths
between pairs of vertices ofG: The proofs given here make use of network analysis.
Hence we begin with the definition of a network.

Definition 3.6.1. A network N is a digraph D with two distinguished vertices s
and t; .s ¤ t/; and a nonnegative integer-valued function c defined on its arc set A:
s is called the source and t is called the sink of N: The source corresponds to the
supply center and the sink corresponds to a market. Vertices of N; other than s and
t; are called the intermediate vertices of N: The digraphD is called the underlying
digraph of N: The function c is called the capacity function of N and c.a/; for an
arc a; denotes the capacity of a:
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Example 3.6.2. A network N is diagrammatically represented by the underlying
digraphD; labeling each arc with its capacity. Figure 3.15 is a network with source
s and sink t; and three intermediate vertices. The numbers inside the brackets denote
the capacities of the respective arcs.

For a real-valued function f defined onA; andK � A;
P

a2K
f .a/will be denoted

by f .K/: If K is a set of arcs of D of the form ŒS; NS�; that is, the set of arcs with
heads in S and tails in NS; where S � V.D/; NS D V.D/ n S; then f C.S/ and
f �.S/ denote f .ŒS; NS�/ and f .Œ NS; S�/; respectively. If S D fvg; then f C.S/ and
f �.S/ are denoted by f C.v/ and f �.v/; respectively.

Definition 3.6.3. A flow in a networkN is an integer-valued function f defined on
A D A.N/ such that 0 � f .a/ � c.a/ for all a 2 A and f C.v/ D f �.v/ for all
the intermediate vertices v of N:

Remarks 3.6.4. 1. f C.v/ is the flow out of v and f �.v/ is the flow into v: The
condition f C.v/ D f �.v/ for each intermediate vertex v then signifies that there
is conservation of flow at every such vertex.

2. If a D .u; v/; we denote f .a/ by fuv: Every network N has at least one flow
since the function f defined by f .a/ D 0 for all a 2 A is a flow. It is called the
zero flow in N:

3. A less trivial example of a flow in the network of Fig. 3.15 is given by f; where
fsa D 4; fsd D 3; fbs D 2; fat D 2; fab D 3; fba D 1; fbd D 1; fdb D 3;

fbt D 2; fdt D 3; and ftd D 2:

4. If S is a subset of vertices in a networkN and f is a flow inN; f C.S/�f �.S/;
is called the resultant flow out of S and f �.S/� f C.S/; the resultant flow into
S; relative to f:
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5. The flow along any arc .u; v/ is both the outflow at u along .u; v/ and the inflow
at v along .u; v/: Hence,

P
v2V.N/ f C.v/�P

v2V.N/ f �.v/ D 0: This gives us

Œf C.s/� f �.s/�C
X

v2V.N /

v¤s;t

.f C.v/ � f �.v//C Œf C.t/ � f �.t/� D 0:

But f C.v/ D f �.v/ for each v 2 V.N /; v ¤ s; t: Hence,

f C.s/ � f �.s/ D f �.t/ � f C.t/:

Thus, relative to any flow f; the resultant flow out of s is equal to the resultant
flow into t: For a similar reason, if S is any subset of V.N / containing s but
not t; X

v2S
f C.v/�

X

v2S
f �.v/ D f C.s/� f �.s/: (3.1)

This common quantity is called the value of f and is denoted by val f: Thus,

val f D f C.s/ � f �.s/ D f �.t/ � f C.t/:

The value of the flow f of the network of Fig. 3.15 is 5:

Definition 3.6.5. 1. A flow f in N is a maximum flow if there is no flow f 0 in N
such that val f 0 > val f:

2. A cut K in N is a set of arcs of the form ŒS; NS; � where s 2 S and t 2 NS: Such
a cut is said to separate s and t: For example,K D f.a; t/; .b; t/; .d; t/g is a cut
in the network of Fig. 3.15, where S D fs; a; b; d g:

3. The capacity of a cut K is the sum of the capacities of its arcs. We denote
the capacity of K by cap K: Thus, cap K D P

a2K c.a/: For the network of
Fig. 3.15, cap K D 2C 2C 3 D 7:

Theorem 3.6.6 gives the relation between the value of a flow and the capacity of
a cut in a network.

Theorem 3.6.6. In any network N; the value of any flow f is less than or equal to
the capacity of any cut K:

Proof. Let ŒS; NS� be any cut with s 2 S and t 2 T: We have, by (3.1),

val f D f C.s/ � f �.s/

D
X

v2S
f C.v/ �

X

v2S
f �.v/

D
X

v2S; u2S;

.v;u/2A.D/

fvu C
X

v2S; u2 NS;

.v;u/2A.D/

fvu �
X

u2S; v2S;

.u;v/2A.D/

fuv �
X

u2 NS; v2S;

.u;v/2A.D/

fuv:
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But
X

v2S; u2S;

.v;u/2A.D/

fvu �
X

u2S; v2S;

.u;v/2A.D/

fuv D 0:

Hence

val f D
X

v2S; u2 NS;

.v;u/2A.D/

fvu �
X

u2 NS; v2S;

.u;v/2A.D/

fuv: (3.2)

Since
X

u2 NS; v2S;

.u;v/2A.D/

fuv � 0

(recall that f is a nonnegative integer-valued function), we get
val f � P

v2S; u2 NS;

.v;u/2A.D/
fvu � P

v2S; u2 NS;

.v;u/2A.D/
c.v; u/ D c.ŒS; NS�/: �

Note 3.6.7. Note that we have shown in (3.2) that val f is the flow out of S minus
the flow into S for any S 	 V with s 2 S and t 2 NS:

By Theorem 3.6.6, in any network N; the value of any flow f does not exceed
the capacity of any cut K: In particular, if f � is a maximum flow in N and K� is a
minimum cut, that is, a cut with minimum capacity, then val f � � cap K�:

Lemma 3.6.8. Let f be a flow and K a cut in a network N such that val f D
capK: Then f is a maximum flow andK is a minimum cut.

Proof. Let f � be a maximum flow and K� be a minimum cut in N: Then we have,
by Theorem 3.6.6, val f � val f � � capK� � capK: But by hypothesis, val f D
cap K: Hence, val f D val f � D cap K� D cap K: Thus, f is a maximum flow
andK is a minimum cut. �

Theorem 3.6.9 is the celebrated max-flow min-cut theorem due to Ford and
Fulkerson [65], which establishes the equality of the value of a maximum flow
and the minimum capacity of a cut separating s and t:

Theorem 3.6.9 (Ford and Fulkerson). In a given network N (with source s and
sink t), the maximum value of a flow is equal to the minimum value of the capacities
of all the cuts in N:

Proof. In view of Lemma 3.6.8, we need only prove that there exists a flow in N
whose value is equal to c.ŒS; NS�/ for some cut ŒS; NS� separating s and t in N: Let f
be a maximum flow inN with val f D w0:Define S 	 N recursively as follows:

(a) s 2 S; and
(b) If a vertex u 2 S and either fuv < c.u; v/ or fvu > 0; then include v in S:

Any vertex not belonging to S belongs to NS: We claim that t cannot belong to
S I indeed, if we suppose that t 2 S; then there exists a path P from s to t; say
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P W sv1v2 : : : vj vjC1 : : : vkt; with its vertices in S such that for any arc of P; either
fvj vjC1

< c.vj ; vjC1/ or fvjC1vj > 0: Call an arc joining vj and vjC1 of P a
forward arc if it is directed from vj to vjC1I otherwise, it is a backward arc.

Let ı1 be the minimum of all differences .c.vj ; vjC1/ � fvj vjC1
/ for forward

arcs, and let ı2 be the minimum of all flows in backward arcs of P: Both ı1 and ı2
are positive, by the definition of S: Let ı D minfı1; ı2g: Increase the flow in each
forward arc of P by ı and also decrease the flow in each backward arc of P by ı:
Keep the flows along the other arcs of N unaltered. Then there results a new flow
whose value is w0 C ı > w0; leading to a contradiction. [This is because among all
arcs incident at s; only in the initial arc of P; the flow value is increased by ı if it
is a forward arc or decreased by ı if it is a backward arc; see (5) of Remarks 3.6.4.]
This contradiction shows that t … S; and therefore t 2 NS: In other words, ŒS; NS�
is a cut separating s and t: If v 2 S and u 2 NS; we have, by the definition of S;
fvu D c.v; u/ if .v; u/ is an arc of N; and fuv D 0 if .u; v/ is an arc of N: Hence, as
in the proof of Theorem 3.6.6,

w0 D
X

u2S

v2 NS

fuv�
X

v2 NS
u2S

fvu D
X

u2S

v2 NS

fuv�0 D
X

u2S

v2 NS

c.u; v/ D c.ŒS; NS�/: �

We now use the max-flow min-cut theorem to prove a number of results due
to Menger. We shall first prove a result for a network in which each arc has unit
capacity.

Theorem 3.6.10. Let N be a network with source s and sink t: Let each arc of N
have unit capacity. Then,

(a) The value of a maximum flow in N is equal to the maximum number k of arc-
disjoint directed .s; t/-paths in N; and

(b) The capacity of a minimum cut in N is equal to the minimum number ` of arcs
whose deletion destroys all .s; t/-paths in N:

Proof. Let f � be a maximum flow in N; and let D� denote the digraph obtained
from D; the underlying digraph of N; by deleting all arcs whose flow is zero in
f �: Now, note that 0 < f �.a/ � c.a/ D 1 for all a 2 A.D�/; and therefore,
f �.a/ D 1 for all a 2 A.D�/: Hence,

(i) dC
D�.s/ � d�

D�.s/ D f �C

.s/ � f ��

.s/ D val f � D f ��

.t/ � f �C

.t/ D
d�
D�.t/ � dC

D�.t/ and
(ii) dC

D�.v/ D d�
D�.v/ for v 2 V.N / n fs; tg:

(i) and (ii) imply that there are val f � arc-disjoint directed .s; t/-paths in D� and
hence also in D: Thus, val f � � k: Now let P1; P2; : : : ; Pk be any system of k
arc-disjoint directed .s; t/-paths in N: Define a function f on A.N/ by

f .a/ D
8
<

:
1 if a is an arc of

kS

iD1
Pi ;

0 otherwise.
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Then f is a flow in N with value k: Since f � is a maximum flow, we have
val f � � k: Consequently, val f � D k; proving (a).

Let K� D ŒS; NS� be a minimum cut in N so that jK�j � ` by the definition of `:
Then, cap K� D jK�j � `:

Now let Z be a set of ` arcs whose deletion destroys all directed .s; t/-paths,
and let T denote the set of all vertices including s joined to s by a directed path in
N �Z: Then since s 2 T; and t 2 NT ; K D ŒT; NT � is a cut in N: By the definition of
T; N �Z can contain no arc of ŒT; NT �; and henceK � Z: Since K� is a minimum
cut, we conclude that cap K� � cap K D jKj � jZj D `: Thus, cap K� D `: �

We now state and prove the edge version of Menger’s theorem for directed graphs.

Theorem 3.6.11. Let x and y be two vertices of a digraph D: Then the maximum
number of arc-disjoint directed .x; y/-paths in D is equal to the minimum number
of arcs whose deletion destroys all directed .x; y/-paths in D:

Proof. Apply Theorem 3.6.9 to the two results of Theorem 3.6.10. �

Theorem 3.6.12 is the edge version of Menger’s theorem for undirected graphs.

Theorem 3.6.12. Let x and y be two vertices of a graph G: Then the maximum
number of edge-disjoint .x; y/-paths in G is equal to the minimum number of edges
of G whose deletion destroys all .x; y/-paths in G:

Proof. Construct a digraph D.G/ from G as follows: V.G/ is also the vertex set
of D.G/ and if u; v 2 V.G/; then .u; v/ 2 A.D.G// if and only if u and v are
adjacent inGI that is,D.G/ is obtained fromG by replacing each edge uv ofG by a
symmetric pair of arcs .u; v/ and .v; u/: By Theorem 3.6.11, the maximum number
of arc-disjoint directed .x; y/-paths in D.G/ is equal to the minimum number of
arcs whose deletion destroys all directed .x; y/-paths in D.G/: But each directed
.x; y/-path in D.G/ gives rise to a unique .x; y/-path in G; and conversely an
.x; y/-path in G yields a unique directed .x; y/-path in D.G/: Hence, the deletion
of a set of � edges in G destroys all .x; y/-paths in G if and only if the deletion of
the corresponding set of � arcs inD.G/ destroys all directed .x; y/-paths inD.G/:

�

Theorem 3.6.13 is the vertex version of Menger’s theorem for digraphs.

Theorem 3.6.13. Let x and y be two vertices of a digraph D such that .x; y/ …
A.D/: Then the maximum number of internally disjoint directed .x; y/-paths in D
is equal to the minimum number of vertices whose deletion destroys all directed
.x; y/-paths in D:

Proof. Construct a new digraphD0 fromD as follows:

(a) Split each vertex v 2 V n fx; yg into two new vertices, v0 and v00; and join them
by an arc .v0; v00/; and

(b) Replace

(i) Each arc .u; v/ of D where u … fx; yg and v … fx; yg by the arc .u00; v0/;
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u

u

u v

v

v

w x yw w

D D

x y

Fig. 3.16 Digraphs D and D0 for proof of Theorem 3.6.13

(ii) Each arc .x; v/ of D by .x; v0/ and .v; x/ by .v00; x/; and
(iii) Each arc .v; y/ ofD by .v00; y/ and .y; v/ by .y; v0/:

(See Fig. 3.16.)

Now, to each directed .x; y/-path inD0; there corresponds a directed .x; y/-path
in D obtained by contracting all arcs of the type .v0; v00/ [that is, delete the arc
.v0; v00/ and identify the vertices v0 and v00], and, conversely, to each directed .x; y/-
path in D; there corresponds a directed .x; y/-path in D0 obtained by splitting each
intermediate vertex of the path. Furthermore, two directed .x; y/-paths inD0 are arc-
disjoint if and only if the corresponding directed paths in D are internally disjoint.
Hence, the maximum number of arc-disjoint directed .x; y/-paths in D0 is equal to
the maximum number of internally disjoint directed .x; y/-paths in D:

Similarly, the minimum number of arcs inD0 whose deletion destroys all directed
.x; y/-paths in D0 is equal to the minimum number of vertices inD whose deletion
destroys all directed .x; y/-paths in D: To see this, let A0 be a minimum set of p
arcs of D0 whose deletion destroys all directed .x; y/-paths in D0; and let B 0 be a
minimum set of q vertices of D whose deletion destroys all directed .x; y/-paths
in D: We have to show that p D q: Any arc of A0 must contain either v0 or v00
corresponding to the vertex v ofD: Then the deletion of all vertices v corresponding
to such arcs of D0 separates x and y in D and hence q � p: Conversely, if v 2 B 0;
delete the corresponding arc .v0; v00/ in D0: Then the deletion of the q arcs .v0; v00/
(which correspond to the q vertices of B 0) from D0 destroys all directed .x; y/-
paths in D0; and therefore p � q: Thus, p D q: The result now follows from
Theorem 3.6.11. �

Theorem 3.6.14 is the vertex version of Menger’s theorem for undirected graphs.

Theorem 3.6.14. Let x and y be two nonadjacent vertices of a graph G: Then the
maximum number of internally disjoint .x; y/-paths in G is equal to the minimum
number of vertices whose deletion destroys all .x; y/-paths.

Proof. Define D.G/ as in Theorem 3.6.12 and apply Theorem 3.6.13. �

Let G be an undirected graph with n � k C 1 vertices. Suppose G satisfies the
condition .�/ W
.�/ Any two distinct vertices ofG are connected by k internally disjoint paths inG:
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u1

u2u3

u4

u5

u6

u7

u8

u9u10

G

Fig. 3.17 A 2-connected and 3-edge connected graph

Then Theorem 3.6.14 implies that to separate two nonadjacent vertices x and y of
G; at least k vertices are to be removed. Hence if .�/ holds, G is k-connected.

Conversely, if G is k-connected, to separate any pair of nonadjacent vertices x
and y ofG; at least k vertices are to be removed, and by Theorem 3.6.14, there are at
least k internally disjoint .x; y/-paths in G: However, if x and y are adjacent, then
sinceG�xy is .k�1/-connected, there are at least k internally disjoint .x; y/-paths,
including the edge xy: Thus, we have the following result of Whitney’s generalizing
Theorem 3.3.7.

Theorem 3.6.15 (Whitney). A graph G with n � k C 1 vertices is k-connected
if and only if any two vertices of G are connected by at least k internally disjoint
paths.

Example 3.6.16. The graph G of Fig. 3.17 is 2-connected and 3-edge connected.
The pair of vertices u5 and u10 are connected by the following two internally disjoint
paths:

u5u1u10 and u5u4u3u2u10

Moreover, they are connected by the following 3-edge-disjoint paths:

u5u1u10I u5u2u10I and u5u4u1u6u10:

Exercise 6.1. If u and v are vertices of a graph G such that any two u-v paths in G
have an internal common vertex, show that all the u-v paths in G have an internal
common vertex.

Exercise 6.2. Show that if G is k-connected, then G _ K1 is .k C 1/-connected.

Exercise 6.3. Let S be a subset of the vertex set of a k-connected graph G with
jS j D k: If v 2 V n S; show that there exist k internally disjoint paths from v to
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Fig. 3.18 A � -graph

the k vertices of S: [Remark: In particular, if C is a cycle of length at least k in a
k-connected graph G; and v 2 V.G/ n V.C /; then there are k internally disjoint
paths from v to C:]

The remark in Exercise 6.3 yields the following theorem of Dirac [55], which
generalizes Theorem 3.3.8.

Exercise 6.4. Dirac’s theorem [55]: If a graph is k-connected .k � 2/; then
any set of k vertices of G lie on a cycle of G: (Note: The cycle may contain
additional vertices besides these k vertices.) Hint: Use induction on k: If G is
.k C 1/-connected, and fv1; v2; : : : ; vk; vkC1g is any set of k C 1 vertices of G;
by the induction assumption, v1; v2; : : : ; vk all lie on a cycle C of G: If V.C / D
fv1; v2; : : : ; vkg; then the k disjoint paths from vkC1 to C must end in v1; v2; : : : ; vk:
Otherwise, V.C / ¥ fv1; v2; : : : ; vkg: Since G is .k C 1/-connected, by the
pigeonhole principle, the end vertices of two of the .k C 1/ disjoint paths from
vkC1 to C must belong to one of the k closed paths Œvi ; viC1�; 1 � i � k � 1

and Œvk; v1� on C: (Here Œvi ; viC1� and Œvk; v1� are those paths on C that contain no
other vj .)

Exercise 6.5. Show by means of an example that the converse of Dirac’s theorem
(Exercise 6.4) is false.

Exercise 6.6. Show that a k-connected simple graph on .k C 1/ vertices is KkC1:

Exercise 6.7. Dirac’s theorem [55]; see also [93]: Show that a graph G with at
least 2k vertices is k-connected if and only if for any two disjoint sets V1 and V2 of
k vertices each, there exist k disjoint paths from V1 to V2 in G:

Exercise 6.8. Show that a 2-connected non-Hamiltonian graph contains a �-
subgraph. (A �-graph is a graph of the form C [ P; where C is a cycle of length
at least 4 and P is a path of length at least 2 that joins two nonadjacent vertices of
C and is internally disjoint from C:) (See Fig. 3.18.)
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3.7 Exercises

7.1. Prove that there exists no simple connected cubic graph with fewer than 10
vertices containing a cut edge. (For a simple connected cubic graph having
exactly 10 vertices and having a cut edge, see Exercise 7.13)

7.2. Show that no vertex v of a simple graph can be a cut vertex of bothG andGc:

7.3. Show that a simple connected graph that is not a block contains at least two
end blocks.

7.4. Show that a connected k-regular bipartite graph is 2-connected.
7.5. Let b.v/ denote the number of blocks of a simple connected graphG to which

a vertex v belongs. Then prove that the number of blocks b.G/ of G is given
by b.G/ D 1CP

v2V.G/.b.v/� 1/:
(Hint: Use induction on the number of blocks of G:)

7.6. If c.B/ denotes the number of cut vertices of a simple connected graph G
belonging to the block B; prove that the number of cut vertices c.G/ of G is
given by c.G/ D 1CP

.c.B/� 1/; the summation being over the blocks of
G:

7.7. Show that a simple connected graph with at least three vertices is a path if
and only if it has exactly two vertices that are not cut vertices.

7.8. Prove that if a graph G is k-connected or k-edge connected, then m � nk
2
:

7.9. Construct a graph with � D 3; � D 4; and ı D 5:

7.10. For any three positive integers a; b; c; with a � b � c; construct a simple
graph with � D a; � D b; and ı D c:

7.11. Let G be a cubic graph with a 1-factor (i.e., a 1-regular spanning subgraph)
F of G: Prove that any cut edge of G belongs to F:

7.12. Let G be a k-connected graph and let S be a separating set of G2 such that
G2 � S has q components. Show that jS j � qk:

7.13. Find all the edge cuts of the above graph.
7.14. LetG be a 2-connected graph and let v1; v2 2 V.G/: Let n1 and n2 be positive

integers with n D n1Cn2: Show that there exists a partition of V into V1 [ V2
with jVi j D ni ; GŒVi � connected, and vi 2 Vi for each i D 1; 2: (Remark:
The generalization of this result to k-connected graphs is also true [55].)
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Notes

Chronologically, Menger’s theorem appeared first [140]. Then followed Whitney’s
generalizations [193] of Menger’s theorem. Our proof of Menger’s theorem is based
on the max-flow min-cut theorem of Ford and Fulkerson [65, 66].



Chapter 4
Trees

4.1 Introduction

“Trees” form an important class of graphs. Of late, their importance has grown
considerably in view of their wide applicability in theoretical computer science.

In this chapter, we present the basic structural properties of trees, their centers
and centroids. In addition, we present two interesting consequences of the Tutte–
Nash–Williams theorem on the existence of k pairwise edge-disjoint spanning trees
in a simple connected graph. We also present Cayley’s formula for the number
of spanning trees in the labeled complete graph Kn. As applications, we present
Kruskal’s algorithm and Prim’s algorithm, which determine a minimum-weight
spanning tree in a connected weighted graph and discuss Dijkstra’s algorithm, which
determines a minimum-weight shortest path between two specified vertices of a
connected weighted graph.

4.2 Definition, Characterization, and Simple Properties

Certain graphs derive their names from their diagrams. A “tree” is one such graph.
Formally, a connected graph without cycles is defined as a tree. A graph without
cycles is called an acyclic graph or a forest. So each component of a forest is a tree.
A forest may consist of just a single tree! Figure 4.1 displays two pairs of isomorphic
trees.

Remarks 4.2.1. 1. It follows from the definition that a forest (and hence a tree) is a
simple graph.

2. A subgraph of a tree is a forest and a connected subgraph of a tree T is a subtree
of T .

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 4,
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Fig. 4.1 Examples of
isomorphic trees

In a connected graph, any two distinct vertices are connected by at least one path.
Trees are precisely those simple connected graphs in which every pair of distinct
vertices is joined by a unique path.

Theorem 4.2.2. A simple graph is a tree if and only if any two distinct vertices are
connected by a unique path.

Proof. Let T be a tree. Suppose that two distinct vertices u and v are connected by
two distinct u-v paths. Then their union contains a cycle (cf. Exercise 5.9, Chap. 1)
in T , contradicting that T is a tree.

Conversely, suppose that any two vertices of a graphG are connected by a unique
path. ThenG is obviously connected. Also, G cannot contain a cycle, since any two
distinct vertices of a cycle are connected by two distinct paths. Hence G is a tree.�

A spanning subgraph of a graphG, which is also a tree, is called a spanning tree
of G. A connected graph G and two of its spanning trees T1 and T2 are shown in
Fig. 4.2.

The graphG of Fig. 4.2 shows that a graph may contain more than one spanning
tree; each of the trees T1 and T2 is a spanning tree of G.

A loop cannot be an edge of any spanning tree, since such a loop constitutes a
cycle (of length 1). On the other hand, a cut edge of G must be an edge of every
spanning tree of G. Theorem 4.2.3 shows that every connected graph contains a
spanning tree.

Theorem 4.2.3. Every connected graph contains a spanning tree.

Proof. Let G be a connected graph. Let C be the collection of all connected
spanning subgraphs of G. C is nonempty as G 2 C . Let T 2 C have the fewest
number of edges. Then T must be a spanning tree of G. If not, T would contain
a cycle of G, and the deletion of any edge of this cycle would give a (spanning)
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Fig. 4.2 Graph G and two of
its spanning trees T1 and T2

subgraph in C having one edge less than that of T . This contradicts the choice of T .
Hence, T has no cycles and is therefore a spanning tree of G. �

There is a nice relation between the number of vertices and the number of edges
of any tree.

Theorem 4.2.4. The number of edges in a tree on n vertices is n� 1. Conversely, a
connected graph on n vertices and n � 1 edges is a tree.

Proof. Let T be a tree. We use induction on n to prove thatm D n�1. When n D 1

or n D 2, the result is straightforward.
Now assume that the result is true for all trees on .n � 1/ or fewer vertices,

n � 3. Let T be a tree with n vertices. Let e D uv be an edge of T . Then uv is
the unique path in T joining u and v. Hence the deletion of e from T results in a
disconnected graph having two components T1 and T2. Being connected subgraphs
of a tree, T1 and T2 are themselves trees. As n.T1/ and n.T2/ are less than n.T /, by
an induction hypothesis, m.T1/ D n.T1/ � 1 and m.T2/ D n.T2/ � 1. Therefore,
m.T / D m.T1/Cm.T2/C 1 D n.T1/� 1Cn.T2/� 1C 1 D n.T1/Cn.T2/� 1 D
n.T / � 1. Hence, the result is true for T . By induction, the result follows in one
direction.
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Conversely, let G be a connected graph with n vertices and n � 1 edges. By
Theorem 4.2.3, there exists a spanning tree T of G. T has n vertices and being a
tree has .n � 1/ edges. Hence G D T , and G is a tree. �

Exercise 2.1. Give an example of a graph with n vertices and n � 1 edges that is
not a tree.

Theorem 4.2.5. A tree with at least two vertices contains at least two pendant
vertices (i.e., end vertices or vertices of degree 1).

Proof. Consider a longest pathP of a tree T . The end vertices ofP must be pendant
vertices of T ; otherwise, at least one of the end vertices of P has a second neighbor
in P , and this yields a cycle, a contradiction. �

Corollary 4.2.6. If ı.G/ � 2, G contains a cycle.

Proof. If G has no cycles, G is a forest and hence ı.G/ � 1 by Theorem 4.2.5. �

Exercise 2.2. Show that a simple graph with ! components is a forest if and only
if m D n � !.

Exercise 2.3. A vertex v of a tree T with at least three vertices is a cut vertex of T
if and only if v is not a pendant vertex.

Exercise 2.4. Prove that every tree is a bipartite graph.
Our next result is a characterization of trees.

Theorem 4.2.7. A connected graph G is a tree if and only if every edge of G is a
cut edge of G.

Proof. If G is a tree, there are no cycles in G. Hence, no edge of G can belong to
a cycle. By Theorem 3.2.7, each edge of G is a cut edge of G. Conversely, if every
edge of a connected graphG is a cut edge ofG, thenG cannot contain a cycle, since
no edge of a cycle is a cut edge of G. Hence, G is a tree. �

Theorem 4.2.8. A connected graphG with at least two vertices is a tree if and only
if its degree sequence .d1; d2; : : : ; dn/ satisfies the condition:

Pn
iD1 di D 2.n� 1/

with di > 0 for each i .

Proof. Let G be a tree. As G is connected and nontrivial, it can have no isolated
vertex. Hence every term of the degree sequence of G is positive. Further, by

Theorem 1.4.4,
nP

iD1
di D 2m D 2.n� 1/.

Conversely, assume that the condition
Pn

iD1 di D 2.n � 1/ holds. This implies
that m D n � 1 as

Pn
iD1 di D 2m. Now apply Theorem 4.2.4. �

Lemma 4.2.9. If u and v are nonadjacent vertices of a tree T , then T Cuv contains
a unique cycle.

Proof. If P is the unique u-v path in T , then P C uv is a cycle in T C uv. It is
unique, as the path P is unique in T . �
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Example 4.2.10. Prove that if m.G/ D n.G/ for a simple connected graph G, then
G is unicyclic, that is, a graph containing exactly one cycle.

Proof. By Theorem 4.2.3,G contains a spanning tree T . As T has n.G/� 1 edges,
E.G/nE.T / consists of a single edge e. Then G D T [ e is unicyclic. �

Exercise 2.5. If for a simple graph G, m.G/ � n.G/, prove that G contains a
cycle.

Exercise 2.6. Prove that every edge of a connected graph G that is not a loop is in
some spanning tree of G.

Exercise 2.7. Prove that the following statements are equivalent:

(i) G is connected and unicyclic (i.e., G has exactly one cycle).
(ii) G is connected and n D m.

(iii) For some edge e of G, G � e is a tree.
(iv) G is connected and the set of edges of G that are not cut edges forms a cycle.

Example 4.2.11. Prove that for a simple connected graphG, L.G/ is isomorphic to
G if and only if G is a cycle.

Proof. If G is a cycle, then clearly L.G/ is isomorphic to G. Conversely, let
G ' L.G/. Then n.G/ D n.L.G//, and m.G/ D m.L.G//. But since
n.L.G// D m.G/, we have m.G/ D n.G/. By Example 4.2.10, G is unicyclic.
Let C D v1v2 : : : vkv1 be the unique cycle in G. If G ¤ C , there must be an edge
e … E.C / incident with some vertex vi of C (as G is connected). Thus, there is
a star with at least three edges at vi . This star induces a clique of size at least 3 in
L.G/ (' G). This shows that there exists at least one more cycle in L.G/ distinct
from the cycle corresponding to C in G. This contradicts the fact that L.G/ ' G

(as G is unicyclic). �

4.3 Centers and Centroids

There are certain parameters attached to any connected graph. These are defined
below.

Definitions 4.3.1. Let G be a connected graph.

1. The diameter of G is defined as maxfd.u; v/ W u; v 2 V.G/g and is denoted by
diam.G/.

2. If v is a vertex of G, its eccentricity e.v/ is defined by e.v/ D maxfd.v; u/ W u 2
V.G/g.

3. The radius r.G/ of G is the minimum eccentricity of GI that is, r.G/ D
minfe.v/ W v 2 V.G/g. Note that diam.G/ D maxfe.v/ W v 2 V.G/g.

4. A vertex v of G is called a central vertex if e.v/ D r.G/. The set of central
vertices of G is called the center of G.
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Fig. 4.3 Eccentricities of vertices for graphs G and T

Example 4.3.2. Figure 4.3 displays two graphs T and G with the eccentricities of
their vertices. We find that r.T / D 4 and diam.T / D 7. Each of u and v is a central
vertex of T . Also, r.G/ D 3 and diam.G/ D 4. Further,G has five central vertices.

Remark 4.3.3. It is obvious that r.G/ � diam.G/. For a complete graph, r.G/ D
diam.G/ D 1. For a complete bipartite graph G.X; Y / with jX j � 2 and jY j � 2,
r.G/ D diam.G/ D 2. For the graphs of Fig. 4.3, r.G/ < diam.G/. The terms
”radius” and ”diameter” tempt one to expect that diam.G/ D 2r.G/. But this need
not be the case as the complete graphs and the graphs of Fig. 4.3 show. In a tree,
for any vertex u, d.u; v/ is maximum only when v is a pendant vertex. We use this
observation in the proof of Theorem 4.3.4.

Theorem 4.3.4 (Jordan [117]). Every tree has a center consisting of either a
single vertex or two adjacent vertices.

Proof. The result is obvious for the trees K1 and K2. The vertices of K1 and K2

are central vertices. Now let T be a tree with n.T / � 3. Then T has at least two
pendant vertices (cf. Theorem 4.2.5). Clearly, the pendant vertices of T cannot be
central vertices. Delete all the pendant vertices from T . This results in a subtree T 0
of T . As any maximum-distance path in T from any vertex of T 0 ends at a pendant
vertex of T , the eccentricity of each vertex of T 0 is one less than the eccentricity
of the same vertex in T . Hence the vertices of minimum eccentricity of T 0 are the
same as those of T . In other words, T and T 0 have the same center. Now, if T 00 is
the tree obtained from T 0 by deleting all the pendant vertices of T 0, then T 00 and
T 0 have the same center. Hence the centers of T 00 and T are the same. Repeat the
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Fig. 4.4 Determining the center of tree T

process of deleting the pendant vertices in the successive subtrees of T until there
results a K1 or K2. This will always be the case as T is finite. Hence the center of
T is either a single vertex or a pair of adjacent vertices. �

The process of determining the center described above is illustrated in Fig. 4.4
for the tree T of Fig. 4.3. We observe that the center of T consists of the pair of
adjacent vertices v2 and v3.

Exercise 3.1. Construct a tree with 85 vertices that has � D 5 and the center
consisting of a single vertex.

Exercise 3.2. Show that an automorphism of a tree on an odd number (� 3) of
vertices has a fixed vertex; that is, for any automorphism f of a tree T with n D
2k C 1 (k � 1) vertices, there exists a vertex v of T with f .v/ D v. (Hint: Use the
fact that f permutes the end vertices of T .)
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Exercise 3.3. Show that the distinct eccentricities of the vertices of a (connected)
graphG form a set of consecutive integers starting from the radius ofG and ending
in the diameter of G.

Definitions 4.3.5. 1. A branch at a vertex u of a tree T is a maximal subtree
containing u as an end vertex. Hence the number of branches at u is d.u/.

For instance, in Fig. 4.5, there are three branches of the tree at u.
2. The weight of a vertex u of T is the maximum number of edges in any branch

at u.
3. A vertex v is a centroid vertex of T if v has minimum weight. The set of all

centroid vertices is called the centroid of T .
In Fig. 4.6 the numbers in the parentheses indicate the weights of the corre-

sponding vertices. It is clear that all the end vertices of T have the same weight,
namely,m.T /.

As in the case of centers, any tree has a centroid consisting of either two adjacent
vertices or a single vertex. But there is no relation between the center and centroid
of a tree either with regard to the number of vertices or with regard to their location.

Exercise 3.4. Give an example of

(i) A tree with just one central vertex that is also a centroidal vertex;
(ii) A tree with two central vertices, one of which is also a centroidal vertex;

(iii) A tree with two centroidal vertices, one of which is also a central vertex;
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(iv) A tree with two central vertices, both of which are also centroidal vertices; and
(v) A tree with a disjoint center and centroid.

Exercise 3.5. Show that the radius of a tree T is equal to
ldiam.T /

2

m
.

Exercise 3.6. Show that in a tree, any path of maximum length contains the center
of the tree.

Exercise 3.7. Show that the center of a tree consists of two adjacent vertices if and
only if its diameter is even.

4.4 Counting the Number of Spanning Trees

Counting the number of spanning trees in a graph occurs as a natural problem in
many branches of science. Spanning trees were used by Kirchoff to generate a “cycle
basis” for the cycles in the graphs of electrical networks. In this section, we consider
the enumeration of spanning trees in graphs.

The number of spanning trees of a connected labeled graph G will be denoted
by 	.G/. If G is disconnected, we take 	.G/ D 0. There is a recursive formula
for 	.G/. Before we establish this formula, we shall define the concept of edge
contraction in graphs.

Definition 4.4.1. An edge e of a graph G is said to be contracted if it is deleted
from G and its ends are identified. The resulting graph is denoted by G ı e.

Edge contraction is illustrated in Fig. 4.7.
If e is not a loop of G, then n.G ı e/ D n.G/ � 1, m.G ı e/ D m.G/ � 1, and

!.G ı e/ D !.G/. For a loop e, n.G ı e/ D n.G/, m.G ı e/ D m.G/ � 1, and
!.G ı e/ D !.G/. Theorem 4.4.2 gives a recursive formula for 	.G/.

Theorem 4.4.2. If e is not a loop of a connected graph G, 	.G/ D 	.G � e/ C
	.G ı e/.

v1v2

v3v4

v1 = v4

e1

e2

e3 e4e5

e6

G G ◦ e1 G ◦ e5

v1
v2

v3

v2

v3v4

e1

e2

e3

e4

e7

e2

e5
e6

e7

e4

e6

e7

e3

Fig. 4.7 Edge contraction
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Proof. 	.G/ is the sum of the number of spanning trees of G containing e and the
number of spanning trees of G not containing e.

Since V.G � e/ D V.G/, every spanning tree of G � e is a spanning tree of
G not containing e, and conversely, any spanning tree of G for which e is not an
edge is also a spanning tree of G � e. Hence the number of spanning trees of G not
containing e is precisely the number of spanning trees ofG � e, that is, 	.G � e/. If
T is a spanning tree of G containing e, the contraction of e in both T and G results
in a spanning tree T ı e of G ı e.

Conversely, if T0 is a spanning tree of G ı e, there exists a unique spanning tree
T of G containing e such that T ı e D T0. Thus, the number of spanning trees of G
containing e is 	.G ı e/. Hence 	.G/ D 	.G � e/C 	.G ı e/. �

We illustrate below the use of Theorem 4.4.2 in calculating the number of
spanning trees. In this illustration, each graph within parentheses stands for the

number of its spanning trees. For example,
� �

�� stands for the number of spanning
trees of C4.

Example 4.4.3. Find 	.G/ for the following graph G:

G

Proof.

e +=

+= e
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+=

e

+

+= + 2

= 1 + 3 + 2(4)

[By enumeration,

= = and =

]

Hence 	.G/ D 12. �

We have seen in Sect. 3.2 that every connected graph has a spanning tree. When
will it have k edge-disjoint spanning trees? An answer to this interesting question
was given by both Tutte [181] and Nash-Williams [145] at just about the same time.

Theorem 4.4.4 (Tutte [181]; Nash-Williams [145]). A simple connected graph
G contains k pairwise edge-disjoint spanning trees if and only if for each partition
P of V.G/ into p parts, the number m.P/ of edges of G joining distinct parts is
at least k.p � 1/, 2 � p � jV.G/j.
Proof. We prove only the easier part of the theorem (necessity of the condition).
Suppose G has k pairwise edge-disjoint spanning trees. If T is one of them and if
P D fV1; : : : ; Vpg is a partition of V.G/ into p parts, then G must have at least
jPj � 1 edges of T . As this is true for each of the k pairwise edge-disjoint trees of
G, the number of edges joining distinct parts of P is at least k.p � 1/. �

For the proof of the converse part of the theorem, we refer the reader to the
references cited.

As a consequence of Theorem 4.4.4, we obtain immediately at least one family
of graphs that possesses the property stated in the theorem.
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Corollary 4.4.5. Every 2k-edge-connected .k � 1/ graph contains k pairwise
edge-disjoint spanning trees.

Proof. Let G be 2k-edge connected, and let P D fV1; : : : ; Vpg be a partition of V
into p subsets. By hypothesis on G, there are at least 2k edges from each part Vi to
V nVi D Sp

jD1

j¤i
Vj . The total number of such edges is at least kp (as each such edge

is counted twice). Hence,m.P/ � kp > k.p�1/. Theorem 4.4.4 now ensures that
there are at least k pairwise edge-disjoint spanning trees in G. �

Setting k D 2 in the above corollary, we get the result of Kundu.

Corollary 4.4.6 (Kundu [128]). Every 4-edge-connected graph contains two
edge-disjoint spanning trees.

Corollary 4.4.7. Every 3-edge-connected graphG has three spanning trees whose
intersection is a spanning totally disconnected subgraph of G.

Proof. Let G be a 3-edge-connected graph. Duplicate each edge of G by a
parallel edge. The resulting graph, say, G0, is 6-edge connected, and hence by
Corollary 4.4.5, G0 has three pairwise edge-disjoint spanning trees, say, T 0

1 , T
0
2 , and

T 0
3 . Hence E.T 0

1 \ T 0
2 \ T 0

3/ D �. Let Ti , 1 � i � 3, be the tree obtained from T 0
i

by replacing any parallel edge of G0 by its original edge in G. Then, clearly, T1, T2,
and T3 are three spanning trees of G with E.T1 \ T2 \ T3/ D � because neither an
edge of G nor its parallel edge can belong to all of T 0

1 , T
0
2 , and T 0

3 . �

4.5 Cayley’s Formula

Cayley was the first mathematician to obtain a formula for the number of spanning
trees of a labeled complete graph.

Theorem 4.5.1 (Cayley [33]). 	.Kn/ D nn�2; where Kn is a labeled complete
graph on n vertices, n � 2.

Before we prove Theorem 4.5.1, we establish two lemmas.

Lemma 4.5.2. Let .d1; : : : ; dn/ be a sequence of positive integers with
Pn

iD1 di D
2.n � 1/. Then there exists a tree T with vertex set fv1; : : : ; vng and d.vi / D di ,
1 � i � n.

Proof. It is easy to prove the result by induction on n. �

Lemma 4.5.3. Let fv1; : : : ; vng, n � 2 be given and let fd1; : : : ; dng be a sequence
of positive integers such that

Pn
iD1 di D 2.n � 1/. Then the number of trees with

fv1; : : : ; vng as the vertex set in which vi has degree di , 1 � i � n, is .n�2/Š
.d1�1/Š ::: .dn�1/Š .
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Proof. We prove the result by induction on n. For n D 2, 2.n � 1/ D 2, so that
d1 C d2 D 2. Since d1 � 1 and d2 � 1, d1 D d2 D 1. Hence K2 is the only tree in
which vi has degree di , i D 1; 2. So the result is true for n D 2. Now assume that
the result is true for all positive integers up to n � 1, n � 3. Let fd1; : : : ; dng be a
sequence of positive integers such that

Pn
iD1 di D 2.n � 1/, and let fv1; : : : ; vng

be any set. If di � 2 for every i , 1 � i � n, then
Pn

iD1 di � 2n. Hence, there
exists an i , 1 � i � n, for which di D 1. For the sake of definiteness, assume
that dn D 1. By Lemma 4.5.2, there exists a tree T with V.T / D fv1; : : : ; vng
and degree of vi D di . Let vj be the unique vertex of T adjacent to vn. Delete vn
from T . The resulting graph is a tree T 0 with fv1; : : : ; vn�1g as its vertex set and
.d1; : : : ; dj�1; dj � 1; djC1; : : : ; dn�1/ as its degree sequence.

In the opposite direction, given a tree T 0 with fv1; : : : ; vn�1g as its vertex set
and .d1; : : : ; dj�1; dj � 1; djC1; : : : ; dn�1/ as its degree sequence, a tree T with
vertex set fv1; : : : ; vng and degree sequence .d1; : : : ; dn/, dn D 1, can be obtained
by introducing a new vertex vn and taking T D T 0 C vj vn. Hence the number of
trees with vertex set fv1; : : : ; vng and degree sequence .d1; : : : ; dn/with dn D degree
of vn D 1 and vn adjacent to vj is the same as the number of trees with vertex set
fv1; : : : ; vn�1g and degree sequence .d1; : : : ; dj�1; dj � 1; djC1; : : : ; dn�1/. By the
induction hypothesis, the latter number is equal to

.n � 3/Š
.d1 � 1/Š : : : .dj�1 � 1/Š .dj � 2/Š .djC1 � 1/Š : : : .dn�1 � 1/Š

D .n � 3/Š.dj � 1/
.d1 � 1/Š : : : .dj�1 � 1/Š .dj � 1/Š .djC1 � 1/Š : : : .dn�1 � 1/Š

:

Summing over j , the number of trees with fv1; : : : ; vng as its vertex set and
.d1; : : : ; dn/ as its degree sequence is

n�1X

jD1

.n � 3/Š .dj � 1/

.d1 � 1/Š : : : .dn�1 � 1/Š

D .n � 3/Š

.d1 � 1/Š : : : .dn�1 � 1/Š

n�1X

jD1
.dj � 1/

D .n � 3/Š

.d1 � 1/Š : : : .dn�1 � 1/Š

2

4

0

@
n�1X

jD1
dj

1

A � .n � 1/
3

5

D .n � 3/Š

.d1 � 1/Š : : : .dn�1 � 1/Š
Œ.2n � 3/� .n � 1/�

D .n � 3/Š

.d1 � 1/Š : : : .dn�1 � 1/Š
.n � 2/
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D .n � 2/Š

.d1 � 1/Š : : : .dn�1 � 1/Š

D .n � 2/Š
.d1 � 1/Š : : : .dn � 1/Š

.recall that dn D 1/:

This completes the proof of Lemma 4.5.2. �

Proof of theorem 4.5.1. The total number of trees Tn with vertex set fv1; : : : ; vng
is obtained by summing over all possible sequences .d1; : : : ; dn/ with

Pn
iD1 di D

2n � 2. Hence,

	.Kn/ D
X

di�1

.n � 2/Š

.d1 � 1/Š : : : .dn � 1/Š
with

nX

iD1
di D 2n� 2

D
X

ki � 0

.n � 2/Š
k1Š : : : knŠ

with
nX

iD1
ki D n � 2; where ki D di � 1; 1 � i � n:

Putting x1 D x2 D 
 
 
 D xn D 1 and m D n � 2 in the multinomial expansion

.x1 C x2 C 
 
 
 C xn/
m D P

ki�0
x
k1
1 x

k2
2 : : : xknn

k1Š k2Š : : : knŠ
mŠ with .k1 C k2 C 
 
 
 C kn/ D m,

we get nn�2 D P

ki�0
.n � 2/Š

k1Š k2Š : : : knŠ
with .k1 C k2 C 
 
 
 C kn/ D n � 2. Thus,

	.Kn/ D nn�2. �

4.6 Helly Property

Definitions 4.6.1. A family fAi W i 2 I g of subsets of a set A is said to satisfy the
Helly property if, whenever J � I and Ai \ Aj ¤ � for every i; j 2 J , thenT
j2J Aj ¤ �.

Theorem 4.6.2. Any family of subtrees of a tree satisfies the Helly property.

Proof. Let F D fTi W i 2 I g be a family of subtrees of a tree T . Suppose that for
all i; j 2 J � I , Ti \ Tj ¤ �. We have to prove that

T
j2J Tj ¤ �. If for some

i 2 J , tree Ti is a single-vertex tree fvg (i.e., K1), then, clearly,
T
j2J Tj D fvg.

We therefore suppose that each tree Ti 2 F with i 2 J has at least two vertices.
We now apply induction on the number of vertices of T . Let the result be true for

all trees with at most n vertices, and let T be a tree with .nC 1/ vertices. Let v0 be
an end vertex of T , and u0 its unique neighbor in T . Let T 0

i D Ti � v0, i 2 J , and
T 0 D T � v0. (If v0 … Ti , we take T 0

i D Ti .) By the induction assumption, the result
is true for the tree T 0. Moreover, T 0

i \T 0
j ¤ � for any i; j 2 J . In fact, if Ti and Tj

have a vertex u (¤ v0) in common, then T 0
i and T 0

j also have u in common, whereas
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if Ti and Tj have v0 in common, then Ti and Tj have u0 also in common and so
do T 0

i and T 0
j . Hence, by the induction assumption,

T
j2J T 0

j ¤ �, and thereforeT
j2J Tj ¤ �. �

Exercise 6.1. In the cycle C5, give a family of five paths such that the intersection
of the vertex sets of any two of them is nonempty while the intersection of the vertex
sets of all of them is empty.

Exercise 6.2. Prove that a connected graph G is a tree if and only if every family
of paths in G satisfies the Helly property.

4.7 Applications

We conclude this chapter by presenting some immediate applications of trees in
everyday life problems.

4.7.1 The Connector Problem

Problems 1. Various cities in a country are to be linked via roads. Given the
various possibilities of connecting the cities and the costs involved, what is the
most economical way of laying roads so that in the resulting road network, any
two cities are connected by a chain of roads? Similar problems involve designing
railroad networks and water-line transports.

Problems 2. A layout for a housing settlement in a city is to be prepared. Various
locations of the settlement are to be linked by roads. Given the various possibilities
of linking the locations and their costs, what is the minimum-cost layout so that any
two locations are connected by a chain of roads?

Problems 3. A layout for the electrical wiring of a building is to be prepared. Given
the costs of the various possibilities, what is the minimum-cost layout?

These three problems are particular cases of a graph-theoretical problem known
as the connector problem.

Definition 4.7.1. LetG be a graph. To each edge e ofG, we associate a nonnegative
number w.e/ called its weight. The resulting graph is a weighted graph. If H is a
subgraph of G, the sum of the weights of the edges of H is called the weight of H .
In particular, the sum of the weights of the edges of a path is called the weight of the
path.

We shall now concentrate on Problem 1. Problems 2 and 3 can be dealt with
similarly. Let G be a graph constructed with the set of cities as its vertex set. An
edge of G corresponds to a road link between two cities. The cost of constructing a
road link is the weight of its corresponding edge. Then a minimum-weight spanning
tree of G provides the most economical layout for the road network.



88 4 Trees

We present two algorithms, Kruskal’s algorithm and Prim’s algorithm, for
determining a minimum-weight spanning tree in a connected weighted graph. We
can assume, without loss of generality, that the graph is simple because, since no
loop can be an edge of a spanning tree, we can discard all loops. Also, since we are
interested in determining a minimum-weight spanning tree, we can retain, from a
set of multiple edges having the same ends, an edge with the minimum weight, and
we can discard all the others.

First, we describe Kruskal’s algorithm [127].

4.7.2 Kruskal’s Algorithm

Let G be a simple connected weighted graph with edge set E D fe1; : : : ; emg. The
three steps of the algorithm are as follows:

Step 1 W Choose an edge e1 with its weight w.e1/ as small as possible.
Step 2 W If the edges e1; e2; : : : ; ei ; i � 1, have already been chosen, choose eiC1

from the set Enfe1; e2; : : : ; eig such that

(i) The subgraph induced by the edge set fe1; e2; : : : ; eiC1g is acyclic,
and

(ii) w.eiC1/ is as small as possible subject to (i).

Step 3 W Stop when step 2 cannot be implemented further.

We now show that Kruskal’s algorithm does indeed produce a minimum-weight
spanning tree.

Theorem 4.7.2. Any spanning tree produced by Kruskal’s algorithm is a minimum-
weight spanning tree.

Proof. Let G be a simple connected graph of order n with edge set E.G/ D
fe1; : : : ; emg. Let T � be a spanning tree produced by Kruskal’s algorithm and let
E.T �/ D fe1; : : : ; en�1g. For any spanning tree T of G, let f .T / be the least value
of i such that ei … E.T /. Suppose T � is not of minimum weight. Let T0 be any
minimum-weight spanning tree with f .T0/ as large as possible.

Suppose f .T0/ D k. This means that e1; : : : ; ek�1 are in both T0 and T �; but
ek … T0. Then T0 C ek contains a unique cycle C . Since not every edge of C can
be in T �, C must contain an edge e0

k not belonging to T �. Let T 0
0 D T0 C ek � e0

k .
Then T 0

0 is another spanning tree of G. Moreover,

w.T 0
0/ D w.T0/C w.ek/� w.e0

k/: (4.1)

Now, in Kruskal’s algorithm, ek was chosen as an edge with the smaller
weight such that GŒfe1; : : : ; ek�1; ekg� was acyclic. Since GŒfe1; : : : ; ek�1; e0

kg� is
a subgraph of the tree T0, it is also acyclic. Hence,

w.ek/ � w.e0
k/; (4.2)



4.7 Applications 89

Table 4.1 Mileage between Indian cities

Mumbai Hyderabad Nagpur Calcutta New Delhi Chennai

Mumbai (M )
Hyderabad (H ) 385
Nagpur (N ) 425 255
Calcutta (Ca) 1035 740 679
New Delhi (D) 708 773 531 816
Chennai (Ch) 644 329 860 1095

and therefore from (4.1) and (4.2),

w.T 0
0/ D w.T0/C w.ek/ � w.e0

k/

� w.T0/:

But T0 is of minimum weight. Hence, w.T 0
0/ D w.T0/, and so T 0

0 is also of minimum
weight. However, as fe1; : : : ; ekg 	 E.T 0

0/,

f .T 0
0/ > k D f .T0/;

contradicting the choice of T0. Thus, T � is a minimum-weight spanning tree of G.
�

When the graph is not weighted, we can give the weight 1 to each of its edges
and then apply the algorithm. The algorithm then gives an acyclic subgraph with as
many edges as possible, that is, a spanning tree of G.

Illustration The distances in miles between some of the Indian cities connected by
air are given in Table 4.1.

Determine a minimum-cost operational system so that every city is connected to
every other city. Assume that the cost of operation is directly proportional to the
distance.

Let G be a graph with the set of cities as its vertex set. An edge corresponds to a
pair of cities for which the ticketed mileage is indicated. The ticketed mileage is the
weight of the corresponding edge (see Fig. 4.8).

The required operation system demands a minimum-cost spanning tree ofG. We
shall apply Kruskal’s algorithm and determine such a system. The following is a
sequence of edges selected according to the algorithm.

HN; HCh; HM; ND; NCa:

The corresponding spanning tree is shown in bold lines, and its weight is 255C
329C 385C 531C 679 D 2; 179.

We next describe Prim’s algorithm [159].
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HN, HCh, HM, ND, NCa.

Ca

M H

Ch

N D

644
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Fig. 4.8 Graph of mileage between cities

4.7.3 Prim’s Algorithm

Let G be a simple connected weighted graph having n vertices. Let the vertices of
G be labeled as v1; v2; : : : ; vn. Let W D W.G/ D .wij / be the weight matrix of G.
That is, W is the n � n matrix with

(i) wi i D 1, for 1 � i � n,
(ii) wij D wj i D the weight of the edge .vi ; vj / if vi and vj are adjacent,

(iii) wij D wj i D 1 if vi and vj are nonadjacent.

The algorithm constructs a minimum-cost spanning tree.

Step 1: Start with v1. Connect v1 to vk , where vk is a nearest vertex to v1 (vk is
nearest to v1 if v1vk is an edge with minimum possible weight). The vertex
vk could be easily determined by observing the matrix W . Actually, vk is a
vertex corresponding to which the entry in row 1 of W is minimum.

Step 2: Having chosen vk , let vi ¤ v1 or vk be a vertex corresponding to the smallest
entry in rows 1 and k put together. Then vi is the vertex “nearest” the edge
subgraph defined by the edge v1vk . Connect vi to v1 or vk , according to
whether the entry is in the first row or kth row. Suppose it is, say, in the kth
row; then it is the .k; i/th entry of W .

Step 3: Consider the edge subgraph defined by the edge set fv1vk; vkvig. Determine
the nearest neighbor to the set of vertices fv1; vk; vig.

Step 4: Continue the process until all the n vertices have been connected by .n�1/
edges. This results in a minimum-cost spanning tree.

Proof of correctness: Let T be a tree obtained by applying Prim’s algorithm. We
want to show that T is a minimum-weight spanning tree (that is, an optimal tree)
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of G. We prove by induction on n D jV.G/j. Suppose e D v1v2 is an edge of least
weight incident at v1.

Claim. There exists a minimum-weight spanning tree of G that contains e. To see
this, consider an optimal tree T 0 of G. Suppose T 0 does not contain e. As T 0
contains the vertex v1; T 0 must contain some edge f of G incident at v1. By Prim’s
algorithm, w.e/ � w.e0/ for every edge e0 of G incident at v1 and consequently,
w.e/ � w.f /, where w denotes the weight function. Hence, the spanning tree
T 00 D T 0Ce�f ofG has the property that w.T 00/ D w.T 0/Cw.e/�w.f / � w.T 0/.

As T 0 is optimal, T 00 is also optimal. But T 00 contains e. This establishes our
claim.

Let G0 D G ı e, the contraction of G obtained by contracting the edge e.
Every spanning tree of G that contains e gives rise to a unique spanning tree of
G0. Conversely, every spanning tree of G0 gives rise to a unique spanning tree of G
containing e.

Let S denote the set of vertices of the tree Tp (with e 2 E.Tp/) grown by Prim’s
algorithm at the end of p steps, p � 2, and S 0 denote the set of vertices of T 0

p D
Tpıe. Then ŒS; V .G/nS� D ŒS 0; V .G0/nS 0�. Therefore, an edge of minimum weight
in ŒS; V .G/nS� is also an edge of minimum weight in ŒS 0; V .G0/nS 0�. As the final
tree T is a Prim tree of G, the final tree T ı e of G0 is a Prim tree of G0. But then
G0 has one vertex less than that of G and so T ı e is an optimal tree of G ı e.
Consequently, T is an optimal tree of G. �

Illustration Consider the weighted graph G shown in Fig. 4.8. The weight matrix
W of G is

W W

2

6
6
6
6
6
6
4

M H N Ca D Ch

M 1 385 425 1035 708 644

H 385 1 255 740 773 329

N 425 255 1 679 531 1
Ca 1035 740 679 1 816 860

D 708 773 531 816 1 1095

Ch 644 329 1 860 1095 1

3

7
7
7
7
7
7
5

In row M (i.e., in the row corresponding to the city M , namely, Mumbai), the
smallest weight is 385, which occurs in column H . Hence join M and H . Now,
after omitting columns M and H , 255 is the minimum weight in the rows M and
H put together. It occurs in row H and column N . Hence, join H and N . Now,
omitting columnsM ,H , andN , the smallest number in the rowsM ,H , andN put
together is 329, and it occurs in row H and column Ch, so join H and Ch. Again,
the smallest entry in rows M; H; N and Ch not belonging to the corresponding
columns is 531, and it occurs in row N and column D. So join N and D. Now,
the lowest entry in rows M; H; N; D and Ch not belonging to the corresponding
columns is 679, and it occurs in row N and column Ca. So join N and Ca. This
construction gives the same minimum-weight spanning tree of Fig. 4.8.
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Remark. In each iteration of Prim’s algorithm, a subtree of a minimum-weight
spanning tree is obtained, whereas in any step of Kruskal’s algorithm, just a
subgraph of a minimum-weight spanning tree is constructed.

4.7.4 Shortest-Path Problems

A manufacturing concern has a warehouse at location X and the market for the
product at another location Y . Given the various routes of transporting the product
from X to Y and the cost of operating them, what is the most economical way
of transporting the materials? This problem can be tackled using graph theory. All
such optimization problems come under a type of graph-theoretic problem known
as “shortest-path problems.” Three types of shortest-path problems are well known:

Let G be a connected weighted graph.

1. Determine a shortest path, that is, a minimum-weight path between two specified
vertices of G.

2. Determine a set of shortest paths between all pairs of vertices of G.
3. Determine a set of shortest paths from a specified vertex to all other vertices ofG.

We consider only the first problem. The other two problems are similar. We
describe Dijkstra’s algorithm [52] for determining the shortest path between two
specified vertices. Once again, it is clear that in shortest-path problems, we could
restrict ourselves to simple connected weighted graphs.

4.7.5 Dijkstra’s Algorithm

Let G be a simple connected weighted graph having vertices v1; v2; : : : ; vn. Let s
and t be two specified vertices of G. We want to determine a shortest path from
s to t . Let W be the weight matrix of G. Dijkstra’s algorithm allots weights to the
vertices ofG. At each stage of the algorithm, some vertices have permanent weights
and others have temporary weights.

To start with, the vertex s is allotted the permanent weight 0 and all other vertices
the temporary weight 1. In each iteration of the algorithm, one new vertex is
allotted a permanent weight by the following rules:

Rule 1: If vj is a vertex that has not yet been allotted a permanent weight, determine
for each vertex vi that had already been allotted a permanent weight,

˛ij D minfold weight of vj ; (old weight of vi /C wij g:

Let wj D Mini ˛ij . Then wj is a new temporary weight of vj not exceeding the
previous temporary weight.
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Fig. 4.9 Graph of mileage
between cities

Table 4.2 Steps of algorithm for shortest path from A to B

A B C D E F H

Iteration 0 0 1 1 1 1 1 1

Iteration 1 0 1 3 1 1 2 1

Iteration 2 0 1 3 1 3 2 7

Iteration 3 0 1 3 10 3 2 7

Iteration 4 0 8 3 6 3 2 7

Iteration 5 0 8 3 6 3 2 7

Iteration 6 0 8 3 6 3 2 7

Rule 2: Determine the smallest among the wj ’s. If this smallest weight is at vk; wk
becomes the permanent weight of vk . In case there is a tie, any one vertex is taken
for allotting a permanent weight.

The algorithm stops when the vertex t gets a permanent weight.
It is clear from the algorithm that the permanent weight of each vertex is the

shortest weighted distance from s to that vertex. The shortest path from s to t is
constructed by working backward from the terminal vertex t . Let P be a shortest
path and pi a vertex of P . The weight of pi�1, the vertex immediately preceding pi
on P , is such that the weight of the edge pi�1pi equals the difference in permanent
weights of pi and pi�1.

We present below an illustrative example. Let us find the shortest path from A to
B in the graph of Fig. 4.9.

We present the various iterations of the algorithm by arrays of weights of the
vertices, one consisting of weights before iteration and another after it. Temporary
weights will be enclosed in squares and the permanent weights enclosed in double
squares. The steps of the algorithm for determining the shortest path from vertex A
to vertex B in graph G of Fig. 4.9 are given in Table 4.2.
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In our example, B is the last vertex to get a permanent weight. Hence the
algorithm stops after Iteration 6, in which B is allotted the permanent weight.
However, the algorithm may be stopped as soon as vertex B gets the permanent
weight.

The shortest distance from A to B is 8. A shortest path with weight 8 is
AF EDB .

4.8 Exercises

8.1. Show that any tree of order n contains a subtree of order k for every k � n.
8.2. Let u, v, w be any three vertices of a tree T . Show that either u, v, w all lie in

a path of T or else there exists a unique vertex z of T which is common to the
u-v, v-w, w-u paths of T .

8.3. Show that in a tree, the number of vertices of degree at least 3 is at most the
number of end vertices minus 2.

8.4. Show that if G is a connected graph with at least three vertices, then G
contains two vertices u and v such that G � fu; vg is also connected.

8.5. * IfH is a graph of minimum degree at least k�1, then prove thatH contains
every tree on k vertices. (Hint: Prove by induction on k.) (See [88].)

8.6. Prove that a nontrivial simple graph G is a tree if and only if for any set of
r distinct vertices in G, r � 2, the minimum number of edges required to
separate them is r � 1. (See E. Sampathkumar [168].)

8.7. Show that a simple connected graph contains at leastm�nC1 distinct cycles.
8.8. Prove that for a connected graph G, r.G/ � diam.G/ � 2r.G/. (The graphs

of Fig. 4.3 show that the inequalities can be strict.)
8.9. Prove that a tree with at least three vertices has diameter 2 if and only if it is

a star.
8.10. Determine the number of spanning trees of the two graphs in Fig. 4.10:
8.11. If T is a tree with at least two vertices, show that there exists a set of edge-

disjoint paths covering all the vertices of T such that each of these paths has
at least one end vertex that is an end vertex of T .

8.12. Let T be a tree of order n with V.T / D f1; 2; : : : ; ng, and let A be a set
of transpositions defined by A D f.i; j / W ij 2 E.T /g. Show that A is a
minimal set of transpositions that generates the symmetric group Sn.

v5

v1 v2

v3v4

v1 v2

v3

v4v5

Fig. 4.10
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8.13. For the graph G of Fig. 4.11, determine two distinct minimum-weight
spanning trees using

(i) Kruskal’s algorithm,
(ii) Prim’s algorithm.

What is the weight of such a tree? Also, determine a minimum-weight s-t
path using Dijkstra’s algorithm.

8.14. Apply Prim’s algorithm to the illustrative example given in Sect. 4.7.3 by
starting from the third row of the weight matrix.

8.15. If G is a connected weighted graph in which no two edges have the same
weight, show that G has a unique minimum-weight spanning tree.

8.16. Establish the correctness of Dijkstra’s algorithm.

Notes

In 1847, G. R. Kirchoff (1824–1887) developed the theory of trees for their appli-
cations in electrical networks. Ten years later, in 1857, the English mathematician
A. Cayley (1821–1895) rediscovered trees while he was trying to enumerate the
isomers of the saturated hydrocarbons CnH2nC2 (see also Chap. 1). Since then
“trees” have grown both vertically and horizontally. They are widely used today
in computer science.

There is also a simpler (?) proof of the converse part of Theorem 4.4.4 using
matroid theory (see pp. 126–127 of [191]).

Corollary 4.4.6 is due to Kilpatrick [122], but the elegant proof given here is due
to Jaeger [114]. The proof of Cayley’s theorem presented here (Theorem 4.5.1) is
based on Moon [142], which also contains nine other proofs. The book by Serre
[170] entitled Trees is mainly concerned with the connection between trees and the
group SL2.Qp/.

For general algorithmic results related to graphs, see [3, 72, 153].



Chapter 5
Independent Sets and Matchings

5.1 Introduction

Vertex-independent sets and vertex coverings as also edge-independent sets and
edge coverings of graphs occur very naturally in many practical situations and
hence have several potential applications. In this chapter, we study the properties
of these sets. In addition, we discuss matchings in graphs and, in particular, in
bipartite graphs. Matchings in bipartite graphs have varied applications in operations
research. We also present two celebrated theorems of graph theory, namely, Tutte’s
1-factor theorem and Hall’s matching theorem. All graphs considered in this chapter
are loopless.

5.2 Vertex-Independent Sets and Vertex Coverings

Definition 5.2.1. A subset S of the vertex set V of a graphG is called independent
if no two vertices of S are adjacent in G. S � V is a maximum independent set of
G if G has no independent set S 0 with jS 0j > jS j. A maximal independent set of G
is an independent set that is not a proper subset of another independent set of G.

For example, in the graph of Fig. 5.1, fu; v;wg is a maximum independent set and
fx; yg is a maximal independent set that is not maximum.

Definition 5.2.2. A subset K of V is called a covering of G if every edge of G
is incident with at least one vertex of K . A covering K is minimum if there is no
covering K 0 of G such that jK 0j < jKjI it is minimal if there is no covering K1 of
G such that K1 is a proper subset of K .

In the graph W5 of Fig. 5.2, fv1; v2; v3; v4; v5g is a covering of W5 and
fv1; v3; v4; v6g is a minimal covering. Also, the set fx; yg is a minimum covering of
the graph of Fig. 5.1.

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 5,
© Springer Science+Business Media New York 2012
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Fig. 5.1 Graph with
maximum independent set
fu; v;wg and maximal
independent set fx; yg
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v4v5

v6

Fig. 5.2 Wheel W5

The concepts of covering and independent sets of a graph arise very naturally in
practical problems. Suppose we want to store a set of chemicals in different rooms.
Naturally, we would like to store incompatible chemicals, that is, chemicals that
are likely to react violently when brought together, in distinct rooms. Let G be a
graph whose vertex set represents the set of chemicals and let two vertices be made
adjacent inG if and only if the corresponding chemicals are incompatible. Then any
set of vertices representing compatible chemicals forms an independent set of G.

Now consider the graph G whose vertices represent the various locations in a
factory and whose edges represent the pathways between pairs of such locations.
A light source placed at a location supplies light to all the pathways incident to that
location. A set of light sources that supplies light to all the pathways in the factory
forms a covering of G.

Theorem 5.2.3. A subset S of V is independent if and only if V nS is a covering
of G.

Proof. S is independent if and only if no two vertices in S are adjacent inG. Hence,
every edge of G must be incident to a vertex of V nS . This is the case if and only if
V nS is a covering of G. �
Definition 5.2.4. The number of vertices in a maximum independent set of G is
called the independence number (or the stability number) of G and is denoted by
˛.G/. The number of vertices in a minimum covering of G is the covering number
of G and is denoted by ˇ.G/. We denote these numbers simply by ˛ and ˇ when
there is no confusion.

Corollary 5.2.5. For any graph G, ˛ C ˇ D n.
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Proof. Let S be a maximum independent set of G. By Theorem 5.2.3, V nS is a
covering of G and therefore jV nS j D n � ˛ � ˇ. Similarly, let K be a minimum
covering of G. Then V nK is independent and so jV nKj D n � ˇ � ˛. These two
inequalities together imply that n D ˛ C ˇ. �

5.3 Edge-Independent Sets

Definitions 5.3.1. 1. A subset M of the edge set E of a loopless graphG is called
independent if no two edges of M are adjacent in G.

2. A matching in G is a set of independent edges.
3. An edge covering ofG is a subsetL of E such that every vertex ofG is incident

to some edge of L. Hence, an edge covering of G exists if and only if ı > 0.
4. A matching M of G is maximum if G has no matching M 0 with jM 0j > jM j.
M is maximal if G has no matching M 0 strictly containing M . ˛0.G/ is the
cardinality of a maximum matching and ˇ0.G/ is the size of a minimum edge
covering of G.

5. A set S of vertices of G is said to be saturated by a matching M of G or M -
saturated if every vertex of S is incident to some edge of M . A vertex v of G is
M -saturated if fvg is M -saturated. v is M -unsaturated if it is notM -saturated.
For example, in the wheel W5 (Fig. 5.2), M D fv1v2; v4v6g is a maximal

matching; fv1v5; v2v3; v4v6g is a maximum matching and a minimum edge covering;
the vertices v1; v2; v4, and v6 areM -saturated, whereas v3 and v5 areM -unsaturated.

Remark 5.3.2. The edge analog of Theorem 5.2.3 is not true, however. For instance,
in the graph G of Fig. 5.3, the set E 0 D fe3; e4g is independent, but EnE 0 D
fe1; e2; e5g is not an edge covering ofG. Also,E 00 D fe1; e3; e4g is an edge covering
ofG; butEnE 00 is not independent inG. Again,E 0 is a matching inG that saturates
v2; v3; v4 and v5 but does not saturate v1.

Theorem 5.3.3. For any graph G for which ı > 0, ˛0 C ˇ0 D n.

Proof. Let M be a maximum matching in G so that jM j D ˛0. Let U be the set
of M -unsaturated vertices in G. Since M is maximum, U is an independent set of
vertices with jU j D n � 2˛0. Since ı > 0, we can pick one edge for each vertex in

v1 v2

v3

v4 v5

e1 e2 e3

e4 e5

G
Fig. 5.3 Graph illustrating
edge relationships
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Fig. 5.4 Herschel graph

U incident with it. Let F be the set of edges thus chosen. Then M [ F is an edge
covering of G. Hence, jM [ F j D jM j C jF j D ˛0 C n � 2˛0 � ˇ0, and therefore

n � ˛0 C ˇ0: (5.1)

Now let L be a minimum edge covering of G so that jLj D ˇ0. Let H D GŒL� be
the edge subgraph of G defined by L, and let MH be a maximum matching in H .
Denote the set of MH -unsaturated vertices in H by U . As L is an edge covering of
G,H is a spanning subgraph ofG. Consequently, jLj� jMH j D jLnMH j � jU j D
n � 2jMH j and so jLj C jMH j � n. But since MH is a matching in G, jMH j � ˛0.
Thus,

n � jLj C jMH j � ˇ0 C ˛0: (5.2)

Inequalities (5.1) and (5.2) imply that ˛0 C ˇ0 D n. �

Exercise 3.1. Determine the values of the parameters ˛, ˛0, ˇ, and ˇ0 for

1. Kn,
2. The Petersen graph P ,
3. The Herschel graph (see Fig. 5.4).

Exercise 3.2. For any graph G with ı > 0, prove that ˛ � ˇ0 and ˛0 � ˇ.

Exercise 3.3. Show that for a bipartite graphG, ˛ ˇ � m and that equality holds if
and only if G is complete.

5.4 Matchings and Factors

Definition 5.4.1. A matching of a graph G is (as given in Definition 5.3.1) a set
of independent edges of G. If e D uv is an edge of a matching M of G, the end
vertices u and v of e are said to be matched by M .

If M1 and M2 are matchings of G, the edge subgraph defined by M1
M2, the
symmetric difference of M1 and M2, is a subgraph H of G whose components are
paths or even cycles of G in which the edges alternate between M1 and M2.
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Fig. 5.5 Graphs for proof of Theorem 5.4.4

Definition 5.4.2. An M -augmenting path in G is a path in which the edges
alternate between EnM and M and its end vertices are M -unsaturated. An M -
alternating path in G is a path whose edges alternate between EnM and M .

Example 5.4.3. In the graph G of Fig. 5.2, M1 D fv1v2; v3v4; v5v6g; M2 D
fv1v2; v3v6; v4v5g; and M3 D fv3v4; v5v6g are matchings of G. Moreover,
GŒM1
M2� is the even cycle .v3v4v5v6v3/. The path v2v3v4v6v5v1 is an M3-
augmenting path in G.

Maximum matchings have been characterized by Berge [19].

Theorem 5.4.4. A matching M of a graph G is maximum if and only if G has no
M -augmenting path.

Proof. Assume first that M is maximum. If G has an M -augmenting path P W
v0v1v2 : : : v2tC1 in which the edges alternate between EnM andM , then P has one
edge of EnM more than that of M . Define

M 0 D .M [ fv0v1; v2v3; : : : ; v2tv2tC1g/nfv1v2; v3v4; : : : ; v2t�1v2t g:

Clearly,M 0 is a matching ofG with jM 0j D jM jC1, which is a contradiction since
M is a maximum matching of G.

Conversely, assume that G has no M -augmenting path. Then M must be
maximum. If not, there exists a matchingM 0 of G with jM 0j > jM j. Let H be the
edge subgraphGŒM
M 0� defined by the symmetric difference ofM andM 0. Then
the components of H are paths or even cycles in which the edges alternate between
M and M 0. Since jM 0j > jM j, at least one of the components of H must be a path
starting and ending with edges of M 0. But then such a path is an M -augmenting
path of G, contradicting the assumption (see Fig. 5.5). �

Definition 5.4.5. A factor of a graphG is a spanning subgraph of G. A k-factor of
G is a factor ofG that is k-regular. Thus, a 1-factor ofG is a matching that saturates
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G1 G2

G3 G4

Fig. 5.6 Graphs illustrating factorability

all the vertices ofG. For this reason, a 1-factor of G is called a perfect matching of
G. A 2-factor of G is a factor of G that is a disjoint union of cycles of G. A graph
G is k-factorable if G is an edge-disjoint union of k-factors of G.

Example 5.4.6. In Fig. 5.6, G1 is 1-factorable and G2 is 2-factorable, whereas G3
has neither a 1-factor nor a 2-factor. The dotted, solid, and ordinary lines of G1
give the three distinct 1-factors, and the dotted and ordinary lines of G2 give its two
distinct 2-factors.

Exercise 4.1. Give an example of a cubic graph having no 1-factor.

Exercise 4.2. Show that Kn;n and K2n are 1-factorable.

Exercise 4.3. Show that the number of 1-factors of

(i) Kn;n is nŠ,
(ii) K2n is .2n/Š

2n nŠ
.

Exercise 4.4. The n-cube Qn is the graph whose vertices are binary n-tuples. Two
vertices of Qn are adjacent if and only if they differ in exactly one place. Show
that Qn (n � 2) has a perfect matching. (The 3-cube Q3 and the 4-cube Q4 are
displayed in Fig. 5.7.) It is easy to see that Qn ' K2�K2� : : :�K2 (n times).
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(0,0,0) (1,0,0)

(1,1,0)(0,1,0)

(0,0,1)

(0,1,1) (1,1,1)

(1,0,1)

The 3-cube Q3

The 4-cube Q4

a

b

Fig. 5.7 (a) 3-cube Q3 and
(b) 4-cube Q4

Exercise 4.5. Show that the Petersen graph P is not 1-factorable. (Hint: Look at
the possible types of 1-factors of P .)

Exercise 4.6. Show that every tree has at most one perfect matching.

Exercise 4.7*. Show that if a 2-edge-connected graph has a 1-factor, then it has at
least two distinct 1-factors.

Exercise 4.8. Show that the graph G4 of Fig. 5.6 is not 1-factorable.

An Application to Physics 5.4.7. In crystal physics, a crystal is represented by
a three-dimensional lattice in which each face corresponds to a two-dimensional
lattice. Each vertex of the lattice represents an atom of the crystal, and an edge
between two vertices represents the bond between the two corresponding atoms.

In crystallography, one is interested in obtaining an analytical expression for
certain surface properties of crystals consisting of diatomic molecules (also called
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dimers). For this, one must find the number of ways in which all the atoms of the
crystal can be paired off as molecules consisting of two atoms each. The problem
is clearly equivalent to that of finding the number of perfect matchings of the
corresponding two-dimensional lattice.

Two different dimer coverings (perfect matchings) of the lattice defined by the
graphG4 are exhibited in Fig. 5.6—one in solid lines and the other in parallel lines.

5.5 Matchings in Bipartite Graphs

Assignment Problem 5.5.1. Suppose in a factory there are n jobs j1; j2; : : : ; jn
and s workers w1;w2; : : : ;ws . Also suppose that each job ji can be performed by a
certain number of workers and that each worker wj has been trained to do a certain
number of jobs. Is it possible to assign each of the n jobs to a worker who can do
that job so that no two jobs are assigned to the same worker?

We convert this job assignment problem into a problem in graphs as follows:
Form a bipartite graph G with bipartition .J;W /, where J D fj1; j2; : : : ; jng and
W D fw1;w2; : : : ;wsg; and make ji adjacent to wj if and only if worker wj can
do the job ji . Then our assignment problem translates into the following graph
problem: Is it possible to find a matching in G that saturates all the vertices of J ?

A solution to the above matching problem in bipartite graphs has been given by
Hall [90] (see also Hall, Jr. [91]).

For a subset S � V in a graph G, N.S/ denotes the neighbor set of S , that is,
the set of all vertices each of which is adjacent to at least one vertex in S .

Theorem 5.5.2 (Hall). Let G be a bipartite graph with bipartition .X; Y /. Then
G has a matching that saturates all the vertices of X if and only if

jN.S/j � jS j (5.3)

for every subset S of X .

Proof. If G has a matching that saturates all the vertices ofX , then distinct vertices
of X are matched to distinct vertices of Y . Hence, trivially, jN.S/j � jS j for every
subset S � X .

Conversely, assume that the condition (5.3) above holds but that G has no
matching that saturates all the vertices of X . Let M be a maximum matching of G.
As M does not saturate all the vertices of X , there exists a vertex x0 2 X that is
M -unsaturated. Let Z denote the set of all vertices of G connected to x0 by M -
alternating paths. Since M is a maximum matching, by Theorem 5.4.4, G has no
M -augmenting path. As x0 is M -unsaturated, x0 is the only vertex of Z that is M -
unsaturated. Let A D Z \ X and B D Z \ Y . Then the vertices of Anfx0g get
matched under M to the vertices of B , and N.A/ D B . Thus, since jBj D jAj � 1,
jN.A/j D jBj D jAj � 1 < jAj, and this contradicts the assumption (5.3) (see
Fig. 5.8). �
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XA

B

x0

Y

Fig. 5.8 Figure for proof of Theorem 5.5.2 (matching edges are boldfaced)

We now give some important consequences of Hall’s theorem.

Theorem 5.5.3. A k .� 1/-regular bipartite graph is 1-factorable.

Proof. Let G be k-regular with bipartition .X; Y /. Then E.G/ D the set of edges
incident to the vertices of X D the set of edges incident to the vertices of Y . Hence,
kjX j D jE.G/j D kjY j; and therefore jX j D jY j. If S � X , then N.S/ � Y ,
and N.N.S// contains S . Let E1 and E2 be the sets of edges of G incident to S
and N.S/, respectively. Then E1 � E2, jE1j D kjS j, and jE2j D kjN.S/j. Hence,
as jE2j � jE1j, jN.S/j � jS j. So by Hall’s theorem (Theorem 5.5.2), G has a
matching that saturates all the vertices of X ; that is, G has a perfect matching M .
Deletion of the edges of M from G results in a .k � 1/-regular bipartite graph.
Repeated application of the above argument shows that G is 1-factorable. �

König’s theorem: Consider any matching M of a graph G. If K is any (vertex)
covering for the graph, then it is clear that to cover each edge of M; we have to
choose at least one vertex ofK . Thus, jM j � jKj. In particular, ifM � is a maximum
matching andK� is a minimum covering of G, then

jM �j � jK�j: (5.4)

König’s theorem asserts that for bipartite graphs, equality holds in relation (5.4).
Before we establish this theorem, we present a lemma that is interesting in its own
right and is similar to Lemma 3.6.8.

Lemma 5.5.4. Let K be any covering and M any matching of a graph G with
jKj D jM j. Then K is a minimum covering andM is a maximum matching.

Proof. Let M � be a maximum matching and K� a minimum covering of G. Then
jM j � jM �j and jKj � jK�j. Hence, by (5.4) we have jM j � jM �j � jK�j � jKj.
Since jM j D jKj, we must have jM j D jM �j D jK�j D jKj, proving the lemma.

�
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X

A

T

Y

S

Fig. 5.9 Graph for proof of Theorem 5.5.5

Theorem 5.5.5 (König). In a bipartite graph the minimum number of vertices that
cover all the edges ofG is equal to the maximum number of independent edges; that
is, ˛ 0.G/ D ˇ.G/.

Proof. Let G be a bipartite graph with bipartition .X; Y /. Let M be a maximum
matching inG. Denote byA the set of vertices ofX unsaturated byM (see Fig. 5.9).
As in the proof of Theorem 5.5.2, let Z stand for the set of vertices connected to A
byM -alternating paths starting in A. Let S D X\Z and T D Y \Z. Then clearly,
T D N.S/ and K D T [ .XnS/ is a covering of G, because if there is an edge e
not incident to any vertex in K , then one of the end vertices of e must be in S and
the other in Y nT; contradicting the fact that N.S/ D T . Clearly, jKj D jM j, and
so by Lemma 5.5.4, M is a maximum matching and K a minimum covering of G.

�

Let A be a binary matrix (so that each entry of A is 0 or 1). A line of A is a row
or column of A. A line covers all of its entries. Two 1’s of A are called independent
if they do not lie in the same line of A. The matrix version of KRonig’s theorem is
given in Theorem 5.5.6.

Theorem 5.5.6 (Matrix version of KRonig’s theorem). In a binary matrix, the
minimum number of lines that cover all the 1’s is equal to the maximum number of
independent 1’s.

Proof. Let A D .aij / be a binary matrix of size p by q. Form a bipartite graph G
with bipartition .X; Y /; whereX and Y are sets of cardinality p and q; respectively,
say, X D fv1; v2; : : : ; vpg and Y D fw1;w2; : : : ;wqg. Make vi adjacent to wj in G
if and only if aij D 1. Then an entry 1 in A corresponds to an edge of G, and
two independent 1’s in A correspond to two independent edges of G. Further, each
vertex of G corresponds to a line of A. Thus, the matrix version of König’s theorem
is actually a restatement of K Ronig’s theorem. �



5.5 Matchings in Bipartite Graphs 107

A consequence of Theorem 5.5.2 is the theorem on the existence of a system of
distinct representatives (SDR) for a family of subsets of a given finite set.

Definition 5.5.7. Let F D fA˛ W ˛ 2 J g be a family of sets. An SDR for the
family F is a family of elements fx˛ W ˛ 2 J g such that x˛ 2 A˛ for every ˛ 2 J
and x˛ ¤ xˇ whenever ˛ ¤ ˇ.

Example 5.5.8. For instance, if A1 D f1g, A2 D f2; 3g, A3 D f3; 4g, A4 D
f1; 2; 3; 4g, and A5 D f2; 3; 4g, then the family fA1;A2; A3; A4g has f1; 2; 3; 4g as
an SDR, whereas the family fA1;A2; A3; A4; A5g has no SDR. It is clear that for F
to have an SDR, it is necessary that for any positive integer k, the union of any k sets
of F must contain at least k elements. That this condition is also sufficient when
F is a finite family of finite sets is the assertion of Hall’s theorem on the existence
of an SDR.

Theorem 5.5.9 (Hall’s theorem on the existence of an SDR [90]). Let F D
fAi W 1 � i � rg be a family of finite sets. Then F has an SDR if and only if the
union of any k members of F , 1 � k � r , contains at least k elements.

Proof. We need only prove the sufficiency part. Let
Sr
iD1 Ai D fy1; y2; : : : ; yng.

Form a bipartite graph G D G.X; Y / with X D fx1; x2; : : : ; xrg, where xi
corresponds to the set Ai , 1 � i � r , and Y D fy1; y2; : : : ; yng. Make xi
adjacent to yj in G if and only if yj 2 Ai . Then it is clear that F has an SDR
if and only if G has a matching that saturates all the vertices of X . But this is the
case, by Theorem 5.5.2, if for each S � X , jN.S/j � jS j, that is, if and only if
jSxi2S Ai j � jS j, which is precisely the condition stated in the theorem. �

Exercise 5.1. Prove Theorem 5.5.5 (König’s theorem) assuming Theorem 5.5.9.

Exercise 5.2. Show that a bipartite graph has a 1-factor if and only if jN.S/j � jS j
for every subset S of V . Does this hold for any graph G?

When does a graph have a 1-factor? Tutte’s celebrated 1-factor theorem answers
this question. The proof given here is due to Lovász [135]. A component of a graph
is odd or even according to whether it has an odd or even number of vertices. Let
O.G/ denote the number of odd components of G.

Theorem 5.5.10 (Tutte’s 1-factor theorem [179]). A graph G has a 1-factor if
and only if

O.G � S/ � jS j; (5.5)

for all S � V .

Proof. While considering matchings in graphs, we are interested only in the
adjacency of pairs of vertices. Hence, we may assume without loss of generality
that G is simple. If G has a 1-factor M , each of the odd components of G � S

must have at least one vertex, which is to be matched only to a vertex of S under M.
Hence, for each odd component ofG�S , there exists an edge of the matching with
one end in S . Hence, the number of vertices in S should be at least as large as the
number of odd components in G � S ; that is, O.G � S/ � jS j.
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x
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z

w

Fig. 5.10 Supergraph G� for proof of Theorem 5.5.10. Unbroken lines correspond to edges ofG�

and broken lines correspond to edges not belonging to G�

Conversely, assume that condition (5.5) holds. IfG has no 1-factor, we join pairs
of nonadjacent vertices of G until we get a maximal supergraph G� of G with G�
having no 1-factor. Condition (5.5) holds clearly for G� as

O.G� � S/ � O.G � S/: (5.6)

(When two odd components are joined by an edge, the result is an even component.)
Taking S D � in (5.5), we see that O.G/ D 0, and so n.G�/ .D n.G// D n is

even. Further, for every pair of nonadjacent vertices u and v of G�, G� C uv has a
1-factor, and any such 1-factor must necessarily contain the edge uv.

Let K be the set of vertices of G� of degree .n � 1/. K ¤ V , since otherwise
G� D Kn has a perfect matching. We claim that each component of G� � K is
complete. Suppose to the contrary that some component G1 of G� � K is not
complete. Then in G1 there are vertices x; y and z such that xy 2 E.G�/; yz 2
E.G�/, but xz does not belong to E.G�/ (Exercise 5.11 of Chap. 1). Moreover,
since y 2 V.G1/; dG�.y/ < n � 1 and hence there exists a vertex w of G� with
yw … E.G�/. Necessarily, w does not belong to K . (See Fig. 5.10.)

By the choice of G�, each of G� C xz and G� C yw has a 1-factor, say M1 and
M2, respectively. Necessarily, xz 2 M1 and yw 2 M2. Let H be the subgraph of
G� C fxz; ywg induced by the edges in the symmetric difference M1
M2 of M1

and M2. Since M1 and M2 are 1-factors, each vertex of G� is saturated by both
M1 and M2, and H is a disjoint union of even cycles in which the edges alternate
betweenM1 andM2. There arise two cases:

Case 1. xz and yw belong to different components of H (Fig. 5.11a). If yw
belongs to the even cycle C , then the edges of M1 in C together with
the edges of M2 not belonging to C form a 1-factor in G�, contradicting
the choice of G�.

Case 2. xz and yw belong to the same componentC ofH . Since each component
of H is a cycle, C is a cycle (Fig. 5.11b). By the symmetry of x and z,
we may suppose that the vertices x; y; w, and z occur in that order on C .
Then the edges of M1 belonging to the yw : : : z section of C together
with the edge yz and the edges of M2 not in the yw : : : z section of C
form a 1-factor of G�, again contradicting the choice of G�. Thus, each
component of G� �K is complete.

By condition (5.6), O.G� � K/ � jKj. Hence, a vertex of each of the odd
components of G� � K is matched to a vertex of K . (This is possible since each
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Fig. 5.11 1-factors M1 and
M2 for (a) case 1 and (b) case
2 in proof of Theorem 5.5.10.
Ordinary lines correspond to
edges of M1 and bold lines
correspond to edges of M2

vertex ofK is adjacent to every other vertex of G�.) Also, the remaining vertices in
each of the odd and even components ofG� �K can be matched among themselves
(see Fig. 5.12). The total number of vertices thus matched is even. Since jV.G�/j is
even, the remaining vertices, if any, of K can be matched among themselves. This
gives a 1-factor of G�. Note that if K D ;; O.G�/ D 0, and the existence of a 1-
factor in G� is trivially true. But by choice, G� has no 1-factor. This contradiction
proves that G has a 1-factor. �

Corollary 5.5.11 (Petersen [158]). Every connected 3-regular graph having no
cut edges has a 1-factor.

Proof. LetG be a connected 3-regular graph without cut edges. Let S � V . Denote
byG1;G2; : : : ; Gk the odd components of G�S . Letmi be the number of edges of
G having one end in V.Gi / and the other end in S . Since G is a cubic graph,

X

v2V.Gi /
d.v/ D 3n.Gi /; (5.7)

and
X

v2S
d.v/ D 3jS j: (5.8)
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K

G1 G2 Gk

Fig. 5.12 Components of G� �K for proof of Theorem 5.5.10

v0
e3

e1 e2

e4 e5

a bFig. 5.13 (a) 3-regular graph
with cut edges having no
1-factor; (b) cubic graph with
a 1-factor having a cut edge

Now E.Gi / D ŒV .Gi /; V .Gi / [ S�nŒV .Gi /; S�, where ŒA;B� denotes the set of
edges having one end in A and the other end in B; A � V; B � V . Hence, mi D
jŒV .Gi /; S�j D P

v2V.Gi / d.v/ � 2m.Gi/, and since d.v/ is 3 for each v and V.Gi /
is an odd component,mi is odd for each i . Further, as G has no cut edges, mi � 3.
Thus, O.G � S/ D k � 1

3

Pk
iD1 mi � 1

3

P
v2S d.v/ D 1

3
3jS j D jS j. Therefore,

by Tutte’s theorem (Theorem 5.5.10),G has a 1-factor. �

Example 5.5.12. A 3-regular graph with cut edges may not have a 1-factor (see
Fig. 5.13a). Again, a cubic graph with a 1-factor may have cut edges (see Fig. 5.13b).

In Fig. 5.13a, if S D fv0g; O.G �S/ D 3 > 1 D jS j, and so G has no 1-factor.
In Fig. 5.13b, fe1; e2; e3; e4; e5g is a 1-factor, and e3 is a cut edge of G.

IfG has no 1-factor, by Theorem 5.5.10 there exists S 	 V.G/withO.G�S/ >
jS j. Such a set S is called an antifactor set of GI clearly, S is a proper subset of
V.G/.

Let G be a graph of even order n and let S be an antifactor set of G. Then jS j
andO.G � S/ have the same parity, and thereforeO.G � S/ � jS j (mod 2). Thus,
we make the following observation.
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Fig. 5.14 Figure for the proof of Corollary 5.5.14

Observation 5.5.13. If S is an antifactor set of a graph G of even order, then
O.G � S/ � jS j C 2.

Corollary 5.5.14 (W. H. Cunnigham; see [119]). The edge set of a simple
2-edge-connected cubic graph G can be partitioned into paths of length 3.

Proof. By Corollary 5.5.11, G is a union of a 1-factor and a 2-factor. Orient the
edges of each cycle of the above 2-factor in any manner so that each cycle becomes
a directed cycle. Then if e1 is any edge of the 1-factor, and f1; f 0

1 are the two arcs of
G having their tails at the end vertices of e1, then fe1; f1; f 0

1 g forms a typical 3-path
of the edge partition of G (see Fig. 5.14). �

Corollary 5.5.15. A .p � 1/-regular connected simple graph on 2p vertices has a
1-factor.

Proof. Proof is by contradiction. Let G be a .p � 1/-regular connected simple
graph on 2p vertices having no 1-factor. Then G has an antifactor set S . By
Observation 5.5.13, O.G � S/ � jS j C 2. Hence, jS j C .jS j C 2/ � 2p, and
therefore jS j � p � 1. Let jS j D p � r . Then r ¤ 1 since if r D 1; jS j D p � 1,
and thereforeO.G �S/ D pC 1. (Recall thatG has 2p vertices.) Hence, each odd
component of G�S is a singleton, and therefore each such vertex must be adjacent
to all thep�1 vertices of S [asG is .p�1/-regular]. But this means that every vertex
of S is of degree at least pC 1, a contradiction. Thus, jS j D p � r; 2 � r � p � 1.
If G0 is any component of G � S and v 2 V.G0/, then v can be adjacent to at most
jS j vertices of S . Therefore, as G is .p � 1/-regular, v must be adjacent to at least
.p�1/�.p�r/ D r�1 vertices ofG0. Thus, jV.G0/j � r . Counting the vertices of
all the odd components ofG�S and the vertices of S , we get .jS jC2/rCjS j � 2p,
or .p � r C 2/r C .p � r/ � 2p. This gives .r � 1/.r � p/ � 0, violating the
condition on r . �
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Our next result shows that there is another special family of graphs for which we
can immediately conclude that all the graphs of the family have a 1-factor.

Theorem 5.5.16* (D. P. Sumner [174]). Let G be a connected graph of even
order n. If G is claw-free (i.e., contains no K1;3 as an induced subgraph), then G
has a 1-factor.

Proof. IfG has no 1-factor,G contains a minimal antifactor set S ofG. There must
be an edge between S and each odd component of G � S . Since O.G � S/ > jS j
and G is of even order, by Observation 5.5.13,O.G � S/ � jS j C 2. Hence, there
are two possibilities: (i) There exists v 2 S , and vx; vy; vz are edges of G with x; y
and z belonging to distinct odd components of G � S . This cannot occur since by
hypothesis G is K1;3-free. (ii) There exist a vertex v of S , and edges vu and vw
of G with u and w in distinct odd components of G � S . Suppose Gu and Gw are
the odd components containing u and w, respectively. Then < Gu [ Gw [ fvg >
is an odd component of G � S1, where S1 D S � fvg. Further, O.G � S1/ D
O.G � S/ � 1 > jS j � 1 D jS1j, and hence S1 is an antifactor set of G with
jS1j D jS j � 1, a contradiction to the choice of S . Thus, G must have a 1-factor.
[Note that by Observation 5.5.13, the case jS j D 1 andO.G�S/ D 2 cannot arise.]

�
Exercise 5.3. Find a 1-factorization of (i) Q3, (ii) Q4.

Exercise 5.4. Prove that Qn; n � 2, is 1-factorable.

Exercise 5.5. Display a 2-factorization of K9.

Exercise 5.6. Show that a k-regular .k�1/-edge-connected graph of even order has
a 1-factor. (This result of F. Babler generalizes Petersen’s result (Corollary 5.5.11)
and can be shown by imitating the proof of Corollary 5.5.11).

Exercise 5.7. If G is a k-connected graph of even order having no K1;kC1 as an
induced subgraph, show that G has a 1-factor.

Exercise 5.8. Show that if G is a connected graph of even order, then G2 has a
1-factor.

Exercise 5.9. (A square matrix A D .aij / is called doubly stochastic if aij � 0

for each i and j , and the sum of the entries in each row and column of A is 1.)
Let A D .aij / be a doubly stochastic matrix of order n. Let G D G.X; Y / be the
bipartite graph with jX j D jY j D n obtained by setting xixj 2 E.G/ if and only if
aij D 0. Prove that G has a perfect matching. (Hint: Apply Hall’s theorem.)

5.6* Perfect Matchings and the Tutte Matrix

It has been established by Tutte that the existence of a perfect matching in a
simple graph is related to the nonsingularity of a certain square matrix. This matrix
is called the “Tutte matrix” of the graph. We now define the Tutte matrix.
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Definition 5.6.1. Let G D .V;E/ be a simple graph of order n and let V D
fv1; v2; : : : ; vng. Let fxij W 1 � i < j � ng be a set of indeterminates. Then
the Tutte matrix of G is defined to be the n by n matrix T D .tij /, where

tij D
8
<

:

xij if vivj 2 E.G/ and i < j
�xj i if vivj 2 E.G/ and i > j
0 otherwise

Thus, T is a skew-symmetric matrix of order n.

Example 5.6.2. For example, if G is the graph

v1

v4 v3

v2

G

then

T D

2

6
6
4

t11 t12 t13 t14
t21 t22 t23 t24
t31 t32 t33 t34

t41 t42 t43 t44

3

7
7
5 D

2

6
6
4

0 0 x13 x14
0 0 x23 x24

�x13 �x23 0 x34

�x14 �x24 �x34 0

3

7
7
5 : (5.9)

Now, by the definition of a determinant of a square matrix, the determinant
of T .D detT / is given by detT D P

�2Sn sgn.�/ t1�.1/ t2�.2/ : : : tn�.n/, where
� 2 Sn (i.e., � is a permutation on f1; 2; : : : ; ng), and sgn.�/ D 1 or �1,
according to whether � is an even or odd permutation. We denote the expression
t1�.1/t2�.2/ : : : tn�.n/ by t� . Hence, detT D P

�2Sn sgn.�/ t� . Further, if n is odd,
say, � D .123/, then t� D t12t23t31 D x12x23.�x13/ [Note: We take xij D 0 if
vivj … E.G/). Also, ��1 D .321/ and t��1 D t13t21t32 D x13.�x12/.�x23/, so that
t� C t��1 D 0. It is clear that the same relation is true for any odd n � 3.]

Now, for the Tutte matrix of relation (5.9), we have

detT D x213x
2
24 C x214x

2
23 � 2x13x24x14x23:

In this expression, the term x213x
2
24 is obtained by choosing the entries

x13; x24;�x13 D x31, and �x24 D x42 of T , and hence it corresponds to the 1-factor
fv1v3; v2v4g. Similarly, the term x214x

2
23 corresponds to the 1-factor fv1v4; v2v3g, and

the term x13x24x14x23 corresponds to the cycle .v1v3v2v4/ consisting of the edges
v1v3; v3v2; v2v4, and v4v1.
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We are now ready to prove Tutte’s theorem, but before doing so, we make two
useful observations.

Observation 5.6.3. If� 2 Sn is a product of disjoint even cycles, then sgn.�/t� D
is a product of squares of the form x2ij .

Indeed, in this case, n is even, and the edges of G corresponding to the alternate
transpositions in all of the even cycles of � form a 1-factor of G. [For example, for
the even cycle (1234), we take the alternate transpositions (12) and (34).] Further,
if vi ; vj .i < j / is an edge of this 1-factor, the partial product tij tj i D �x2ij occurs
in t� . The number of such products is n

2
; and therefore

sgn.�/t� D .�1/ n2 .�1/ n2
Y

x2ij D
Y

x2ij ;

where the product runs over all pairs .i; j / with i < j such that vi ; vj is an edge of
the 1-factor corresponding to � .

Observation 5.6.4. If � 2 Sn has an odd cycle ˛ in its decomposition into the
product of disjoint cycles, consider �1 2 Sn, where �1 is obtained from � by
replacing ˛ by ˛�1 and retaining the remaining cycles in � . Then, from our earlier
remarks, it is clear that sgn.�/t� C sgn.�1/t�1 D 0.

Theorem 5.6.5 (W. T. Tutte). A simple graph G has a 1-factor if and only if its
Tutte matrix is invertible.

Proof. Let G be a simple graph having T as its Tutte matrix. Suppose
that detT ¤ 0. Then by Observation 5.6.4 and the fact that detT DP

�2Sn sgn.�/ t1�.1/ t2�.2/ : : : tn�.n/, there exists a � 2 Sn containing no odd
cycle in its cycle decomposition. Then � is a product of even cycles and, by
Observation 5.6.3, sgn.�/t� D Q

x2ij . The alternate transpositions of the even
cycles of � then yield a 1-factor of G.

Conversely, assume that G has a 1-factor. Let � 2 Sn be the product of those
transpositions corresponding to the 1-factor ofG. [If vivj is an edge of the 1-factor,
the corresponding transposition is .ij /.] Then by Observation 5.6.3, sgn.�/t� DQ
x2ij . Now set

xij D
(
1 if x2ij appears in the product for sgn.�/t�
0 otherwise:

Then sgn.�/t� D 1, and for these values of xij ; sgn.�/t� D 0 for any � 2
Sn; � ¤ � . This means that the polynomial detT is not the zero polynomial. �

Remark 5.6.6. Actually, our definition of the Tutte matrix of G depends on the
order of the vertices of G. That is to say, the definition of T is based on regarding
G as a labeled graph. However, if T is nonsingular with regard to one labeling of
G, then the Tutte matrix of G will remain nonsingular with regard to any other
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labeling of G. This is because if T and T 0 are the Tutte matrices of G with regard
to two labelings of G, T 0 D PTP�1, where P is a permutation matrix of order n.
Hence, T is nonsingular if and only if T 0 is nonsingular.

Exercise 6.1. By evaluating the Tutte matrix of the following graph G, show that
G has a 1-factor.

G

Notes

Readers who are more interested in matching theory can consult [91, 136], and
[155]. Our proof of Tutte’s 1-factor theorem is due to Lovász [135] (see also [27]).



Chapter 6
Eulerian and Hamiltonian Graphs

6.1 Introduction

The study of Eulerian graphs was initiated in the 18th century and that of
Hamiltonian graphs in the 19th century. These graphs possess rich structures; hence,
their study is a very fertile field of research for graph theorists. In this chapter, we
present several structure theorems for these graphs.

6.2 Eulerian Graphs

Definition 6.2.1. An Euler trail in a graph G is a spanning trail in G that contains
all the edges of G. An Euler tour of G is a closed Euler trail of G. G is called
Eulerian (Fig. 6.1a) if G has an Euler tour. It was Euler who first considered these
graphs, and hence their name.

It is clear that an Euler tour of G, if it exists, can be described from any vertex
of G. Clearly, every Eulerian graph is connected.

Euler showed in 1736 that the celebrated Königsberg bridge problem has no
solution. The city of Königsberg (now called Kaliningrad) has seven bridges linking
two islands A and B and the banks C and D of the Pregel (now called Pregalya)
River, as shown in Fig. 6.2.

The problem was to start from any one of the four land areas, take a stroll across
the seven bridges, and get back to the starting point without crossing any bridge a
second time. This problem can be converted into one concerning the graph obtained
by representing each land area by a vertex and each bridge by an edge. The resulting
graph H is the graph of Fig. 6.1b. The Königsberg bridge problem will have a
solution provided that this graph H is Eulerian. But this is not the case since it
has vertices of odd degrees (see Theorem 6.2.2).

Eulerian graphs admit, among others, the following two elegant characteriza-
tions, Theorems 6.2.2 and 6.2.3*.

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 6,
© Springer Science+Business Media New York 2012
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HG

a bFig. 6.1 (a) Eulerian graph
G; (b) non-Eulerian graph H

C (land)

D (land)

A (island) B (island)

Pregel river

Fig. 6.2 Königsberg bridge problem

Theorem 6.2.2. For a nontrivial connected graph G, the following statements are
equivalent:

(i) G is Eulerian.
(ii) The degree of each vertex of G is an even positive integer.

(iii) G is an edge-disjoint union of cycles.

Proof. (i) ) (ii): Let T be an Euler tour of G described from some vertex v0 2
V.G/. If v 2 V.G/, and v ¤ v0, then every time T enters v, it must move out of v
to get back to v0. Hence two edges incident with v are used during a visit to v, and
therefore, d.v/ is even. At v0, every time T moves out of v0, it must get back to v0.
Consequently, d.v0/ is also even. Thus, the degree of each vertex of G is even.

(ii) ) (iii): As ı.G/ � 2, G contains a cycle C1 (Exercise 11.11 of Chap. 1). In
GnE.C1/, remove the isolated vertices if there are any. Let the resulting subgraph
of G be G1. If G1 is nonempty, each vertex of G1 is again of even positive degree.
Hence ı.G1/ � 2, and soG1 contains a cycleC2. It follows that after a finite number,
say r , of steps, GnE.C1 [ : : : [ Cr/ is totally disconnected. Then G is the edge-
disjoint union of the cycles C1; C2; : : : ; Cr .

(iii) ) (i): Assume that G is an edge-disjoint union of cycles. Since any cycle
is Eulerian, G certainly contains an Eulerian subgraph. Let G1 be a longest closed
trail in G. Then G1 must be G. If not, let G2 D GnE.G1/. Since G is an edge-
disjoint union of cycles, every vertex of G is of even degree � 2. Further, since G1
is Eulerian, each vertex of G1 is of even degree � 2. Hence each vertex of G2 is of
even degree. Since G2 is not totally disconnected and G is connected, G2 contains
a cycle C having a vertex v in common with G1. Describe the Euler tour of G1
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P1

P2

P3

e

Fig. 6.3 Eulerian graph with
edge e belonging to three
cycles

starting and ending at v and follow it by C . Then G1 [ C is a closed trail in G
longer than G1. This contradicts the choice of G1; and so G1 must be G. Hence G
is Eulerian. �

If G1; : : : ; Gr are subgraphs of a graph G that are pairwise edge-disjoint and
their union is G, then this fact is denoted by writing G D G1 ˚ : : : ˚ Gr . In the
above equation, if Gi D Ci , a cycle of G for each i , then G D C1 ˚ : : : Cr . The
set of cycles S D fC1; : : : ; Crg is then called a cycle decomposition of G. Thus,
Theorem 6.2.2 implies that a connected graph is Eulerian if and only if it admits a
cycle decomposition.

There is yet another characterization of Eulerian graphs due to McKee [138] and
Toida [175]. Our proof is based on Fleischner [63, 64].

Theorem 6.2.3*. A graph G is Eulerian if and only if each edge e of G belongs to
an odd number of cycles of G.

For instance, in Fig. 6.3, e belongs to the three cyclesP1 [ e; P2 [ e, andP3 [ e.

Proof. Denote by �e the number of cycles of G containing e. Assume that �e is odd
for each edge e of G. Since a loop at any vertex v of G is in exactly one cycle of G
and contributes 2 to the degree of v in G, we may suppose that G is loopless.

Let S D fC1; : : : ; Cpg be the set of cycles of G. Replace each edge e of G
by �e parallel edges and replace e in each of the �e cycles containing e by one of
these parallel edges, making sure that none of the parallel edges is repeated. Let the
resulting graph be G0 and let the new set of cycles be S0 D fC0

1 ; : : : ; C
0
pg. Clearly,

S0 is a cycle decomposition of G0. Hence, by Theorem 6.2.2, G0 is Eulerian. But
then dG0.v/ � 0 (mod 2) for each v 2 V.G0/ D V.G/. Moreover, dG.v/ D
dG0.v/�P

e .�e � 1/, where e is incident at v in G and hence dG.v/ � 0 (mod 2),
�e being odd for each e 2 E.G/. Thus, G is Eulerian.

Conversely, assume thatG is Eulerian. We proceed by induction on n D jV.G/j.
If n D 1, each edge is a loop and hence belongs to exactly one cycle of G.
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x ye z

Ez(x)Ez(x) Ez(y)Ez(y)

a b

Fig. 6.4 Graph for proof of Theorem 6.2.3

Assume the result for graphs with fewer than n .� 2/ vertices. Let G be a graph
with n vertices. Let e D xy be an edge of G and let �.e/ be the multiplicity of e
in G.

The graph G ı e obtained from G by contracting the edge e (cf. Sect. 4.4 of
Chap. 4) is also Eulerian. Denote by z the new vertex ofGıe obtained by identifying
the vertices x and y of G. The set of edges incident with z in G ı e is partitioned
into three subsets (see Fig. 6.4):

1. Ez.x/ D set of edges arising out of edges of G incident with x but not with y
2. Ez.y/ D set of edges arising out of edges of G incident with y but not with x
3. Ez.xy/ D set of �.e/ � 1 loops of G ı e corresponding to the edges parallel to
e in G

Let k D jEz.x/j. Since G is Eulerian,

k C �.e/ D dG.x/ � 0.mod2/: (6.1)

Let 
f and 
 .ei ; ej / denote, respectively, the number of cycles in G ı e
containing the edge f and the pair .ei ; ej / of edges. Since jV.G ı e/j D n � 1,
and since G ı e is Eulerian by the induction assumption, 
f is odd for each edge f
of G ı e. Now, any cycle of G containing e either consists of e and an edge parallel
to e in G (and there are �.e/ � 1 of them) or contains e, an edge ei of Ez.x/; and
an edge e0

j of Ez.y/. These correspond in G ı e, respectively, to a loop at z and to a
cycle containing the edges of G ı e that correspond to the edges ei and e0

j of G. By
abuse of notation, we denote these corresponding edges of G ı e also by ei and e0

j ,
respectively. Moreover, any cycle of G ı e containing an edge ei of Ez.x/ will also
contain either an edge ej of Ez.x/ or an edge e0

j of Ez.y/; but not both. A cycle of
the former type is counted once in 
ei and once in 
ej ; and these will not give rise
to cycles in G containing e. Thus,

�e D .�.e/ � 1/C
X

ei2Ez.x/


ei �
X

fi;j g
i¤j

ei ; ej2Ez.x/


 .ei ; ej /:
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Now, by the induction hypothesis, 
ei � 1 (mod 2) for each ei , and 
 .ei ; ej / D

 .ej ; ei / in the last sum on the right, and hence this latter sum is even. Thus, �e �
.�.e/ � 1/C k (mod 2) � 1 (mod 2) by relation (6.1). �

A consequence of Theorem 6.2.3 is a result of Bondy and Halberstam [26], which
gives yet another characterization of Eulerian graphs.

Corollary 6.2.4*. A graph is Eulerian if and only if it has an odd number of cycle
decompositions.

Proof. In one direction, the proof is trivial. If G has an odd number of cycle
decompositions, then it has at least one, and hence G is Eulerian.

Conversely, assume that G is Eulerian. Let e 2 E.G/ and let C1; : : : ; Cr be
the cycles containing e. By Theorem 6.2.3, r is odd. We proceed by induction on
m D jE.G/j with G Eulerian.

IfG is just a cycle, then the result is true. Assume then thatG is not a cycle. This
means that for each i; 1 � i � r , by the induction assumption, Gi D G � E.Ci /

has an odd number, say si , of cycle decompositions. (If Gi is disconnected, apply
the induction assumption to each of the nontrivial components of Gi .) The union of
each of these cycle decompositions ofGi and Ci yields a cycle decomposition of G.
Hence the number of cycle decompositions ofG containing Ci is si ; 1 � i � r . Let
s.G/ denote the number of cycle decompositions of G. Then

s.G/ D
rX

iD1
si � r .mod 2/ .since si � 1 .mod 2//

� 1 .mod 2/:

�

Exercise 2.1. Find an Euler tour in the graph G below.

G
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a bFig. 6.5 (a) Hamiltonian
graph; (b) non-Hamiltonian
but traceable graph

Exercise 2.2. Does there exist an Eulerian graph with

(i) An even number of vertices and an odd number of edges?
(ii) An odd number of vertices and an even number of edges? Draw such a graph if

it exists.

Exercise 2.3. Prove that a connected graph is Eulerian if and only if each of its
blocks is Eulerian.

Exercise 2.4. If G is a connected graph with 2k.k > 0/ vertices of odd degree,
show that E.G/ can be partitioned into k open (i.e., not closed) trails.

Exercise 2.5. Prove that a connected graph is Eulerian if and only if each of its
edge cuts has an even number of edges.

6.3 Hamiltonian Graphs

Definition 6.3.1. A graph is called Hamiltonian if it has a spanning cycle (see
Fig. 6.5a). These graphs were first studied by Sir William Hamilton, a mathemati-
cian. A spanning cycle of a graphG, when it exists, is often called a Hamilton cycle
(or Hamiltonian cycle) of G.

Definition 6.3.2. A graph G is called traceable if it has a spanning path of G (see
Fig. 6.5b). A spanning path of G is also called a Hamilton path (or Hamiltonian
path) of G.

6.3.1 Hamilton’s “Around the World” Game

Hamilton introduced these graphs in 1859 through a game that used a solid
dodecahedron (Fig. 6.6). A dodecahedron has 20 vertices and 12 pentagonal faces.
At each vertex of the solid, a peg was attached. The vertices were marked
Amsterdam, Ann Arbor, Berlin, Budapest, Dublin, Edinburgh, Jerusalem, London,
Melbourne, Moscow, Novosibirsk, New York, Paris, Peking, Prague, Rio di Janeiro,
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Fig. 6.6 Solid dodecahedron
for Hamilton’s “Around the
World” problem

Rome, San Francisco, Tokyo, and Warsaw. Further, a string was also provided. The
object of the game was to start from any one of the vertices and keep on attaching
the string to the pegs as we move from one vertex to another along a particular edge
with the condition that we have to get back to the starting city without visiting any
intermediate city more than once. In other words, the problem asks one to find a
Hamilton cycle in the graph of the dodecahedron (see Fig. 6.6). Hamilton solved
this problem as follows: When a traveler arrives at a city, he has the choice of taking
the edge to his right or left. Denote the choice of taking the edge to the right by R
and that of taking the edge to the left by L. Let 1 denote the operation of staying
where he is.

Define the product O1O2 of two operations O1 and O2 as O1 followed by O2.
For example, LR denotes going left first and then going right. Two sequences of
operations are equal if, after starting at a vertex, the two sequences lead to the same
vertex. The product defined above is associative but not commutative. Further, it is
clear (see Fig. 6.6) that

R5 D L5 D 1

RL2R D LRL;

LR2L D RLR;

RL3R D L2; and

LR3L D R2:

These relations give

1 D R5 D R2R3 D .LR3L/R3 � .LR3/.LR3/ D .LR3/2 D .LR2R/2

D .L.LR3L/R/2 D .L2R3LR/2 D .L2..LR3L/R/LR/2 D .L3R3LRLR/2

D LLLRRRLRLRLLLRRRLRLR: (6.2)
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Fig. 6.7 A knight’s tour in a chessboard

The last sequence of operations contains 20 operations and contains no partial
sequence equal to 1. Hence, this sequence must represent a Hamilton cycle. Thus,
starting from any vertex and following the sequence of operations (6.2), we do
indeed get a Hamilton cycle of the graph of Fig. 6.6.

Knight’s Tour in a Chessboard 6.3.3. The knight’s tour problem is the problem of
determining a closed tour through all 64 squares of an 8� 8 chessboard by a knight
with the condition that the knight does not visit any intermediate square more than
once. This is equivalent to finding a Hamilton cycle in the corresponding graph of
64 .D 8�8/ vertices in which two vertices are adjacent if and only if the knight can
move from one vertex to the other following the rules of the chess game. Figure 6.7
displays a knight’s tour.

Even though Eulerian graphs admit an elegant characterization, no decent
characterization of Hamiltonian graphs is known as yet. In fact, it is one of
the most difficult unsolved problems in graph theory. (Actually, it is an NP-
complete problem; see reference [71].) Many sufficient conditions for a graph to be
Hamiltonian are known; however, none of them happens to be an elegant necessary
condition.

We begin with a necessary condition. Recall that !.H/ stands for the number of
components of the graphH .

Theorem 6.3.4. If G is Hamiltonian, then for every nonempty proper subset S of
V; !.G � S/ � jS j.
Proof. Let C be a Hamilton cycle in G. Then, since C is a spanning subgraph of
G; !.G � S/ � !.C � S/. If jS j D 1; C � S is a path, and therefore !.C � S/ D
1 D jS j. The removal of a vertex from a path P results in one or two components,
according to whether the removed vertex is an end vertex or an internal vertex of P .
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x

y

u

v
P

Fig. 6.8 Theta graph

Hence, by induction, the number of components in C � S cannot exceed jS j. This
proves that !.G � S/ � !.C � S/ � jS j. �

It follows directly from the definition of a Hamiltonian graph or from Theo-
rem 6.3.4 that any Hamiltonian graph must be 2-connected. [IfG has a cut vertex v,
then taking S D fvg, we see that !.G � S/ > jS j.] The converse, however, is not
true. For example, the theta graph of Fig. 6.8 is 2-connected but not Hamiltonian.
Here, P stands for a u-v path of any length � 2 containing neither x nor y.

Exercise 3.1. Show by means of an example that the condition in Theorem 6.3.4 is
not sufficient for G to be Hamiltonian.

Exercise 3.2. Use Theorem 6.3.4 to show that the Herschel graph (shown in
Fig. 5.4) is non-Hamiltonian.

Exercise 3.3. Do Exercise 3.2 by using Theorem 1.5.10 (characterization theorem
for bipartite graphs).

If a cubic graph G has a Hamilton cycle C , then GnE.C / is a 1-factor of G.
Hence, for a cubic graph G to be Hamiltonian, G must have a 1-factor F such that
GnE.F / is a Hamilton cycle of G. Now, the Petersen graph P (shown in Fig. 1.7)
has two different types of 1-factors (see Fig. 6.9), and for any such 1-factor F of
P; PnE.F / consists of two disjoint 5-cycles. Hence P is non-Hamiltonian.

Theorem 6.3.5 is a basic result due to Ore [150] which gives a sufficient condition
for a graph to be Hamiltonian.

Theorem 6.3.5 (Ore [150]). Let G be a simple graph with n � 3 vertices. If,
for every pair of nonadjacent vertices u; v of G; d.u/ C d.v/ � n, then G is
Hamiltonian.

Proof. Suppose that G satisfies the condition of the theorem, but G is not
Hamiltonian. Add edges to G (without adding vertices) and get a supergraph G�
of G such that G� is a maximal simple graph that satisfies the condition of the
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a b

Fig. 6.9 Petersen graph. The solid edges form a 1-factor of P

u = v1 v2 vi−1 vi vn−1 vn = v

Fig. 6.10 Hamilton path for proof of Theorem 6.3.5

theorem, but G� is non-Hamiltonian. Such a graph G� must exist since G is non-
Hamiltonian while the complete graph on V.G/ is Hamiltonian. Hence, for any pair
u and v of nonadjacent vertices of G�; G� C uv must contain a Hamilton cycle C .
This cycle C would certainly contain the edge e D uv. Then C � e is a Hamilton
path u D v1v2v3 : : : vn D v of G� (see Fig. 6.10).

Now, if vi 2 N.u/; vi�1 … N.v/; otherwise, v1 v2 : : : vi�1 vn vn�1 vn�2 : : : viC1
vi v1 would be a Hamilton cycle in G�. Hence, for each vertex vi adjacent to u, the
vertex vi�1 of V � fvg is nonadjacent to v. But then

dG�.v/ � .n � 1/� dG� .u/:

This gives that dG� .u/C dG� .v/ � n � 1, and therefore dG .u/C dG .v/ � n � 1,
a contradiction. �
Corollary 6.3.6 (Dirac [54]). If G is a simple graph with n � 3 and ı � n

2
, then

G is Hamiltonian. �

Corollary 6.3.7. Let G be a simple graph with n � 3 vertices. If d.u/ C d.v/ �
n � 1 for every pair of nonadjacent vertices u and v of G, then G is traceable.

Proof. Choose a new vertex w and let G0 be the graph G _ fwg. Then each vertex
of G has its degree increased by one, and therefore in G0, d.u/C d.v/ � nC 1 for
every pair of nonadjacent vertices. Since jV.G0/j D nC 1, by Theorem 6.3.5,G0 is
Hamiltonian. If C 0 is a Hamilton cycle of G0, then C 0 � w is a Hamilton path of G.
Thus, G is traceable. �
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Exercise 3.4. Show by means of an example that the conditions of Theorem 6.3.5
and its Corollary 6.3.6 are not necessary for a simple connected graph to be
Hamiltonian.

Exercise 3.5. Show that if a cubic graph G has a spanning closed trail, then G is
Hamiltonian.

Exercise 3.6. Prove that the n-cubeQn is Hamiltonian for every n � 2.

Exercise 3.7. Prove that the wheel Wn is Hamiltonian for every n � 4.

Exercise 3.8. Prove that a simple k-regular graph on 2k�1 vertices is Hamiltonian.

Exercise 3.9. For any vertex v of the Petersen graph P , show that P � v is
Hamiltonian. (A non-Hamiltonian graph G with this property, namely, for any
vertex v ofG the subgraphG�v ofG is Hamiltonian, is called a hypo-Hamiltonian
graph. In fact, P is the lowest-order graph with this property.)

Exercise 3.10. For any vertex v of the Petersen graphP , show that a Hamilton path
exists starting at v.

Exercise 3.11. If G D G.X; Y / is a bipartite Hamiltonian graph, show that
jX j D jY j.
Exercise 3.12. Let G be a simple graph on 2k vertices with ı.G/ � k. Show that
G has a perfect matching.

Exercise 3.13. Prove that a simple graph of order n with n even and ı � .nC2/
2

has
a 3-factor.

Bondy and Chvátal [25] observed that the proof of Theorem 6.3.5 is essentially
based on the following result.

Theorem 6.3.8. Let G be a simple graph of order n � 3 vertices. Then G is
Hamiltonian if and only if G C uv is Hamiltonian for every pair of nonadjacent
vertices u and v with d.u/C d.v/ � n.

The last result has been instrumental for Bondy and Chvátal to define the closure
of a graph G.

Definition 6.3.9. The closure of a graph G, denoted cl.G/, is defined to be that
supergraph of G obtained from G by recursively joining pairs of nonadjacent
vertices whose degree sum is at least n until no such pair exists.

This recursive definition does not stipulate the order in which the new edges are
added. Hence, we must first show that the definition does not depend upon the order
of the newly added edges. Figure 6.11 explains the construction of cl.G/.

Theorem 6.3.10. The closure cl.G/ of a graph G is well defined.

Proof. Let G1 and G2 be two graphs obtained from G by recursively joining pairs
of nonadjacent vertices whose degree sum is at least n until no such pair exists. We
have to prove that G1 D G2.
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Fig. 6.11 Closure of a graph

Let fe1; : : : ; epg and ff1; : : : ; fqg be the sets of new edges added to G in these
sequential orderings to get G1 and G2; respectively. We want to show that each ei
is some fj (and therefore belongs to G2) and that each fk is some el (and therefore
belongs to G1). Let ei be the first edge in fe1; : : : ; epg not belonging to G2. Then
fe1; : : : ; ei�1g are all in both G1 and G2, and uv D ei … E.G2/. Let H D G C
fe1; : : : ; ei�1g. Then H is a subgraph of both G1 and G2. By the way cl.G/ is
defined,

dH .u/C dH .v/ � n;

and hence,
dG2.u/C dG2.v/ � n:

But this is a contradiction since u and v are nonadjacent vertices of G2, and G2
is a closure of G. Thus ei 2 E.G2/ for each i and similarly, fk 2 E.G1/ for
each k. �

An immediate consequence of Theorem 6.3.8 is the following.

Theorem 6.3.11. If cl.G/ is Hamiltonian, then G is Hamiltonian.

Corollary 6.3.12. If cl.G/ is complete, then G is Hamiltonian.
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Exercise 3.14. Determine the closure of the following graph.

We conclude this section with a result of Chvátal and Erdös [39].

Theorem 6.3.13 (Chvátal and Erdös). If, for a simple 2-connected graph G,
˛ � �, then G is Hamiltonian. (˛ is the independence number of G and � is the
connectivity of G.)

Proof. Suppose ˛ � � but G is not Hamiltonian. Let C W v0 v1 : : : vp�1 be a
longest cycle of G. We fix this orientation on C . By Dirac’s theorem (Exercise 6.4
of Chap. 3), p � �. Let v 2 V.G/ nV.C /. Then by Menger’s theorem (see also
Exercise 6.3 of Chap. 3), there exist � internally disjoint paths P1; : : : ; P� from v
to C . Let vi1 ; vi2 ; : : : ; vi� be the end vertices (with suffixes in the increasing order)
of these paths on C . No two of the consecutive vertices vi1 ; vi2 ; : : : ; vi� ; vi1 can be
adjacent vertices of C , since otherwise we get a cycle of G longer than C . Hence,
between any two consecutive vertices of fvi1 ; vi2 ; : : : ; vi� ; vi1g, there exists at least
one vertex of G. Let uij be the vertex next to vij in the vij -vijC1

path along C (see
Fig. 6.12a).

We claim that fui1 ; : : : ; ui� g is an independent set of G. Suppose uij is adjacent
to uim; m > j (suffixes taken modulo �); then

uij : : : vijC1
: : : vim P

�1
m vPj vij : : : vij�1 : : : uim uij

is a cycle of G longer than C , a contradiction.
Further, fv; ui1 : : : ; ui� g is also an independent set of G. [Otherwise, v uim 2

E.G/ for some m. See Fig. 6.12b. Then

v uim : : : vimC1
: : : vi� : : : vi1 : : : vim P

�1
m v

is a cycle longer than C, a contradiction.] But this implies that ˛ > �, a
contradiction to our hypothesis. Thus G is Hamiltonian. �

This theorem, although interesting, is not powerful in that for the cycleCn, � D 2

while ˛ D �
n
2

˘
and hence increases with n.

A graph G with at least three vertices is Hamiltonian-connected if any two
vertices of G are connected by a Hamilton path in G. For example, for n � 3,Kn is
Hamiltonian-connected, whereas for n � 4; Cn is not Hamiltonian-connected.

Theorem 6.3.14. IfG is a simple graph with n � 3 vertices such that d.u/Cd.v/ �
nC1 for every pair of nonadjacent vertices ofG, thenG is Hamiltonian-connected.
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Fig. 6.12 Graphs for proof
of Theorem 6.3.13

Proof. Let u and v be any two vertices of G. Our aim is to show that a Hamilton
path exists from u to v in G.

Choose a new vertex w, and let G� D G [ fwu; wvg. We claim that cl.G�/ D
KnC1. First, the recursive addition of the pairs of nonadjacent vertices u and v of
G with d.u/ C d.v/ � n C 1 gives Kn. Further, each vertex of Kn is of degree
n � 1 in Kn and dG� .w/ D 2. Hence, cl.G�/ D KnC1. So by Corollary 6.3.12, G�
is Hamiltonian. Let C be a Hamilton cycle in G�. Then C � w is a Hamilton path
in G from u to v. �

6.4* Pancyclic Graphs

Definition 6.4.1. A graph G of order n .� 3/ is pancyclic if G contains cycles of
all lengths from 3 to n. G is called vertex-pancyclic if each vertex v ofG belongs to
a cycle of every length l; 3 � l � n.

Example 6.4.2. Clearly, a vertex-pancyclic graph is pancyclic. However, the con-
verse is not true. Figure 6.13 displays a pancyclic graph that is not vertex-pancyclic.

The study of pancyclic graphs was initiated by Bondy [24], who showed that
Ore’s sufficient condition for a graphG to be Hamiltonian (Theorem 6.3.5) actually
implies much more. Note that if ı � n

2
, then m � n2

4
.
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Fig. 6.13 Pancyclic graph
that is not vertex-pancyclic
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Fig. 6.14 Graph for proof
of Theorem 6.4.3

Theorem 6.4.3. Let G be a simple Hamiltonian graph on n vertices with at least
d n2
4

e edges. ThenG either is pancyclic or else is the complete bipartite graphKn
2 ;
n
2
.

In particular, if G is Hamiltonian and m > n2

4
, then G is pancyclic.

Proof. The result can directly be verified for n D 3. We may therefore assume that
n � 4. We apply induction on n. Suppose the result is true for all graphs of order at
most n � 1.n � 4/, and let G be a graph of order n.

First, assume that G has a cycle C D v0 v1 : : : vn�2 v0 of length n � 1. Let
v be the (unique) vertex of G not belonging to C . If d.v/ � n

2
, v is adjacent

to two consecutive vertices on C , and hence G has a cycle of length 3. Suppose
for some r; 2 � r � n�1

2
, C has no pair of vertices u and w on C adjacent to

v in G with dC .u;w/ D r . Then, if vi1 ; vi2 ; : : : vid.v/ are the vertices of C that
are adjacent to v in G (recall that C contains all the vertices of G except v,)
then vi1Cr ; vi2Cr ; : : : ; vid.v/Cr are nonadjacent to v in G, where the suffixes are
taken modulo .n � 1/. Hence, 2d.v/ � n � 1, a contradiction. Thus, for each
r; 2 � r � n�1

2
; C has a pair of vertices u and w on C adjacent to v in G with

dC .u;w/ D r . So for each r; 2 � r � n�1
2
; G has a cycle of length r C 2 as well

as a cycle of length n � 1 � r C 2 D n � r C 1 (see Fig. 6.14). Consequently, G is
pancyclic. (Recall that G is already Hamiltonian.)

If d.v/ � n�1
2

, then GŒV.C /�, the subgraph of G induced by V.C / has at least
n2

4
� d.v/ � n2

4
� n�1

2
>

.n�1/2
4

edges. So by the induction assumption, GŒV.C /� is
pancyclic and hence G is pancyclic. (By hypothesis,G is Hamiltonian.)

Next, assume that G has no cycle of length n � 1. Then G is not pancyclic. In
this case, we show that G is Kn

2 ;
n
2
.

Let C D v0 v1 v2 : : : vn�1 v0 be a Hamiltonian cycle of G. We claim that of the
two pairs vi vk and viC1 vkC2 (where suffixes are taken modulo n), at most one of
them can be an edge ofG. Otherwise, vk vk�1 vk�2 : : : viC1 vkC2 vkC3 vkC4 : : : vi vk
is an .n � 1/-cycle in G (as it misses only the vertex vkC1 of G), a contradiction.
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Hence, if d.vi / D r , then there are r vertices adjacent to vi in G and hence at
least r vertices that are nonadjacent to viC1. Thus, d.vi C 1/ � n � r , and d.vi /C
d.viC1/ � n.

Summing the last inequality over i from 0 to n � 1, we get 4m � n2. But by
hypothesis, 4m � n2. Hence, m D n2

4
and so n must be even. Again, this yields

d.vi /C d.viC1/ D n for each i , and therefore for each i and k,

exactly one of vi vk and viC1 vkC2 is an edge of G: (*)

Thus, if G ¤ Kn
2 ;
n
2
, then certainly there exist i and j such that vivj 2 E and

i � j (mod 2). Hence, for some j , there exists an even positive integer s such
that vjC1 vjC1Cs 2 E . Choose s to be the least even positive integer with the above
property. Then vj vjCs�1 … E . Hence, s � 4 (as s D 2 would mean that vj vjC1 …
E). Again by (*), vj�1 vjCs�3 D vj�1 vj�1C.s�2/ 2 E.G/ contradicting the choice

of s. Thus, G D Kn
2 ;
n
2
. The last part follows from the fact that jE.Kn

2 ;
n
2
/j D n4

4
. �

Corollary 6.4.4. Let G ¤ Kn
2 ;
n
2
, be a simple graph with n � 3 vertices, and let

d.u/C d.v/ � n for every pair of nonadjacent vertices of G. Then G is pancyclic.

Proof. By Ore’s theorem (Theorem 6.3.5), G is Hamiltonian. We show that G is
pancyclic by first proving that m � n2

2
and then invoking Theorem 6.4.3. This is

true if ı � n
2

(as 2m D
nP

iD1
di � ı n � n2=2). So assume that ı < n

2
.

Let S be the set of vertices of degree ı in G. For every pair .u; v/ of vertices of
degree ı; d.u/Cd.v/ < n

2
C n

2
D n. Hence, by hypothesis, S induces a clique ofG

and jS j � ıC 1. If jS j D ıC 1, then G is disconnected with GŒS� as a component,
which is impossible (as G is Hamiltonian). Thus jS j � ı. Further if v 2 S , v is
nonadjacent to n � 1 � ı vertices of G. If u is such a vertex, d.v/ C d.u/ � n

implies that d.u/ � n � ı. Further, v is adjacent to at least one vertex w … S and
d.w/ � ı C 1 by the choice of S . These facts give that

2m D
nX

iD1
di � .n � ı � 1/.n � ı/C ı2 C .ı C 1/;

where the last .ı C 1/ comes out of the degree of w. Thus,

2m � n2 � n.2ı C 1/C 2ı2 C 2ı C 1

which implies that

4m � 2n2 � 2n.2ı C 1/C 4ı2 C 4ı C 2

D .n � .2ı C 1//2 C n2 C 1

� n2 C 1; since n > 2ı:

Consequently,m > n2

4
, and by Theorem 6.4.3,G is pancyclic. �
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6.5 Hamilton Cycles in Line Graphs

We now turn our attention to the existence of Hamilton cycles in line graphs.

Theorem 6.5.1. If G is Eulerian, then L.G/, the line graph of G is both Hamilto-
nian and Eulerian.

Proof. As G is Eulerian, it is connected and hence L.G/ is also connected. If
e1 e2 : : : em is the edge sequence of an Euler tour in G, and if vertex ui in L.G/
represents the edge ei ; 1 � i � m, then u1 u2 : : : um u1 is a Hamilton cycle of
L.G/. Further, if e D v1 v2 2 E.G/ and the vertex u in L.G/ represents the edge e,
then dL.G/.u/ D dG.v1/ C dG.v2/ � 2, which is even (and � 2) since both dG.v1/
and dG.v2/ are even (and � 2). Hence in L.G/ every vertex is of even degree (� 2).
So L.G/ is also Eulerian. �

Exercise 5.1. Disprove the converse of Theorem 6.5.1 by a counterexample.

Definition 6.5.2. A dominating trail of a graph G is a closed trail T in G (which
may be just a single vertex) such that every edge of G not in T is incident with T .

Example 6.5.3. For instance, in the graph of Fig. 6.13, the trail abcdbea is a
dominating trail.

Harary and Nash–Williams [94] characterized graphs that have Hamiltonian line
graphs.

Theorem 6.5.4 (Harary and Nash–Williams). The line graph of a graph G with
at least three edges is Hamiltonian if and only if G has a dominating trail.

Proof. Let T be a dominating trail of G and let fe1; e2; : : : ; esg be the
edge sequence representing T . Then every edge of G not in T is incident
to some vertex of T . Assume that e1 and e2 are incident at v1. Replace
the subsequence fe1; e2g of fe1; e2; : : : ; esg by the sequence fe1; e11; e12;
: : : ; e1r1; e2g, where e11; e12; : : : e1r1 are the edges of E.G/nE.T / incident at
v1 other than e1 and e2. Assume that we have already replaced the subsequence
fei ; eiC1g by fei ; ei1; : : : ; eiri ; eiC1g. Then replace feiC1; eiC2g by the sequence
feiC1; e.iC1/1; : : : ; e.iC1/r.iC1/

; eiC2g in E.G/nE.T /, where the new edges
e.iC1/1 : : : ; e.iC1/r.iC1/

have not appeared in the previous i subsequences.
(Here we take esC1 D e1.) The resulting edge sequence is e1 e11 e12 : : : e1r1
e2 e21 e22 : : : e2r2 e3 : : : es es1 es2 : : : esrs e1 and this gives the Hamilton cycle
u1 u11 u12 : : : u1r1 u2 u21 u22 : : : u2r2 u3 : : : us us1 us2 : : : usrs u1 in L.G/. [Here u1 is
the vertex of L.G/ that corresponds to the edge e1 of G, and so on.]

Conversely, assume that L.G/ has a Hamilton cycle C . Let C D u1 u2 : : : um u1
and let ei be the edge of G corresponding to the vertex ui of L.G/. Let T0 be
the edge sequence e1 e2 : : : em e1. We now delete edges from T0 one after another
as follows: Let ei ej ek be the first three distinct consecutive edges of T0 that
have a common vertex; then delete ej from the sequence. Let T 0

0 D T0 � ej
D fe1 e2 : : : ei ek : : : em e1g.
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Fig. 6.15 Graphs for proof of Theorem 6.5.6. (a) T [ fuv; vw;wug is longer than T ; (b)
.T nfuwg/[ fuv; vwg is longer than T

Now proceed with T 0
0 as we did with T0. Continue this process until no such triad

of edges exists. Then the resulting subsequence of T0 must be a dominating trail or
a pair of adjacent edges incident at a vertex, say, v0. In the latter case, all the edges
of G are incident at v0, and hence we take fv0g as the dominating trail of G. �

Corollary 6.5.5. The line graph of a Hamiltonian graph is Hamiltonian.

Proof. Let G be a Hamiltonian graph with Hamilton cycle C . Then C is a
dominating trail of G. Hence, L.G/ is Hamiltonian. �

Exercise 5.2. Show that the line graph of a graph G has a Hamilton path if and
only if G has a trail T such that every edge of G not in T is incident with T .

Exercise 5.3. Draw the line graph of the graph of Fig. 6.13 and display a Hamilton
cycle in it.

Theorem 6.5.6 ( [12]). Let G be any connected graph. If each edge of G belongs
to a triangle in G, then G has a spanning, Eulerian subgraph.

Proof. Since G has a triangle, G has a closed trail. Let T be a longest closed trail
in G. Then T must be a spanning Eulerian subgraph of G. If not, there exists a
vertex v of G with v … T and v is adjacent to a vertex u of T .

By hypothesis, uv belongs to a triangle, say uvw. If none of the edges of this
triangle is in T; then T [ fuv; vw; wug yields a closed trail longer than T (see
Fig. 6.15). If uw 2 T , then .T � uw/ [ fuv; vwg would be a closed trail longer than
T . These contradictions prove that T is a spanning closed trail of G. �

Corollary 6.5.7. Let G be any connected graph. If each edge of G belongs to a
triangle, then L.G/ is Hamiltonian.

Proof. The proof is an immediate consequence of Theorems 6.5.4 and 6.5.6. �

Corollary 6.5.8 (Chartrand and Wall [35]). If G is connected and ı.G/ � 3,
then L2.G/ is Hamiltonian.

(Note: For n > 1, Ln.G/ D L.Ln�1.G//, and L0.G/ D G.)
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Proof. Since ı.G/ � 3, each vertex of L.G/ belongs to a clique of size at
least three, and hence each edge of L.G/ belongs to a triangle. Now apply
Corollary 6.5.7. �

Corollary 6.5.9 (Nebesky [146]). If G is a connected graph with at least three
vertices, then L.G2/ is Hamiltonian.

Proof. Since G is a connected graph with at least three vertices, every edge of G2

belongs to a triangle. Hence, L.G2/ is Hamiltonian by Corollary 6.5.7. �

Theorem 6.5.10. Let G be a connected graph in which every edge belongs to a
triangle. If e1 and e2 are edges of G such that Gnfe1; e2g is connected, then there
exists a spanning trail of G with e1 and e2 as its initial and terminal edges.

Proof. The proof is essentially the same as for Theorem 6.5.6 and is based on
considering the longest trail T in G with e1 and e2 as its initial and terminal edges,
respectively. �
Corollary 6.5.11 ( [12]). Let G be any connected graph with ı.G/ � 4. Then
L2.G/ is Hamiltonian-connected.

Proof. The edges incident to a vertex v ofG will yield a clique of size d.v/ inL.G/.
Since ı.G/ � 4, each vertex of L.G/ belongs to a clique of order at least 4, and
hence L.G/ is 3-edge connected. Therefore, for any pair of distinct edges e1 and
e2 of L.G/; L.G/nfe1; e2g is connected. Further, each edge of L.G/ belongs to
a triangle. Hence, by Theorem 6.5.10, a spanning trail T in L.G/ exists having
e1 and e2 as the initial and terminal edges, respectively. Thus, if there are any
edges of L.G/ not belonging to T , they can only be “chords” of T . It follows
(see Exercise 5.2) that in L2.G/ there exists a Hamilton path starting and ending
at the vertices corresponding to e1 and e2, respectively. Since e1 and e2 are arbitrary,
L2.G/ is Hamiltonian-connected. �

Corollary 6.5.12 (Jaeger [113]). The line graph of a 4-edge-connected graph is
Hamiltonian.

To prove Corollary 6.5.12, we need the following lemma.

Lemma 6.5.13. Let S be a set of vertices of a nontrivial tree T , and let jS j D
2k; k � 1. Then there exists a set of k pairwise edge-disjoint paths in T whose end
vertices are all the vertices of S .

Proof. Certainly there exists a set of k paths in T whose end vertices are all the
vertices of S . (This is because between any two vertices of T , there is a unique path
in T .) Choose such a set of k paths, say P D fP1; P2; : : : ; Pkg with the additional
condition that the sum of their lengths is minimum.

We claim that the paths of P are pairwise edge-disjoint. If not, there exists a pair
fPi ; Pj g; i ¤ j , withPi andPj having an edge in common. In this case, Pi andPj
have one or more disjoint paths of length at least 1 in common. Then Pi �Pj , the
symmetric difference of Pi and Pj , properly contains a disjoint union of two paths,
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Fig. 6.16 Graph for proof of
Lemma 6.5.13

say Qi and Qj , with their end vertices being disjoint pairs of vertices belonging to
S (Fig. 6.16).

If we replace Pi and Pj by Qi and Qj in P; then the resulting set of paths has
the property that their end vertices belong to S and that the sum of the lengths of
Qi and Qj is less than that of the sum of the lengths of the paths Pi and Pj in P .
This contradicts the choice of P , and hence P has the stated property. �

Proof of Corollary 6.5.12. Let G be a 4-edge-connected graph. In view of
Theorem 6.5.4, it suffices to show that G contains a dominating trail.

By Corollary 4.4.6,G contains two edge-disjoint spanning trees T1 and T2. Let S
be the set of vertices of odd degree in T1. Then jS j is even. Let jS j D 2k; k � 1. By
Lemma 6.5.13, there exists a set of k pairwise edge-disjoint paths fPl; P2; : : : ; Pkg
in T2 with the property stated in Lemma 6.5.13. ThenG0 D T1 [ .P1 [P2 [ : : : Pk/
is a connected spanning subgraph ofG in which each vertex is of even degree. Thus,
G0 is a dominating trail of G. �

We conclude this section with a theorem on locally connected graphs (see
Definition 1.5.9 of Chap. 1).

Theorem 6.5.14* (Oberly and Sumner [149]). A connected, locally connected,
nontrivialK1;3-free graph is Hamiltonian.

Proof. LetG be a connected, locally connected, nontrivialK1;3-free graph. We may
assume that G has at least four vertices. Since G is locally connected, G certainly
has a cycle. Let C be a longest cycle of G. If C is not a Hamilton cycle, there exists
a vertex v 2 V.G/nV.C / that is adjacent to a vertex u of C . Let u1 and u2 be the
neighbors of u on C . Then, as the edges uv; uu1 and uu2 do not induce a K1;3 in G,
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Fig. 6.18 Graph for case 1
of proof of Theorem 6.5.14

u1u2 2 E.G/, since otherwise v is adjacent either to u1 or u2 and we get a cycle
longer than C , a contradiction (see Fig. 6.17).

For each x 2 V.G/, denote by G0.x/ the subgraph GŒNG.x/� of G. By
hypothesis, G0.u/ is connected, and hence there exists either a v-u1 path P in
G0.u/ not containing u2 or a v-u2 path Q in G0.u/ not containing u1. Let us say
it is the former. For the purpose of the proof of this theorem, we call a vertex
w 2 V0 D .V .C / \ V.P //nfu1g singular if neither of the two neighbors of w
on C is in NG.u/.

Case 1. Each vertex of V0 is singular. Then for any w 2 V0; w is adjacent to u
(since w 2 V.P / � V.G0.u/// but since w is singular, neither of the neighbors
w1 and w2 of w on C is adjacent to u in G. Then considering the K1;3 subgraph
fww1; ww2; wug, we see that w1 w2 2 E.G/. Now, describe the cycleC 0 as follows:
Start from u2, move away from u along C , and whenever we encounter a singular
vertex w, bypass it by going through the edge w1w2. After reaching u1, retrace the
u1-v path P�1 and follow it up by the path vuu2. Then C 0 traverses through each
vertex of C [ P exactly once. Thus, C 0 is a cycle longer than C , a contradiction to
the choice of C (see Fig. 6.18).
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Fig. 6.19 Cycle C 0 for case
2 of proof of Theorem 6.5.14

Case 2. V0 has a nonsingular vertex. Let w be the first nonsingular vertex as P is
traversed from v to u1. As before, let w1 and w2 be the neighbors of w along C . Then
at least one of w1 and w2 is adjacent to u. Without loss of generality, assume that w2
is adjacent to u. Let

C 0 D .C [ fw2u; uw; u1u2g/nfw2w; uu1; uu2g:

(See Fig. 6.19.)

Clearly, C and C 0 are of the same length, and thereforeC 0 is also a longest cycle
of G. Then, by the choice w, the v-w section of P contains the only nonsingular
vertex w. Let w0 be the first singular vertex on this section. Consider the cycle C 00
described as follows: Start from w2 and move along C 0 away from u until we reach
the vertex preceding w0. Bypass w0 by moving through the neighbors of w0 along
C 0 (as in case 1), and repeat it for each nonsingular vertex after w0. After reaching
w, move along the w-v section of P�1 and follow it by the path vuw2 (see Fig. 6.20).
Then C 00 is a cycle longer than C 0 (as in case 1), a contradiction.

Hence, in any case, C cannot be a longest cycle of G. Thus, G is
Hamiltonian. �

6.6 2-Factorable Graphs

It is clear that if a graph G is r-factorable with k r-factors, then the degree of each
vertex ofG is rk. In particular, ifG is 2-factorable, thenG is regular of even degree,
say, 2k. That the converse is also true is a result due to Petersen [158].

Theorem 6.6.1 (Petersen). Every 2k-regular graph, k � 1, is 2-factorable.
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Fig. 6.20 Cycle C 00 for case
2 of proof of Theorem 6.5.14

Proof. Let G be a 2k-regular graph with V D fv1; v2; : : : ; vng. We may assume
without loss of generality that G is connected. (Otherwise, we can consider the
components of G separately.) Since each vertex of G is of even degree, by
Theorem 6.2.2,G is Eulerian. Let T be an Euler tour ofG. Form a bipartite graphH
with bipartition .V;W /, where V D fv1; v2; : : : ; vng and W D fw1; w2; : : : ; wng
and in which vi is made adjacent to wj if and only if vj follows vi immediately
in T . Since at every vertex of G there are k incoming edges and k outgoing edges
along T , H is k-regular. Hence, by Theorem 5.5.3, H is 1-factorable. Let the k
1-factors be M1; : : : ; Mk. Label the edges of Mi with the label i; 1 � i � k. Then
the k edges incident at each vi of H receive the k labels 1; 2; : : : ; k, and hence if
the edges vi wj and vj wr are in Mp, 1 � p � k, identifying the vertex wj with
the vertex vj for each j in Mp gives an edge labeling to G in which the edges vi vj
and vj vr receive the label p. It is then clear that the edges of Mp yield a 2-factor
of G with label p. Note that vi is nonadjacent to wi in H , 1 � i � k. Since this is
true for each of the 1-factors Mp; 1 � p � k, we get a 2-factorization of G into k
2-factors. �

A special case of Theorem 6.6.1 is the 2-factorization of K2pC1; which is
2p-regular. Actually,K2pC1 has a 2-factorization into Hamilton cycles.

Theorem 6.6.2. K2pC1 is 2-factorable into p Hamilton cycles.

Proof. Label the vertices of K2pC1 as v0; v1; : : : ; v2p . For i D 0; 1; : : : ; p, let Pi
be the path vi vi�1 viC1 vi�2 viC2 : : : viCp�1 vi�.p�1/ (suffixes taken modulo 2p),
and let Ci be the Hamilton cycle obtained from Pi by joining v2p to the end vertices
of Pi . The cycles Ci are edge-disjoint. This may be seen by placing the 2p vertices
v0; v1; : : : ; v2p�1 symmetrically on a circle and placing v2p at the center of the
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v1

v2

v3

v4

v5

v6

v0
Fig. 6.21 Parallel chords and
edge-disjoint Hamilton cycles
inK7

circle and noting that the edges vi vi�1; viC1 vi�2; : : : ; viCp�1 vi�p form a set of p
parallel chords of this circle. �

Figure 6.21 displays the three sets of parallel chords and three edge-disjoint
Hamilton cycles in K7. The 2-factors are

F1 W v6 v0 v5 v1 v4 v2 v3 v6;

F2 W v6 v1 v0 v2 v5 v3 v4 v6;

F3 W v6 v2 v1 v3 v0 v4 v5 v6:

6.7 Exercises

7.1. Prove: A Hamiltonian-connected graph is Hamiltonian. (Note: The converse
is not true. See the next exercise.)

7.2. Show that a Hamiltonian-connected graph is 3-connected. Display a Hamil-
tonian graph of connectivity 3 that is not Hamiltonian-connected.

7.3. If G is traceable, show that for every proper subset S of V.G/; !.G � S/ �
jS j C 1. Disprove the converse by a counterexample.

7.4. If G is simple and ı � n�1
2

show that G is traceable. Disprove the converse.
7.5. If G is simple and ı � nC1

2
show that G is Hamiltonian-connected. Is the

converse true?
7.6. Give an example of a non-Hamiltonian simple graph G of order n .n � 3/

such that for every pair of nonadjacent vertices u and v; d.u/Cd.v/ � n�1.
[This shows that the condition in Ore’s theorem (Theorem 6.3.5) cannot be
weakened further.]

7.7. Show that if a cubic graph is Hamiltonian, then it has three disjoint 1-factors.
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7.8.* Show that if a cubic graph has a 1-factor, then it has at least three distinct
1-factors.

7.9. Show that a complete k-partite graph G is Hamiltonian if and only if
jV.G/nN j � jN j, where N is the size of a maximum part of G. (See
Aravamudhan and Rajendran [9].)

7.10. A graph is called locally Hamiltonian if GŒN.v/� is Hamiltonian for each
vertex v of G. Show that a locally Hamiltonian graph is 3-connected.

7.11. If jV.G/j � 5, prove that L.G/ is locally Hamiltonian if and only if G Š
K1;n.

7.12. If G is a 2-connected graph that is both K1;3-free and .K1;3 C e/-free, prove
thatG is Hamiltonian. (Recall that a graphG isH -free if G does not contain
an isomorphic copy of H as an induced subgraph.)

7.13. Let G be a simple graph of order 2n .n � 2/. If for every pair of nonadjacent
vertices u and v; d.u/ C d.v/ > 2n C 2, show that G contains a spanning
cubic graph.

7.14. Show by means of an example that the square of a 1-connected (i.e., con-
nected) graph need not be Hamiltonian. (A celebrated result of H. Fleischner
states that the square of any 2-connected graph is Hamiltonian—a result that
was originally conjectured by M. D. Plummer.)

7.15.* Let G be a simple graph with degree sequence .d1; d2; : : : ; dn/, where d1 �
d2 � : : : � dn and n � 3. Suppose that there is no value of r less than n

2
for

which dr � r and dn�r < n � r . Show that G is Hamiltonian. (See Chvátal
[38] or reference [27].)

7.16. Does there exist a simple non-Hamiltonian graph with degree sequence
.2; 3; 5; 5; 5; 6; 6; 6; 6; 6/?

7.17. Draw a non-Hamiltonian simple graph with degree sequence
.3; 3; 3; 6; 6; 6; 9; 9; 9/.

7.18. Let G be a .2k C 1/-regular graph with the property that jŒS; NS�j � 2k for
every proper nonempty set S of V . Prove thatG has k edge-disjoint 2-factors.
(Note that when k D 1, this is just Petersen’s result: Corollary 5.5.11. Hint:
Use Tutte’s 1-factor Theorem 5.6.5 to show that G has a 1-factor. Then apply
Petersen’s Theorem 6.6.1.)

Notes

Königsberg was part of East Prussia before Germany’s defeat in World War II. It has
been renamed Kaliningrad, and perhaps before long it will get back its original
name. It is also the birthplace of the German mathematician David Hilbert as well
as the German philosopher Immanuel Kant. It is interesting to note that even though
the Königsberg bridge problem did give birth to Eulerian graphs, Euler himself did
not use the concept of Eulerian graphs to solve this problem; instead, he relied on
an exhaustive case-by-case verification (see reference [24]).
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Ore’s theorem (Theorem 6.3.5) can be restated as follows: IfG is a simple graph
with n � 3 vertices and jN.u/j C jN.v/j � n, for every pair of nonadjacent vertices
of G, then G is Hamiltonian. This statement replaces d.u/ in Theorem 6.3.5 by
jN.u/j. There are several sufficient conditions for a graph to be Hamiltonian using
the neighborhood conditions. A nice survey of these results is given in Lesniak
[131]. To give a flavor of these results, we give three results here of Faudree, Gould,
Jacobson, and Lesniak:

Theorem 1. IfG is a 2-connected graph of order n such that jN.u/\N.u/j � 2n�1
3

for each pair u; v of nonadjacent vertices of G, then G is Hamiltonian.

Theorem 2. If G is a connected graph of order n such that jN.u/\N.v/j � 2n�2
3

for each pair u; v of nonadjacent vertices of G, then G is traceable.

Theorem 3. If G is a 3-connected graph of order n such that jN.u/\N.v/j > 2n
3

for each pair u; v of nonadjacent vertices of G, then G is Hamiltonian-connected.



Chapter 7
Graph Colorings

7.1 Introduction

Graph theory would not be what it is today if there had been no coloring problems.
In fact, a major portion of the 20th-century research in graph theory has its origin in
the four-color problem. (See Chap. 8 for details.)

In this chapter, we present the basic results concerning vertex colorings and
edge colorings of graphs. We present two important theorems on graph colorings,
namely, Brooks’ theorem and Vizing’s theorem. We also present a brief discussion
on “snarks” and Kirkman’s schoolgirl problem. In addition, a detailed description
of the Mycielskian of a graph is also presented.

7.2 Vertex Colorings

7.2.1 Applications of Graph Coloring

We begin with a practical application of graph coloring known as the storage prob-
lem. Suppose a university’s Department of Chemistry wants to store its chemicals.
It is quite probable that some chemicals cause violent reactions when brought
together. Such chemicals are incompatible chemicals. For safe storage, incompatible
chemicals should be kept in distinct rooms. The easiest way to accomplish this is,
of course, to store one chemical in each room. But this is certainly not the best
way of doing it since we will be using more rooms than are really needed (unless,
of course, all the chemicals are mutually incompatible!). So we ask: What is the
minimum number of rooms required to store all the chemicals so that in each room
only compatible chemicals are stored?

We convert the above storage problem into a problem in graphs. Form a graph
G D .V;E/ by making V correspond bijectively to the set of available chemicals
and making u adjacent to v if and only if the chemicals corresponding to u and

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 7,
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v are incompatible. Then, any set of compatible chemicals correspond to a set
of independent vertices of G: Thus, a safe storing of chemicals corresponds to a
partition of V into independent subsets of G: The cardinality of such a minimum
partition of V is then the required number of rooms. The minimum cardinality is
called the chromatic number of the graph G:

Definition 7.2.1. The chromatic number �.G/ of a graph G is the minimum
number of independent subsets that partition the vertex set ofG:Any such minimum
partition is called a chromatic partition of V.G/:

The storage problem just described is actually a vertex coloring problem of G:
A vertex coloring of G is a map f W V ! S; where S is a set of distinct colors;
it is proper if adjacent vertices of G receive distinct colors of S: This means that
if uv 2 E.G/; then f .u/ ¤ f .v/: Thus, �.G/ is the minimum cardinality of S
for which there exists a proper vertex coloring of G by colors of S: Clearly, in any
proper vertex coloring ofG; the vertices that receive the same color are independent.
The vertices that receive a particular color make up a color class. This allows an
equivalent way of defining the chromatic number.

Definition 7.2.2. The chromatic number of a graph G is the minimum number of
colors needed for a proper vertex coloring of G: G is k-chromatic if �.G/ D k:

Definition 7.2.3. A k-coloring of a graph G is a vertex coloring of G that uses at
most k colors.

Definition 7.2.4. A graph G is said to be k-colorable if G admits a proper vertex
coloring using at most k colors.

In considering the chromatic number of a graph, only the adjacency of vertices
is taken into account. Hence, multiple edges and loops may be discarded while
considering chromatic numbers, unless needed otherwise. As a consequence, we
may restrict ourselves to simple graphs when dealing with (vertex) chromatic
numbers.

It is clear that �.Kn/ D n: Further, �.G/ D 2 if and only if G is bipartite having
at least one edge. In particular,�.T / D 2 for any tree T with at least one edge (since
any tree is bipartite). Further (see Fig. 7.1),

�.Cn/ D
(
2 if n is even

3 if n is odd.
(7.1)

Exercise 2.1. Prove �.G/ D 2 if and only ifG is a bipartite graph with at least one
edge.

Exercise 2.2. Determine the chromatic number of

(i) The Petersen graph
(ii) Wheel Wn (see Sect. 1.7, Chap. 1)

(iii) The Herschel graph (see Fig. 5.4)
(iv) The Grötzsch graph (see Fig. 7.6)
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1 2

3 4

χ(C6) = 2 χ(C5) = 3 A proper 4-coloring of C5

1

1 1

1

12

2

2

2 2

2

3

Fig. 7.1 Illustration of proper vertex coloring

We next consider another application of graph coloring. LetS be a set of students.
Each student of S is to take a certain number of examinations for which he or she
has registered. Undoubtedly, the examination schedule must be such that all students
who have registered for a particular examination will take it at the same time.

Let P be the set of examinations and for p 2 P; let S.p/ be the set of students
who have to take the examination p: Our aim is to draw up an examination schedule
involving only the minimum number of days on the supposition that papers a and b
can be given on the same day provided they have no common candidate and that no
candidate shall have more than one examination on any day.

Form a graph G D G.P; E/; where a; b 2 P are adjacent if and only if
S.a/ \ S.b/ ¤ ;: Then each proper vertex coloring of G yields an examination
schedule with the vertices in any color class representing the schedule on a particular
day. Thus, �.G/ gives the minimum number of days required for the examination
schedule.

Exercise 2.3. Draw up an examination schedule involving the minimum number of
days for the following problem:

Set of students Examination subjects

S1 Algebra, real analysis, and topology
S2 Algebra, operations research, and complex analysis
S3 Real analysis, functional analysis, and complex analysis
S4 Algebra, graph theory, and combinatorics
S5 Combinatorics, topology, and functional analysis
S6 Operations research, graph theory, and coding theory
S7 Operations research, graph theory, and number theory
S8 Algebra, number theory, and coding theory
S9 Algebra, operations research, and real analysis

Exercise 2.4. If G is k-regular, prove that �.G/ � n
n�k :

Theorem 7.2.5 gives upper and lower bounds for the chromatic number of a graph
G in terms of its independence number and order.
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Theorem 7.2.5. For any graph G with n vertices and independence number ˛;

n
˛

� � � n � ˛ C 1:

Proof. There exists a chromatic partition fV1; V2; : : : ; V�g of V: Since each Vi is
independent, jVi j � ˛; 1 � i � �: Hence, n D P�

iD1 jVi j � ˛ �; and this gives the
inequality on the left.

To prove the inequality on the right, consider a maximum independent set S of ˛
vertices. Then the subsets of V nS of cardinality 1 together with S yield a partition
of V into .n � ˛/C 1 independent subsets. �
Remark 7.2.6. Unfortunately, none of the above bounds is a good one. For example,
ifG is the graph obtained by connectingC2r with a disjointK2r (r � 2), by an edge,
we have n D 4r; ˛ D r C 1; and � D 2r; and the above inequalities become 4r

rC1 �
2r � 3r: For a simple graph G; the number �c D �c.G/ D �.Gc/; the chromatic
number ofGc is the minimum number of subsets in a partition of V.G/ into subsets
each inducing a complete subgraph of G: Bounds on the sum and product of �.G/
and �c.G/ were obtained by Nordhaus and Gaddum [148] (see also reference [93]),
as given in Theorem 7.2.7.

Theorem 7.2.7 (Nordhaus and Gaddum [148]). For any simple graph G;

2
p
n � �C �c � nC 1; andn � ��c �

�
nC 1

2

�2
:

Proof. Let �.G/ D k and let V1; V2; : : : ; Vk be the k color classes in a chromatic
partition of G: Then

Pk
iD1 jVi j D n; and so max1�i�k jVi j � n

k
: Since each Vi

is an independent set of G; it induces a complete subgraph in Gc: Hence, �c �
max1�i�k jVi j; and so ��c D k �c � k ı max1�i�k jVi j � k ı n

k
D n: Further,

since the arithmetic mean of � and �c is greater than or equal to their geometric
mean, �C�c

2
� p

��c � p
n: Hence, � C �c � 2

p
n: This establishes both the

lower bounds.
To show that �C�c � nC1; we use induction on n:When n D 1; � D �c D 1;

and so we have equality in this case. So assume that � C �c � .n � 1/ C 1 D n

for all graphs G having n � 1 vertices, n � 2: Let H be any graph with n vertices,
and let v be any vertex of H: Then G D H � v is a graph with n � 1 vertices and
Gc D .H � v/c D Hc � v: By the induction assumption, �.G/C �.Gc/ � n:

Now �.H/ � �.G/ C 1 and �.Hc/ � �.Gc/ C 1: If either �.H/ � �.G/ or
�.Hc/ � �.Gc/; then �.H/ C �.Hc/ � �.G/ C �.Gc/ C 1 � n C 1: Suppose
then �.H/ D �.G/ C 1 and �.Hc/ D �.Gc/ C 1: �.H/ D �.G/ C 1 implies
that removal of v from H decreases the chromatic number, and hence dH .v/ �
�.G/: [If dH .v/ < �.G/; then in any proper coloring of G with �.G/ colors at
most �.G/ � 1 colors would have been used to color the neighbors of v in G; and
hence v can be given one of the left-out colors, and therefore we have a coloring
of H with �.G/ colors. Hence, �.H/ D �.G/; a contradiction.] For a similar
reason, �.Hc/ D �.Gc/C 1 implies that n � 1 � dH.v/ D dHc .v/ � �.Gc/I thus,
�.G/ C �.Gc/ � dH.v/ C n � 1 � dH .v/ D n � 1: This implies, however, that
�.H/C �.Hc/ D �.G/C �.Gc/C 2 � nC 1:
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Finally, applying the inequality
p
��c � �C�c

2
; we get ��c � .

�C�c
2
/2 �

. nC1
2
/2: �

Note 7.2.8. Since the publication of Theorem 7.2.7, there had been similar results
for other graph parameters (see, for instance, [115] for the domination number � ).
All these results have now come to be known as Nordhaus–Gaddum inequalities,
with reference to the parameters in question.

Exercise 2.5. For a simple graph G; prove that �.Gc/ � ˛.G/:

Exercise 2.6. Prove �.G/ � `C1;where ` is the length of a longest path inG: For
each positive integer `; give a graph G with chromatic number `C 1 and in which
any longest path has length `:

Exercise 2.7. Which numbers can be chromatic numbers of unicyclic graphs?
Draw a unicyclic graph on 15 vertices with� D 3 and having each of these numbers
as its chromatic number.

Exercise 2.8. If G is connected andm � n; show that �.G/ � 3:

Exercise 2.9. Let Gn be the graph defined by V.Gn/ D f.i; j / W 1 � i < j � ng;
and E.Gn/ D f�.i; j /.k; l/� W i < j D k < lg: Prove

(i) !.Gn/ D 2.
(ii) �.Gn/ D dlog2 ne: [Note that �.Gn/ ! 1 as n ! 1.]

Exercise 2.10. Prove that �.G�H/ D max.�.G/; �.H//:

Exercise 2.11. Prove �.G �H/ � min.�.G/; �.H/// (A celebrated conjecture of
Hedetniemi [104] states that �.G �H/ D min.�.G/; �.H///:

7.3 Critical Graphs

Definition 7.3.1. A graphG is called critical if for every proper subgraphH of G;
�.H/ < �.G/: Equivalently, �.G � e/ < �.G/ for each edge e of G: Also, G is
k-critical if it is k-chromatic and critical.

Remarks 7.3.2. If �.G/ D 1; thenG is either trivial or totally disconnected. Hence,
G is 1-critical if and only if G is K1: Again, �.G/ D 2 implies that G is bipartite
and has at least one edge. Hence, G is 2-critical if and only if G is K2: For an
odd cycle C; �.C / D 3; and if G contains an odd cycle C properly, G cannot be
3-critical.

Exercise 3.1. Prove that any critical graph is connected.

Exercise 3.2. Prove that for any graph G; �.G � v/ D �.G/ or �.G/ � 1 for any
v 2 V; and �.G � e/ D �.G/ or �.G/ � 1 for any e 2 E:
Exercise 3.3. Show that if G is k-critical, �.G � v/ D �.G � e/ D k � 1 for any
v 2 V and e 2 E:
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Exercise 3.4. [If �.G � e/ < �.G/ for any e of G; G is sometimes called edge-
critical, and if �.G � v/ < �.G/ for any vertex v of G; G is called vertex-critical.]
Show that a nontrivial connected graph is vertex-critical if it is edge-critical.
Disprove the converse by a counterexample.

Exercise 3.5. Show that a graph is 3-critical if and only if it is an odd cycle. It is
clear that any k-chromatic graph contains a k-critical subgraph. (This is seen by
removing vertices and edges in succession, whenever possible, without diminishing
the chromatic number.)

Theorem 7.3.3. If G is k-critical, then ı.G/ � k � 1:

Proof. Suppose ı.G/ � k � 2: Let v be a vertex of minimum degree in G: Since G
is k-critical, �.G�v/ D �.G/�1 D k�1 (see Exercise 3.3). Hence, in any proper
.k � 1/-coloring of G � v; at most .k � 2/ colors would have been used to color the
neighbors of v in G: Thus, there is at least one color, say c; that is left out of these
k � 1 colors. If v is given the color c; a proper .k � 1/-coloring of G is obtained.
This is impossible since G is k-chromatic. Hence, ı.G/ � .k � 1/: �

Corollary 7.3.4. For any graph G; �.G/ � 1C�.G/:

Proof. LetG be a k-chromatic graph, and letH be a k-critical subgraph ofG: Then
�.H/ D �.G/ D k: By Theorem 7.3.3, ı.H/ � k � 1; and hence k � 1C ı.H/ �
1C�.H/ � 1C�.G/: �

Exercise 3.6. Give another proof of Corollary 7.3.4 by using induction on n D
jV.G/j:
Exercise 3.7. If �.G/ D k; show that G contains at least k vertices each of degree
at least k � 1:

Exercise 3.8. Prove or disprove: If G is k-chromatic, then G contains a Kk:

Exercise 3.9. Prove: Any k (� 2)-critical graph contains a .k � 1/-critical
subgraph.

Exercise 3.10. For each of the graphsG of Exercise 2.2, find a critical subgraphH
of G with �.H/ D �.G/:

Exercise 3.11. Prove that the wheel W2n�1 D C2n�1 _ K1 is a 4-critical graph for
each n � 2: Does a similar statement apply to W2n?

Theorem 7.3.5. In a critical graph G; no vertex cut is a clique.

Proof. Suppose G is a k-critical graph and S is a vertex cut of G that is a clique
of G (i.e., a complete subgraph of G). Let Hi; 1 � i � r; be the components of
GnS; and let Gi D GŒV.Hi / [ S�: Then each Gi is a proper subgraph of G and
hence admits a proper .k�1/-coloring. Since S is a clique, its vertices must receive
distinct colors in any proper .k � 1/-coloring of Gi : Hence, by fixing the colors for
the vertices of S; and coloring for each i the remaining vertices of Gi so as to give
a proper .k � 1/-coloring of Gi ; we obtain a proper .k � 1/-coloring of G: This
contradicts the fact that G is k-chromatic (see Fig. 7.2). �
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H1 H2

G1 G2

S

Fig. 7.2 GŒS� ' K4

.r D 2/

Corollary 7.3.6. Every critical graph is a block.

Exercise 3.12.* Prove that every k-critical graph is .k � 1/-edge connected
(Dirac [53]).

Exercise 3.13. Show by means of an example that criticality is essential in
Exercise 3.12; that is, a k-chromatic graph need not be .k � 1/-edge connected.

7.3.1 Brooks’ Theorem

We next consider Brooks’ [31] theorem. Recall Corollary 7.3.4, which states that
�.G/ � 1C�.G/: If G is an odd cycle, �.G/ D 3 D 1C 2 D 1C�.G/; and if G
is a complete graph, say Kk; �.G/ D k D 1C .k � 1/ D 1C�.G/: That these are
the only extremal families of graphs for which �.G/ D 1 C �.G/ is the assertion
of Brooks’ theorem.

Theorem 7.3.7 (Brooks’ theorem). If a connected graphG is neither an odd cycle
nor a complete graph, then �.G/ � �.G/:

Proof. If �.G/ � 2; then G is either a path or a cycle. For a path G (other than
K1 and K2), and for an even cycle G; �.G/ D 2 D �.G/: According to our
assumption, G is not an odd cycle. So let �.G/ � 3:

The proof is by contradiction. Suppose the result is not true. Then there exists
a minimal graph G of maximum degree �.G/ D � � 3 such that G is not �-
colorable, but for any vertex v of G; G � v is �-colorable.

Claim 1. Let v be any vertex of G: Then in any proper �-coloring of G � v; all the
� colors must be used for coloring the neighbors v in G: Otherwise, if some color
i is not represented in NG.v/; then v could be colored using i; and this would give
a �-coloring of G; a contradiction to the choice of G: Thus, G is a �-regular graph
satisfying Claim 1.

For v 2 V.G/; letN.v/ D fv1; v2; : : : ; v�g: In a proper�-coloring ofG�v D H;

let vi receive color i; 1 � i � �: For i ¤ j; let Hij be the subgraph of H induced
by the vertices receiving the ith and jth colors.
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Fig. 7.3 Graphs for proof of
Theorem 7.3.7 (The numbers
inside the parentheses denote
the vertex colors)

Claim 2. vi and vj belong to the same component of Hij : Otherwise, the colors
i and j can be interchanged in the component of Hij that contains the vertex vj :
Such an interchange of colors once again yields a proper �-coloring of H: In this
new coloring, both vi and vj receive the same color, namely, i; a contradiction to
Claim 1. This proves Claim 2.

Claim 3. If Cij is the component of Hij containing vi and vj ; then Cij is a path in
Hij : As before, NH.vi / contains exactly one vertex of color j: Further, Cij cannot
contain a vertex, say y; of degree at least 3I for, if y is the first such vertex on a
vi � vj path in Cij that has been colored, say, with i; then at least three neighbors
of y in Cij have the color j: Hence, we can recolor y in H with a color different
from both i and j; and in this new coloring ofH; vi and vj would belong to distinct
components of Hij (see Fig. 7.3a). (Note that by our choice of y; any vi � vj path
in Hij must contain y:) But this contradicts Claim 3.

Claim 4. Cij \ Cik D fvi g for j ¤ k: Indeed, if w 2 Cij \ Cik; w ¤ vi ; then
w is adjacent to two vertices of color j on Cij and two vertices of color k on Cik
(see Fig. 7.3b). Again, we can recolor w in H by giving a color different from the
colors of the neighbors of w in H: In this new coloring of H; vi and vj belong to
distinct components ofHij ; a contradiction to Claim 2. This completes the proof of
Claim 4.
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Fig. 7.4 Different colorings of K3;3 � e

We are now in a position to complete the proof of the theorem. By hypothesis,G is
not complete. Hence,G has a vertex v; and a pair of nonadjacent vertices v1 and v2 in
NG.v/ (see Exercise 5.11, Chap. 1). Then the v1 � v2 path C12 inH12 ofH D G � v
contains a vertex y (¤ v2) adjacent to v1: Naturally, y would receive color 2: Since
� � 3; by Claim 1, there exists a vertex v3 2 NG.v/: Now interchange colors 1
and 3 in the path C13 of H13: This would result in a new coloring of H D G � v:
Denote the vi -vj path in H under this new coloring by C 0

ij (see Fig. 7.3c). Then
y 2 C 0

23 since v1 receives color 3 in the new coloring (whereas y retains color 2).
Also, y 2 C12 � v1 	 C 0

12: Thus, y 2 C 0
23 \ C 0

12: This contradicts Claim 4 (since
y ¤ v2), and the proof is complete. �

7.3.2 Other Coloring Parameters

There are several other vertex coloring parameters of a graph G: We now mention
three of them. Let f be a k-coloring (not necessarily proper) of G; and let
.V1; V2; : : : ; Vk/ be the color classes of G induced by f: Coloring f is pseudo-
complete if between any two distinct color classes, there is at least one edge of G:
f is complete if it is pseudocomplete and each Vi ; 1 � i � k; is an independent set
of G: Thus, �.G/ is the minimum k for which G has a complete k-coloring f:

Definition 7.3.8. The achromatic number a.G/ of a graphG is the maximum k for
which G has a complete k-coloring.

Definition 7.3.9. The pseudoachromatic number  .G/ ofG is the maximum k for
which G has a pseudocomplete k-coloring.

Example 7.3.10. Figure 7.4 gives (a) a chromatic, (b) an achromatic, and (c) a
pseudoachromatic coloring of K3;3 � e:

It is clear that for any graph G; �.G/ � a.G/ �  .G/:

Exercise 3.14. LetG be a graph andH a subgraph of G: Prove that �.H/ � �.G/

and  .H/ �  .G/: Show by means of an example that a.H/ � a.G/ need not
always be true.
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Exercise 3.15. Prove

(i)  . � 1/ � 2m:

(ii)  .Ka _ Kc
b/ D aC 1:

From (ii) deduce that for any graph,  � n � ˛ C 1:

Exercise 3.16. If G has a complete coloring using k colors, prove that k �
1Cp

1C8m
2

: (m D size of G).

Exercise 3.17. Prove that for a complete bipartite graphG; a.G/ D 2:

Exercise 3.18. What is the minimum number of edges that a connected graph with
pseudoachromatic number  can have? Construct one such tree.

Exercise 3.19. If G is a subgraph of H; prove that  .G/ �  .H/:

Exercise 3.20. Prove:  .Kn;n/ D nC 1:

7.3.3 b-Colorings

Definition 7.3.11. A b-coloring of a graph G is a proper coloring with the
additional property that each color class contains a color-dominating vertex (c.d.v.),
that is, a vertex that has a neighbor in all the other color classes. The b-chromatic
number of G is the largest k such that G has a b-coloring using k colors; it is
denoted by b(G).

The concept of b-coloring was introduced by Irving and Manlove [111].
Exercise 3.21 guarantees the existence of the b-chromatic number for any graph

G and shows that �.G/ � b.G/: Note that b.Kn/ D n while b.Km;n/ D 2:

Exercise 3.21. Show that the chromatic coloring of a graphG is a b-coloring of G:

Exercise 3.22. Prove that Kn;n � F; n � 2; where F is a 1-factor ofKn;n; has a b-
coloring using 2 colors and n colors but none with k colors for any k in 2 < k < n:

Exercise 3.23. Prove b.G/ � 1 C�.G/: A better upper bound for b.G/ is given
in the next exercise.

Exercise 3.24. Let d1 � d2 � : : : � dn be the degree sequence of the graph G
with vertex set V D fv1; : : : ; vng; and di D d.vi /; 1 � i � n: Let M.G/ D
maxfi W di � i � 1; 1 � i � ng: Prove that b.G/ � M.G/: Show further that the
number of vertices of degree at least M.G/ in G is at most M.G/:

Exercise 3.25. LetQp be the hypercube of dimensionp: Prove b.Q1/ D b.Q2/D2;
and b.Q3/ D 4: [A result of Kouider and Mahéo [125] states that for p � 3;

b.Qp/ D p C 1.]

We complete this section by presenting a result of Kratochvı́l, Tuza, and Voigt
[126] that characterizes graphs with b-chromatic number 2: Let G be a bipartite
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graph with bipartition .X; Y /: A vertex x 2 X (respectively, y 2 Y ) is called a
full vertex (or a charismatic vertex) of X (respectively, Y ) if it is adjacent to all the
vertices of Y (respectively,X ).

Theorem 7.3.12 ( [126]). Let G be a nontrivial connected graph. Then b.G/ D 2

if and only if G is bipartite and has a full vertex in each part of the bipartition.

Proof. Suppose G is bipartite and has a full vertex in each part, say x 2 X and
y 2 Y . Naturally, in any b-coloring, the color class containing x; sayW1; is a subset
of X and that containing y; say W2; is a subset of Y: If G has a third color class W3

disjoint fromW1 and W2; then W3 must have a c.d.v. adjacent to a vertex of W1 and
a vertex of W2: This is impossible, as G is bipartite. Therefore, b.G/ D 2:

Conversely, let b.G/ D 2: Then �.G/ D 2 and therefore G is bipartite. Let
.X; Y / be the bipartition of G: Assume that G does not have a full vertex in at least
one part, say,X: Let x1 2 X:As x1 is not a full vertex, there exists a vertex y1 2 Y to
which it is not adjacent. LetX1 be the maximal subset ofX such that V1 D X1[fy1g
is independent in G: Now choose a new vertex x2 2 XnX1. Again, as X has no full
vertex, we can find a y2 2 Y nfy1g to which x2 is not adjacent. Let X2 be the
maximal subset ofXnX1 such that V2 D X2[fy2g is independent inG: In this way,
all the vertices of X would be exhausted and let V1; V2; : : : ; Vk be the independent
sets thus formed. Also, let Y0 denote the set of uncovered vertices of Y; if any.
Since G is connected, G ¤ hVi [ Vj i; and G ¤ hVl [ Y0i; i; j; l 2 f1; 2; : : : ; kg:
Hence, k � 2 when Y0 ¤ ; and k � 3 when Y0 D ;: Thus, the partition V D
V1[V2[: : :[Vk[fVkC1 D Y0g has at least 3 parts. If each of these parts has a c.d.v.,
we get a contradiction to the fact that b.G/ D 2: If not, assume that the class Vl has
no c.d.v. Then for each vertex x of Vl ; there exists a color class Vj ; j ¤ l; having no
neighbor of x: Then x could be moved to the class Vj : In this way, the vertices in Vl
can be moved to the other Vi ’s without disturbing independence. Let us call the new
classes V 0

1 ; V
0
2 ; : : : ; V

0
l�1; V 0

lC1; : : : ; V 0
kC1: If each of these color classes contains a

c.d.v., we get a contradiction as k � 3: Otherwise, argue as before and reduce the
number of color classes. As G is connected, successive reductions should end up in
at least three classes, contradicting the hypothesis that b.G/ D 2: �

A description of several other coloring parameters can be found in Jensen and
Toft [116].

7.4 Homomorphisms and Colorings

Homomorphisms of graphs generalize the concept of graph colorings.

Definition 7.4.1. Let G and H be simple graphs. A homomorphism from G to H
is a map f W V.G/ ! V.H/ such that f .x/f .y/ 2 E.H/ whenever xy 2 E.G/:
The map f is an isomorphism if f is bijective and xy 2 E.G/ if and only if
f .x/f .y/ 2 E.H/:
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We write f W G ! H to denote the fact that f is a homomorphism from G

to H and write G ' H to denote that G is isomorphic to H: If f W G ! H

is a graph homomorphism, then hff .x/ W x 2 V.G/gi; the subgraph induced in
H by the image set f .V.G// is the image of f: If f .V.G// D V.H/; f is an
onto-homomorphism. If f W G ! H; then for any vertex v of H; f �1.v/ is an
independent set of G: (If f �1.v/ D ;; then f �1.v/ is an independent subset of
V.G/; while if f �1.v/ contains an edge uw; then f .u/ D v D f .w/; and henceH
has a loop at v; a contradiction to the fact thatH is a simple graph).

Lemma 7.4.2. Let G1; G2, and G3 be graphs and let f1 W G1 ! G2; and f2 W
G2 ! G3 be homomorphisms. Then f2 ı f1 W G1 ! G3 is also a homomorphism.
[Here .f2 ı f1/.g/ D f2.f1.g//.]

Proof. Follows by direct verification. �

A graph homomorphism is a generalization of graph coloring. Suppose G ia a
given graph and there exists a homomorphism f W G ! Kk; where k is the least
positive integer with this property. Then f is onto and the sets Si D ff �1.vi / W
vi 2 Kkg; 1 � i � k; form a partition of V.G/: Moreover, between any two
sets Si and Sj ; i ¤ j; there must be an edge of G: Otherwise, A D Si [ Sj is
an independent set of G; and we can define a homomorphism from G to Kk�1 by
mapping A to the same vertex of Kk�1: Thus, �.G/ D k: We state this result as a
theorem.

Theorem 7.4.3. Let G be a simple graph. Suppose there exists a homomorphism
f W G ! Kk; and let k be the least positive integer with this property. Then
�.G/ D k:

Corollary 7.4.4. If there exists a homomorphism f W G ! Kp; then �.G/ � p:

Corollary 7.4.5. Let f W G ! H be a graph homomorphism. Then �.G/ �
�.H/:

Proof. Let �.H/ D k: Then there exists a homomorphism g W H ! Kk: By
Lemma 7.4.2, g ı f W G ! Kk is a homomorphism. Now apply Corollary 7.4.4.

�

Example 7.4.6. Let V1 D fu1; : : : ; u7g and V2 D fv1; : : : ; v5g be the vertex sets of
the cycles C7 and C5; respectively. Then the map f .u1/ D v1; f .u2/ D v2; f .u3/ D
v3; f .u4/ D v2; f .u5/ D v3; f .u6/ D v4; and f .u7/ D v5 is a homomorphism of
C7 to C5:

7.4.1 Quotient Graphs

Let f W G ! H be a graph homomorphism from G onto H: Let V.H/ D
fv1; : : : ; vkg; and Si D f �1.vi /; 1 � i � k: Then no Si is empty. The quotient
graphG=f is defined to be the graph with the sets Si as its vertices and in which two
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vertices Si and Sj are adjacent if vivj 2 E.H/: This defines a natural isomorphism
Qf W G=f ' H:

A consequence of the above remarks is the fact that a complete k-coloring
of G is just a homomorphism of G onto Kk: Recall that both the chromatic
and achromatic colorings are complete colorings. We now establish the coloring
interpolation theorem for the complete coloring.

Theorem 7.4.7 (Interpolation theorem for complete coloring). If a graph G
admits a complete k-coloring and a complete l-coloring, then it admits a complete
i -coloring for every i between k and l:

Proof. Let A1;A2; : : : ; Ak and B1;B2; : : : ; Bl be the color partitions in the two
complete colorings. We assume without loss of generality that k < l: Clearly, it
suffices to construct a complete .k C 1/-coloring of G: For each i D 0; 1; 2; : : : ; l;

let Ci D S
1�j�i Bj : Let �i denote the partition of V.G/ by the nonempty sets of

the sequence B1;B2; : : : ; Bi I A1 � Ci ; A2 � Ci ; : : : ; Ak � Ci : The partition�0 has
parts A1;A2; : : : ; Ak I the partition �l has parts B1;B2; : : : ; Bl (since Cl D V.G/;

Ai � Cl D ; for each j ). Hence, G=�0 ' Kk and G=�l ' Kl: Hence, there
must exist a first suffix j; 0 < j � l; such that G=�j is not k-colorable. By the
choice of j; this implies that G=�j is .k C 1/-colorable since we can simply color
Bj by the .kC1/-st color, and hence by Lemma 7.4.2,G is .kC1/-colorable. (Just
compose the two onto homomorphismsG ! G=�j ! KkC1.) �

Exercise 3.22 shows that an interpolation theorem similar to that of complete
coloring does not hold good for the b-coloring.

Exercise 4.1. Let f W G ! H be a graph homomorphism and let x; y 2 V.G/:

Prove dH.x; y/ � dG.x; y/:

Exercise 4.2. Assume that there exists a homomorphism fromG onto Ck; where k
is odd. Show that G must contain an odd cycle. Show by means of an example that
a similar statement need not hold good if k is even.

Exercise 4.3. Prove that there exists a homomorphism from C2lC1 to C2kC1 if and
only if l � k:

7.5 Triangle-Free Graphs

Definition 7.5.1. A graph G is triangle-free if G contains noK3:

Remark 7.5.2. Triangle-free graphs cannot contain aKk; k � 3; either. It is obvious
that if a graph G contains a clique of size k; then �.G/ � k: However, the
converse is not true. That is, if the chromatic number of G is large, then G need
not contain a clique of large size. The construction of triangle-free k-chromatic
graphs, for k � 3; was raised in the middle of the 20th century. In answer to this
question, Mycielski [144] developed an interesting graph transformation known as
the Mycielskian of a graph.
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Definition 7.5.3. Let G be a finite simple connected graph with vertex set V D
V.G/ and edge set E D E.G/: The Mycielskian �.G/ of G is defined as follows:
The vertex set V.�.G// of �.G/ is the disjoint union V [ V 0 [ fug; where V 0 D
fx0 W x 2 V g and the edge set of�.G/ isE.�.G// D E[fx0y W xy 2 Eg[fx0u W
x0 2 V 0g:

We denote V.�.G// by the triad fV; V 0; ug: For x 2 V; we call x0 2 V 0; the
twin of x in �.G/; and vice versa, and u; the root of �.G/: Figure 7.5 displays the
Mycielskian �.K1;3 C e/:

Remark 7.5.4. The following facts about �.G/; where G is of order n and size m;
are obvious:

(i) jV.�.G//j D 2nC 1:

(ii) For each v 2 V; d�.G/.v/ D 2dG.v/:
(iii) For each v0 2 V 0; d�.G/.v0/ D dG.v/C 1:

(iv) d�.G/.u/ D n:

We now establish some basic results concerning the Mycielskian.

Theorem 7.5.5. �.�.G// D �.G/C 1:

Proof. Assume that �.G/ D k: Consider a proper (vertex) k-coloring c of G using
the colors, say, 1; 2; : : : ; k: We now give a proper .kC 1/-coloring c0 for �.G/: For
v 2 V; set c0.v/ D c.v/: For the twin v0 2 V 0; set c0.v0/ D c.v/: For the root u
of �.G/; set c0.u/ D k C 1: Then c0 is a proper coloring for �.G/ using k C 1

colors and therefore �.�.G// � k C 1: [c0 is proper because for any edge xy0;
c0.x/ D c.x/ ¤ c.y/ D c0.y0/:] We now show that it is actually k C 1:

Suppose �.G/ has a proper k-coloring c00 using the colors 1; 2; : : : ; k: Assume,
without loss of generality, that c00.u/ D 1: Then for any v0 2 V 0; c00.v0/ ¤ 1:Recolor
each vertex of V that has been colored by 1 in c00 by the color of its twin under c00:
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Then this gives a proper coloring of V using the k � 1 colors 2; 3; : : : ; k: This is
impossible as �.G/ D k: This proves that �.�.G// D k C 1 D �.G/C 1: �
Theorem 7.5.6. If G triangle-free, then �.G/ is also triangle-free.

Proof. Assume that G is triangle-free. If �.G/ contains a triangle, it can only be
of the form vwz0; where v 2 V; w 2 V; and z0 2 V 0; so that vz0 and wz0 are edges
of �.G/: This means, by the definition of �.G/; that vz and wz are edges of G and
hence vwz is a triangle in G, a contradiction. �

Theorem 7.5.7 (Mycielski [144]). For any positive integer p; there exists a
triangle-free graph with chromatic number p:

Proof. For p D 1; 2; the result is trivial. [For p D 1; take G D K1; and for p D 2;

take G D K2: For p D 3; take G D �.K2/: �.K2/ D C5 is triangle-free and
�.C5/ D 3.] For p � 3; by Theorems 7.5.5 and 7.5.6, the iterated Mycielskian
�p�2.K2/ D �.�p�3.K2// is triangle-free and has chromatic number p: �

Remark 7.5.8. The graph �2.K2/ D �.C5/ is the Grötzsch graph of Fig. 7.6.

Theorem 7.5.9. If G is critical, then so is �.G/:

Proof. Assume that G is k-critical. Since by Theorem 7.4.5, �.�.G// D kC 1; we
have to show that �.G/ is .k C 1/-critical.
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Start with a .k C 1/-coloring c with colors 1; 2; : : : ; k C 1 of �.G/ with vertex
set fV; V 0; ug:

We first show that �.�.G/ � u/ D k: Without loss of generality, assume that
c.u/ D 1: Then 1 is not represented in V 0: Let S be the set of vertices receiving the
color 1 in V under c: Recolor each vertex v of S by the color of its twin v0 2 V 0:
This gives a proper coloring of�.G/�u using k colors and hence �.�.G/�u/ D k:

[Recall that adjacency of v and w in G implies adjacency of vw0 and v0w in �.G/.]
Next remove a vertex v0 of V 0 from �.G/: Without loss of generality, assume

that c.u/ D 1 and c.v0/ D 2: Now recolor the vertices of G � v by the k � 1 colors
3; : : : ; k; kC1 (this is possible asG is k-critical) and recolor the vertices of V 0 �v0;
if necessary, by the colors of their twins in V � v: Also, give color 1 to v: This
coloring of �.G/�v0 misses the color 2 and gives a proper k-coloring to �.G/�v0:

Lastly, we give a k-coloring to �.G/ � v; v 2 V: Color the vertices of G � v by
1; 2; : : : ; k�1 so that the resulting coloring ofG�v is proper. LetA be the subset of
G�v whose vertices have received color 1 in this new coloring and A0 	 V 0 denote
the set of twins of the vertices in A: Now color the vertices of .V 0nA0/ � v0 by the
colors of their twins in G; the vertices of A0 [fv0g by color k; and u by color 1: This
coloring is a proper coloring of �.G/ � v; which misses the color k C 1 in the list
f1; 2; : : : ; k C 1g: Thus, �.G/ is .k C 1/-critical. �

Remark 7.5.10. Apply Theorem 7.5.12 to observe that for each k � 1; there
exists a k-critical triangle-free graph. Not every k-critical graph is triangle-free;
for example, the complete graphKk .k � 3/ is k�critical but is not triangle-free.

Lemma 7.5.11. Let f W G ! H be a graph isomorphism of G onto H: Then
f .NG.x// D NH.f .x//: Further, G � x ' H � f .x/; and G � NGŒx� ' H �
NHŒf .x/� under the restriction maps of f to the respective domains.

Proof. The proof follows from the definition of graph isomorphism. �

Theorem 7.5.12 ( [13]). For connected graphs G and H; �.G/ ' �.H/ if and
only if G ' H:

Proof. If G ' H; then trivially �.G/ ' �.H/: So assume that G and H are
connected and that �.G/ ' �.H/: When n D 2 or 3, the result is trivial. So
assume that n � 4: IfG is of order n; then�.G/ and�.H/ are both of order 2nC1;
and so H is also of order n: Let f W �.G/ ! �.H/ be the given isomorphism,
where V.�.G// and V.�.H// are given by the triads .V1; V 0

1 ; u1/ and .V2; V 0
2 ; u2/;

respectively.
We look at the possible images of the root u1 of�.G/ under f: Both u1 and u2 are

vertices of degree n: If f .u1/ D u2; then by Lemma 7.5.11,G D �.G/�NŒu1� '
�.H/�NŒu2� D H:

Next we claim that f .u1/ … V2: Suppose f .u1/ 2 V2: Since d�.H/.f .u1// D
d�.G/.u1/ D n; it follows from the definition of the Mycielskian that in �.H/; n

2

neighbors of f .u1/ belong to V2 while another n
2

neighbors (the twins) belong to
V 0
2 : (This forces n to be even.) These n neighbors of f .u1/ form an independent

subset of �.H/: Then H 0 D �.H/ � N�.H/Œf .u1/� ' �.G/ � N�.G/Œu1� D G:
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Now if x 2 V2 is adjacent to f .u1/ in �.H/; then x is adjacent to f .u1/0; the twin of
f .u1/ belonging to V 0

2 in �.H/: Further, dH 0.f .u1/0/ D 1 D dG.v/; where v 2 V1
(the vertex set of G) corresponds to f .u1/0 in �.H/: But then d�.G/.v/ D 2; while
d�.H/.f .u/0/ D n

2
C 1 > 2; as n � 4: Hence, this case cannot arise.

Finally, suppose that f .u1/ 2 V 0
2 : Set f .u1/ D y0: Then y; the twin of y0

in �.H/; belongs to V2: As d�.G/.u1/ D n; d�.H/.y
0/ D n: The vertex y0 has

n � 1 neighbors in V2; say, x1; x2; : : : ; xn�1: Then NH.y/ D fx1; x2; : : : ; xn�1g;
and hence y is also adjacent to x0

1; x
0
2; : : : ; x

0
n�1 in V 0

2 : Further, as N�.G/.u1/ is
independent,N�.H/.y0/ is also independent. Therefore,H D starK1;n�1 consisting
of the edges yx1; yx2; : : : ; yxn�1: Moreover, G D �.G/ � NŒu1� ' �.H/ �
NŒy0� D star K1;n�1 consisting of the edges yx0

1; yx
0
2; : : : ; yx

0
n�1: Thus, G '

K1;n�1 ' H: �

7.6 Edge Colorings of Graphs

7.6.1 The Timetable Problem

Suppose in a school there are r teachers, T1; T2; : : : ; Tr ; and s classes,
C1; C2; : : : ; Cs: Each teacher Ti is expected to teach the class Cj for pij periods.
It is clear that during any particular period, no more than one teacher can handle
a particular class and no more than one class can be engaged by any teacher. Our
aim is to draw up a timetable for the day that requires only the minimum number of
periods. This problem is known as the “timetable problem.”

To convert this problem into a graph-theoretic one, we form the bipartite graph
G D G.T;C /with bipartition .T; C /;where T represents the set of teachers Ti and
C represents the set of classes Cj : Further, Ti is made adjacent to Cj in G with pij
parallel edges if and only if teacher Ti is to handle class Cj for pij periods. Now
color the edges of G so that no two adjacent edges receive the same color. Then the
edges in a particular color class, that is, the edges in that color, form a matching inG
and correspond to a schedule of work for a particular period. Hence, the minimum
number of periods required is the minimum number of colors in an edge coloring
of G in which adjacent edges receive distinct colors; in other words, it is the edge-
chromatic number of G: We now present these notions as formal definitions.

Definition 7.6.1. An edge coloring of a loopless graph G is a function � W
E.G/ ! S; where S is a set of distinct colors; it is proper if no two adjacent
edges receive the same color. Thus, a proper edge coloring � of G is a function
� W E.G/ ! S such that �.e/ ¤ �.e0/ whenever edges e and e0 are adjacent in
G; and it is a proper k-edge coloring of G if jS j D k:

Definition 7.6.2. The minimum k for which a loopless graphG has a proper k-edge
coloring is called the edge-chromatic number or chromatic index of G: It is denoted
by �0.G/: G is k-edge-chromatic if �0.G/ D k:



160 7 Graph Colorings

Further, if an edge uv is colored by color c; we say that c is represented at both
u and v: If G has a proper k-edge coloring,E.G/ is partitioned into k edge-disjoint
matchings.

It is clear that for any (loopless) graph G; �0.G/ � �.G/ since the �.G/ edges
incident at a vertex v of maximum degree�.G/must all receive distinct colors. For
bipartite graphs, however, equality holds.

Theorem 7.6.3 (KRonig). If G is a bipartite graph, �0.G/ D �.G/:

Proof. The proof is by induction on the size (i.e., number of edges) m of G: The
result is true form D 1:Assume the result for bipartite graphs of size at mostm�1:
LetG havem edges. Let e D uv 2 E.G/: ThenG�e has [since�.G�e/ � �.G/]
a proper �-edge coloring, say c: Out of these � colors, suppose that one particular
color is not represented at both u and v: Then in this coloring the edge uv can be
colored with this color, and a proper�-edge coloring of G is obtained.

In the other case (that is, in the case in which each of the � colors is represented
either at u or at v in G � e), since the degrees of u and v in G � e are at most�� 1;
there exists a color out of the � colors that is not represented in G � e at u; and
similarly there exists a color not represented at v: Thus, if color j is not represented
at u in c; then j is represented at v in c; and if color i is not represented at v in c;
then i is represented at u in c: Since G is bipartite and u and v are not in the same
parts of the bipartition, there can exist no u-v path in G in which the colors alternate
between i and j:

Let P be a maximal path in G � e starting from u in which the colors of the
edges alternate between i and j: Interchange the colors i and j in P: This would
still yield a proper edge coloring of G � e using the� colors in which color i is not
represented at both u and v: Now color the edge uv by the color i: This results in a
proper�-edge coloring of G: �
Exercise 6.1. Disprove the converse of Theorem 7.6.3 by a counterexample.

Next, we determine the chromatic index of the complete graphs.

Theorem 7.6.4. �0.Kn/ D
(
n � 1 if n is even,

n if n is odd:

Proof. (Berge) Since Kn is regular of degree n � 1; �0.Kn/ � n � 1:
Case 1. n is even. We show that �0.Kn/ � n � 1 by exhibiting a proper .n � 1/-
edge coloring ofKn: Label the n vertices ofKn as 0; 1; : : : ; n�1:Draw a circle with
center at 0 and place the remaining n�1 numbers on the circumference of the circle
so that they form a regular .n�1/-gon (Fig. 7.7). Then the n

2
edges .0; 1/; .2; n�1/;

.3; n� 2/; : : : ; . n
2
; n
2

C 1/ form a 1-factor of Kn: These n
2

edges are the thick edges
of Fig.7.7. Rotation of these edges through the angle 2�

n�1 in succession gives .n�1/
edge-disjoint 1-factors of Kn: This would account for n

2
.n � 1/ edges and hence all

the edges of Kn: (Actually, the above construction displays a 1-factorization of Kn

when n is even.) Each 1-factor can be assigned a distinct color. Thus, �0.Kn/ �
n � 1: This proves the result in Case 1.



7.6 Edge Colorings of Graphs 161

0

1

2
3

4

5

6

n − 1
n − 2

n − 3

n − 4

n − 5

n
2 − 1

n
2 − 2

n
2

n
2 + 1

n
2 + 2

n
2 + 3

Fig. 7.7 Graph for proof
of Theorem 7.6.4

Case 2. n is odd. Take a new vertex and make it adjacent to all the n vertices ofKn:

This givesKnC1: By Case 1, �0.KnC1/ D n: The restriction of this edge coloring to
Kn yields a proper n-edge coloring ofKn:Hence, �0.Kn/ � n: However,Kn cannot
be edge colored properly with n�1 colors. This is because the size of any matching
of Kn can contain no more than n�1

2
edges, and hence n � 1 matchings of Kn can

contain no more than .n�1/2
2

edges. ButKn has n.n�1/
2

edges. Thus, �0.Kn/ � n; and
hence �0.Kn/ D n: �

Exercise 6.2. Show that a Hamiltonian cubic graph is 3-edge-chromatic.

Exercise 6.3. Show that the Petersen graph is 4-edge-chromatic.

Exercise 6.4. Show that the Herschel graph (see Fig. 5.4) is 4-edge-chromatic.

Exercise 6.5. Determine the edge-chromatic number of the GrRotzsch graph
(Fig. 7.6).

Exercise 6.6. Show that a simple cubic graph with a cut edge is 4-edge-chromatic.

Exercise 6.7. Describe a proper k-edge coloring of a k-regular bipartite graph.

Exercise 6.8. Show that any bipartite graphG of maximum degree� is a subgraph
of a�-regular bipartite graph. Hence, furnish an alternative proof of Theorem 7.6.3,
using Exercise 6.7.
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Fig. 7.8 Graph for proof of Theorem 7.6.5

7.6.2 Vizing’s Theorem

Although it is true that for any loopless graph G; �0.G/ � �.G/; it turns out that
for any simple graph G; �0.G/ � 1C�.G/: This major result in edge coloring of
graphs was established by Vizing [183] and independently by Gupta [81].

Theorem 7.6.5 (Vizing-Gupta). For any simple graph G; �.G/ � �0.G/ � 1 C
�.G/:

Proof. In a proper edge coloring of G; �.G/; colors are to be used for the edges
incident at a vertex of maximum degree in G: Hence, �0.G/ � �.G/:

We now prove that �0.G/ � 1C�; where� D �.G/:

If G is not .1C�/-edge-colorable, choose a subgraphH of G with a maximum
possible number of edges such that H is .1 C �/-edge-colorable. We derive a
contradiction by showing that there exists a subgraph H0 of G that is .1 C �/-
edge-colorable and has one edge more than H:

By our assumption, G has an edge uv1 … E.H/: Since d.u/ � �; and 1 C �

colors are being used in H; there is a color c that is not represented at u (i.e., not
used for any edge of H incident at u). For the same reason, there is a color c1 not
represented at v1: (See Fig. 7.8, where the color not represented at a particular vertex
is enclosed in a circle and marked near the vertex.)

There must be an edge, say uv2 ofH; colored c1I otherwise, uv1 can be assigned
the color c1; andH [ .uv1/; which has one edge more thanH; would have a proper
.1 C �/-edge coloring. Again, there is a color, say c2; not represented at v2: Then
as above, there is an edge uv3 colored c2 and there is a color, say c3; not represented
at v3:

In this way, we construct a sequence of edges fuv1; uv2; : : : ; uvkg such that color
ci is not represented at vertex vi ; 1 � i � k; and the edge uvjC1 receives the color
cj ; 1 � j � k � 1 (see Fig. 7.8).

Suppose at some stage, say the r th stage, where 1 � r � k; c (the missing
color at u) is not represented at vr :We then “cascade” (i.e., shift in order) the colors
c1; : : : ; cr�1 from uv2; uv3; : : : ; uvr to uv1; uv2; : : : ; uvr�1: Under this new coloring,
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Fig. 7.9 Another graph for proof of Theorem 7.6.5

c is not represented both at u and at vr ; and therefore we can color uvr with c: This
yields a proper .1C�/-edge coloring toH [ .uv1/; contradicting the choice ofH:
Hence, we may assume that c is represented at each of the vertices v1; v2; : : : ; vk:

Now we need to know why the sequence of edges uvi ; 1 � i � k; had stopped.
There are two possible reasons. Either there is no edge incident to u that is colored
ck; or the color ck D cj for some j < k�1 and so has already been represented at u:
Note that the sequence must stop at some finite stage since d.u/ is finite; however,
it may as well stop before all the edges incident to u are exhausted.

If ck is not represented at u in H; then we can cascade as before so that uvi gets
color ci ; 1 � i � k � 1; and then color uvk with color ck: Once again, we have a
contradiction to our assumption on H:

Thus, we must have ck D cj for come j < k � 1: In this case, cascade the
colors c1; c2; : : : ; cj so that uvi has color ci ; 1 � i � j; and leave uvjC1 uncolored
(Fig. 7.9). Let S D .H [ .uv1//� uvjC1: Then S and H have the same number of
edges.

Now consider Sccj ; the subgraph of S defined by the edges of S with colors c
and cj : Clearly, each component of Sccj is either an even cycle or a path in which
the adjacent edges alternate with colors c and cj :

Now, c is represented at each of the vertices v1; v2; : : : ; vk; and in particular at
vjC1 and vk:But cj is not represented at vjC1 and vk; since we have just moved cj to
uvj ; and cj D ck is not represented at vk: Hence in Sccj ; the degrees of vjC1 and vk
are both equal to 1. Moreover, cj is represented at u; but c is not. Therefore, u also
has degree 1 in Sccj : As each component of Sccj is either a path or an even cycle,
not all of u; vjC1; and vk can be in the same component of Sccj (since a nontrivial
path has only two vertices of degree 1).

If u and vjC1 are in different components of Sccj ; interchange the colors c and
cjC1 in the component containing vjC1: Then c is not represented at both u and
vjC1; and so we can color the edge uvjC1 with c: This gives a .1C�/-edge coloring
to the graph S [ .uvjC1/:



164 7 Graph Colorings

1
2

μ

1

2
μ

1

2

μ

Fig. 7.10 Graph illustrating
the generalized Vizing’s
theorem

Suppose then u and vjC1 are in the same components of Sccj : Then, necessarily,
vk is not in this component. Interchange c and cj in the component containing vk:
In this case, further cascade the colors so that uvi has color ci ; 1 � i � k � 1: Now
color uvk with color c:

Thus, we have extended our edge coloring of S with 1 C � colors to one more
edge of G: This contradiction proves that H D G; and thus �0.G/ � 1C�: �

Actually, Vizing proved a more general result than the one given above. Let G be
any loopless graph and let � denote the maximum number of edges joining two
vertices in G: Then the generalized Vizing’s theorem states that � � �0 � �C �:

This theorem is the best possible in that there are graphs with �0 D � C �: For
example, let G be the graph of Fig. 7.10. Since any two edges of G are adjacent,
�0 D m.G/ D 3� D �C �: For a proof of the generalized Vizing’s theorem, see
Yap [194].

Definition 7.6.6. Graphs for which �0 D � are called Class 1 graphs and those for
which �0 D 1C� are called Class 2 graphs.

Example 7.6.7. Bipartite graphs are of class 1 (see Theorem 7.6.3), whereas the
Petersen graph (see Exercise 6.3) and any simple cubic graph with a cut edge (see
Exercise 6.6) are of class 2.

For details relating to graphs of class 1 and class 2; see [62, 194].

Exercise 6.9. LetG be a simple�-edge-chromatic critical graph [i.e.,G is of class
1 and for every edge e of G; �0.G � e/ < �0.G/]. Prove that if uv 2 E.G/; then
d.u/C d.v/ � �C 2:

We now return to the timetable problem. Following are some examples of such a
problem.

Problem 1. In a social health checkup scheme, specialist physicians are to visit
various health centers. Given the places each physician has to visit and also the time
interval of his or her visit, how can we fit in an itinerary? The assumption is that
each health center can accommodate only one doctor at a time.

Problem 2. Mobile laboratories are to visit various schools in a city. Given the
places each lab has to visit and also the time interval (period) of visits in a day,
how can we fit in a timetable for the laboratories?
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Problem 3. In an educational institution, as is well known, teachers have to instruct
various classes. Given the various classes each teacher has to instruct in a day, how
can we fit in a timetable? It is presumed that a teacher can teach only one class at a
time and that each class could be taught by only one teacher at a time!

We shall now discuss Problem 3. Let x1; x2; : : : ; xn denote the teachers and
y1; y2; : : : ; ym the classes. Let tij denote the number of periods for which teacher
xi has to meet class yj : How can we draw up a timetable? If there are constraints
on the availability of classrooms, what is the minimum number of periods required
to implement a timetable? If the number of periods in a day is specified, what is the
minimum number of rooms required to implement the timetable? All these problems
could be analyzed by using a suitable graph.

Let G.T;C / be a bipartite graph formed with T D fx1; x2; : : : ; xpg and C D
fy1; y2; : : : ; yqg as the bipartition and in which there are tij parallel edges with
xi and yj as their common ends. If T denotes the set of teachers and C the
set of classrooms, a teaching assignment for a period determines a matching in
the bipartite graph G: Conversely, any matching in G corresponds to a teaching
assignment for one period. The edges ofG could be partitioned into� edge-disjoint
matchings (see Theorem 7.6.3). Corresponding to the � matchings, a �-period
timetable can be drawn up.

Let N be the total number of periods to be taught by all teachers put together.
Then, on average, N=� classes are to be taught per period. Hence, at least dN=�e
rooms are necessary to implement a�-period timetable. We present below a method
for drawing up such a timetable. For this, we need Lemma 7.6.8.

Lemma 7.6.8. Let M andN be disjoint matchings of a graphG with jM j > jN j:
Then there are disjoint matchings M 0 and N 0 of G with jM 0j D jM j � 1 and
jN 0j D jN j C 1 and with M 0 [N 0 D M [N:

Proof. Consider the subgraphH D GŒM [N�: Each component of H is either an
even cycle or a path with edges alternating between M and N: Since jM j > jN j;
some path component P of H must have its initial and terminal edges in M: Let
P D v0e1v1e2v2 : : : e2rC1v2rC1:

Now set

M 0 D .Mnfe1; e3; : : : ; e2rC1g/ [ fe2; e4; : : : ; e2rg
and

N 0 D .Nnfe2; e4; : : : ; e2rg/ [ fe1; e3; : : : ; e2rC1g:
ThenM 0 andN 0 are disjoint matchings ofG satisfying the conditions of the lemma.

�

Theorem 7.6.9. If G is a bipartite graph (withm edges), and if m � t � �; then
there exist t disjoint matchingsM1;M2; : : : ;Mt of G such that

E D M1 [M2 [ : : : [Mt
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Fig. 7.11 Bipartite graph
corresponding to Problem 1

and, for 1 � i � t;

bm=tc � jMi j � dm=te :

(In other words, any connected bipartite graph G is equitably t-edge-colorable,
wherem � t � �:)

Proof. By Theorem 7.6.3, �0 D �: Hence, E.G/ can be partitioned into �

matchings M 0
1;M

0
2; : : : ;M

0
�: So for t � �; there exist disjoint matchings

M 0
1;M

0
2; : : : ;M

0
t ; where M 0

i D ; for �C 1 � i � t; and

E D M 0
1 [M 0

2 [ : : :M 0
t :

Now repeatedly apply Lemma 7.6.8 to pairs of matchings that differ by more
than one in size. This would eventually result in matchings M1;M2; : : : ;Mt of G
satisfying the condition stated in the theorem. �
Coming back to our timetable problem, if the number of rooms available, say r;
is less than N=� (so that N=r > �/; then the number of periods is to be
correspondingly increased. Hence, starting with an edge partition of E.G/ into
matchings M 0

1;M
0
2; : : : ;M

0
�; we apply Lemma 7.6.8 repeatedly to get an edge

partition of E.G/ into disjoint matchingsM1;M2; : : : ;MdN=re: This partition gives
a dN=re-period timetable that uses r rooms.

Illustration. The teaching assignments of five professors, x1; x2; x3; x4; x5; in the
mathematics department of a particular university are given by the following array:

I Year II Year III Year IV Year

y1 y2 y3 y4
x1 1 2 � �
x2 1 1 1 �
x3 1 � � 2
x4 � � 1 �
x5 � � 1 1

The bipartite graphG corresponding to the above problem is shown in Fig. 7.11.
Each of the sets of edges drawn by the ordinary lines, dashed lines, and thick lines
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Table 7.1 Timetable Period

I II III

Professor: x1 y1 y2 y2
x2 y2 y3 y1
x3 y4 y1 y4
x4 � � y3
x5 y3 y4 �

gives a matching in G: The three matchings cover the edges of G: Hence, they can
be the basis of a three-period timetable. The corresponding timetable is given in
Table 7.1.

In each period, four classes are to be met. Hence, at least four rooms are needed
to implement this timetable. Here � D 3 and N D 12: Consequently, G could be
covered by three matchings each containing b12=3e or d12=3e edges, that is, exactly
four edges. This gives the edge partition

M 0 D fM 0
1;M

0
2;M

0
3g;

where

M 0
1 D fx1y1; x2y2; x3y4; x5y3g;

M 0
2 D fx1y2; x2y3; x3y1; x5y4g;

and

M 0
3 D fx1y2; x2y1; x3y4:x4y3g:

Now, take M 00 D fM 0
1;M

0
2;M

0
3;M

0
4 D ;g; and apply Lemma 7.6.8. This gives

an edge partitionM D fM1;M2;M3;M4g; whereM1 D fx1y1; x2y2; x3y4g; M2 D
fx1y2; x2y3; x5y4g; M3 D fx2y1; x3y4; x4y3g; and M4 D fx5y3; x3y1; x1y2g: The
above partition yields a four-period timetable using three rooms.

7.7 Snarks

A consequence of the Vizing–Gupta theorem is that if G is a simple cubic graph,
�0.G/ D 3 or 4: By Exercise 6.6, if G is a simple cubic graph with a cut edge,
�0.G/ D 4: So the natural question is: Are there 2-edge-connected, simple cubic
graphs that are 4-edge-chromatic? Such graphs are important in their own right,
since their existence is related to the four-color problem (see Chap. 8). The search
for such graphs has led to the study of snarks.

Definition 7.7.1. A snark is a cyclically 4-edge-connected cubic graph of girth at
least 5 that has chromatic index 4:

Exercise 7.1. Prove that no snark can be Hamiltonian.
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Theorem 7.7.2

Clearly, the Petersen graph is a snark. In fact, Theorem 7.7.2 is an interesting result.

Theorem 7.7.2. The Petersen graph P is the smallest snark and it is the unique
snark on 10 vertices.

Proof. Let G be a snark and A a cyclical edge cut of G: Then G � A has two
components, each having a cycle of length at least 5 (since G is of girth at least 5).
Hence, jV.G/j � 10: Thus, P is a smallest snark since jV.P /j D 10:

We now show that any snark G on 10 vertices must be isomorphic to P: Let
A be a cyclical edge cut of G: If jAj D 4; then each component of G � A is
a 5-cycle. But this will not account for all the 15 edges of G: If jAj > 5; then
jE.G/j > 5C 5C 5 D 15; a contradiction. Hence, jAj D 5; and let A D fuivi W
1 � i � 5g: Then G � A consists of two 5-cycles. Let one of these cycles
be fu1; u2; u3; u4; u5g: Let vi be the third neighbor of ui not belonging to the set
fu1; u2; u3; u4; u5g for each i: If v1v2 or v1v5 is an edge of G; then G contains a
4-cycle (see Fig. 7.12).

Since G is cubic, v1v3 2 E.G/ and v1v4 2 E.G/: Similarly, v2v4; v2v5; and v3v5
are edges of G and hence G ' P: �

The construction of snarks is not easy. In 1975, Isaacs constructed two infinite
classes of snarks. Prior to that, only four kinds of snarks were known: (1) the
Petersen graph on 10 vertices, (2) BlanusLa’s graphs on 18 vertices, (3) Szekeres’
graph on 50 vertices, and (4) Blanche Descartes’ graph on 210 vertices.

7.8 Kirkman’s Schoolgirl Problem

Kirkman’s schoolgirl problem was introduced in 1850 by Reverend Thomas
J. Kirkman as “query 6” in page 48 of the Ladies and Gentlemen’s Diary. The
problem is the following: A teacher would like to take 15 schoolgirls out for a walk,
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Fig. 7.13 Kirkman’s schoolgirl problem

the girls being arranged in five rows of three. The teacher would like to ensure equal
chances of friendship between any two girls. Hence, it is desirable to find different
row arrangements for the seven days of the week such that any pair of girls walk in
the same row on exactly one day of the week.

Kirkman’s 15-schoolgirl problem has a solution. In fact, one of the possible
schedules is given in Fig. 7.13.
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In the general case, one wants to arrange 6n C 3 girls in 2n C 1 rows of three.
The problem is to find different row arrangements for 3nC1 different days in such a
way that any pair of girls walks in the same row on exactly one day out of the 3nC
1 days. The existence of such an arrangement was proved by Ray-Chaudhuri and
R. M. Wilson [164]. In graph-theoretic terminology, Kirkman’s schoolgirl problem
corresponds to an edge coloring C W E.K6nC3/ ! fc1; : : : ; c3nC1g of the complete
graph G D K6nC3 with 3n C 1 colors such that if Ei denotes the set of all edges
receiving the color ci and Gi D GŒEi �; then Gi has 2n C 1 components, each
component being a triangle.

The general problem can be tackled as follows: Consider the triangle graph
T of K6nC3 defined as follows: The vertex set of T is the set of all triads of
V.K6nC3/; and two distinct vertices of T are joined by an edge in T if and only if
the corresponding triads have two elements in common. Let S be any independent
set of T: Each vertex of S gives rise to three pairs of vertices of K6nC3; and each
such pair belongs to at most one vertex of S: Hence, we have 3 jS j � �

6nC3
2

�
; that

is, jS j � .2nC 1/.3nC 1/: We must then find an independent set S 0 of cardinality
jS 0j D .2n C 1/.3n C 1/: Such a set exists since every solution of the Kirkman’s
schoolgirl problem yields an independent set of T with .2nC 1/.3nC 1/ vertices.
We observe that S 0 covers each pair of V.K6nC3/ exactly once. Having found a
maximum independent set S 0 in T;we form a new graph T 0 as follows: We take S 0 as
its vertex set and join two vertices of T 0 by an edge if and only if the corresponding
triads have exactly one vertex in common. We note that each independent set of
T 0 is a partition of a subset of V.K6nC3/ into subsets of cardinality 3, and hence
each independent set of T 0 has at most .2n C 1/ vertices. If the chromatic number
of T 0 is 3nC 1; then there is a partition .V1; V2; : : : ; V3nC1/ of V.T 0/ into parts of
size 2nC 1 each. This partition is a solution to the Kirkman’s schoolgirl problem,
and conversely, each solution to the Kirkman’s schoolgirl problem yields such a
partition.

Exercise 8.1. Let m � n C 2 and let there exist edge partitions F and G of Kn

andKm; respectively, into triangles with F 	 G : Prove that m � 2nC 1:

7.9 Chromatic Polynomials

In 1946, Birkhoff and Lewis [23] introduced the chromatic polynomial of a graph
in their attempt to tackle the four-color problem (see Chap. 8) through algebraic
techniques.

For a graph G and a given set of � colors, the function f .GI�/ is defined to
be the number of ways of (vertex) coloring G properly using the � colors. Hence,
f .GI�/ D 0 when G has no proper �-coloring. Clearly, the minimum � for which
f .GI�/ > 0 is the chromatic number �.G/ of G:

It is easy to see that f .KnI�/ D �.� � 1/ : : : .� � n C 1/ for � � n: This is
because any vertex of Kn can be colored by any one of the given � colors. After
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coloring a vertex of Kn; a second vertex of Kn can be colored by any one of the
remaining .� � 1/ colors, and so on. In particular, f .K3I�/ D �.� � 1/.� � 2/:

Also, f .Kc
nI�/ D �n:

Let e D uv be any edge of G: Recall (see Sect. 4.3, Chap. 4) that the graph G ı e
is obtained from G by contracting the edge e: Theorem 7.9.1 presents a simple
reduction formula to compute f .GI�/:
Theorem 7.9.1. Let G be any graph. Then f .GI�/ D f .G � eI�/ � f .G ı eI�/
for any edge e of G:

Proof. f .G�eI�/ denotes the number of proper colorings ofG�e using � colors.
Hence, it is the sum of the number of proper colorings of G � e in which u and v
receive the same color and the number of proper colorings of G � e in which u and
v receive distinct colors. The former number is f .G ı eI�/; and the latter number
is f .GI�/: �
Exercise 9.1. If G and H are disjoint graphs, show that

f .G [ H I�/ D f .GI�/f .H I�/:

Theorem 7.9.1 could be used recursively to determine f .GI�/ for graphs of small
size by taking the given graph on n vertices as G and successively deleting edges
until we end up with the totally disconnected graph Kc

n: It can also be determined
by taking the given graph asG�e and recursively adding a new edge e until we end
up with the complete graph Kn: For a fixed n; when m.G/; the number of edges of
G is small, the first method is preferable, and when it is large, the second method is
preferable. These two methods are illustrated for the graph C4: [Here the function
f .GI�/ is represented by the graph itself.]

Method 1

� �

��

e

G

f .C4I�/ D

� �

��

G � e

�

��

�D
G ı e

� �

�� �

� �

�D �
�

��

� �

�� �

� �

�D �

�

� �

��

�

D .�.� � 1/2 � f�2.� � 1/� �.� � 1/g � �.� � 1/.� � 2/

D �4 � 4�3 C 6�2 � 3�:
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Method 2
� �

��

G � e
f .C4I�/ D

4 � �

��

G

C
�

�

�

D

G ı e

e

� �

��

C
�

�

�

D

� �

��

� �

�

C
�

�

�

D C C
�

�

D f .K4I�/C f .K3I�/C f .K3I�/C f .K2I�/
D f .K4I�/C 2f .K3I�/C f .K2I�/
D �.� � 1/.� � 2/.� � 3/C 2�.�� 1/.� � 2/C �.� � 1/

D �4 � 4�3 C 6�2 � 3�:

The function f .C4I�/ computed above is a monic polynomial with integer
coefficients of degree n D 4 in which the coefficient of �3 D �4 D �m; the
constant term is zero, and the coefficients alternate in sign. That this is the case
with all such functions f .GI�/ is the content of Theorem 7.9.2. For this reason,
the function f .GI�/ is called the chromatic polynomial of the graph G:

Theorem 7.9.2. For a simple graph G of order n and size m; f .GI�/ is a monic
polynomial of degree n in � with integer coefficients and constant term zero. In
addition, its coefficients alternate in sign and the coefficient of �n�1 is �m:
Proof. The proof is by induction on m: If m D 0; G is Kc

n and f .Kc
nI�/ D �n;

and if m D 1; G is K2 and f .K2I�/ D �2 � �; and the statement of the theorem
is trivially true in these cases. Suppose now that the theorem holds for all graphs
with fewer than m edges, where m � 2: Let G be any simple graph of order n and
size m; and let e be any edge of G: Both G � e and G ı e (after removal of multiple
edges, if necessary) are simple graphs with at most m � 1 edges, and hence, by the
induction hypothesis,

f .G � eI�/ D �n � a0�n�1 C a1�
n�2 � : : :C .�1/n�1an�2�;

and

f .G ı eI�/ D �n�1 � b1�n�2 C : : :C .�1/n�2bn�2�;

where a0; : : : ; an�2I b1; : : : ; bn�2 are nonnegative integers (so that the coefficients
alternate in sign), and a0 is the number of edges in G � e; which is m � 1: By
Theorem 7.9.1, f .GI�/ D f .G � eI�/ � f .G ı eI�/; and hence
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f .GI�/ D �n � .a0 C 1/�n�1 C .a1 C b1/�
n�2 � : : :C .�1/n�1.an�2 C bn�2/�:

Since a0 C 1 D m; f .GI�/ has all the stated properties. �

Theorem 7.9.3. A simple graph G on n vertices is a tree if and only if f .GI�/ D
�.� � 1/n�1:

Proof. Let G be a tree. We prove that f .GI�/ D �.� � 1/n�1 by induction on n:
If n D 1; the result is trivial. So assume the result for trees with at most n � 1

vertices, n � 2: Let G be a tree with n vertices, and e be a pendent edge of G: By
Theorem 7.9.1, f .GI�/ D f .G�eI�/�f .GıeI�/:Now,G�e is a forest with two
component trees of orders n�1 and 1; and hence f .G�eI�/ D .�.��1/n�2/� (see
Exercise 9.1). Since G ı e is a tree with n� 1 vertices, f .G ı eI�/ D �.�� 1/n�2:
Thus, f .GI�/ D .�.� � 1/n�2/� � �.� � 1/n�2 D �.� � 1/n�1:

Conversely, assume that G is a simple graph with f .GI�/ D �.� � 1/n�1 D
�n � .n � 1/�n�1 C : : : C .�1/n�1�: Hence, by Theorem 7.9.2, G has n vertices
and n � 1 edges. Further, the last term, .�1/n�1�; ensures that G is connected (see
Exercise 9.2). Hence, G is a tree (see Theorem 4.2.4). �
Remark 7.9.4. Theorem 7.9.3 shows that the chromatic polynomial of a graph G
does not fix the graph uniquely up to isomorphism. For example, even though the
graphs K1;3 and P4 are not isomorphic, they have the same chromatic polynomial,
namely, �.� � 1/3:
Exercise 9.2. If G has ! components, show that �! is a factor of f .GI�/:
Exercise 9.3. Show that there exists no graph with the following polynomials as
chromatic polynomial (i) �5 � 4�4 C 8�3 � 4�2 C �I (ii) �4 � 3�3 C �2I (iii)
�7 � �6 C 1:

Exercise 9.4. Find a graphG whose chromatic polynomial is �5�6�4C11�3�6�2:
Exercise 9.5. Show that for the cycle Cn of length n; f .CnI�/ D .� � 1/n C
.�1/n.� � 1/; n � 3:

Exercise 9.6. Show that for any graphG; f .G_K1I�/ D �f .GI��1/; and hence
prove that f .WnI�/ D �.� � 2/n C .�1/n�.� � 2/:

Notes

A good reference for graph colorings is the book by Jensen and Toft [116]. The
book by Fiorini and Wilson [62] concentrates on edge colorings. Theorem 7.5.7
(Mycielski’s theorem) has also been proved independently by Blanche Descartes
[50] as well as by Zykov [195]. For a complete description of graph homomor-
phisms, see [105].
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The proof of Brooks’ theorem given in this chapter is based on the proof given
by Fournier [67] (see also references [27] and [106]).

The term “snark” was given to the snark graph by Martin Gardner after the
unusual creature that is described in Lewis Carroll’s poem, The Hunting of the
Snark. A detailed account of the snarks, including their constructions, can be found
in the interesting book by Holton and Sheehan [106].



Chapter 8
Planarity

8.1 Introduction

The study of planar and nonplanar graphs and, in particular, the several attempts
to solve the four-color conjecture have contributed a great deal to the growth of
graph theory. Actually, these efforts have been instrumental to the development of
algebraic, topological, and computational techniques in graph theory.

In this chapter, we present some of the basic results on planar graphs. In
particular, the two important characterization theorems for planar graphs, namely,
Wagner’s theorem (same as the Harary–Tutte theorem) and Kuratowski’s theorem,
are presented. Moreover, the nonhamiltonicity of the Tutte graph on 46 vertices (see
Fig. 8.28 and also the front wrapper) is explained in detail.

8.2 Planar and Nonplanar Graphs

Definition 8.2.1. A graphG is planar if there exists a drawing of G in the plane in
which no two edges intersect in a point other than a vertex of G; where each edge
is a Jordan arc (that is, a simple arc). Such a drawing of a planar graph G is called
a plane representation of G: In this case, we also say that G has been embedded in
the plane. A plane graph is a planar graph that has already been embedded in the
plane.

Example 8.2.2. There exist planar as well as nonplanar graphs. In Fig. 8.1, a planar
graph and two of its plane representations are shown. Note that all trees are planar
as also are cycles and wheels. The Petersen graph is nonplanar (a proof of this result
is given later in this chapter.).

Before proceeding further, let us recall here the celebrated Jordan curve theorem.
If J is any closed Jordan curve in the plane, the complement of J (with respect

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 8,
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Planar graph K4 Two plane embeddings of K4

Fig. 8.1 A planar graph with two plane embeddings

yx
Jint J

ext J

Fig. 8.2 Arc connecting
point x in int J with point y
in ext J

to the plane) is partitioned into two disjoint open connected subsets of the plane,
one of which is bounded and the other unbounded. The bounded subset is called the
interior of J and is denoted by int J: The unbounded subset is called the exterior
of J and is denoted by ext J: The Jordan curve theorem (of topology) states that
if J is any closed Jordan curve in the plane, any arc joining a point of int J and a
point of ext J must intersect J at some point (see Fig. 8.2) (the proof of this result,
although intuitively obvious, is tedious).

Let G be a plane graph. Then the union of the edges (as Jordan arcs) of a cycle
C of G form a closed Jordan curve, which we also denote by C: A plane graph G
divides the rest of the plane (i.e., plane minus the edges and vertices of G), say �;
into one or more faces, which we define below. We define an equivalence relation �
on �:

Definition 8.2.3. We say that for points A and B of �; A � B if and only if there
exists a Jordan arc from A to B in �: Clearly, � is an equivalence relation on �:
The equivalence classes of the above equivalence relation are called the faces of G:

Remark 8.2.4. 1. We claim that a connected graph is a tree if and only if it has only
one face. Indeed, since there are no cycles in a tree T; the complement of a plane
embedding of T in the plane is connected (in the above sense), and hence a tree
has only one face. Conversely, it is clear that if a connected plane graph has only
one face, then it must be a tree.

2. Any plane graph has exactly one unbounded face. The unbounded face is also
referred to as the exterior face of the plane graph. All other faces, if any, are
bounded. Figure 8.3 represents a plane graph with seven faces.

The distinction between bounded and unbounded faces of a plane graph is only
superfluous, as there exists a plane representation G1 of a plane graph G in which
any specified face of G1 becomes the unbounded face, as is shown below. (This of
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f6

f1
f2

f3
f4

f5

f7 (exterior face)

Fig. 8.3 A plane graph with
seven faces

N

Pp

s

S

Fig. 8.4 Stereographic
projection of the sphere S
from N

course means that there exists a plane representation of G such that any specified
vertex or edge belongs to the unbounded face.) We consider embeddings of a graph
on a sphere. A graph is embeddable on a sphere S if it can be drawn on the surface of
S so that its edges intersect only at its vertices. Such a drawing, if it exists, is called
an embedding ofG on S: Embeddings on a sphere are called spherical embeddings.
What we have given here is only a naive definition. For a more rigorous description
of spherical embeddings, see [79].

To prove the next theorem, we need to recall the notion of stereographic
projection. Let S be a sphere resting on a plane P so that P is a tangent plane
to S: Let N be the “north pole,” the point on the sphere diametrically opposite the
point of contact of S and P: Let the straight line joining N and a point s of SnfN g
meet P at p: Then the mapping � W SnfN g ! P defined by �.s/ D p is called the
stereographic projection of S from N (see Fig. 8.4).

Theorem 8.2.5. A graph is planar if and only if it is embeddable on a sphere.

Proof. Let a graph G be embeddable on a sphere and let G0 be a spherical
embedding of G: The image of G0 under the stereographic projection � of the
sphere from a point N of the sphere not on G0 is a plane representation of G on P:
Conversely, if G00 is a plane embedding of G on a plane P; then the inverse of the
stereographic projection of G00 on a sphere touching the plane P gives a spherical
embedding of G: �
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f1

f2 f3 f4

e

Fig. 8.5 Plane graph with
four faces

Theorem 8.2.6. (a) LetG be a plane graph and f be a face ofG: Then there exists
a plane embedding of G in which f is the exterior face.

(b) Let G be a planar graph. Then G can be embedded in the plane in such a
way that any specified vertex (or edge) belongs to the unbounded face of the
resulting plane graph.

Proof. (a) Let n be a point of int f: LetG0 D �.G/ be a spherical embedding ofG
and let N D �.n/: Let � be the stereographic projection of the sphere with N
as the north pole. Then the map �� (� followed by �) gives a plane embedding
of G that maps f onto the exterior face of the plane representation .��/.G/
of G:

(b) Let f be a face containing the specified vertex (respectively, edge) in a plane
representation of G: Now, by part (a) of the theorem, there exists a plane
embedding of G in which f becomes the exterior face. The specified vertex
(respectively, edge) then becomes a vertex (respectively, edge) of the new
unbounded face. �

Remark 8.2.7. 1. LetG be a connected plane graph. Each edge ofG belongs to one
or two faces of G: A cut edge of G belongs to exactly one face, and conversely,
if an edge belongs to exactly one face of G; it must be a cut edge of G: An edge
of G that is not a cut edge belongs to exactly two faces and conversely.

2. The union of the vertices and edges ofG incident with a face f ofG is called the
boundary of f and is denoted by b.f /: The vertices and edges of a plane graph
G belonging to the boundary of a face ofG are said to be incident with that face.
If G is connected, the boundary of each face is a closed walk in which each cut
edge of G is traversed twice. When there are no cut edges, the boundary of each
face of G is a closed trail in G: (See, for instance, face f1 of Fig. 8.3.) However,
if G is a disconnected plane graph, then the edges and the vertices incident with
the exterior face will not define a trail.

3. The number of edges incident with a face f is defined as the degree of f: In
counting the degree of a face, a cut edge is counted twice. Thus, each edge of a
plane graph G contributes two to the sum of the degrees of the faces. It follows
that if F denotes the set of faces of a plane graph G; then

P

f 2F
d.f / D 2m.G/;

where d.f / denotes the degree of the face f:
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In Fig. 8.5, d.f1/ D 3; d.f2/ D 9; d.f3/ D 6; and d.f4/ D 8:

Theorem 8.2.8 connects the planarity of G with the planarity of its blocks.

Theorem 8.2.8. A graph G is planar if and only if each of its blocks is planar.

Proof. If G is planar, then each of its blocks is planar, since a subgraph of a
planar graph is planar. Conversely, suppose that each block of G is planar. We now
use induction on the number of blocks of G to prove the result. Without loss of
generality, we assume that G is connected. If G has only one block, then G is
planar.

Now suppose that G has k planar blocks and that the result is true for all
connected graphs having .k � 1/ planar blocks. Choose any end block B0 of G and
delete fromG all the vertices of B0 except the unique cut vertex, say v0; ofG in B0:
The resulting connected subgraphG0 ofG contains .k�1/ planar blocks. Hence, by
the induction hypothesis,G0 is planar. Let QG0 be a plane embedding of G0 such that
v0 belongs to the boundary of the unbounded face, say f 0 (refer to Theorem 8.2.6).
Let QB0 be a plane embedding of B0 in f 0 so that v0 is in the boundary of the exterior
face of QB0: Then (by the identification of v0 in the two embeddings), QG0 [ QB0 is a
plane embedding of G: �

Remark 8.2.9. In testing for the planarity of a graph G; one may delete multiple
edges and loops of G; if any. This is so because if a graph H is nonplanar, the
removal of loops and parallel edges of H results in a subgraph of H; which is also
nonplanar. Also, by Theorem 8.2.8, G can be assumed to be a block and hence 2-
connected. If G has a vertex of degree 2, say v0; and vv0v0 is the path formed by
the two edges incident with v0; contraction of vv0 and deletion of the multiple edges
(if any) thus formed again result in a planar graph. Let G0 be the graph obtained
from G by performing such contractions successively at vertices of degree 2 and
deleting the resulting multiple edges. Then G is planar if and only if G0 is planar.
From these observations, it is clear that in designing a planarity algorithm (i.e., an
algorithm to test planarity), it suffices to consider only 2-connected simple graphs
with minimum degree at least 3. (For a planarity algorithm, see [49].)

Exercise 2.1. Show that every graph with at most three cycles is planar.

Exercise 2.2. Find a simple graph G with degree sequence (4, 4, 3, 3, 3, 3)
such that

(a) G is planar.
(b) G is nonplanar.

Exercise 2.3. Redraw the following planar graph so that the face f becomes the
exterior face.
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f

8.3 Euler Formula and Its Consequences

We have noted that a planar graph may have more than one plane representation
(see Fig. 8.1). A natural question that would arise is whether the number of faces is
the same in each such representation. The answer to this question is provided by the
Euler formula.

Theorem 8.3.1 (Euler formula). For a connected plane graphG; n�mC �� D 2;

where n; m; and �� denote the number of vertices, edges, and faces ofG; respectively.

Proof. We apply induction on ��.
If �� D 1; then G is a tree and m D n � 1: Hence, n �mC �� D 2:

Now assume that the result is true for all plane graphs with �� � 1 faces, �� � 2;

and suppose that G has �� faces. Since �� � 2; G is not a tree, and hence contains a
cycle C: Let e be an edge of C: Then e belongs to exactly two faces, say f1 and
f2; of G and the deletion of e from G results in the formation of a single face from
f1 and f2 (see Fig. 8.5). Also, since e is not a cut edge of G; G � e is connected.
Further, the number of faces of G � e is �� � 1: So applying induction to G � e; we
get n� .m� 1/C .�� � 1/ D 2; and this implies that n�mC �� D 2: This completes
the proof of the theorem. �

Below are some of the consequences of the Euler formula.

Corollary 8.3.2. All plane embeddings of a given planar graph have the same
number of faces.

Proof. Since �� D m�nC 2; the number of faces depends only on n andm; and not
on the particular embedding. �

Corollary 8.3.3. If G is a simple planar graph with at least three vertices, then
m � 3n� 6:

Proof. Without loss of generality, we can assume thatG is a simple connected plane
graph. Since G is simple and n � 3; each face of G has degree at least 3. Hence,
if F denotes the set of faces of G;

P
f 2F d.f / � 3��: But

P
f 2F d.f / D 2m:

Consequently, 2m � 3��; so that �� � 2m
3
:
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By the Euler formula,m D nC ���2:Now �� � 2m
3

implies thatm � nC� 2m
3

��2:
This gives m � 3n � 6: �
The above result is not valid if n D 1 or 2: Also, the condition of Corollary 8.3.3
is not sufficient for the planarity of a simple connected graph as the Petersen graph
shows. For the Petersen graph, m D 15; n D 10; and hence m � 3n � 6; but the
graph is not planar (see Corollary 8.3.7 below).

Example 8.3.4. Show that the complement of a simple planar graph with 11 vertices
is nonplanar.

Solution. Let G be a simple planar graph with n.G/ D 11: Since G is planar,
m.G/ � 3n � 6 D 27: If Gc were also planar, then m.Gc/ � 3n � 6 D 27:

On the one hand, m.G/ C m.Gc/ � 27 C 27 D 54; whereas, on the other hand,
m.G/Cm.Gc/ D m.K11/ D �

11

2

� D 55: Hence, we arrive at a contradiction. This
contradiction proves that Gc is nonplanar. �

Corollary 8.3.5. For any simple planar graph G; ı.G/ � 5:

Proof. If n � 6; then �.G/ � 5: Hence ı.G/ � �.G/ � 5; proving the result
for such graphs. So assume that n � 7: By Corollary 8.3.3, m � 3n � 6: Now,
ın � P

v2V.G/ dG.v/ D 2m � 2.3n � 6/ D 6n � 12: Hence n.ı � 6/ � �12:
Consequently, ı � 6 is negative, implying that ı � 5: �

Recall that the girth of a graph G is the length of a shortest cycle in G:

Theorem 8.3.6. If the girth k of a connected plane graph G is at least 3, then
m � k.n�2/

.k�2/ :

Proof. Let F denote the set of faces and ��; as before, denote the number of faces
of G: If f 2 F ; then d.f / � k: Since 2m D P

f 2F d.f /; we get 2m � k ��:
By Theorem 8.3.1, �� D 2 � n C m: Hence, 2m � k.2 � n C m/; implying that

m.k � 2/ � k.n � 2/: Thus,m � k.n�2/
.k�2/ : �

Corollary 8.3.7. The Petersen graph P is nonplanar.

Proof. The girth of the Petersen graph P is 5; n.P / D 10; andm.P / D 15: Hence,
if P were planar, 15 � 5.10�2/

5�2 ; which is not true. Hence, P is nonplanar. �

Exercise 3.1. Show that every simple bipartite cubic planar graph contains a C4:

Exercise 3.2. A nonplanar graph G is called planar-vertex-critical if G � v is
planar for every vertex v of G: Prove that a planar-vertex-critical graph must be
2-connected.
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Exercise 3.3. Verify Euler’s formula for the plane graph P .

Exercise 3.4. Let G be a simple plane cubic graph having eight faces. Determine
n.G/: Draw two such graphs that are nonisomorphic.

Exercise 3.5. Prove that if G is a simple connected planar bipartite graph, then
m � 2n � 4; where n � 3:

Exercise 3.6. Prove that a simple planar graph (with at least four vertices) has at
least four vertices each of degree 5 at most.

Exercise 3.7. If G is a nonplanar graph, show that it has either five vertices of
degree at least 4, or six vertices of degree at least 3.

Exercise 3.8. Prove that a simple planar graph with minimum degree at least five
contains at least 12 vertices. Give an example of a simple planar graph on 12 vertices
with minimum degree 5.

Exercise 3.9. Show that there is no 6-connected planar graph.

Exercise 3.10. LetG be a plane graph of order n and size m in which every face is
bounded by a k-cycle. Show thatm D k.n�2/

.k�2/ .

Definition 8.3.8. A graph G is maximal planar if G is planar, but for any pair of
nonadjacent vertices u and v of G; G C uv is nonplanar.

Remark 8.3.9. Any planar graph is a spanning subgraph of a maximal planar
graph. Indeed, if QG is a plane embedding of a planar graph G with at least three
vertices, and if e D uv is a cut edge of QG embedded in a face f of QG; it is clear
that there exists a vertex w on the boundary of f such that the edge uw or vw can be
drawn in f so that either QGC .vw/ or QGC .uw/ is also a plane graph (see Fig. 8.6a).
Further, if C0 is any cycle bounding a face f0 of a plane graphH; then edges can be
drawn in int C0 without crossing each other so that f0 is divided into triangles (see
Fig. 8.6b).
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a b

Fig. 8.6 Procedure to get maximal planar graphs

Definition 8.3.10. A plane triangulation is a plane graph in which each of its faces
is bounded by a triangle. A plane triangulation of a plane graph G is a plane
triangulationH such that G is a spanning subgraph of H:

Remark 8.3.11. Remark 8.3.9 shows that a plane embedding of a simple maximal
planar graph is a plane triangulation.

Note that any simple plane graph is a subgraph of a simple maximal plane graph and
hence is a spanning subgraph of some plane triangulation. Thus, to any simple plane
graph G that is not already a plane triangulation, we can add a set of new edges to
obtain a plane triangulation. The set of new edges thus added need not be unique.

Figure 8.7a is a simple plane graph G and Fig. 8.7b is a plane triangulation of G;
Fig. 8.7c is a plane triangulation of G isomorphic to the graph of Fig. 8.7b having
only straight-line edges. (A result of Fáry [60] states that every simple planar graph
has a plane embedding in which each edge is a straight line.)

Exercise 3.11. Embed the 3-cube Q3 (see Exercise 4.4 of Chap. 5) in a maximal
planar graph having the same vertex set as Q3: Count the number of new edges
added.

Exercise 3.12. Prove that for a simple maximal planar graph on n � 3 vertices,
m D 3n� 6:

Exercise 3.13. Use Exercise 3.12 to show that for any simple planar graph, m �
3n� 6:

Exercise 3.14. Show that every plane triangulation of order n � 4 is 3-connected.

Exercise 3.15. Let G be a maximal planar graph with n � 4: Let ni denote the
number of vertices of degree i in G: Then prove that 3n3 C 2n4 C n5 D 12C n7 C
2n8 C 3n9 C 4n10 C : : : : (Hint: Use the fact that n D n3 C n4 C n5 C n6 C : : : :/

Exercise 3.16. Generalize the Euler formula for disconnected plane graphs.
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Fig. 8.7 (a) Graph G and (b), (c) are plane triangulations of G

8.4 K5 and K3;3 are Nonplanar Graphs

In this section we prove that K5 andK3;3 are nonplanar. These two graphs are basic
in Kuratowski’s characterization of planar graphs (see Theorem 8.7.5 given later
in this chapter). For this reason, they are often referred to as the two Kuratowski
graphs.

Theorem 8.4.1. K5 is nonplanar.

First proof. This proof uses the Jordan curve theorem. Assume the contrary,
namely, K5 is planar. Let v1; v2; v3; v4; and v5 be the vertices of K5 in a plane
representation of K5: The cycle C D v1v2v3v4v1 (as a closed Jordan curve) divides
the plane into two faces, namely, the interior and the exterior of C: The vertex v5
must belong either to int C or to ext C: Suppose that v5 belongs to int C (a similar
proof holds if v5 belongs to ext C ). Draw the edges v5v1; v5v2; v5v3; and v5v4 in int
C: Now there remain two more edges v1v3 and v2v4 to be drawn. None of these can
be drawn in intC; since it is assumed thatK5 is planar. Thus, v1v3 lies in extC: Then
one of v2 and v4 belongs to the interior of the closed Jordan curveC1 D v1v5v3v1 and
the other to its exterior (see Fig. 8.8). Hence, v2v4 cannot be drawn without violating
planarity. �
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Fig. 8.8 Graph for first proof
of Theorem 8.4.1
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u1
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u3
C
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Fig. 8.9 Graph for first proof
of Theorem 8.4.3

Remark 8.4.2. The first proof of Theorem 8.4.1 shows that all the edges of K5

except one can be drawn in the plane without violating planarity. Hence for any
edge e of K5; K5 � e is planar.

Second proof. If K5 were planar, it follows from Theorem 8.3.6 that 10 � 3.5�2/
.3�2/ ;

which is not true. Hence K5 is nonplanar. �

Theorem 8.4.3. K3;3 is nonplanar.

First proof. The proof is by the use of the Jordan curve theorem. Suppose thatK3;3

is planar. Let U D fu1; u2; u3g and V D fv1; v2; v3g be the bipartition of K3;3 in a
plane representation of the graph. Consider the cycle C D u1v1u2v2u3v3u1: Since
the graph is assumed to be planar, the edge u1v2 must lie either in the interior of C
or in its exterior. For the sake of definiteness, assume that it lies in int C (a similar
proof holds if one assumes that the edge u1v2 lies in extC ). Two more edges remain
to be drawn, namely, u2v3 and u3v1: None of these can be drawn in int C without
crossing the edge u1v2: Hence, both of them are to be drawn in ext C: Now draw
u2v3 in ext C: Then one of v1 and u3 belongs to the interior of the closed Jordan
curve C1 D u1v2u2v3u1 and the other to the exterior of C1 (see Fig. 8.9). Hence,
the edge v1u3 cannot be drawn without violating planarity. This shows that K3;3 is
nonplanar. �
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Second proof. SupposeK3;3 is planar. Let �� be the number of faces of G D K3;3 in
a plane embedding of G and F ; the set of faces of G: As the girth of K3;3 is 4, we

have m D 1
2

P
f 2F d.f / � 4��

2
D 2��: By Theorem 8.3.1, n �mC �� D 2: For K3;3;

n D 6; andm D 9:Hence, �� D 2Cm�n D 5: Thus, 9 � 2:5 D 10; a contradiction.
�

Exercise 4.1. Give yet another proof of Theorem 8.4.3.

Exercise 4.2. Find the maximum number of edges in a planar complete tripartite
graph with each part of size at least 2.

Remark 8.4.4. As in the case of K5; for any edge e of K3;3; K3;3 � e is planar.
Observe that the graphsK5 and K3;3 have some features in common.

1. Both are regular graphs.
2. The removal of a vertex or an edge from each graph results in a planar graph.
3. Contraction of an edge results in a planar graph.
4. K5 is a nonplanar graph with the smallest number of vertices, whereas K3;3 is a

nonplanar graph with the smallest number of edges. (Hence, any nonplanar graph
must have at least five vertices and nine edges.)

8.5 Dual of a Plane Graph

LetG be a plane graph. One can form out ofG a new graphH in the following way.
Corresponding to each face f ofG; take a vertex f � and corresponding to each edge
e of G; take an edge e�: Then edge e� joins vertices f � and g� in H if and only
if edge e is common to the boundaries of faces f and g in G: (It is possible that f
may be the same as g:) The graph H is then called the dual (or more precisely, the
geometric dual) of G (see Fig. 8.10). If e is a cut edge of G embedded in face f of
G; then e� is a loop at f �: H is a planar graph and there exists a natural way of
embeddingH in the plane. Vertex f �; corresponding to face f; is placed in face f
of G: Edge e�; joining f � and g�; is drawn so that e� crosses e once and only once
and crosses no other edge. This procedure is illustrated in Fig. 8.11. This embedding
is the canonical embedding of H: H with this canonical embedding is denoted by
G�: Any two embeddings of H; as described above, are isomorphic.

The definition of the dual implies that m.G�/ D m.G/; n.G�/ D ��.G/; and
dG�.f �/ D dG.f /; where dG.f / denotes the degree of the face f of G:

From the manner of construction of G�; it follows that

(i) An edge e of a plane graph G is a cut edge of G if and only if e� is a loop of
G�; and it is a loop of G if and only if e� is a cut edge of G�.

(ii) G� is connected whether G is connected or not (see graphs G and G� of
Fig. 8.12).

The canonical embedding of the dual ofG� is denoted byG��: It is easy to check
that G�� is isomorphic to G if and only if G is connected. Graph isomorphism
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Fig. 8.10 A plane graph G
and its dual H
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Fig. 8.11 Procedure for drawing the dual graph
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does not preserve duality; that is, isomorphic plane graphs may have nonisomorphic
duals. The graphsG andH of Fig. 8.13 are isomorphic plane graphs, butG� 6' H�:
G has a face of degree 5, whereas no face of H has degree 5. Hence, G� has a
vertex of degree 5, whereasH� has no vertex of degree 5. Consequently,G� 6' H�:

Exercise 5.1. Draw the dual of

(i) The Herschel graph (graph of Fig. 5.4).
(ii) The graph G given below:

G

f1

f2 f3

f∗
1

f∗
2 f∗

3

e1 e2

e3

e4 e5

e6

e∗
1

e∗
2

e∗
3

e∗
4

e∗
5

e∗
6

G

G∗
Fig. 8.12 A disconnected
graph G and its (connected)
dual G�

u1 u2

u3u4

u5

u1 u2

u3u4

u5

G H

u6u6

Fig. 8.13 Isomorphic graphs G and H for which G� 6' H�
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Exercise 5.2. A plane graph G is called self-dual if G ' G�: Prove the
following:

(i) All wheels Wn .n � 3/ are self-dual.
(ii) For a self-dual graph, 2n D mC 2:

Exercise 5.3. Construct two infinite families of self-dual graphs.

8.6 The Four-Color Theorem and the Heawood
Five-Color Theorem

What is the minimum number of colors required to color the world map of countries
so that no two countries having a common boundary receive the same color? This
simple-looking problem manifested itself into one of the most challenging problems
of graph theory, popularly known as the four-color conjecture (4CC).

The geographical map of the countries of the world is a typical example of a
plane graph. An assignment of colors to the faces of a plane graph G so that no
two faces having a common boundary containing at least one edge receive the same
color is a face coloring ofG: The face-chromatic number ��.G/ of a plane graphG
is the minimum k for which G has a face coloring using k colors. The problem of
coloring a map so that no two adjacent countries receive the same color can thus be
transformed into a problem of face coloring of a plane graph G: The face coloring
of G is closely related to the vertex coloring of the dual G� of G: The fact that
two faces of G are adjacent in G if and only if the corresponding vertices of G�
are adjacent in G� shows that G is k-face-colorable if and only if G� is k-vertex-
colorable.

It was young Francis Guthrie who conjectured, while coloring the district map
of England, that four colors were sufficient to color the world map so that adjacent
countries receive distinct colors. This conjecture was communicated by his brother
to De Morgan in 1852. Guthrie’s conjecture is equivalent to the statement that any
plane graph is 4-face-colorable. The latter statement is equivalent to the conjecture:
Every planar graph is 4-vertex-colorable.

After the conjecture was first published in 1852, many attempted to settle it. In the
process of settling the conjecture, many equivalent formulations of this conjecture
were found. Assaults on the conjecture were made using such varied branches of
mathematics as algebra, number theory, and finite geometries. The solution found
the light of the day when Appel, Haken, and Koch [8] of the University of Illinois
established the validity of the conjecture in 1976 with the aid of computers (see also
[6,7]). The proof includes, among other things, 1010 units of operations, amounting
to a staggering 1200 hours of computer time on a high-speed computer available at
that time.
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Although the computer-oriented proof of Appel, Haken, and Koch settled the
conjecture in 1976 and has stood the test of time, a theoretical proof of the four-
color problem is still to be found.

Even though the solution of the 4CC has been a formidable task, it is rather easy
to establish that every planar graph is 6-vertex-colorable.

Theorem 8.6.1. Every planar graph is 6-vertex-colorable.

Proof. The proof is by induction on n; the number of vertices of the graph.
The result is trivial for planar graphs with at most six vertices. Assume the result
for planar graphs with n � 1; n � 7; vertices. Let G be a planar graph with n
vertices. By Corollary 8.3.5, ı.G/ � 5; and hence G has a vertex v of degree at
most 5. By hypothesis,G � v is 6-vertex-colorable. In any proper 6-vertex coloring
of G � v; the neighbors of v in G would have used only at most five colors,
and hence v can be colored by an unused color. In other words, G is 6-vertex-
colorable. �

It involves some ingenious arguments to reduce the upper bound for the
chromatic number of a planar graph from 6 to 5. The upper bound 5 was obtained
by Heawood [103] as early as 1890.

Theorem 8.6.2 (Heawood’s five-color theorem). Every planar graph is 5-vertex-
colorable.

Proof. The proof is by induction on n.G/ D n: Without loss of generality, we
assume that G is a connected plane graph. If n � 5; the result is clearly true.
Hence, assume that n � 6 and that any planar graph with fewer than n vertices is
5-vertex-colorable.G being planar, ı.G/ � 5 by Corollary 8.3.5, and so G contains
a vertex v0 of degree not exceeding 5. By the induction hypothesis, G � v0 is 5-
vertex-colorable.

If d.v0/ � 4; at most four colors would have been used in coloring the neighbors
of v0 in G in a 5-vertex coloring of G � v0: Hence, an unused color can then be
assigned to v0 to yield a proper 5-vertex coloring of G:

If d.v0/ D 5; but only four or fewer colors are used to color the neighbors of v0
in a proper 5-vertex coloring of G � v0; then also an unused color can be assigned
to v0 to yield a proper 5-vertex coloring of G:

Hence assume that the degree of v0 is 5 and that in every 5-coloring of G � v0;
the neighbors of v0 in G receive five distinct colors. Let v1; v2; v3; v4; and v5 be the
neighbors of v0 in a cyclic order in a plane embedding of G: Choose some proper
5-coloring ofG�v0 with colors, say, c1; c2; : : : ; c5: Let fV1; V2; : : : ; V5g be the color
partition of G � v0; where the vertices in Vi are colored ci ; 1 � i � 5: Assume
further that vi 2 Vi ; 1 � i � 5:

Let Gij be the subgraph of G � v0 induced by Vi [ Vj : Suppose vi and vj ; 1 �
i; j � 5; belong to distinct components of Gij : Then the interchange of the colors
ci and cj in the component of Gij containing vi would give a recoloring of G � v0
in which only four colors are assigned to the neighbors of v0: But this is against our
assumption. Hence, vi and vj must belong to the same component of Gij : Let Pi;j
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P13

P24

Fig. 8.14 Graph for proof
of Theorem 8.6.2

be a vi -vj path in Gij : Let C denote the cycle v0v1P13v3v0 in G (Fig. 8.14). Then C
separates v2 and v4I that is, one of v2 and v4 must lie in int C and the other in ext C:
In Fig. 8.14, v2 2 int C and v4 2 ext C: Then P24 must cross C at a vertex of C: But
this is clearly impossible since no vertex of C receives either of the colors c2 and
c4: Hence this possibility cannot arise, and G is 5-vertex-colorable. �

Note that the bound 4 in the inequality �.G/ � 4 for planar graphs G is best
possible since K4 is planar and �.K4/ D 4:

Exercise 6.1. Show that a planar graphG is bipartite if and only if each of its faces
is of even degree in any plane embedding of G:

Exercise 6.2. Show that a connected plane graphG is bipartite if and only if G� is
Eulerian. Hence, show that a connected plane graph is 2-face-colorable if and only
if it is Eulerian.

Exercise 6.3. Prove that a Hamiltonian plane graph is 4-face-colorable and that its
dual is 4-vertex-colorable.

Exercise 6.4. Show that a plane triangulation has a 3-face coloring if and only if it
is not K4: (Hint: Use Brooks’ theorem.)

Remark 8.6.3. (Grötzsch): If G is a planar graph that contains no triangle, then G
is 3-vertex-colorable.

8.7 Kuratowski’s Theorem

Definition 8.7.1. 1. A subdivision of an edge e D uv of a graph G is obtained by
introducing a new vertex w in e; that is, by replacing the edge e D uv of G by
the path uwv of length 2 so that the new vertex w is of degree 2 in the resulting
graph (see Fig. 8.15a).
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Fig. 8.15 (a) Subdivision of edge e of graph G; (b) two homeomorphs of graph G

2. A homeomorph or a subdivision of a graph G is a graph obtained from G by
applying a finite number of subdivisions of edges in succession (see Fig. 8.15b).
G itself is regarded as a subdivision of G:

3. Two graphs G1 and G2 are called homeomorphic if they are both homeomorphs
of some graph G: Clearly, the graphs of Fig. 8.15b are homeomorphic, even
though neither of the two graphs is a homeomorph of the other.

Kuratowski’s theorem [129] characterizing planar graphs was one of the major
breakthrough results in graph theory of the 20th century. As mentioned earlier,
while examining planarity of graphs, we need only consider simple graphs since
the presence of loops and multiple edges does not affect the planarity of graphs.
Consequently, a graph is planar if and only if its underlying simple graph is planar.
We therefore consider in this section only (finite) simple graphs. We recall that for
any edge e of a graph G; G � e is the subgraph of G obtained by deleting the
edge e; whereas G ı e denotes the contraction of e: We always discard isolated
vertices when edges get deleted and remove the new multiple edges when edges
get contracted. More generally, for a subgraph H of G; G ı H denotes the graph
obtained by the successive contractions of all the edges of H in G: The resulting
graph is independent of the order of contraction. Moreover, ifG is planar, thenG ıe
is planar; consequently, G ıH is planar. In other words, if G ıH is nonplanar for
some subgraph H of G; then G is also nonplanar. Further, any two homeomorphic
graphs are contractible to the same graph.

Definition 8.7.2. If G ı H D K; we call K a contraction of GI we also say that
G is contractible to K: G is said to be subcontractible to K if G has a subgraph
H contractible to K: We also refer to this fact by saying that K is a subcontraction
of G:



8.7 Kuratowski’s Theorem 193
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Fig. 8.16 Graph G subcontractible to triangle abc

Example 8.7.3. For instance, in Fig. 8.16, graphG is subcontractible to the triangle
abc: (Take H to be the cycle abcd and contract the edge ad in H: By abuse of
notation, the new vertex is denoted by a or d:) We note further that if G0 is a
homeomorph of G; then contraction of one of the edges incident at each vertex
of degree 2 in V.G0/nV.G/ results in a graph homeomorphic to G:

Our first aim is to prove the following result, which was established by Wagner
[186] and, independently, by Harary and Tutte [96].

Theorem 8.7.4 ([96,186]). A graph is planar if and only if it is not subcontractible
to K5 orK3;3:

As a consequence, we establish Kuratowski’s characterization theorem for planar
graphs.

Theorem 8.7.5 (Kuratowski [129]). A graph is planar if and only if it has no
subgraph homeomorphic to K5 orK3;3:

The proofs of Theorems 8.7.4 and 8.7.5, as presented here, are due to Fournier [68].
Recall that any subgraph and any contraction of a planar graph are both planar.

Definition 8.7.6. A simple connected nonplanar graphG is irreducible if, for each
edge e of G; G ı e is planar.

For instance, both K5 and K3;3 are irreducible.

Proof of theorem 8.7.4. If G has a subgraph G0 contractible to K5 or K3;3; then
since K5 andK3;3 are nonplanar,G0 and therefore G are nonplanar.

We now prove the converse. Assume that G is a simple connected nonplanar graph.
By Theorem 8.2.8, at least one block of G is nonplanar. Hence, assume that G
is a simple 2-connected nonplanar graph. We now show that G has a subgraph
contractible to K5 or K3;3:

Keep contracting edges of G (and delete the new multiple edges, if any, at each
stage of the contraction) until a (2-connected) irreducible (nonplanar) graph H
results. Clearly, ı.H/ � 3: Now, if e and f are any two distinct edges of G; then
.G ı e/ � f D .G � f / ı e: Hence, the graph H may as well be obtained by
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Fig. 8.17 Graph H for case 1 of proof of Theorem 8.7.4

deleting a set (which may be empty) of edges of G; resulting in a subgraphG0 ofG
and then contracting a subgraph of G0: We now complete the proof of the theorem
by showing thatH has a subgraphK homeomorphic (and hence contractible) toK5

or K3;3: In this case, G has the subgraphG0; which is contractible to K5 or K3;3:

Let e D ab 2 E.H/ andH 0 D H � fa; bg: ThenH 0 is connected. If not, fa; bg
is a vertex cut of H: Let G0

1; : : : ; G
0
r be the components of H 0: As H is irreducible,

H � V.G0
r / is planar, and there exists a plane embedding of H 0 in which the edge

ab is in the exterior face. As G0
r is planar, G0

r can be embedded in this exterior face
ofH 0: This would makeH a planar graph, a contradiction. Thus,H 0 is connected.]

Case 1. H 0 has a cut vertex v: Let G1;G2; : : : ; Gr .r � 2/ be the components of
H 0�fvg; and letG1;G2; : : : ; Gs; 0 � s � r; be those components that are connected
to both a and b: (see Fig. 8.17). If r > s; then each of GsC1; : : : ; Gr is connected
to only one of a or b: Assume that Gr is connected to b and not to a: From the
plane representation of G ı .GsC1 [ : : : [ Gr/; the contraction of G obtained by
contracting the edges of GsC1; : : : ; Gr ; we can obtain a plane representation of H 0
(see Fig. 8.17). [In fact, if Gr is contracted to the vertex wr ; then as the subgraph
Ar D hv; b; v.Gr/i of H 0 is planar, the pair of edges fvwr ;wr bg can be replaced
by the planar subgraph Ar and so on.] Hence this case cannot arise. Consequently,
r D s: If r D s D 2; the plane embeddings of H 0 ı G1 and H 0 ı G2 yield a plane
embedding ofH 0; a contradiction (see Fig. 8.18). Consequently, r D s � 3: In this
case, H 0 contains a homeomorph of K3;3 (see Fig. 8.19), with fw1;w2;w3 I a; b; vg
being the vertex set of K3;3: (Other possibilities for w1;w2;w3 will also yield a
homeomorph of K3;3:)

Case 2. H 0 is 2-connected. Then H 0 contains a cycle C of length at least 3.
Consider a plane embedding of H ı e (where e D ab; as above). If c denotes
the new vertex to which a and b get contracted, .H ıe/�c D H 0:We may therefore
suppose without loss of generality that c is in the interior of the cycle C in the plane
embedding ofH ı e:
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Fig. 8.18 Plane embedding
for case 1 of proof of
Theorem 8.7.4
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v

Fig. 8.19 Homeomorph for case 1 of proof of Theorem 8.7.4

Now, the edges of H ı e incident to c arise out of edges of H incident to a or b:
There arise three possibilities with reference to the positions of the edges of H ı e
incident to c relative to the cycle C:

(i) Suppose the edges incident to c occur so that the edges incident to a and the
edges incident to b in H are consecutive around c in a plane embedding of
H ı e; as shown in Fig. 8.20a. Since H is a minimal nonplanar graph, the
paths from c to C can only be single edges. Then the plane representation of
H ı e gives a plane representation of H; as in Fig. 8.20b, a contradiction. So
this possibility cannot arise.

(ii) Suppose there are three edges of H ı e incident with c; with each edge
corresponding to a pair of edges of H; one incident to a and the other to b;
as in Fig. 8.21a. Then H contains a subgraph contractible to K5; as shown in
Fig. 8.21b.

We are now left with only one more possibility.
(iii) There are four edges of H ı e incident to c; and they arise alternately out

of edges incident to a and b in H; as in Fig. 8.22a. Then there arises in H
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Fig. 8.20 First configuration for case 2 of proof of Theorem 8.7.4. Edges incident to a and b are
marked a and b; respectively
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Fig. 8.21 Second configuration for case 2 of proof of Theorem 8.7.4. Edges incident to both a and
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Fig. 8.22 Third configuration for case 2 of proof of Theorem 8.7.4

a homeomorph of K3;3; as shown in Fig. 8.22b. The sets X D fa; t2; t4g and
Y D fb; t1; t3g are the sets of the bipartition of this homeomorph of K3;3: �

We now proceed to prove Theorem 8.7.5.

Proof of theorem 8.7.5. The “sufficiency” part of the proof is trivial. If G contains
a homeomorph of either K5 or K3;3; G is certainly nonplanar, since a homeomorph
of a planar graph is planar.
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Fig. 8.23 Graphs for proof
of Theorem 8.7.5

Assume that G is connected and nonplanar. Remove edges from G one after
another until we get an edge-minimal connected nonplanar subgraph G0 of GI that
is, G0 is nonplanar and for any edge e of G; G0 � e is planar. Now contract the
edges in G0 incident with vertices of degree at most 2 in some order. Let us denote
the resulting graph by G0

0: Then G0
0 is nonplanar, whereas G0

0 � e is planar for any
edge e ofG0

0; and the minimum degree ofG0
0 is at least 3. We now have to show that

G0
0 contains a homeomorph ofK5 or K3;3:

By Theorem 8.7.4, G0
0 is subcontractible to K5 or K3;3: This means that G0

0

contains a subgraph H that is contractible to K5 or K3;3: As G0
0 � e is planar for

any edge e of G0
0; G

0
0 D H: Thus, G0

0 itself is contractible to K5 or K3;3: If G0
0

is either K5 or K3;3; we are done. Assume now that G0
0 is neither K5 nor K3;3:

Let e1; e2; : : : ; er be the edges of G0
0; when contracted in order, that result in a K5

or K3;3:

First, let us assume that r D 1; so that G0
0 ı e1 is either K5 or K3;3: Suppose

that G0
0 ı e1 D K3;3 with fx1; x2; x3g and fy1; y2; y3g as the partite sets of vertices.

Suppose that x1 is the vertex obtained by identifying the ends of e1: We may then
take e1 D x1a (by abuse of notation), where a is a vertex distinct from the xi ’s
and yj ’s (Fig. 8.23a). If a is adjacent to all of y1; y2 and y3; then fa; x2; x3g and
fy1; y2; y3g form a bipartition of a K3;3 in G0

0: If a is adjacent to only one or two of
fy1; y2; y3g (Fig. 8.23b), then again G0

0 contains a homeomorph of K3;3:

Next, let us assume that G0
0 ı e1 D K5 with vertex set fv1; v2; v3; v4; v5g:

Suppose that v1 is the vertex obtained by identifying the ends of e1: As before,
we may take e1 D v1a; where a … fv1; v2; v3; v4; v5g: If a is adjacent to
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Fig. 8.24 Graphs for proof of Theorem 8.7.5

all of fv2; v3; v4; v5g; then G0
0 � v1 is a K5; contradiction to the fact that any

proper subgraph of G0
0 is planar. If a is adjacent to only three of fv2; v3; v4; v5g;

say v2; v3; and v4; then the edge-induced subgraph of G0
0 induced by the edges

av1; av2; av3; av4; v1v5; v2v3; v2v4; v2v5; v3v4; v3v5; and v4v5 is a homeomorph ofK5:

In this case, G0
0 also contains a homeomorph of K3;3: Since dG0

0
.v1/ � 3; v1 is

adjacent to at least one of v2; v3; and v4; say v2: Then the edge-induced subgraph of
G0
0 induced by the edges in fav1; av3; av4; v1v2; v2v3; v2v4; v1v5; v3v5; v4v5g is aK3;3;

with fa; v4; v5g and fv1; v2; v3g forming the bipartition. We now consider the case
when a is adjacent to only two of v2; v3; v4 and v5; say v2 and v3: Then, necessarily,
v1 is adjacent to v4 and v5 (since on contraction of the edge v1a; v1 is adjacent to
v2; v3; v4; and v5). In this case G0

0 also contains a K3;3 (see Fig. 8.24b). Finally, the
case when a is adjacent to at most one of v2; v3; v4; and v5 cannot arise since the
degree of a is at least 3 in G0

0: Thus, in any case, we have proved that when r D 1;

G0
0 contains a homeomorph of K3;3: The result can now easily be seen to be true by

induction on r: Indeed, if H2 D H1 ı e and H2 contains a homeomorph of K3;3;

then H1 contains a homeomorph of K3;3: �
The nonplanarity of the Petersen graph (Fig. 8.25a) can be established by

showing that it is contractible toK5 (see Fig. 8.25b) or by showing that it contains a
homeomorph of K3;3 (see Fig. 8.25c).

Exercise 7.1. Prove that the following graph is nonplanar.
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Fig. 8.25 Nonplanarity of the Petersen graph. (a) The Petersen graph P; (b) contraction of P to
K5; (c) A subdivision of K3;3 in P

8.8 Hamiltonian Plane Graphs

An elegant necessary condition for a plane graph to be Hamiltonian was given by
Grinberg [78].

Theorem 8.8.1. Let G be a loopless plane graph having a Hamilton cycle C: ThenPn
iD2.i�2/.�0

i ��00
i / D 0; where �0

i and �00
i are the numbers of faces ofG of degree

i contained in int C and ext C; respectively.

Proof. Let E 0 and E 00 denote the sets of edges of G contained in int C and ext C;
respectively, and let jE 0j D m0 and jE 00j D m00: Then int C contains exactlym0 C 1

faces (see Fig. 8.26), and so

nX

iD2
�0
i D m0 C 1: (8.1)

(Since G is loopless, �0
1 D �00

1 D 0:)
Moreover, each edge in int C is on the boundary of exactly two faces in int C;

and each edge of C is on the boundary of exactly one face in int C:Hence, counting
the edges of all the faces in int C; we get
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C

Fig. 8.26 Graph for proof of
Theorem 8.8.1

nX

iD2
i�0

i D 2m0 C n: (8.2)

Eliminatingm0 from (8.1) and (8.2), we get

nX

iD2
.i � 2/�0

i D n � 2: (8.3)

Similarly,
nX

iD2
.i � 2/�00

i D n � 2: (8.4)

Equations (8.3) and (8.4) give the required result. �

Grinberg’s condition is quite useful in that by applying this result, many plane
graphs can easily be shown to be non-Hamiltonian by establishing that they do not
satisfy the condition.

Example 8.8.2. The Herschel graph G of Fig. 5.4 is non-Hamiltonian.

Proof. G has nine faces and all the faces are of degree 4. Hence, if G were
Hamiltonian, we must have 2.�0

4 � �00
4 / D 0: This means that �0

4 D �00
4 : This is

impossible, since �0
4 C �00

4 D (number of faces of degree 4 in G) D 9 is odd.
Hence, G is non-Hamiltonian. (In fact, it is the smallest planar non-Hamiltonian
3-connected graph.)

Exercise 8.1. Does there exist a plane Hamiltonian graph with faces of degrees 5,
7, and 8, and with just one face of degree 7?

Exercise 8.2. Prove that the Grinberg graph given in Fig. 8.27 is non-Hamiltonian.

8.9 Tait Coloring

In an attempt to solve the four-color problem, Tait considered edge colorings of
2-edge-connected cubic planar graphs. He conjectured that every such graph was
3-edge colorable. Indeed, he could prove that his conjecture was equivalent to the
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Fig. 8.27 The Grinberg
graph

Fig. 8.28 The Tutte graph

four-color problem (see Theorem 8.9.1). Tait did this in 1880. He even went to the
extent of giving a “proof” of the four-color theorem using this result. Unfortunately,
Tait’s proof was based on the wrong assumption that any 2-edge-connected cubic
planar graph is Hamiltonian. A counterexample to his assumption was given by
Tutte in 1946 (65 years later). The graph given by Tutte is the graph of Fig. 8.28.
It is a non-Hamiltonian cubic 3-connected (and therefore 3-edge-connected; see
Theorem 3.3.4) planar graph. Tutte used ad hoc techniques to prove this result.
(The Grinberg condition does not establish this result.)

We indicate below the proof of the fact that the Tutte graph of Fig. 8.28 is non-
Hamiltonian. The graphsG1 to G5 mentioned below are shown in Fig. 8.29.

It is easy to check that there is no Hamilton cycle in the graphG1 containing both
of the edges e1 and e2: Now, if there is a Hamilton cycle in G2 containing both of
the edges e0

1 and e0
2; then there will be a Hamilton cycle in G1 containing e1 and e2:

Hence there is no Hamilton cycle in G2 containing e0
1 and e0

2: In G3 � e0; u and w
are vertices of degree 2. Hence if G3 � e0 were Hamiltonian, then in any Hamilton
cycle of G3 � e0; both the edges incident to u as well as both the edges incident to w
must be consecutive. This would imply that G2 has a Hamilton cycle containing e0

1

and e0
2; which is not the case. Consequently, any Hamilton cycle of G3 must contain

the edge e0: It follows that there exists no Hamilton path from x to y in G3 � w:
A redrawing of G3 � w is the graph G4: It is called the “Tutte triangle.” The Tutte
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Fig. 8.29 Graphs G1 to G5
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v∗

fv fw
w∗

Fig. 8.30 Graph for proof of
(i) ) (ii) in Theorem 8.9.1

graph (Fig. 8.28) contains three copies of G4 together with a vertex v0. It has been
redrawn as graphG5 of Fig. 8.29. SupposeG5 is Hamiltonian with a Hamilton cycle
C: If we describe C starting from v0; it is clear that C must visit each copy of G4
exactly once. Hence, if C enters a copy of G4; it must exit that copy through x or
y after visiting all the other vertices of that copy. But this means that there exists a
Hamilton path from y to x (or from x to y) in G4; a contradiction. Thus, the Tutte
graph G5 is non-Hamiltonian.

We now give the proof of Tait’s result. Recall that by Vizing–Gupta’s theorem
(Theorem 7.5.5), every simple cubic graph has chromatic index 3 or 4. A 3-edge
coloring of a cubic planar graph is often called a Tait coloring.

Theorem 8.9.1. The following statements are equivalent:

(i) All plane graphs are 4-vertex-colorable.
(ii) All plane graphs are 4-face-colorable.

(iii) All simple 2-edge-connected cubic planar graphs are 3-edge-colorable (i.e.,
Tait colorable).

Proof. (i) ) (ii). LetG be a plane graph. LetG� be the dual ofG (see Sect. 8.4).
Then, since G� is a plane graph, it is 4-vertex-colorable. If v� is a
vertex of G�; and fv is the face of G corresponding to v�; assign to
fv the color of v� in a 4-vertex coloring of G�: Then, by the definition
of G�; it is clear that adjacent faces of G will receive distinct colors.
(See Fig. 8.30, in which fv and fw receive the colors of v� and w�;
respectively.) Thus, G is 4-face-colorable.

(ii) ) (iii). Let G be a plane embedding of a 2-edge-connected cubic planar
graph. By assumption, G is 4-face-colorable. Denote the four colors
by .0; 0/; .1; 0/; .0; 1/; and .1; 1/; the elements of the ring Z2 � Z2:

If e is an edge of G that separates the faces, say f1 and f2; color e
with the color given by the sum (in Z2 �Z2) of the colors of f1 and f2:
SinceG has no cut edge, each edge is the common boundary of exactly



204 8 Planarity

e
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Color of f1 = (a, b) Color of f2 = (c, d)

Color of e = ((a+c)(mod2), (b+d)(mod2))

Fig. 8.31 Graph for proof of
(ii) ) (iii) in Theorem 8.9.1
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Fig. 8.32 Graph for proof of
(iii) ) (i) for Theorem 8.9.1

two faces of G: This gives a 3-edge coloring of G using the colors
.1; 0/; .0; 1/; and .1; 1/; since the sum of any two distinct elements of
Z2 � Z2 is not .0; 0/ (see Fig. 8.31).

(iii) ) (i) LetG be a planar graph. We want to show thatG is 4-vertex-colorable.
We may assume without loss of generality that G is simple. Let QG be
a plane embedding of G: Then QG is a spanning subgraph of a plane
triangulation T; (see Sect. 8.2), and hence it suffices to prove that T is
4-vertex-colorable.

Let T � be the dual of T: Then T � is a 2-edge-connected cubic plane graph. By
our assumption, T � is 3-edge-colorable using, for example, the colors c1; c2; and c3:
Since T � is cubic, each of the above three colors is represented at each vertex of T �:
Let T �

ij be the edge subgraph of T � induced by the edges of T � which have been
colored using the colors ci and cj : Then T �

ij is a disjoint union of even cycles, and
thus it is 2-face-colorable. But each face of T � is the intersection of a face of T �

12

and a face of T �
23 (see Fig. 8.32). Now the 2-face colorings of T �

12 and T �
23 induce a

4-face coloring of T � if we assign to each face of T � the (unordered) pair of colors
assigned to the faces whose intersection is f: Since T � D T �

12 [ T �
23; this defines a

proper 4-face coloring of T �: Thus, �.G/ D �. QG/ � �.T / D ��.T �/ � 4; and G
is 4-vertex-colorable. (Recall that ��.T �/ is the face-chromatic number of T �:) �

Exercise 9.1. Exhibit a 3-edge coloring for the Tutte graph (see Fig. 8.28).
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Notes

The proof of Heawood’s theorem uses arguments based on paths in which the
vertices are colored alternately by two colors. Such paths are called “Kempe
chains” after Kempe [121], who first used such chains in his “proof” of the 4CC.
Even though Kempe’s proof went wrong, his idea of using Kempe chains and
switching the colors in such chains had been effectively exploited by Heawood
[103] in proving his five-color theorem (Theorem 8.6.2) for planar graphs, as
well as by Appel, Haken, and Koch [8] in settling the 4CC. As the reader might
notice, the same technique had been employed in the proof of Brooks’ theorem
(Theorem 7.3.7). Chronologically, Francis Guthrie conceived the four-color theorem
in 1852 (if not earlier). Kempe’s purported “proof” of the 4CC was given in 1879,
and the mistake in his proof was pointed out by Heawood in 1890. The Appel–
Haken–Koch proof of the 4CC was first announced in 1976. Between 1879 and
1976, graph theory witnessed an unprecedented growth along with the methods to
tackle the 4CC. The reader who is interested in getting a detailed account of the
four-color problem may consult Ore [152] and Kainen and Saaty [120].

Even though the Tutte graph of Fig. 8.28 shows that not every cubic 3-connected
planar graph is Hamiltonian, Tutte himself showed that every 4-connected planar
graph is Hamiltonian [180].



Chapter 9
Triangulated Graphs

9.1 Introduction

Triangulated graphs form an important class of graphs. They are a subclass of the
class of perfect graphs and contain the class of interval graphs. They possess a wide
range of applications. We describe later in this chapter an application of interval
graphs in phasing the traffic lights at a road junction.

We begin with the definition of perfect graphs.

9.2 Perfect Graphs

For a simple graph G; we have the following parameters:

�.G/ W The chromatic number of G
!.G/ W The clique number of G (= the order of a maximum clique of G)
˛.G/ W The independence number of G
�.G/ W The clique covering number of G (= the minimum number of cliques of
G that cover the vertex set of G).

For instance, for the graph G of Fig. 9.1, �.G/ D !.G/ D 4 and ˛.G/ D
�.G/ D 4:

A minimum set of cliques that covers V.G/ is ff1g; f2g; f3; 4; 5; 6g; f7; 8; 9gg:
In any proper vertex coloring of G; the vertices of any clique must receive distinct
colors. Hence it is clear that �.G/ � !.G/: Further, if A is any independent set of
G; any clique of a clique cover of G can contain at most one vertex of A: Hence, to
cover the ˛.G/ vertices of a maximum independent set of G; at least ˛.G/ distinct
cliques of G are needed. Therefore, �.G/ � ˛.G/:

If G is an odd cycle C2nC1; n � 2; �.G/ D 3; !.G/ D 2; �.G/ D n C 1; and
˛.G/ D n: Hence, for such a G;�.G/ > !.G/; and �.G/ > ˛.G/: Moreover,

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 9,
© Springer Science+Business Media New York 2012

207



208 9 Triangulated Graphs

1

2

3

4 5

6

7

8

9

Fig. 9.1 Graph G

A 	 V.G/ is an independent set of vertices of G if and only if A induces a clique
in Gc: Therefore, for any simple graph G;

�.G/ D �.Gc/; and

˛.G/ D !.Gc/: (9.1)

Definition 9.2.1. Let G be a simple graph. Then

(i) G is �-perfect if and only if for every A � V.G/; �.GŒA�/ D !.GŒA�/.
(ii) G is ˛-perfect if and only if for every A � V.G/; ˛.GŒA�/ D �.GŒA�/:

Remark 9.2.2. 1. By (9.1) above, it is clear that a graph is �-perfect if and only if
its complement is ˛-perfect.

2. Berge [19] conjectured that the concepts of �-perfectness and ˛-perfectness are
equivalent for any simple graph. This was shown to be true by Lovász [134] (and
independently by Fulkerson [69]). This result is often referred to in the literature
as the perfect graph theorem.

Theorem 9.2.3 (Perfect graph theorem). For a simple graph G; the following
statements are equivalent:

(i) G is �-perfect.
(ii) G is ˛-perfect.

(iii) ˛.GŒA�/ !.GŒA�/ � jAj for every A � V.G/:

In view of the perfect graph theorem, there is no need to distinguish between ˛-
perfectness and �-perfectness; hence, graphs that satisfy any one of these three
equivalent conditions can be referred to as merely perfect graphs. In particular, this
means that a simple graph G is perfect if and only if its complement is perfect. For
a proof of the perfect graph theorem, see [76] or [134].

Remark 9.2.4. If G is perfect, by what is mentioned above, G cannot contain an
odd hole, that is, an induced odd cycle C2nC1; n � 2I likewise, by (9.1), G cannot
contain an odd antihole, that is, an induced Cc

2nC1; n � 2: Equivalently, if G
is perfect, then G can contain neither C2nC1; n � 2 nor its complement as an
induced subgraph. The converse of this result is the celebrated “strong perfect graph
conjecture” of Berge, settled affirmatively by Chudnovsky et al. [36] (see notes at
the end of this chapter).
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9.3 Triangulated Graphs

Definition 9.3.1. A simple graph G is called triangulated if every cycle of length
at least four inG has a chord, that is, an edge joining two nonconsecutive vertices of
the cycle (see Fig. 9.2). For this reason, triangulated graphs are also called chordal
graphs and sometimes rigid circuit graphs.

A graph is weakly triangulated if it contains neither a chordless cycle of length at
least 5 nor the complement of such a cycle as an induced subgraph. Note that any
triangulated graph is weakly triangulated.

Remark 9.3.2. It is clear that the property of a graph being triangulated is hered-
itary; that is, if G is triangulated, then every induced subgraph of G is also
triangulated.

Definition 9.3.3. A vertex v of a graph G is a simplicial vertex of G if the closed
neighborhoodNGŒv� of v in G induces a clique in G.

Example 9.3.4. In Fig. 9.2a, the vertices u1; u2; u3; and u4 are simplicial, whereas
v1; v2; v3; and v4 are not.

Triangulated graphs can be recognized by the presence of a perfect vertex elimina-
tion scheme.

Definition 9.3.5. A perfect vertex elimination scheme (or, briefly, a perfect scheme)
of a graph G is an ordering fv1; v2; : : : ; vng of the vertex set of G in such a
way that, for 1 � i � n; vi is a simplicial vertex of the subgraph induced by
fvi ; viC1; : : : ; vng of G:

Example 9.3.6. For the graph of Fig. 9.2a, fu1; u2; u3; u4; v4; v2; v1; v3g is a per-
fect scheme.

Remark 9.3.7. Any vertex of degree 1 is trivially simplicial. Hence, any tree has a
perfect vertex elimination scheme. Also, any tree is trivially triangulated. It turns
out that these facts can be generalized to assert that any triangulated graph has

u1

u2

u3

u4

v1

v2v3

v4

u1

u2

u3

u4

v1

v2v3

v4

a b

Fig. 9.2 (a) Triangulated and (b) nontriangulated graphs
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a perfect vertex elimination scheme. (Based on this, Fulkerson and Gross [70]
gave a “good algorithm” to test for triangulated graphs, namely, repeatedly locate a
simplicial vertex and remove it from the graph until there is left out a single vertex
and the graph is triangulated, or else at some stage no simplicial vertex exists and
the graph is not triangulated.) Before we establish the above result, we need another
characterization of triangulated graphs. This result is due to Hajnal and Surányi [89]
and also due to Dirac [56].

Lemma 9.3.8. A graph G is triangulated if and only if every minimal vertex cut of
G is a clique.

Proof. Assume that G is triangulated and that S is a minimal vertex cut of G: Let a
and b be vertices in distinct components, sayGA andGB; respectively, ofGnS:Now
every vertex x of S must be adjacent to some vertex of GA; since if x is adjacent
to no vertex of GA; then Gn.Snx/ is disconnected and this would contradict the
minimality of S: Similarly, x is adjacent to some vertex of GB: Hence for any pair
x; y 2 S; there exist paths P1 W xa1 : : : ary and P2 W xb1 : : : bsy; with each
ai 2 GA and each bj 2 GB: Let us assume further that the ai ’s and bj ’s have been
so chosen that these x-y paths are of least length. Then xa1 : : : arybsbs�1 : : : b1x
is a cycle whose length is at least 4, and so it must have a chord. But such a chord
cannot be of the form aiaj or bkb` in view of the minimality of the length of P1 and
P2: Nor can it be aibj for some i and j; as ai and bj belong to a distinct component
of GnS . Hence, it can be only xy: Thus, every pair x; y in S is adjacent, and S is a
clique.

Conversely, assume that every minimal vertex cut of G is a clique. Let
axby1y2 : : : yra be a cycle C of length � 4 in G: If ab were not a chord of
C; denote by S a minimal vertex cut that puts a and b in distinct components of
GnS: Then S must contain x and yj for some j: By hypothesis, S is a clique, and
hence xyj 2 E.G/; and xyj is a chord of C: Thus, G is triangulated. �
Lemma 9.3.9. Every triangulated graph G has a simplicial vertex. Moreover, if G
is not complete, it has two nonadjacent simplicial vertices.

Proof. The lemma is trivial either if G is complete or if G has just two or three
vertices. Assume therefore that G is not complete, so that G has two nonadjacent
vertices a and b: Let the result be true for all graphs with fewer vertices than G: Let
S be a minimal vertex cut separating a and b; and let GA and GB be components of
GnS containing a and b; respectively, and with vertex sets A and B; respectively.
By the induction hypothesis, it follows that if GŒA [ S� is not complete, it has
two nonadjacent simplicial vertices. In this case, since GŒS� is complete (refer to
Lemma 9.3.8), at least one of the two simplicial vertices must be in A: Such a
vertex is then a simplicial vertex of G because none of its neighbors is in any other
component of GnS: Further, if GŒA [ S� is complete, then any vertex of A is a
simplicial vertex ofG: In any case, we have a simplicial vertex ofG in A: Similarly,
we have a simplicial vertex in B: These two vertices are then nonadjacent simplicial
vertices of G: �
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We are now ready to prove the second characterization theorem of triangulated
graphs.

Theorem 9.3.10. A graph G is triangulated if and only if it has a perfect vertex
elimination scheme.

Proof. The result is obvious for graphs with at most three vertices. So assume that
G is a triangulated graph with at least four vertices. Assume that every triangulated
graph with fewer vertices than G has a perfect vertex elimination scheme. By
Lemma 9.3.9,G has a simplicial vertex v: ThenGnv has a perfect vertex elimination
scheme. Then v followed by a perfect scheme of Gnv gives a perfect scheme of G:

Conversely, assume that G has a perfect scheme, say fv1; v2; : : : ; vng: Let C be
a cycle of length � 4 in G: Let j be the first suffix with vj 2 V.C /: Then V.C / �
GŒfvj ; vjC1; : : : ; vng� and, since vj is simplicial in GŒfvj ; vjC1; : : : ; vng�; the
neighbors of vj in C form a clique in G; and hence C has a chord. Thus, G is
triangulated. �
Theorem 9.3.11. A triangulated graph is perfect.

Proof. The result is clearly true for triangulated graphs of order at most 4. So
assume that G is a triangulated graph of order at least 5. We apply induction.
Assume that the theorem is true for all graphs having fewer vertices than G: If G is
disconnected, we can consider each component of G individually. So assume that
G is connected. By Lemma 9.3.9,G contains a simplicial vertex v: Let u be a vertex
adjacent to v inG: Since v is simplicial inG (and so inG�u), �.G�u/ D �.G/: By
the induction hypothesis, G � u is triangulated and therefore perfect and therefore
�.G � u/ D ˛.G � u/: Hence (see Exercise 7.4), �.G/ D �.G � u/ D ˛.G � u/ �
˛.G/: This together with the fact that �.G/ � ˛.G/ implies that �.G/ D ˛.G/:

The proof is complete since by the induction assumption, for any proper subset A
of V.G/; the subgraphGŒA� is triangulated and therefore perfect. �

9.4 Interval Graphs

One of the special classes of triangulated graphs is the class of interval graphs.

Definition 9.4.1. An interval graph G is the intersection graph of a family of
intervals of the real line. This means that for each vertex v of G; there corresponds
an interval J.v/ of the real line such that uv 2 E.G/ if and only if J.u/\J.v/ ¤ ;:
Figure 9.3 displays a graph G and its interval representation.

Remark 9.4.2. 1. Interval graphs occur in a natural manner in various applications.
In genetics, the Benzer model [18] deals with the conditions under which two
subsets of the fine structure inside a gene overlap. In fact, one can tell when they
overlap on the basis of mutation data. Is this overlap information consistent with



212 9 Triangulated Graphs

a

b

c d
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Fig. 9.3 (a) Graph GI (b) its
interval representation

H

Fig. 9.4 Example of a graph
that is not an interval graph

the hypothesis that the fine structure inside the gene is linear? The answer is
“yes” if the graph defined by the overlap information is an interval graph.

2. It is clear that the intervals may be taken as either open or closed.
3. The cycle C4 is not an interval graph. In fact, if V.C4/ D fa; b; c; d g and if
ab; bc; cd; and da are the edges of C4; then J.a/ \ J.b/ ¤ ;; J.b/ \ J.c/ ¤
;; J.c/ \ J.d/ ¤ ;; and J.d/ \ J.a/ ¤ ; imply that either J.a/ \ J.c/ ¤ ;
or J.b/ \ J.d/ ¤ ; [i.e., ac 2 E.G/ or bd 2 E.G/�; which is not the case.
Hence, an interval graph cannot contain C4 as an induced subgraph. For a similar
reason, it can be checked that the graphH of Fig. 9.4 is not an interval graph.

Recall that an orientation of a graph G is an assignment of a direction to
each edge of G: Hence, an orientation of G converts G into a directed graph. As
mentioned in Chap. 2, an orientation is transitive if, when .a; b/ and .b; c/ are arcs
in the orientation, then .a; c/ is also an arc in the orientation.

Lemma 9.4.3. If G is an interval graph,Gc has a transitive orientation.

Proof. Let J.a/ denote the interval that represents the vertex a of the interval graph
G: Let ab 2 E.Gc/ and bc 2 E.Gc/ so that ab … E.G/ and bc … E.G/: Hence,
J.a/\J.b/ D ;; and J.b/\J.c/ D ;:Now, introduce an orientation for the edges
of Gc by orienting an edge xy of Gc from x to y if and only if J.x/ lies to the
left of J.y/: Then J.a/ lies to the left of J.b/ and J.b/ lies to the left of J.c/; and
therefore J.a/ lies to the left of J.c/: Hence, whenever .a; b/ and .b; c/ are arcs
in the defined orientation, arc .a; c/ also belongs to this orientation. Thus, Gc has a
transitive orientation. �

Gilmore and Hoffman [73] have shown that the above two properties (Remark 3
of 9.4.2 and Lemma 9.4.3) characterize interval graphs.

Theorem 9.4.4. A graph G is an interval graph if and only if G does not contain
C4 as an induced subgraph and Gc admits a transitive orientation.
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Fig. 9.5 Graph for proof of first condition of Theorem 9.4.4
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Fig. 9.6 Ordering of
maximal cliques

Proof. We have just seen the necessity of these two conditions. We now prove
their sufficiency. Assume that G has no induced C4 and that Gc has a transitive
orientation. We look at the set of maximal cliques of G and introduce a linear
ordering on it. If A and B are two distinct maximal cliques of G; then for any
a 2 A; there exists b 2 B with ab … E.G/ and therefore ab 2 E.Gc/: (Otherwise,
GŒA[B�would be a clique ofG properly containing bothA andB; a contradiction,
since A and B are maximal cliques in G:) If ab has the orientation from a to b in
the transitive orientation of Gc; we set A < B: This ordering is well defined in that
if a0 2 A and b0 2 B with a0b0 2 E.Gc/; then a0b0 must be oriented from a0 to b0
in Gc (see Fig. 9.5).

To see this, first assume that a ¤ a0 and b ¤ b0 and that edge a0b0 is oriented
from b0 to a0 in Gc: Then at least one of the edges ab0 and a0b must be an edge of
Gc: Otherwise, the edges aa0; a0b; bb0; and b0a induce a C4 in G; a contradiction.
Suppose then that a0b 2 E.Gc/: Then if a0b is oriented from a0 to b in Gc; by
the transitivity of the orientation in Gc; b0b 2 E.Gc/; a contradiction. A similar
argument applies when ba0; ab0; or b0a is an oriented arc of Gc: The cases when
a D a0 or b D b0 can also be treated similarly. Thus, if one arc of Gc goes from A

to B; then all the arcs between A and B go from A to B in Gc: In this case, we set
A < B: Since the number of maximal cliques of G is finite, and any two maximal
cliques can be ordered by “<;” we obtain a linear ordering of the set of maximal
cliques of G; say, K1 < K2 < : : : < Kp:

We now claim that if a vertex a of G belongs to Kr and Kt; where Kr < Kt;

then it also belongs to Ks; where Kr < Ks < Kt (see Fig. 9.6).
Suppose a … Ks: First note that there exists some vertex b in Ks such that b

is nonadjacent to a: If not, Ks _ fag would be a clique properly containing Ks; a
contradiction. But then, since Kr < Ks; the edge ab of Gc must be oriented from
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v1 v2 v3 v4

x1 x2 x3 x4

y 1 y 2 y 3 y 4
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B (G)

Fig. 9.7 Bipartite graph
B.G/ of G

a to b: But a 2 Kt; and this means that Kt < Ks; a contradiction. Thus, a 2 Ks

as well.
In f1; 2; : : : ; pg; let i be the smallest and j be the greatest numbers such that

a 2 Ki and a 2 Kj : We now define the interval J.a/ D the closed interval Œi; j �:
Then J.a/ \ J.b/ ¤ ; if and only if there exists a positive integer k such that
k 2 J.a/ \ J.b/: But this can happen if and only if both a and b are in Kk [i.e., if
and only if ab 2 E.G/�: Thus, G is an interval graph. �

9.5 Bipartite Graph B.G/ of a Graph G

Given a graph G; we define the associated bipartite graph B.G/ as follows:
Let V.G/ D fv1; v2; : : : ; vng: Corresponding to V.G/; take disjoint sets X D
fx1; x2; : : : ; xng and Y D fy1; y2; : : : ; yng and form the bipartite graph B.G/
by taking X and Y as sets of the bipartition of the vertex set of B.G/: Adjacency
in B.G/ is defined by setting xiyi 2 E.B.G// for every i; 1 � i � n; and for
i ¤ j; xi is adjacent to yj in B.G/ if and only if vivj 2 E.G/ (Fig. 9.7).

Our next theorem relates the chordal nature of a graphG with that of the bipartite
graph B.G/: Since a bipartite graph has no odd cycles and a 4-cycle of a bipartite
graph cannot have a chord, a bipartite graph is defined to be chordal if each of its
cycles of length at least 6 has a chord.

Theorem 9.5.1. If the bipartite graph B.G/ formed out of G is chordal, then G is
chordal.

Proof. Let C D v1v2 : : : vpv1 be any cycle of G of length p � 4: If p is odd, take
C 0 to be the cycle x1y2x3y4 : : : xpypx1; while if p is even, take C 0 to be the cycle
x1y2x3y4 : : : xp�1ypxpy1x1 in B.G/: As B.G/ is chordal and C 0 is of length at
least 6; C 0 has a chord in B.G/: Such a chord can only be of the form xiyj ; where
ji � j j � 2: This means that vivj is a chord of C: Thus, G is chordal. �
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9.6 Circular Arc Graphs

Circular arc graphs are similar to interval graphs except that the J.a/’s are now
taken to be arcs of a particular circle. Consider an interval graph G: Since the
number of intervals J.a/; a 2 V.G/; is finite, there are real numbersm andM such
that J.a/ � .m;M/ for every a 2 V.G/: Consequently, identification of m and M
(i.e., conversion of the closed interval Œm;M � into a circle by the identification of
m andM ) makesG a circular arc graph. Thus, every interval graph is a circular arc
graph. Clearly, the converse is not true. However, if there exists a point p on the
circle that does not belong to any arc J.a/; then the circle can be cut at p and the
circular arc graph can be made into an interval graph.

9.7 Exercises

7.1 If e is an edge of a cycle of a triangulated graph G; show that e belongs to a
triangle of G:

7.2 What are the simplicial vertices of the triangulated graph of Fig. 9.2a?
7.3 Give a perfect elimination scheme for the triangulated graph of Fig. 9.2a.
7.4 If v is a simplicial vertex of a triangulated graph G; and vu 2 E.G/; prove

that �.G � u/ D �.G/:

7.5 Let t.G/ denote the smallest positive integer k such that Gk is triangulated.
Determine t.Cn/; n � 4:

7.6 Prove G and Gc are triangulated if and only if G does not contain C4; C c
4 , or

C5 as an induced subgraph. Hence, or otherwise, show that Cc
n ; n � 5 is not

triangulated.
7.7 Prove that L.G/ is triangulated if and only if every block of G is eitherK2 or

K3: Hence, show that the line graph of a tree is triangulated.
7.8 Let K.G/ and L.G/ denote, respectively, the clique graph and the line graph

of a graph G: [K.G/ is defined as the intersection graph of the family of
maximal cliques of GI i.e., the vertices of K.G/ are the maximal cliques
of G; and two vertices of K.G/ are adjacent in K.G/ if and only if the
corresponding maximal cliques of G have a nonempty intersection.] Then
prove or disprove

(i) G is triangulated ) K.G/ is triangulated
(ii) K.G/ is triangulated ) G is triangulated

(iii) L.G/ is triangulated ) G is triangulated
(iv) G is triangulated ) L.G/ is triangulated

7.9 Show by means of an example that an even power of a triangulated graph
need not be triangulated.

7.10 Prove the following by means of a counterexample: G is chordal need not
imply that B.G/ is chordal.
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7.11 Draw the interval graph of the family of intervals below and display a
transitive orientation for Gc:

J(a) J(b)

J(c)

J(d)

J(e)

J(f )

J(g)

7.12 If G is cubic and if G does not contain an odd cycle of length at least 5 as an
induced subgraph, prove that G is perfect. (Hint: Use Brooks’ theorem.)

7.13 Show that every bipartite graph is perfect.
7.14 For a bipartite graph G; prove that �.Gc/ D !.Gc/:

7.15 Give an example of a triangulated graph that is not an interval graph.
7.16 Give an example of a perfect graph that is not triangulated.
7.17 Show that a 2-connected triangulated graph with at least four vertices is

locally connected. Hence, show that a 2-connected triangulated K1;3-free
graph is Hamiltonian. (See reference [149].)

7.18 Show by means of an example that a 2-connected triangulated graph need not
be Hamiltonian.

7.19 Show that the line graph of a 2-edge-connected triangulated graph is Hamil-
tonian.

7.20 Give an example of a circular arc graph that is not an interval graph.
7.21 * Show that a graph G is perfect if and only if every induced subgraphG0 of

G contains an independent set that meets all the maximum cliques of G0:
7.22 Let fv1; v2; : : : ; vng be a simplicial ordering of the vertices of a chordal graph

G: Let
di D deg.vi / in the subgraph hvi ; viC1; : : : ; vni of G:

Prove that the chromatic polynomial of G is given by
nQ

iD1
.t � di /: Hence

show that �.G/ D max
1�i�nf1C di g: (This shows that the roots of the chromatic

polynomial of a chordal graph are nonnegative integers.)

9.8 Phasing of Traffic Lights at a Road Junction

We present an application of interval graphs to the problem of phasing of traffic
lights at a road junction. The problem is to install traffic lights at a road junction in
such a way that traffic flows smoothly and efficiently at the junction.

We take a specific example and explain how our problem could be tackled.
Figure 9.8 displays the various traffic streams, namely, a; b; : : : ; g; that meet at
the Main Guard Gate road junction at Tiruchirappalli, Tamil Nadu (India).
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Fig. 9.8 Traffic streams at a road junction (ped = pedestrian crossing)
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Fig. 9.9 Compatibility graph
of Fig. 9.8

Certain traffic streams may be termed ”compatible” if their simultaneous flow
would not result in any accidents. For instance, in Fig. 9.8, streams a and d are
compatible, whereas b and g are not. The phasing of lights should be such that when
the green lights are on for two streams, they should be compatible. We suppose that
the total time for the completion of green and red lights during one cycle is two
minutes.

We form a graph G whose vertex set consists of the traffic streams in question,
and we make two vertices of G adjacent if and only if the corresponding streams
are compatible. This graph is the compatibility graph corresponding to the problem
in question. The compatibility graph of Fig. 9.8 is shown in Fig. 9.9.

We take a circle and assume that its perimeter corresponds to the total cycle
period, namely, 120 seconds. We may think that the duration when a given traffic
stream gets green light corresponds to an arc of this circle. Hence, two such arcs
of the circle can overlap only if the corresponding streams are compatible. The
resulting circular arc graph may not be the compatibility graph because we do
not demand that two arcs intersect whenever they correspond to compatible flows.
(There may be two compatible streams, but they need not get green light at the
same time.) However, the intersection graph H of this circular arc graph will be a
spanning subgraph of the compatibility graph.

The efficiency of our phasing may be measured by minimizing the total red light
time during a traffic cycle, that is, the total waiting time for all the traffic streams
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during a cycle. For the sake of concreteness, we may assume that at the time of
starting, all lights are red. This would ensure thatH is an interval graph (see the last
sentence of Sect. 9.5 on circular arc graphs).

Figure 9.10 gives a feasible green light assignment whose corresponding in-
tersection graph H is given in Fig. 9.11. The maximal cliques of H are K1 D
fa; b; d g; K2 D fa; c; d g; K3 D fd; eg; and K4 D fe; f; gg: Since H is
an interval graph, by Theorem 9.4.4, Hc has a transitive orientation. A transitive
orientation of Hc is given in Fig. 9.12.

Since .b; c/; .c; e/; and .d; f / are arcs of Hc; and since b 2 K1; c 2
K2; d; e 2 K3; and f 2 K4; etc., we have

K1 < K2 < K3 < K4

in the consecutive ordering of the maximal cliques ofH: Each cliqueKi ; 1 � i � 4;

corresponds to a phase during which all streams in that clique receive green lights.
We then start a given traffic stream with green light during the first phase in which
it appears, and we keep it green until the last phase in which it appears. Because of
the consecutiveness of the ordering of the phases Ki ; this gives an arc on the clock
circle. In phase 1, traffic streams a; b; and d receive a green light; in phase 2, a; c;
and d receive a green light, and so on.
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Fig. 9.12 Transitive
orientation of Hc

Suppose we assign to each phase Ki a duration di : Our aim is to determine the
di ’s .�0/ so that the total waiting time is minimum. Further, we may assume that
the minimum green light time for any stream is 20 seconds. Traffic stream a gets a
red light when the phasesK3 andK4 receive a green light. Hence, a’s total red light
time is d3 C d4: Similarly, the total red light times of traffic streams b; c; d; e; f;
and g; respectively, are d2 Cd3 Cd4I d1 Cd3 Cd4I d4I d1 Cd2I d1 Cd2 Cd3I and
d1 C d2 C d3: Therefore, the total red light time of all the streams in one cycle is
Z D 4d1C4d2C4d3C3d4:Our aim is to minimizeZ subject to di � 0I 1 � i � 4;

and d1 C d2 � 20I d1 � 20; d2 � 20; d1 C d2 C d3 � 20; d3 C d4 � 20; d4 �
20; d3 � 0 and d1 C d2 C d3 C d4 D 120: (The condition d1 C d2 � 20 signifies
that the green light time that stream a receives, namely, the sum of the green light
times of phases K1 and K2; is at least 20. A similar reasoning applies to the other
inequalities. The last condition gives the total cycle time.) An optimal solution to
this problem is d1 D 80; d2 D 20; d3 D 0; and d4 D 20 and min Z D 480 (in
seconds). But this is not the end of our problem. There are other possible circular
arc graphs. Figures 9.13a,b give another feasible green light arrangement and its
corresponding intersection graph. With respect to this graph, minZ D 500 seconds.
Thus, we have to exhaust all possible circular arc graphs and then take the least of
all the minima thus obtained. The phasing that corresponds to this least value would
then be the best phasing of the traffic lights. (For the above particular problem, this
minimum value is 480 seconds.)

Notes

Exercise 7.9 shows that an even power of a triangulated graph need not be
triangulated. However, an odd power of a triangulated graph is triangulated [11].
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Fig. 9.13 (a) Another green
light arrangement; (b)
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Moreover, if Gk is triangulated, then so is GkC2 [130], and consequently, if G and
G2 are triangulated, then so are all the powers of G:

A simple graph G is called Berge if it contains neither an odd cycle of length
at least 5 nor its complement as an induced subgraph. The strong perfect graph
conjecture asserted that a graph G is perfect if it is Berge. This conjecture
was proposed by Claude Berge in 1960 and was settled affirmatively by Maria
Chudnovsky, Neil Robertson, Paul Seymour, and Robin Thomas in 2002 [36]. The
authors show that every Berge graph is in one of the four classes of perfect graphs—
basic, 2-join, M-join, and balanced skew partition. Earlier the conjecture was proved
to be true for several classes of graphs: (i)K1;3-free graphs [154]; (ii) .K4 � e/-free

graphs [156]; (iii) K4-free graphs [178]; (iv) bull-free, that is,

�
� �

� � -free graphs
[40] (v) triangulated graphs (see Theorem 9.3.11); (vi) weakly triangulated graphs
[102] and so on.

Perfect graphs were first discovered by Berge in 1958–1959. Their importance
is both theoretical (because of their bearing on graph coloring problems) and prac-
tical (because of their applications to perfect communication channels, operations
research, optimization of municipal services, etc.).

Four books that give a very good account of perfect graphs are references [19,
21, 20, 76]. In addition to the classes of perfect graphs mentioned above, there are
also other known classes of perfect graphs, for instance, wing-triangulated graphs
and, more generally, strict quasi-parity graphs. For details, see reference [107]. Our
discussion on the phasing of traffic lights is based on Roberts [166], which also
contains some other applications of perfect graphs.



Chapter 10
Domination in Graphs

10.1 Introduction

“Domination in graphs” is an area of graph theory that has received a lot of attention
in recent years. It is reasonable to believe that “domination in graphs” has its origin
in “chessboard domination.” The “queen domination” problem asks: What is the
minimum number of queens required to be placed on an 8 � 8 chessboard so that
every square not occupied by any of these queens will be dominated (that is, can
be attacked) by one of these queens? Recall that a queen can move horizontally,
vertically, and diagonally on the chessboard. The answer to the above question is 5:
Figure 10.1 gives one set of dominating locations for the five queens.

10.2 Domination in Graphs

The concept of chessboard domination can be extended to graphs in the following
way:

Definition 10.2.1. Let G be a graph. A set S � V is called a dominating set of G
if every vertex u 2 V nS has a neighbor v 2 S: Equivalently, every vertex of G is
either in S or in the neighbor set N.S/ D S

v2S
N.v/ of S in G: A vertex u is said to

be dominated by a vertex v 2 G if either u D v or uv 2 E.G/:
Definition 10.2.2. A � -set of G is a minimum dominating set of G; that is, a
dominating set of G whose cardinality is minimum. A dominating set S of G is
minimal if S properly contains no dominating set S 0 of G:

Definition 10.2.3. The domination number of G is the cardinality of a minimum
dominating set (that is, � -set) of GI it is denoted by �.G/:

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 10,
© Springer Science+Business Media New York 2012
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Fig. 10.1 Queen domination
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Fig. 10.2 Petersen graph P
for which �.P / D 3

Example 10.2.4. For the Petersen graph P; �.P / D 3: In Fig. 10.2, fv1; v8; v9g is a
� -set of P while the set fv1; v2; v3; v4; v5g is a minimal dominating set of P:

The study of domination was formally initiated by Ore [151]. A comprehensive
introduction to “domination in graphs” is given in the first volume of the two-volume
book by Haynes, Hedetniemi, and Slater [100,101]. The next three theorems are due
to Ore [151]. Given a dominating set S of G; when is S a minimal dominating set?
This question is answered in Theorem 10.2.5 below.

Theorem 10.2.5. Let S be a dominating set of a graph G: Then S is a minimal
dominating set of G if and only if for each vertex u of S; one of the following two
conditions holds:

(i) u is an isolated vertex of GŒS�; the subgraph induced by S in G:
(ii) There exists a vertex v 2 V nS such that u is the only neighbor of v in S:

Proof. Suppose that S is a minimal dominating set of G: Then for each vertex u of
S; Snfug is not a dominating set of G: Hence, there exists v 2 V n.Snfug/ such that
v is dominated by no vertex of Snfug: If v D u; then u is an isolated vertex ofGŒS�;
and hence condition (i) holds. If v ¤ u; as S is a dominating set of G; condition (ii)
holds.
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Conversely, assume that S is not a minimal dominating set of G: Then there
exists a vertex u 2 S; such that Snfug is also a dominating set of G: Hence, u is
dominated by some vertex of Snfug: This means that u is adjacent to some vertex
of Snfug; and hence u is not an isolated vertex ofGŒS�: Moreover, if v is any vertex
of V nS; then v is adjacent to some vertex of Snfug: Hence, neither condition (i) nor
condition (ii) holds. �

Notice that in Example 10.2.4, the set S D fv1; v2; v3; v4; v5g is a minimal
dominating set of the Petersen graph P in which no vertex is an isolated vertex
of P ŒS� and for each i D 1; 2; : : : ; 5; vi is the only vertex of S that is adjacent to
viC5:

Theorem 10.2.5 suggests the following definition.

Definition 10.2.6. Let S be a dominating set of a graph G; and u 2 S: The private
neighborhood of u relative to S in G is the set of vertices which are in the closed
neighborhood of u; but not in the closed neighborhood of any vertex in Snfug:
Thus, the private neighborhoodPN .u; S/ of u with respect to S is given byPN .u; S/
D NŒu�n� S

v2Snfug
NŒv�

�
:

Note that u 2 PN .u; S/ if and only if u is an isolated vertex of GŒS� in G:
Theorem 10.2.5 can now be restated as follows:

Theorem 10.2.50. A dominating set S of a graph G is a minimal dominating set of
G if and only if PN .u; S/ ¤ ; for every u 2 S:
Corollary 10.2.7. Let G be a graph having no isolated vertices. If S is a minimal
dominating set of G; then V nS is a dominating set of G:

Proof. As S is a minimal dominating set, by Theorem 10.2.50, PN .u; S/ ¤ ; for
every u 2 S. This means that for every u 2 S, there exists v 2 V nS such that
uv 2 E.G/; and consequently, V nS is a dominating set of G. �

Corollary 10.2.8. Let G be a graph of order n � 2: If ı.G/ � 1; then �.G/ � n
2
:

Proof. As ı.G/ � 1; G has no isolated vertices. If S is a minimal dominating set
of G; by Corollary 10.2.7, both S and V nS are dominating sets of G: Certainly, at

least one of them is of cardinality at most
n

2
: �

Corollary 10.2.9. If G is a connected graph of order n � 2; �.G/ � n
2
:

Proof. As G is connected and n � 2; G has no isolated vertices. Now apply
Corollary 10.2.8. �

We note that the conclusion in Corollary 10.2.9 would remain valid even if G is
disconnected as long as no component of G is a K1:



224 10 Domination in Graphs

10.3 Bounds for the Domination Number

In this section, we present lower and upper bounds for the domination number �.G/:
We first make two observations:

Observation 10.3.1. (i) A vertex v dominatesN.v/ and jN.v/j � �.G/:

(ii) Let v be any vertex of G: Then V nN.v/ is a dominating set of G:

These two observations yield the following lower and upper bounds for �.G/:

Theorem 10.3.2. For any graph G;
l

n
1C�.G/

m
� �.G/ � n ��.G/:

Proof. By Observation 10.3.1 (i), for any vertex v of G; the vertices of NŒv�

will be dominated by v: To cover all the vertices of G; at least
l

n
1C�.G/

m
closed

neighborhoods are required. This gives the lower bound.
By Observation 10.3.1 (ii), �.G/ � jV nN.v/j for each v 2 V.G/: The minimum

is attained on the right when jN.v/j D �.G/: Hence, �.G/ � n ��.G/: �.
The lower bound in Theorem 10.3.2 is due to Walikar, Acharya, and Sampathku-

mar [187], while the upper bound is due to Berge [19].

10.4 Bound for the Size m in Terms of Order n

and Domination Number �.G/

In this section, we present a basic result of Vizing [184], which boundsm (the size
of G) in terms of n (the order of G) and � D �.G/:

Theorem 10.4.1 (Vizing [184]). Let G be a graph of order n; size m; and
domination number �: Then

m �
�
1

2
.n� �/.n � � C 2/

�
: (10.1)

Proof. If � D 1; 1
2
.n � �/.n � � C 2/ D 1

2
.n2 � 1/; while the maximum value for

m D 1
2
n.n � 1/ (when G D Kn), and the result is true. If � D 2; 1

2
.n � �/.n �

� C 2/ D 1
2
n.n � 2/: Now when � D 2 by Theorem 10.3.2, � � n � 2 and

m � 1
2
n.n � 2/ (by Euler’s theorem), and the result is true. Thus, the result is true

for � D 1 and 2: We now assume that � � 3: We apply induction on n: Let G be
a graph of order n; size m; and � � 3: If v is a vertex of maximum degree � of G;
again by Theorem 10.3.2, jN.v/j D � � n � �; and hence � D n � � � r; where
0 � r (see Fig. 10.3).

Let S D V nNŒv�: Then

jS j D jV j � jN.v/j � 1 D n � .n � � � r/ � 1 D � C r � 1: (10.2)
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u

v

S

m1 m2 m3

Fig. 10.3 The set S in the
proof of Theorem 10.4.1

Letm1 be the size ofGŒS�; m2 be the number of edges between S andN.v/; and
m3 be the size of GŒN Œv��: Clearly, m D m1 C m2 C m3: If D is a � -set of GŒS�;
then D [ fvg is a dominating set of G: Hence,

�.G/ D � � jDj C 1: (10.3)

By the induction hypothesis, this implies, by virtue of (10.2) and (10.3), that

m1 �
�
1

2
.jS j � jDj/.jS j � jDj C 2/

�

�
�
1

2
Œ.� C r � 1/� .� � 1/�Œ.� C r � 1/� .� � 1/C 2�

�
(by (10.3))

D 1

2
r.r C 2/: (10.4)

If u 2 N.v/; then .SnN.u// [ fu; vg is a dominating set of G: Therefore,

� � jSnN.u/j C 2

D jS j � jS \ N.u/j C 2

� .� C r � 1/� jS \ N.u/j C 2 (by (10.2)).

This is turn implies that for each vertex u 2 N.v/; jS \ N.u/j � r C 1:

Consequently,

m2 D the number of edges between N.v/ and S

� jN.v/j.r C 1/

D �.r C 1/: (10.5)

Now the sum of the degrees of the vertices of NŒv� � .�C 1/�: As there are m2

edges between N.v/ and S;
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the sum of the degrees of the vertices of NŒv� in GŒN Œv��

D .the sum of the degrees of the vertices of NŒv� in G/�m2

� �.�C 1/�m2:

Thus,

m3 � 1

2
Œ�.�C 1/�m2�: (10.6)

From (10.4), (10.5), and (10.6), we get

m D m1 Cm2 Cm3

� 1

2
r.r C 2/Cm2 C 1

2
Œ�.�C 1/ �m2�

D 1

2
r.r C 2/C 1

2
Œ�.�C 1/Cm2�

� 1

2
r.r C 2/C 1

2
Œ�.�C 1/C�.r C 1/�.by.10.5//

� 1

2
.n � � ��/.n� � ��C 2/C 1

2
Œ�.�C 1/C�.r C 1/�.as� D n� � � r/

D 1

2
.n � �/.n� � C 2/ � �

2
Œ.n � � ��C 2/C .n� � ��/ �� � .�C 1/.r C 1/�

D 1

2
.n � �/.n� � C 2/ � �

2
Œ.n � � C 2/C .n� �/ �� � .�C 1/� .r C 1/�

D 1

2
.n � �/.n� � C 2/ � �

2
Œ.�C r C 2/C .�C r/�� � .�C 1/ � .r C 1/�

D 1

2
.n � �/.n� � C 2/ � �

2
r

� 1

2
.n � �/.n� � C 2/.as r � 0/: �

The bound given in Theorem 10.4.1 is sharp. In other words, there are graphsG
for which

m D 1

2
.n � �/.n � � C 2/: (10.7)

Example 10.4.2 (Vizing [184]). LetHt be the graph obtained fromKt by removing
the edges of a minimum edge cover (that is, the smallest number of edges containing
all the vertices of Kt ) C : We construct for any positive integer n � 2; a graph G of
order n with domination number � satisfying (10.7).

Case (i). � D 2: Take t D n � 2 and G D Hn: Now C has d n�2
2

e edges. Hence,
m D m.G/ D f 1

2
.n � 2/.n � 3/ � d n�2

2
eg C 2.n � 2/ D b 1

2
.n � 2/nc D b 1

2
.n �

�/.n � � C 2/c:
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Case (ii.) � > 2: Take t D n � � C 2 and G D Ht [ Kc
��2: Then �.G/ D

2C .� � 2/ D �; jV.G/j D .n � �/C 2C .� � 2/ D n; and

m D
�
.n � �/.n� � � 1/

2
�
ln � �

2

m�
C 2.n� �/

D .n � �/.n � � C 3/

2
�
ln � �

2

m

D 1

2
.n � �/.n� � C 2/:

v1 v2

v3 v4

v5 v6

a
b

Fig. 10.4 (a) �.G/ D 2 D i .G/ (b) �.G/ D 2 while i.G/ D 3

10.5 Independent Domination and Irredundance

Definition 10.5.1. A subset S of the vertex set of a graph G is an independent
dominating set ofG if S is both an independent and a dominating set. The indepen-
dent domination number i.G/ of G is the minimum cardinality of an independent
dominating set of G:

It is clear that �.G/ � i.G/ for any graph G: For the path P5; �.P5/ D i.P5/ D 2;

(see Fig. 10.4(a)) while for the graph G of Fig. 10.4(b), �.G/ D 2 and i.G/ D
3: In fact, fv2; v5g is a � -set for G; while fv1; v3; v5g is a minimum independent
dominating set of G:

Theorem 10.5.2. Every maximal independent set of a graph G is a minimal
dominating set.

Proof. Let S be a maximal independent set of G: Then S must be a dominating
set of G: If not, there exists a vertex v 2 V nS that is not dominated by S; and
so S [ fvg is an independent set of G; violating the maximality of S: Further, S
must be a minimal dominating set of G: If not, there exists a vertex u of S such that
T D Snfug is also a dominating set of G: This means, as u … T; u has a neighbor
in T and hence S is not independent, a contradiction. �

Definition 10.5.3. A set S � V.G/ is called irredundant if every vertex v of S has
at least one private neighbor.
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S

Fig. 10.5 S is an irredundant
but not a dominating set

This definition means that either v is an isolated vertex ofGŒS� or else v has a private
neighbor in V nS ; that is, there exists at least one vertex w 2 V nS that is adjacent
only to v in S:

In Fig. 10.5, S is irredundant but not a dominating set. Hence an irredundant
set S need not be dominating. If S is both irredundant and dominating, then it is
minimal dominating, and vice versa.

Theorem 10.5.4. A set S � V is a minimal dominating set of G if and only if S is
both dominating and irredundant.

Proof. Assume that S is both a dominating and an irredundant set of G: If S were
not a minimal dominating set, there exists v0 2 S such that S n fv0g is also a
dominating set. But as S is irredundant, v0 has a private neighbor w0 (may be equal
to v0). Since w0 has no neighbor in S nv0; S nfv0g is not a dominating set ofG: Thus,
S is a minimal dominating set of G:

The proof of the converse is similar. �

We define below a few more well-known graph parameters:

(i) The minimum cardinality of a maximal irredundant set of a graph G is known
as the irredundance number and is denoted by ir.G/:

(ii) The maximum cardinality of an irredundant set is known as the upper
irredundance number and is denoted by IR.G/:

(iii) The maximum cardinality of a minimal dominating set is known as the upper
domination number and is denoted by � .G/:

From our earlier results and definitions, one can prove the following result of
Cockeyne, Hedetniemi and Miller [45].

Theorem 10.5.5 ( [45]). For any graphG; the following inequality chain holds:

ir.G/ � �.G/ � i.G/ � ˇ0.G/ � � .G/ � IR.G/:

Proof. Exercise. �
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10.6 Exercises

6.1. If G is a graph of diameter 2; show that �.G/ � ı.G/:

6.2. If D is a dominating set of a graph G; show that D meets every closed
neighborhood of G:

6.3. Show that for any edge e of a graph G; �.G/ � �.G � e/ � �.G/C 1; and
that for any vertex v of G; �.G/� 1 � �.G � v/:

6.4. If d1 � d2 � : : : � dn is the degree sequence of a graph G; prove that

�.G/ � minfk W k C .d1 C � � � C dk/ � ng:

6.5. For any graph G; prove that �.G/ � �.Gc/:

6.6. Show that every minimal dominating set in a graph G is a maximal irredun-
dant set of G:

6.7. Prove that an independent set is maximal independent if and only if it is
dominating and independent.

6.8. Prove: If �.Gc/ � 3; then diam.G/ � 2:

6.9. Prove: If G is connected, then
l

diam.G/C1
3

m
� �.G/:

6.10. For any graph G; n � m � �.G/ � n C 1 � p
1C 2m: Prove further that

�.G/ D n �m if and only if G is a forest in which each component is a star.
[Hint: To establish the upper bound, use Vizing’s theorem (Theorem 10.4.1).]

6.11. Give the proof of Theorem 10.5.5.
6.12. For the graph G of Fig. 10.6, determine the six parameters given in

Theorem 10.5.5.

Fig. 10.6 Refer Question
6.12

6.13. Exhibit a graph (different from the graph of Fig. 10.4b) for which no
minimum dominating set is independent.

10.7 Vizing’s Conjecture

All graphs considered in this section are simple. In this section we present Vizing’s
conjecture on the domination number of the Cartesian product of two graphs.
In 1963, Vizing [182] proposed the problem of determining a lower bound for the
domination number of the Cartesian product of two graphs. Five years later, in 1968,
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he presented it as a conjecture [185]. In the same year, E. Cockayne included it in
his survey article [44]. This conjecture is one of the major unsolved problems in
graph theory.

Conjecture 10.7.1 (Vizing [185]). For any two graphs G and H; �.G�H/ �
�.G/�.H/:

In what follows, we dwell upon some partial results toward this conjecture as
well as some of the techniques that have been adopted in attempts to tackle this
conjecture.

We write G � H to denote the fact that G is a spanning subgraph of H: By
definition (see Chap. 1),
G �H � GŒH�;

G�H � G �H; and
G �H � G �H:

It is clear that if G � H; then �.G/ � �.H/: Consequently, we have the
following result.

Theorem 10.7.2. For any two graphsG andH;
�.GŒH�/ � �.G �H/ � minf�.G�H/; �.G �H/g:

In the absence of a proof of Vizing’s conjecture, what is normally done is to
fix one of the two graphs, say G; and allow the other graph H to vary and see
if the conjecture 10.7.1 holds for all graphs H: Since the Cartesian product is
commutative, it is immaterial as to which of the two graphs is fixed and which
is varied. With this in view, we make the following definition:

Definition 10.7.3. A graph G is said to satisfy Vizing’s conjecture if and only if
�.G�H/ � �.G/�.H/ for every graphH:

Definition 10.7.4. A graphG is edge-maximal with respect to domination if �.GC
uv/ < �.G/ for every pair of nonadjacent vertices u; v of G:

For example, C4 is edge-maximal since �.C4 C e/ D 1 < 2 D �.C4/:

Definition 10.7.5. A 2-packing of a graph G is a set P of vertices of G such that
NŒx� \ NŒy� D ; for every pair of (distinct) vertices x; y of P: The 2-packing
number �.G/ of a graph G is the largest cardinality of a 2-packing of G: In other
words, �.G/ is the maximum number of pairwise disjoint closed neighborhoods
of G:

Before we set out to prove some theorems relating to Vizing’s conjecture, we point
out that in the relation �.G�H/ � �.G/ �.H/; both equality and strict inequality
are possible.

For instance, �.C4�P3/ D 3 > 2 � 1 D �.C4/ �.P3/ (see Fig. 1.28), while
�.C4�P2/ D 2 D �.C4/�.P2/:

Most of the results supporting Vizing’s conjecture are of the following two
types:
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(i) IfH is a graph related to G in some way, and if G satisfies Vizing’s conjecture,
then H also does.

(ii) Let P be a graph property. If G satisfies P; then G satisfies Vizing’s
conjecture.

First, we present two results (Lemmas 10.7.6 and 10.7.7) that come under the first
category.

Lemma 10.7.6. Let K � G such that �.K/ D �.G/: If G satisfies Vizing’s
conjecture, then K also does.

Proof. The graph K is obtained from G by removing edges of G (if K D G;

there is nothing to prove). Let e 2 E.G/nE.K/: Then K � G � e � G: Hence,
�.K/ � �.G�e/ � �.G/:By hypothesis, �.K/ D �.G/:Hence �.G�e/ D �.G/;

and since .G � e/�H � G�H; we have

�..G � e/�H/ � �.G�H/

� �.G/ �.H/(by hypothesis)

D �.G � e/ �.H/:

Hence, G � e also satisfies Vizing’s conjecture. Now start fromG � e and delete
edges in succession until the resulting graph is K: Thus, K also satisfies Vizing’s
conjecture. �

Lemma 10.7.6 is about edge deletion. We now consider vertex deletion.

Lemma 10.7.7. Let v 2 V.G/ such that �.G � v/ < �.G/: If G satisfies Vizing’s
conjecture, then so does G � v:

Proof. The inequality �.G � v/ < �.G/ means that �.G � v/ D �.G/ � 1: Set
K D G � v so that �.K/ D �.G/� 1: Suppose the result is false. Then there exists
a graphH such that

�.K�H/ < �.K/ �.H/:
Let A be a � -set of K�H and B a � -set of H: (Recall that a � -set stands for a
minimum dominating set.) SetD D A [ f.v; b/ W b 2 Bg D A [ .fvg �B/: Then
D is a dominating set of G�H: But then, as the sets A and fvg � B are disjoint,

�.G�H/ � jDj D jAj C j.fvg � B/j D jAj C jBj
D �.K�H/C �.H/

< �.K/ �.H/C �.H/

D �.H/ .�.K/C 1/

D �.H/ �.G/;

and this contradicts the hypothesis that G satisfies Vizing’s conjecture. �
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We next present a lower bound (Theorem 10.7.8) and an upper bound (Theorem
10.7.10) for �.G�H/:

Theorem 10.7.8 (El-Zahar and Pareek [59]). �.G�H/ � minfjV.G/j; jV.H/jg:
Proof. Let V.G/ D fu1; u2; : : : ; upg and V.H/ D fv1; v2; : : : ; vqg: We have to
prove that �.G�H/ � min fp; qg: SupposeD is a dominating set of G�H with

jDj < minfp; qg: (10.8)

Then jDj < p and jDj < q:
Recall that the G-fibers of G�H are pairwise disjoint. A similar statement

applies for the H -fibers of G�H as well. In view of (10.8), D does not meet all
the G-fibers nor does it meet all the H -fibers. Hence, there exist a G-fiber, say Gy;
with y 2 V.H/; and a H -fiber, say Hx; with x 2 V.G/; which are both disjoint
from D: Now any vertex that dominates .x; y/ must belong either to Gy or to Hx:

But this is not the case as D is disjoint from both Gy and Hx: This contradicts the
fact that D is a dominating set of G�H: Thus, jDj � min fp; qg: �

Corollary 10.7.9 (Rall [99]). Let H be an arbitrary graph. Then there exists a
positive integer r D r.H/ such that if G is any graph with �.G/ � r and jV.G/j �
jV.H/j; then �.G�H/ � �.G/ �.H/:

Proof. Recall that �.H/ � 1
2
jV.H/j (Corollary 10.2.7). Let c D �.H/j

jV.H/j ; and r D
�
1
c

˘
: Then

�.G�H/ � minfjV.G/j; jV.H/jg(by Theorem 10.7.8)

D jV.H/j(since by hypothesis jV.G/j � jV.H/j/

D �.H/j
c

� r �.H/

� �.G/ �.H/ (since �.G/ � r/: �

Theorem 10.7.10 (Vizing [182]). For any two graphsG andH;

�.G�H/ � minf�.G/ jV.H/j; �.H/ jV.G/jg:
Proof. Let D be a � -set for G: Then

S

v2D
Hv is a dominating set for G�H: To see

this, consider any vertex .x; y/ of G�H: As x 2 V.G/; and D is a dominating set
of G; either x 2 D or there exists v 2 D with vx 2 E.G/: Hence, either .x; y/ 2
D � V.H/ or .v; y/ dominates .x; y/ in G�H: Thus,

S

v2D
Hv is a dominating set

of G�H: Further, jDj D �.G/; and so
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�.G�H/ � j
[

v2D
Hvj D jDj jV.H/j D �.G/ jV.H/j:

Similarly, �.G�H/ � �.H/ jV.G/j. �

Lemma 10.7.11. If D is any dominating set of G�H and x is any vertex of G;
then jD \ .N Œx� � V.H//j � �.H/:

Proof. Let h be any vertex of H so that .x; h/ is an arbitrary vertex of the
fiber Hx D fxg�H: Let NGŒx� D fx; u1; : : : ; ukg � V.G/; and let p W
.N Œx� � V.H// ! Hx be the projection map defined by p..x; h// D .x; h/ and
p..ui ; h// D .x; h/ for i D 1; : : : ; k: Since D is a dominating set of G�H; D
must meet each closed neighborhood in G�H (see Exercise 6.2.). Now the closed
neighborhood of .x; h/ in G�H is NŒ.x; h/� D f.x; h/g [ .fxg � N.h// [
.N.x/ � fhg/; and therefore D must contain .x; h/ or a vertex either of the
form .x; h0/; where h0 2 N.h/ � V.H/ or of the form .ui ; h/; i D 1; : : : ; k:

Now p..x; h// D .x; h/ and p..x; h0// D .x; h0/; while p..ui ; h// D .x; h/:

Thus, p.D \ .N Œx� � V.H/// dominates Hx and so jD \ .N Œx� � V.H//j �
jp.D \ .N Œx� � V.H///j � �.Hx/ D �.H/ (as Hx ' H ). �

Next consider a set S of pairwise disjoint closed neighborhoods of G: Let H be
any graph, and D; a dominating set of G�H: Then D must meet every star in S :

Hence if NŒx� 2 S ; then by Lemma 10.7.11,

jD \ .N Œx� � V.H//j � �.H/:

As this is true for each of the closed neighborhoods in S ; we have

jDj � jS j�.H/: (10.9)

Recall that �.G/ denotes the maximum number of pairwise disjoint closed
neighborhoods in the graph G: Replacing jS j by �.G/ in (10.9), we get the
following result of Jacobson and Kinch.

Theorem 10.7.12 (Jacobson and Kinch [112]). For any two graphs G and H;
�.G�H/ � maxf�.G/ �.H/; �.H/ �.G/g:
Proof. Replacing jS j by �.G/ in (10.9), we get

�.G�H/ � �.G/ �.H/:

In a similar manner,

�.H�G/ � �.H/ �.G/:

The result now follows from the fact that G�H ' H�G: �
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Fig. 10.7 A graph G
satisfying Vizing’s conjecture

If G is a graph for which �.G/ D �.G/; then Theorem 10.7.12 implies that
�.G�H/ � �.G/ �.H/: In other words, Vizing’s conjecture is true for such graphs
G:Now Meir and Moon [139] have shown that for any tree T; �.T / D �.T /:Hence,
Vizing’s conjecture is true for all trees. This fact was first proved by Barcalkin and
German [15]. We state this result as a corollary.

Corollary 10.7.13 ( [15]). If T is any tree, then T satisfies Vizing’s conjecture. �

Example 10.7.14. Let G be the graph of Fig. 10.7 The set D D fx; u; zg is a � -
set for G so that �.G/ D 3: Moreover, the closed neighborhoodsNŒa�; N Œb�; and
NŒc� are pairwise disjoint in G: Hence, by (10.9) or by Theorem 10.7.12, jDj �
3 �.H/ D �.G/ �.H/; and hence G satisfies Vizing’s conjecture.

10.8 Decomposable Graphs

In 1979, Barcalkin and German [15] showed that Vizing’s conjecture is true for
a very large class of graphs. Their result was published in Russian and remained
unnoticed until 1991. The result of Barcalkin–German is on the validity of Vizing’s
conjecture for any decomposable graph. So we now give the definition of a
decomposable graph.

Definition 10.8.1. A graph G is called decomposable if its vertex set can be
partitioned into �.G/ subsets with each part inducing a clique (that is a complete
subgraph) of G:

Figure 10.8 displays a decomposable graph with � D 2:

Theorem 10.8.2 (Barcalkin and German [15]). If a graph G is decomposable,
then G satisfies Vizing’s conjecture.

However, the converse of Theorem 10.8.2 is false. For instance, the graph of
Fig. 10.9 is not decomposable, but it satisfies Vizing’s conjecture (as � D � D 2).

Theorem 10.8.2, when taken in conjunction with Lemma 10.7.6, yields the
following result.

Theorem 10.8.3. If H � G; �.H/ D �.G/ and G is decomposable, then H
satisfies Vizing’s conjecture.
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Fig. 10.8 A decomposable
graph with � D 2

Fig. 10.9 Graph not
decomposable but satisfies
Vizing’s conjecture

Fig. 10.10 Graph G of
Example 10.8.4

Example 10.8.4. C5 satisfies Vizing’s conjecture. This is because if G stands for
the graph of Fig. 10.10, then C5 � G; �.C5/ D �.G/ D 2 and G is decomposable
as its vertex set can be partitioned into the cliquesK3 and K2:

Proof of Barcalkin–German theorem. Our proof is based on [30].
Let G be a decomposable graph with �.G/ D k; and let C D .C1; : : : ; Ck/

be a partition of V.G/ into cliques. Let fCi1; : : : ; Cipg be a set of p < k cliques
belonging to C : Suppose that S is a smallest set of vertices in G n .Ci1 [ : : :[ Cip /

which dominates (all the vertices of) Ci1 [ : : : [ Cip : In other words, S is a set of
vertices of G outside Ci1 [ : : : [ Cip dominating the latter. Suppose further that
Cj1; : : : ; Cjq are those cliques of C that have a nonempty intersection with S so that

.
qS

tD1
Cjt /\ S D S: We then claim the following:

Claim W
qX

tD1
.j.Cjt \ S/j � 1/ � p: (10.10)

Since any vertex of a clique will dominate that clique, the vertices in S will
dominate the pC q cliques Ci1 ; : : : ; Cip I Cj1; : : : ; Cjq : Hence, if jS j < pC q; then
all the cliques of C will be dominated by jS jC.k�p�q/ < k vertices; equivalently,
�.G/ < k; a contradiction. This contradiction proves our claim.

We now complete the proof of the theorem. Let D be a minimum dominating set
of G�H: The main idea of the proof is that each vertex from D will get a label
from 1 to k; and for each label i; the projections to H of the vertices from D that
are labeled i form a dominating set of H: This means that there are at least �.H/
vertices in D that are labeled i; 1 � i � k; and this implies that jDj � k �.H/ D
�.G/�.H/:
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h
H

Ch
i

C1 Ci Ck

G

Fig. 10.11 The partition of
G�H into G-cells

For each h 2 V.H/ and i; 1 � i � k; we call Ch
i D V.Ci / � fhg a G-cell (see

Fig. 10.11, where the cell Ch
i is shaded).

We adopt the following labeling procedure: If aG-cell Ch
i contains a vertex from

D; then one of the vertices fromD\Ch
i is given the label i:Hence, in the projection

to H; h will also get the label i: Note that we have not yet determined the labels of
the remaining vertices in D \ Ch

i ; if any.
Fix an arbitrary vertex h 2 V.H/: We need to prove that for an arbitrary i;

1 � i � k; there exists a vertex from D; labeled by i; that is projected to the
neighborhood of h:

There are two cases. First, if there exists a vertex of D in V.Ci/ � NŒh�; then
by our labeling procedure, there will be a vertex in NŒh� to which the label i is
projected, and so this case is settled.

The second case is that there is no vertex of D in V.Ci / � NŒh�; and we call
such Ch

i a missing G-cell for h: Let Ch
i1
; : : : ; C h

ip
be the missing G-cells for h:

Now by the definition of the Cartesian product, the missing G-cells for h must
be dominated within the G-fiber Gh: Here there must be vertices in D \ Gh that
dominate Ch

i1
[ : : : [ Ch

ip
: Let Ch

j1
; : : : ; C h

jq
be the G-cells in Gh that intersect D:

Since Gh is isomorphic to G; by inequality (10.10) we have

qX

tD1
.jCh

jt
\Dj � 1/ � p:

Thus, there are enough additional vertices inD\Gh (that have not been already
labeled) so that for each missing G-cell Ch

i ; the label i can be given to one of the
vertices in Ch

jt
\ D; where jCh

jt
\ Dj � 2 (so that Cjt has at least one unlabeled

vertex ofD at this stage). Hence, in this case, the label i will be projected to h: This
concludes the proof. �

We now present two applications of Barcalkin–German theorem.

Corollary 10.8.5. If �.G/ D 1; then G satisfies Vizing’s conjecture.
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Proof. If �.G/ D 1; G is a spanning subgraph of the complete graph Kn:

As �.Kn/ D 1; the corollary follows. [Any complete graph satisfies Vizing’s
conjecture as �.Kn�H/ D �.H/.]

Corollary 10.8.6. If �.G/ D 2; then G satisfies Vizing’s conjecture.

Proof. Let G0 be the graph obtained from G by adding edges so that G0 is
edge-maximal and �.G0/ D 2: We prove that G0 is decomposable. This would
mean, by virtue of Theorem 10.8.3, that G satisfies Vizing’s conjecture.

Let Q1 and Q2 be disjoint cliques of G0 such that jV.Q1/j C jV.Q2/j is
maximum. We claim that jV.Q1/j C jV.Q2/j D jV.G0/j .D jV.G/j/:

If not, there exists a vertex v ofG; with v … V.Q1/[V.Q2/: v cannot be adjacent
to all the vertices ofQ1 [else the subgraph induced by V.Q1/[fvg is a cliqueQ0

1 of
G with jV.Q0

1/j C jV.Q2/j D jV.Q1/j C jV.Q2/j C 1; a contradiction]. Similarly,
v cannot be adjacent to all the vertices of Q2: Let w be a vertex of Q1 which is
nonadjacent to v in G0: As G0 is edge-maximal with respect to �; �.G0 C vw/ D 1:

Hence,G0Cvw has a single vertex that forms a minimum dominating set ofG0Cvw:
Such a vertex cannot be v (as v is not adjacent to all the vertices of Q2). Hence, it
can only be w (as only w dominates v in G0 C vw). This means that w is adjacent to
all the other vertices in V.G0/[ fvg; and in particular to all vertices ofQ2: Let A be
the set of vertices in Q1 not adjacent to v in G0: Then each vertex of A is adjacent
to all the vertices of Q2: Then .Q1 n A/ [ fvg and Q2 [ A span cliques in G0
whose union contains one vertex more thanQ1[Q2: This contradiction proves that
jV.Q1/j C jV.Q2/j D jV.G0/j; and so G0 is decomposable. �

The preceding theorems gave graphs G for which Vizing’s conjecture holds.
However, a result providing a general lower bound for �.G�H/ for all graphs G
and H was given by Clark and Suen [42], stating that �.G�H/ � 1

2
�.G/�.H/

for all graphsG andH: Another interesting result concerning Vizing’s conjecture is
the following result of Clark, Ismail, and Suen [43]. If G and H are both ı-regular
graphs, then with only a few possible exceptions, Vizing’s conjecture holds for the
graph G�H:

While so much is known about the domination number of the Cartesian product
of two graphs, not much is known with regard to other products. We now present
two easy results on the direct product.

10.9 Domination in Direct Products

Theorem 10.9.1. Let G1 and G2 be graphs without isolated vertices. Then

�.G1 �G2/ � 4 �.G1/�.G2/:

The proof of Theorem 10.9.1 uses Lemma 10.9.2, which is an immediate conse-
quence of Theorem 10.2.50.
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Lemma 10.9.2 ( [160]). Let D be a � -set of a graph G; (that is, a minimum
dominating set) without isolated vertices. Then there exists a matching in E.D; V n
D/ that saturates all the vertices of D:

Proof of theorem 10.9.1. Let D1 and D2 be � -sets for G1 and G2; respectively.
Let D0

1 and D0
2 be the matching vertex sets of D1 and D2; respectively, as given by

Lemma 10.9.2. Then jD1j D jD0
1j D �.G1/; and jD2j D jD0

2j D �.G2/: Clearly,
.D1�D2/[ .D1�D0

2/[ .D0
1�D2/[ .D0

1�D0
2/ is a dominating set ofG1�G2;

of cardinality 4�.G1/�.G2/: �

Definition 10.9.3. A graph G is a split graph if V.G/ can be partitioned into two
subsetsK and I such that the subgraph,GŒK�; induced byK in G is a clique in G;
and I is an independent subset of G:

Definition 10.9.4. A subset D of the vertex set of a graph is called a total
dominating set of G if any vertex v of G has a neighbor in D: (In other words, D
dominates not only vertices outsideD but also vertices in D:) The total dominating
number, �t .G/; of G is the minimum cardinality of a total dominating set of G:

Lemma 10.9.5. For any split graph G; �t .G/ D �.G/:

Proof. LetG D .KjI / be a split graph withK; a clique ofG; and I; an independent
set of G: Let D be any minimum dominating set of G; and let D \ K D K� and
D \ I D I�: By Lemma 10.9.2, G contains a matching in H D EŒD; V nD� that
saturates all the vertices of D: Let I� D fu1; : : : ; ukg: Then G contains matching
edges u1v1; : : : ; ukvk; where fv1; : : : ; vkg � K nK�: Clearly, K� [ fv1; : : : ; vkg is
a minimum dominating set D1 of G; and hence jD1j D �.G/: Now since K is a
clique, D1 is a total dominating set. Thus, �t .G/ � jD1j D �.G/: Since �.G/ �
�t .G/ always (as any total dominating set of G is a dominating set of G), we have
�.G/ D �t .G/: �

Lemma 10.9.6. For any two graphs G1 and G2 with no isolates, �.G1 � G2/ �
�t .G1/�t .G2/:

Proof. Let A and B be minimum total dominating sets of G1 and G2; respectively.
Then for any .x; y/ 2 V.G1/ � V.G2/; there exist a 2 A and b 2 B with .x; a/ 2
E.G1/ and .y; b/ 2 E.G2/: Hence, .x; y/ is adjacent to .a; b/ in G1 � G2: This
means that A � B is a dominating set for G1 � G2; and hence �.G1 � G2/ �
jA � Bj D jAjPjBj D �t .G1/�t .G2/: �
Theorem 10.9.7. If G1 and G2 are split graphs, then �.G1 �G2/ � �.G1/�.G2/:

Proof. The proof is an immediate consequence of Lemmas 10.9.5 and 10.9.6. �

Notes

“Domination in graphs” is one of the major areas of current research in graph
theory. The two-volume book by Haynes, Hedetniemi, and Slater [100, 101] is
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a comprehensive reference work on graph domination. Several special types of
domination in graphs have been studied by researchers—strong domination, weak
domination, global domination, connected domination, independent domination,
and so on.

As regards Vizing’s conjecture, the technique of partitioning the vertex set of a
graph, adopted by Barcalkin and German [15], has been exploited in two different
ways to expand the classes of graphs satisfying Vizing’s conjecture. In [98], Hartnell
and Rall introduce the Type � partition, which includes the Barcalkin–German class
of graphs. The second has been proposed by Brešar and Rall [29]. Chordal graphs
form yet another family that satisfies Vizing’s conjecture. This was first established
by Aharoni and Szabó [2] by using the approach of Clark and Suen [42], who
showed that �.G�H/ � 1

2
�.G/�.H/ for all graphs G and H: For further details

on Vizing’s conjecture, the interested reader can refer to the article by Brešar et al.
[30].

Domination in graph products, other than the Cartesian product, remains an area
that has still not been fully explored.



Chapter 11
Spectral Properties of Graphs

11.1 Introduction

In this chapter, we look at the properties of graphs from our knowledge of their
eigenvalues. The set of eigenvalues of a graph G is known as the spectrum of G
and denoted by Sp.G/. We compute the spectra of some well-known families of
graphs—the family of complete graphs, the family of cycles etc. We present Sachs’
theorem on the spectrum of the line graph of a regular graph. We also obtain the
spectra of product graphs—Cartesian product, direct product, and strong product.
We introduce Cayley graphs and Ramanujan graphs and highlight their importance.
Finally, as an application of graph spectra to chemistry, we discuss the “energy of a
graph”—a graph invariant that is widely studied these days. All graphs considered
in this chapter are finite, undirected, and simple.

11.2 The Spectrum of a Graph

LetG be a graph of order n with vertex set V D fv1; : : : ; vng. The adjacency matrix
of G (with respect to this labeling of V ) is the n by n matrix A D .aij /, where

aij D
(
1 if vi is adjacent to vj in G

0 otherwise:

Thus A is a real symmetric matrix of order n. Hence,

(i) The spectrum of A, that is, the set of its eigenvalues is real.
(ii) R

n has an orthonormal basis of eigenvectors of A.
(iii) The sum of the entries of the i th row (column) of A is d(vi ) in G.

R. Balakrishnan and K. Ranganathan, A Textbook of Graph Theory,
Universitext, DOI 10.1007/978-1-4614-4529-6 11,
© Springer Science+Business Media New York 2012
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The spectrum of A is called the spectrum ofG and denoted by Sp.G/. We note that
Sp.G/, as defined above, depends on the labeling of the vertex set V of G. We now
show that it is independent of the labeling ofG. Suppose we consider a new labeling
of V . Let A0 be the adjacency matrix of G with respect to this labeling. The new
labeling can be obtained from the original labeling by means of a permutation �
of V.G/. Any such permutation can be effected by means of a permutation matrix
P of order n (got by permuting the rows of In, the identity matrix of order n).

(For example, if n D 3, the permutation matrix P D
 
0 1 0
0 0 1
1 0 0

!

takes v1; v2; v3 to

v3; v1; v2 respectively since . 1 2 3 /

 
0 1 0
0 0 1
1 0 0

!

D . 3 1 2 / :

Let P D .pij /. Now given the new labeling of V , that is, given the permutation
� on f1; 2; : : : ; ng, and the vertices vi and vj , there exist unique ˛0 and ˇ0, such
that �.i/ D ˛0 and �.j / D ˇ0 or equivalently p˛0i D 1 and pˇ0j D 1; while for
˛ ¤ ˛0 and ˇ ¤ ˇ0; p˛i D 0 D p ǰ . Thus, the .˛0; ˇ0/th entry of the matrix
A0 D PAP�1 D PAP T (where P T stands for the transpose of P ) is

nX

k;lD1
p˛0kaklpˇ0l D aij :

Hence, v˛0vˇ0 2 E.G/ if and only if vivj 2 E.G/. This proves that the adjacency
matrix of the same graph with respect to two different labelings are similar matrices.
But then similar matrices have the same spectra. �

We usually arrange the eigenvalues ofG in their nondecreasing order: �1 � �2 �
: : : � �n. If �1; : : : ; �s are the distinct eigenvalues ofG, and ifmi is the multiplicity
of �i as an eigenvalue of G, we write

Sp.G/ D
�
�1 �2 : : : �s
m1 m2 : : : ms

�
:

Definition 11.2.1. The characteristic polynomial of G is the characteristic polyno-
mial of the adjacency matrix of G with respect to some labeling of G. It is denoted
by �.GI�/.

Hence, �.GI�/ D det.xI �A/ D det.P.xI �A/P�1/ D det.xI � PAP�1/ for
any permutation matrix of P , and hence �.GI�/ is also independent of the labeling
of V.G/.

Definition 11.2.2. A circulant of order n is a square matrix of order n in which all
the rows are obtainable by successive cyclic shifts of one of its rows (usually taken
as the first row).

For example, the circulant with first row .a1 a2 a3/ is the matrix

�a1 a2 a3
a3 a1 a2
a2 a3 a1

�
.
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Lemma 11.2.3. Let A be a circulant matrix of order n with first row .a1 a2 : : : an/.
Then Sp.A/ D fa1 C a2! C 
 
 
 C an!

n�1 W ! D an nth root of unityg D fa1 C
�r C �2r C 
 
 
 C �.n�1/r ; 0 � r � n � 1 and � D a primitive nth root of unityg
Proof. The characteristic polynomial of A is the determinant D D det.xI � A/.
Hence,

D D
ˇ
ˇ̌
ˇ
ˇ
ˇ

x � a1 �a2 : : : �an�an x � a1 : : : �an�1
:::

:::
:::�a2 �a3 : : : x � a1

ˇ
ˇ̌
ˇ
ˇ
ˇ
:

Let Ci denote the i th column of D; 1 � i � n, and !, an nth root of unity.
Replace C1 by C1 C C2! C 
 
 
 C Cn!

n�1. This does not change D. Let �! D
a1 C a2! C 
 
 
 C an!

n�1. Then the new first column of D is .x � �!; !.x �
�!/; : : : ; !

n�1.x � �!//
T, and hence x � �! is a factor of D. This gives D DQ

! W!nD1
.x � �!/, and Sp.A/ D f�! W !n D 1g. �

11.3 Spectrum of the Complete Graph Kn

For Kn, the adjacency matrix A is given by A D

0

B
@

0 1 1 : : : 1
1 0 1 : : : 1
:::
:::
:::

:::
1 1 1 : : : 0

1

C
A, and so by

Lemma 11.2.3,

�! D ! C !2 C 
 
 
 C !n�1

D
�
n � 1 if ! D 1

�1 if ! ¤ 1:

Hence, Sp.Kn/ D


n � 1 �1
1 n� 1

�
.

11.4 Spectrum of the Cycle Cn

Label the vertices of Cn as 0; 1; 2; : : : ; n � 1 in this order. Then i is adjacent to
i ˙ 1.modn/. Hence,

A D

2

6
6
4

0 1 0 0 : : : 0 1
1 0 1 0 : : : 0 0
:::
:::
:::
:::
: : :

:::
:::

1 0 0 0 : : : 1 0

3

7
7
5
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is the circulant with the first row .0 1 0 : : : 0 1/. Again, by Lemma 11.2.3,Sp.Cn/ D
f!r C !r.n�1/ W 0 � r � n � 1; where! is a primitive nth root of unityg. Taking
! D cos 2�

n
C i sin 2�

n
, we get �r D !r C !r.n�1/ D .cos 2�r

n
C i sin 2�r

n
/ C

.cos 2�r.n�1/
n

C i sin 2�r.n�1/
n

/. This simplifies to the following:

(i) If n is odd, Sp.Cn/ D
�
2 2 cos 2�

n
: : : 2 cos .n�1/�

n
1 2 : : : 2

�
.

(ii) If n is even, Sp.Cn/ D
�
2 2 cos 2�

n
: : : 2 cos .n�1/�

n
�2

1 2 : : : 2 1

�
.

11.4.1 Coefficients of the Characteristic Polynomial

Let G be a connected graph on n vertices, and let �.GI x/ D det.xIn � A/ D
xn C a1x

n�1 C a2x
n�2 C 
 
 
 C an be the characteristic polynomial of G. It is easy

to check that .�1/rar D sum of the principal minors of A of order r . (Recall that a
principal minor of order r of A is the determinant minor of A common to the same
set of r rows and columns.)

Lemma 11.4.1. Let G be a graph of order n and size m, and let �.GI x/ D xn C
a1x

n�1 C a2x
n�2 C 
 
 
 C an be the characteristic polynomial of A. Then

(i) a1 D 0

(ii) a2 D �m
(iii) a3 D � (twice the number of triangles in G)

Proof. (i) Follows from the fact that all the entries of the principal diagonal of A
are zero.

(ii) A nonvanishing principal minor of order 2 of A is of the form
ˇ
ˇ
ˇ0 1
1 0

ˇ
ˇ
ˇ and its

value is �1. Since any 1 in A corresponds to an edge of G, we get (ii).
(iii) A nontrivial principal minor of order 3 of A can be one of the following three

types:
ˇ
ˇ
ˇ̌
0 1 0
1 0 0
0 0 0

ˇ
ˇ
ˇ̌ ;
ˇ
ˇ
ˇ̌
0 1 1
1 0 0
1 0 0

ˇ
ˇ
ˇ̌ ;
ˇ
ˇ
ˇ̌
0 1 1
1 0 1
1 1 0

ˇ
ˇ
ˇ̌ :

Of these, only the last determinant is nonvanishing. Its value is 2 and
corresponds to a triangle in G. This proves (iii). �

11.5 The Spectra of Regular Graphs

In this section, we look at the spectra of some regular graphs.

Theorem 11.5.1. Let G be a k-regular graph of order n. Then
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(i) k is an eigenvalue of G.
(ii) If G is connected, every eigenvector corresponding to the eigenvalue k is a

multiple of 1, .the all 1-column vector of length n/ and the multiplicity of k as
an eigenvalue of G is one.

(iii) For any eigenvalue � of G, j�j � k. .Hence Sp.G/ 	 Œ�k; k�/.
Proof. (i) We have A1 D k1, and hence k is an eigenvalue of A.
(ii) Let x D .x1; : : : ; xn/

T be any eigenvector ofA corresponding to the eigenvalue
k so thatAx D kx. We may suppose that x has a positive entry (otherwise, take
�x in place of x) and that xj is the largest positive entry in x. Let vi1 ; vi2 ; : : : ; vik
be the k neighbors of vj in G. Taking the inner product of the j th row of A
with x, we get xi1 C xi2 C 
 
 
 C xik D kxj . This gives, by the choice of xj ,
xi1 D xi2 D : : : D xik D xj .

Now start at vi1 ; vi2 ; : : : ; vik in succession and look at their neighbors in
G. As before, the entries xp in x corresponding to these neighbors must all
be equal to xj . As G is connected, all the vertices of G are reachable in this
way step by step. Hence x D xj .1; 1; : : : ; 1/

T, and every eigenvector x of
A corresponding to the eigenvalue k is a multiple of 1. Thus, the space of
eigenvectors of A corresponding to the eigenvalue k is one-dimensional, and
therefore, the multiplicity of k as an eigenvalue of G is 1.

(iii) The proof is similar to (ii). If Ay D �y; y ¤ 0, and if yj is the entry in y with
the largest absolute value, we see that the equation

Pk
pD1 yip D �yj implies

that j�jjyj j D j�yj j D
ˇ̌
ˇ

kP

pD1
yip

ˇ̌
ˇ �

kP

pD1
jyip j � kjyj j. Thus, j�j � k. �

Corollary 11.5.2. If 
 denotes the maximum degree of G, then for any eigenvalue
� of G, j�j � 
.

Proof. Considering a vertex vj of maximum degree 
, and imitating the proof of
(iii) above, we get j�jjyj j � 
jyj j. �

11.5.1 The Spectrum of the Complement of a Regular Graph

Theorem 11.5.3. Let G be a k-regular connected graph of order n with spectrum

k �2 �3 : : : �s
1 m2 m3 : : : ms

�
. Then the spectrum of Gc , the complement of G, is given by

Sp.Gc/ D


n � 1 � k ��2 � 1 ��3 � 1 : : : ��s � 1

1 m2 m3 : : : ms

�
.

Proof. As G is k-regular, Gc is n � 1 � k regular, and hence by Theorem 11.5.1,
n � 1 � k is an eigenvalue of Gc . Further, the adjacency matrix of Gc is Ac D
J � I � A, where J is the all-1 matrix of order n, I is the identity matrix of order
n; and A is the adjacency matrix of G. If �.�/ is the characteristic polynomial of
A; �.�/ D .� � k/�1.�/. By Cayley–Hamilton theorem, �.A/ D 0 and hence we
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have A�1.A/ D k�1.A/. Hence, every column vector of �1.A/ is an eigenvector
of A corresponding to the eigenvalue k. But by Theorem 11.5.1, the space of
eigenvectors of A is generated by 1,G being connected. Hence, each column vector
of �1.A/ is a multiple of 1. But �1.A/ is symmetric and hence �1.A/ is a multiple
of J , say, �1.A/ D ˛J; ˛ ¤ 0. Thus, J and hence J � I �A are polynomials in A
(remember:A0 D I ). Let � ¤ k be any eigenvalue of A [so that �1.�/ D 0], and Y
an eigenvector of A corresponding to �. Then

AcY D .J � I � A/Y

D

�1.A/

˛
� I �A

�
Y

D

�1.�/

˛
� 1 � �

�
Y (see Note 11.5.4 below)

D .�1 � �/Y:

Thus,AcY D .�1��/Y , and therefore �1�� is an eigenvalue ofAc corresponding
to the eigenvalue �.¤ k/ of A. �
Note 11.5.4. We recall that if f .�/ is a polynomial in �, and Sp.A/ D

�1 �2 : : : �s
m1 m2 : : : ms

�
, then Sp.f .A// D



f .�1/ f .�2/ : : : f .�s/
m1 m2 : : : ms

�
.

11.5.2 Spectra of Line Graphs of Regular Graphs

We now establish Sachs’ theorem, which determines the spectrum of the line graph
of a regular graph G in terms of Sp.G/.

Let G be a labeled graph with vertex set V.G/ D fv1; : : : ; vng and edge set
E.G/ D fe1; : : : ; emg. With respect to these labelings, the incidence matrix B D
.bij / of G, which describes the incidence structure of G; is defined as the m by n

matrix B D .bij /, where bij D
(
1 if ei is incident to vj ;

0 otherwise:

Lemma 11.5.5. Let G be a graph of order n and size m with A and B as its
adjacency and incidence matrices, respectively. LetAL denote the adjacency matrix
of the line graph of G. Then

(i) BBT D AL C 2Im.
(ii) If G is k-regular, BTB D AC kIn.
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Proof. Let A D .aij / and B D .bij /. We have

(i)

.BBT/ij D
nX

pD1
bipbjp

D number of vertices vp that are incident to both ei and ej

D

8
ˆ̂<

ˆ̂
:

1 if ei and ej are adjacent

0 if i ¤ j and ei and ej are nonadjacent

2 if i D j:

(ii) Proof of (ii) is similar. �

Theorem 11.5.6 (Sachs’ theorem). Let G be a k-regular graph of order n.
Then �.L.G/I�/ D .� C 2/m�n�.GI� C 2 � k/, where L.G/ is the line graph
(see Chap. 1) of G.

Proof. Consider the two partitioned matrices U and V , each of order nCm (where
B stands for the incidence matrix of G):

U D
h
�In �BT

0 Im

i
; V D

h
In B

T

B �Im

i
:

We have

UV D
h
�In � BTB 0

B �Im

i
and V U D

h
�In 0
�B �Im � BBT

i
:

Now det.UV / D det.V U / gives:

�m det.�In � BTB/ D �n det.�Im � BBT/: (11.1)

Replacement of � by �C 2 in (11.1) yields

.�C 2/m�n det..�C 2/In � BTB/ D det..�C 2/Im � BBT/: (11.2)

Hence, by Lemma 11.5.5,

�.L.G/I�/ D det.�Im �AL/
D det..�C 2/Im � .AL C 2Im//

D det..�C 2/Im � BBT/

D .�C 2/m�n det..�C 2/In � BTB/ (by (11.2))
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D .�C 2/m�n det..�C 2/In � .AC kIn// (by Lemma 11.5.5)

D .�C 2/m�n det..�C 2 � k/In � A/

D .�C 2/m�n �.GI�C 2 � k/:

�

Sachs’ theorem implies the following: As �.GI�/ D
nQ

1

.� � �i /, it follows that

�.L.G/I�/ D .�C 2/m�n
nY

iD1
.�C 2 � k � �i /

D .�C 2/m�n
nY

iD1



� � .k � 2C �i /

�
:

Hence if Sp.G/ D
�
k �2 : : : �s
1 m2 : : : ms

�
, then

Sp.L.G// D
�
2k � 2 k � 2C �2 : : : k � 2C �s �2
1 m2 : : : ms m � n

�
:

We note that the spectrum of the Petersen graph can be obtained by using
Theorems 11.5.3 and 11.5.6 (see Exercise 14.14). We use this result to prove a
well-known result on the Petersen graph.

Theorem 11.5.7. The complete graph K10 cannot be decomposed into (that is,
expressed as an edge-disjoint union of) three copies of the Petersen graph.

Proof (Schwenk and Lossers [169]). Assume the contrary. SupposeK10 is express-
ible as an edge-disjoint union of three copies, say, P1; P2; P3; of the Petersen graph
P (see Fig. 11.1). Then

A.K10/ D J � I D A.P1/CA.P2/C A.P3/; (11.3)

1

2

34

5
6

7

8

10

9

Fig. 11.1 Petersen graph P
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where A.H/ stands for the adjacency matrix of the graphH , and J the all-1 matrix
of order 10. (Note that each Pi is a spanning subgraph of K10; that the number of
edges of Pi , namely 15, is a divisor of the number of edges of K10, namely, 45,
and that the degree of any vertex v of P , namely, 3, is a divisor of the degree of
v in K10, namely 9.) It is easy to check that 1 is an eigenvalue of P . Further, as
P is 3-regular, the all-1 column vector 1 is an eigenvector of P . Now R10 has an
orthonormal basis of eigenvectors of A.P / containing 1. Again, the null space of
.A.P /�1:I / D A.P /�I is of dimension 5 and is orthogonal to 1.

�
For P with the

labeling of Fig. 11.1, one can check that for A.P /� I , the null space is spanned by
the five vectors: .1 0 0 0 0 1 �1 0 0 �1/T; .0 1 0 0 0 �1 1 �1 0 0/T; .0 0 1 0 0 0 �
1 1 � 1 0/T; .0 0 0 1 0 0 0 -1 1 -1/T, .0 0 0 0 1 � 1 0 0 � 1 1/T ) The orthogonal
complement of 1 in R10 is of dimension 10 � 1 D 9. Hence, the null spaces
of A.P1/ � I and A.P2/ � I must have a common eigenvector x orthogonal to
1. Multiplying the matrices on the two sides of (11.3) to x, we get .J � I /x D
A.P1/x C A.P2/x C A.P3/x, that is (as J x D 0), �x D x C x C A.P3/x. Thus,
A.P3/x D �3x, and this means that �3 is an eigenvalue of the Petersen graph, a
contradiction (see Exercise 14.14). �

Various proofs of Theorem 11.5.7 are available in literature. For a second proof,
see [32].

11.6 Spectrum of the Complete Bipartite Graph Kp;q

We now determine the spectrum of the complete bipartite graphKp;q .

Theorem 11.6.1. Sp.Kp;q/ D



0
p
pq �p

pq
p C q � 2 1 1

�
.

Proof. Let V.Kp;q/ have the bipartition .X; Y / with jX j D p and jY j D q. Then
the adjacency matrix of Kp;q is of the form

A D


0 Jp;q
Jq;p 0

�
;

where Jr;s stands for the all-1 matrix of size r by s. Clearly, rank(A) = 2, as the
maximum number of independent rows of A is 2. Hence, zero is an eigenvalue of A
repeated p C q � 2 times (as the null space of A is of dimension p C q � 2). Thus,
the characteristic polynomial ofA is of the form �pCq�2.�2 C c2/.

[Recall that by Lemma 11.4.1, the coefficient of �pCq�1 in �.GI�/ is zero.]
Further, again by the same lemma, �c2 D the number of edges of Kp;q D pq. This
proves the result. �
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11.7 The Determinant of the Adjacency Matrix of a Graph

We now present the elegant formula given by Harary for the determinant of the
adjacency matrix of a graph in terms of certain of its subgraphs.

Definition 11.7.1. A linear subgraph of a graph G is a subgraph of G whose
components are single edges or cycles.

Theorem 11.7.2 (Harary [92]). Let A be the adjacency matrix of a simple graph
G. Then

detA D
X

H

.�1/e.H/2c.H/;

where the summation is over all the spanning linear subgraphsH of G, and e.H/
and c.H/ denote, respectively, the number of even components and the number of
cycles in H .

Proof. Let G be of order n with V D fv1; : : : ; vng, and A D .aij /. A typical term
in the expansion of detA is

sgn.�/a1�.1/a2�.2/ : : : an�.n/;

where � is a permutation on f1; 2; : : : ; ng and sgn.�/ D 1 or �1 according to
whether � is an even or odd permutation. This term is zero if and only if for some
i; 1 � i � n; ai�.i/ D 0, that is, if and only if �.i/ D i or �.i/ D j.¤ i/ and
vivj … E.G/. Hence, this term is nonzero if and only if the permutation � is a
product of disjoint cycles of length at least 2, and in this case, the value of the term
is sgn.�/:1:1 : : : 1 D sgn.�/. Each cycle .ij / of length 2 in � corresponds to the
single edge vivj of G; while each cycle .ij : : : p/ of length r > 2 in � corresponds
to a cycle of length r of G. Thus, each nonvanishing term in the expansion of det A
gives rise to a linear subgraph H of G and conversely. Now for any cycle C of
Sn; sgn.C / D 1 or �1 according to whether C is an odd or even cycle. Hence,
sgn.�/ D .�1/e.H/, where e.H/ is the number of even components of H (that is,
components that are either single edges or even cycles of the graph H ). Moreover,
any cycle of H has two different orientations. Hence, each of the undirected cycles
of H of length � 3 yields two distinct even cycles in Sn. [For example, the 4-
cycle .vi1vi2vi3vi4 / gives rise to two cycles .vi1vi2vi3vi4 / and .vi4vi3vi2vi1 / inH .] This
proves the result. �

Corollary 11.7.3 (Sachs [167]). Let �.GI x/ D xn C a1x
n�1 C 
 
 
 C an be the

characteristic polynomial of G. Then

ai D
X

H

.�1/!.H/2c.H/;

where the summation is over all linear subgraphs H of order i of G, and !.H/
and c.H/ denote, respectively, the number of components and the number of cycle
components of H .
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Proof. Recall that ai D .�1/iPH detA, where H runs through all the induced
subgraphs of order i of G. But by Theorem 11.7.2,

detH D
X

Hi

.�1/e.Hi /2c.Hi /;

where Hi is a spanning linear subgraph of H and e.Hi / stands for the number of
even components of Hi; while c.Hi / stands for the number of cycles in Hi . The
corollary follows from the fact that i and the number of odd components ofHi have
the same parity. �

11.8 Spectra of Product Graphs

We have already defined in Chap. 1 the graph products: Cartesian product, direct
product, and strong product. In this section we determine the spectra of these graphs
in terms of the spectra of their factor graphs. Our approach is based on Cvetković
[46] as described in [47]. Recall that all these three products are associative.

Let B be a set of binary n-tuples .ˇ1; ˇ2; : : : ; ˇn/ not containing .0; 0; : : : ; 0/.

Definition 11.8.1. Given a sequence of graphs G1;G2; : : : ; Gn, the NEPS (Non-
complete Extended P-Sum) of G1;G2; : : : ; Gn, with respect to B is the graph
G with V.G/ D V.G1/ � V.G2/ � : : : � V.Gn/, and in which two vertices
.x1; x2; : : : ; xn/ and .y1; y2; : : : ; yn/ are adjacent if and only if there exists an n-
tuple .ˇ1; ˇ2; : : : ; ˇn/ 2 B with the property that if ˇi D 1, then xiyi 2 E.Gi / and
if ˇi D 0, then xi D yi .

Example 11.8.2. (i) n D 2 and B D f.1; 1/g. Here the graphs are G1 and G2.
The vertices .x1; x2/ and .y1; y2/ are adjacent in the NEPS of G1 and G2 with
respect to B if and only if x1y1 2 E.G1/ and x2y2 2 E.G2/. Hence, G D
G1 �G2, the direct product of G1 and G2.

(ii) n D 2 and B D f.0; 1/; .1; 0/g. Here G is the Cartesian productG1�G2.
(iii) n D 2 and B D f.0; 1/; .1; 0/; .1; 1/g. Here G D .G1�G2/ [ .G1 � G2/ D

G1 �G2, the strong product of G1 and G2.
Now, given the adjacency matrices ofG1; : : : Gn, the adjacency matrix of the NEPS
graphG with respect to the basis B is expressible in terms of the Kronecker product
of matrices, which we now define:

Definition 11.8.3. Let A D .aij / be an m by n matrix and B D .bij / be a p by q
matrix. Then A ˝ B , the Kronecker product of A with B , is the mp by nq matrix
obtained by replacing each entry aij of A by the double array aij B (where aij B is
the matrix obtained by multiplying each entry of B by aij ).
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It is well known and easy to check that

.A˝ B/.C ˝D/ D .AC ˝ BD/; (11.4)

whenever the matrix productsAC andBD are defined. Clearly, this can be extended
to any finite product whenever the products are defined.

Remark 11.8.4. Let us look more closely at the productA1 ˝A2, where A1 and A2
are the adjacency matrices of the graphs G1 and G2 of orders n and t; respectively.
To fix any particular entry ofA1˝A2, let us first label V.G1/ D V1 and V.G2/ D V2
as V1 D fu1; : : : ; ung, and V2 D fv1; : : : ; vt g. Then to fix the entry in A1 ˝ A2
corresponding to

�
.ui ; uj /; .vp; vq/

�
, we look at the double array .A1/.ui uj /A2 in

A1˝A2, where .A1/.ui uj / WD ˛ stands for the .i; j /th entry ofA1. Then the required
entry is just ˛f.p; q/th entry of A2g. Hence, it is 1 if and only if .A1/.uiuj / D 1 D
.A2/.vpvq/, that is, if and only if uiuj 2 E.G1/ and vpvq 2 E.G2/; and 0 otherwise.
In other words, A1 ˝ A2 is the adjacency matrix of G1 � G2. By associativity,
A.G1/˝ : : :˝ A.Gr/ is the adjacency matrix of the graph productG1 � : : : �Gr .

Our next theorem determines the adjacency matrix of the NEPS G in terms of
the adjacency matrices of Gi ; 1 � i � n for all three products mentioned above.

Theorem 11.8.5 (Cvetković [46]). Let G be the NEPS of the graphs G1; : : : ; Gn
with respect to the basis B. Let Ai be the adjacency matrix of Gi ; 1 � i � n. Then
the adjacency matrix A of G is given by

A D
X

ˇD.ˇ1;:::;ˇn/2B

A
ˇ1
1 ˝ : : :˝ Aˇnn :

Proof. Label the vertex set of each of the graphs Gi ; 1 � i � n, and order the
vertices of G lexicographically. Form the adjacency matrix A of G with respect
to this ordering. Then (by the description of Kronecker product of matrices given
in Remark 11.8.4) we have .A/.x1;:::;xn/.y1;:::;yn/ D P

ˇ2B

.A
ˇ1
1 /.x1;y1/ : : : .A

ˇn
n /.xn;yn/,

where .M/.x;y/ stands for the entry in M corresponding to the vertices x and y.
But by lexicographic ordering, .M/.x1;:::;xn/.y1;:::;yn/ D 1 if and only if there exists a

ˇ D .ˇ1; : : : ; ˇn/ 2 B with .Aˇii /.xi ;yi / D 1 for each i D 1; : : : ; n. This of course
means that xiyi 2 E.Gi / if ˇi D 1 and xi D yi if ˇi D 0 (the latter condition
corresponds to Aˇii D I ). �

We now determine the spectrum of the NEPS graph G with respect to the basis
B in terms of the spectra of the factor graphsGi .

Theorem 11.8.6 (Cvetković [46]). Let G be the NEPS of the graphs G1; : : : ; Gn
with respect to the basis B. Let ki be the order of Gi and Ai , the adjacency matrix
of Gi . Let f�i1; : : : ; �iki g be the spectrum of Gi ; 1 � i � n. Then

Sp.G/ D f�i1i2:::in W 1 � ij � kj and 1 � j � ng;
where �i1i2:::in D P

ˇD.ˇ1;:::;ˇn/2B

�
ˇ1
1i1
: : : ; �

ˇn
nin
; 1 � ij � kj and 1 � j � n.
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Proof. There exist vectors xij with Aixij D �ij xij ; 1 � i � nI 1 � j � kj .
Now consider the vector x D x1i1 ˝ : : :˝ xnin . Let A be the adjacency matrix of G.
Then from Theorem 11.8.5 and (11.4) (rather its extension),

Ax D
0

@
X

ˇ2B

A
ˇ1
1 ˝ : : :˝ Aˇnn

1

A .x1i1 ˝ : : :˝ xnin/

D
X

ˇ2B

.A
ˇ1
1 x1i1 ˝ : : :˝ Aˇnn xnin/

D
X

ˇ2B

.�
ˇ1
1i1
x1i1 ˝ : : :˝ �

ˇn
nin
xnin/

D
0

@
X

ˇ2B

�
ˇ1
1i1
: : : �

ˇn
nin

1

A x

D �i1i2:::inx:

Thus, �i1i2:::in is an eigenvalue of G. This yields k1k2 : : : kn eigenvalues of G and
hence all the eigenvalues of G. �

Corollary 11.8.7. Let Sp.G1/ D f�1; : : : ; �ng and Sp.G2/ D f�1; : : : ; �t g and let
A1 and A2 be the adjacency matrices of G1 and G2; respectively. Then

(i) A.G1�G2/ D A1˝A2I and Sp.G1�G2/ D f�i�j W 1 � i � n; 1 � j � tg.
(ii) A.G1�G2/ D .In ˝ A2/C .A1 ˝ It /I and Sp.G1�G2/ D f�i C �j W 1 �

i � n; 1 � j � tg.
(iii) A.G1 � G2/ D .A1 ˝ A2/ C .In ˝ A2/ C .A1 ˝ It /I and Sp.G1 � G2/ D

f�i�j C �i C �j W 1 � i � n; 1 � j � tg.

�

11.9 Cayley Graphs

11.9.1 Introduction

Cayley graphs are a special type of regular graphs constructed out of groups.
Let 
 be a finite group and S 	 
 be such that

(i) e … S (e is the identity of 
 ),
(ii) If a 2 S , then a�1 2 S , and

(iii) S generates 
 .
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Construct a graphG with V.G/ D 
 and in which ab 2 E.G/ if and only if b D as

for some s 2 S . Since as D as0 in 
 implies that s D s0, it follows that each vertex
a ofG is of degree jS j; that is,G is a jS j-regular graph. Moreover, if a and b are any
two vertices of G, there exists c in 
 such that ac D b. But as S generates 
; c D
s1s2 : : : sp , where si 2 S; 1 � i � p. Hence, b D as1s2 : : : sp; which implies that b
is reachable from a in G by means of the path a.as1/.as1s2/ : : : .as1s2 : : : sp D b/.
Thus, G is a connected simple graph. [Condition (i) implies that G has no loops.]
G is known as the Cayley graph Cay.
 IS/ of the group 
 defined by the set S .

We now consider a special family of Cayley graphs. Take 
 D .Zn;C/, the
additive group of integers modulo n. If S D fs1; s2; : : : ; spg, then 0 … S and si 2 S
if and only if n � si 2 S . The vertices adjacent to 0 are s1; s2; : : : ; sp; while those
adjacent to i are .s1 C i/.mod n/; .s2 C i/.mod n/; : : : ; .sp C i/.mod n/. Conse-
quently, the adjacency matrix of Cay.ZnIS/ is a circulant and, by Lemma 11.2.3,
its eigenvalues are

f!s1 C !s2 C 
 
 
 C !sp W ! D an nth root of unityg:

11.9.2 Unitary Cayley Graphs

We now take S.	 Zn/ to be the set Un of numbers less than n and prime to n.
Note that .a; n/ D 1 if and only if .n� a; n/ D 1. The corresponding Cayley graph
Cay.ZnIUn/ is denoted byXn and called the unitary Cayley graph mod n (Note that
Un is the set of multiplicative units in Zn.) Now suppose that .n1; n2/ D 1. What is
the Cayley graph Xn1n2‹ Given x 2 Zn1n2 , there exist unique c 2 Zn1 and d 2 Zn2

such that
x � c.mod n1/ and x � d.mod n2/: (11.5)

Conversely, given c 2 Zn1 and d 2 Zn2 , by the Chinese Remainder Theorem [5],
there exists a unique x 2 Zn1n2 satisfying (11.5). Define f W Zn1n2 ! Zn1 � Zn2

(the direct product of the groupsZn1 and Zn2) by setting f .x/ D .c; d /. Then f is
an additive group isomorphism with f .Un1n2/ D Un1 � Un2 .

Two vertices a and b are adjacent in Zn1n2 if and only if a � b 2 Un1n2 . Let

a � a1.mod n1/; b � b1.mod n1/

a � a2.mod n2/ and b � b2.mod n2/:

Then .a � b; n1n2/ D 1 if and only if .a � b; n1/ D 1 D .a � b; n2/I equivalently,
.a1 � b1; n1/ D 1 D .a2 � b2; n2/ or, in other words, a1b1 2 E.Xn1/ and a2b2 2
E.Xn2/. Thus, we have the following result.

Theorem 11.9.1. If .n1; n2/ D 1, the unitary Cayley graph Xn1n2 is isomorphic to
Xn1 �Xn2 (where � on the right stands for direct product of graphs).
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11.9.3 Spectrum of the Cayley Graph Xn

The adjacency matrix of Xn, as noted before, is a circulant, and hence the spectrum
.�1; �2; : : : ; �n/ of Xn (see the proof of Lemma 11.2.3) is given by

�r D
X

1�j�n;
.j;n/D1

!rj ; where ! D e
2�i
n : (11.6)

The sum in (11.6) is the well-known Ramanujan sum c.r; n/ [123]. It is known that

c.r; n/ D �.tr /
�.n/

�.tr/
; where tr D n

.r; n/
; 0 � r � n � 1: (11.7)

In relation (11.7), � stands for the Möebius function. Further, as tr divides n; �.tr /
divides �.n/; and therefore c.r; n/ is an integer for each r . These remarks yield the
following theorem.

Theorem 11.9.2. The eigenvalues of the unitary Cayley graph Xn D Cay.Zn; Un/
are all the integers c.r; n/; 0 � r � n � 1.

For more spectral properties of Cayley graphs, the reader may consult Klotz and
Sander [123].

11.10 Strongly Regular Graphs

Strongly regular graphs form an important class of regular graphs.

Definition 11.10.1. A strongly regular graph with parameters .n; k; �; �/

(for short: srg.n; k; �; �/) is a k-regular connected graph G of order n with the
following properties:

(i) Any two adjacent vertices of G have exactly � common neighbors in G.
(ii) Any two nonadjacent vertices of G have exactly � common neighbors in G.

Example 11.10.2. (i) The cycle C5 is an srg.5; 2; 0; 1/.
(ii) The Petersen graph P is an srg.10; 3; 0; 1/.

(iii) The cycle C6 is a regular graph that is not strongly regular.
(iv) The Clebesch graph is an srg.16; 5; 0; 2/ (see Fig. 11.2).
(v) Let q � 1.mod 4/ be an odd prime power. The Paley graph P.q/ of order q is

the graph with vertex set GF.q/, the Galois field of order q, with two vertices
adjacent in P.q/ if and only if their difference is a nonzero square in GF.q/.
P.q/ is an srg.q; 1

2
.q � 1/; 1

4
.q � 5/; 1

4
.q � 1//.

Our next theorem gives a necessary condition for the existence of a strongly
regular graph with parameters .n; k; �; �/.
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Fig. 11.2 Clebsch Graph

Theorem 11.10.3. If G is a strongly regular graph with parameters .n; k; �; �/,
then

k.k � � � 1/ D �.n � k � 1/:

Proof. We prove this theorem by counting the number of induced paths on three
vertices in G having the same vertex v of G as an end vertex in two different ways.
There are k neighbors w of v in G. For each such w, there are � vertices that are
common neighbors of v and w. Each of the remaining k � 1 � � neighbors of w
induces a P3 with v as an end vertex. As this is true for each neighbor w of v in G,
there are k.k � � � 1/ paths of length 2 with v as an end vertex.

We now compute this number in a different way. There are n�1�k vertices x of
G that are nonadjacent to v. Each such pair v; x is commonly adjacent to � vertices
of G. Each one of these � vertices gives rise to an induced P3 in G with v as an end
vertex. This number is �.n � k � 1/. �

Suppose now � D k � 1. As G is k-regular, ab 2 E.G/, implies that every
vertex c adjacent to a is adjacent to b, and every vertex d adjacent to b is adjacent
to a. Now consider the adjacent pair b; c. Then c must be adjacent to d and so on.
Thus, each component of G must be a clique (complete subgraph) of size k.

A similar reasoning applies when � D 0. Further, if k D n � 1, G is Kn, the
clique on n vertices. We treat these cases (that is, the cases when � D k � 1I� D
0I k D n � 1) as degenerate cases.

Theorem 11.10.4. If G is an srg.n; k; �; �/, then its complement Gc of G is an
srg.n; n � 1 � k; n � 2 � 2k C �; n � 2k C �/.

Proof. Trivially, Gc is n � 1 � k regular. Suppose now uv 2 E.Gc/. Then
uv … E.G/. There are k vertices adjacent to u in G and k vertices adjacent to v
in G. Out of these 2k vertices, � are common vertices adjacent to both u and v in
Gc . Hence, there are .n � 2/ � .2k � �/ D n � 2 � 2k C � vertices commonly
adjacent to u and v in Gc . By a similar argument, if uv … E.Gc/, u and v are
commonly adjacent to n � 2k C � vertices in Gc . Thus, Gc is an srg.n; n � 1 �
k; n � 2�2kC�; n�2kC�/. �
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We now present another necessary condition for a graph to be strongly regular.

Theorem 11.10.5. If G is an srg.n; k; �; �/, with � > 0, then the two numbers

1

2

 

n � 1˙ .n� 1/.�� �/� 2k
p
.� � �/2 C 4.k � �/

!

are both nonnegative integers.

Proof. We prove the theorem by showing that the two numbers are (algebraic)
multiplicities of eigenvalues of G. If A is the adjacency matrix of G, J � I � A

(where J is the all-1 matrix of order n) is the adjacency matrix of Gc . What is the
.i; j /th entry of A2? If i D j , the number of vi -vj walks of length 2 is k since they
are all of the form vivpvi , and there are k adjacent vertices vp to vi in G. Hence,
each diagonal entry of A2 is k.

Now let i ¤ j . Then vivj 2 E.G/ if and only if vivj … E.Gc/. Hence if i ¤ j ,
the .i; j /th entry is 1 or 0 in A if and only if the .i; j /th entry is 0 or 1; respectively,
in J � I � A. Now there are exactly � vertices commonly adjacent to vi and vj
in G; and hence there are � paths of length 2 in G. Hence, the 1’s in A will be
replaced by � in A2; and this is given by the matrix �A. Finally, let i ¤ j and
vivj … E.G/. The number of vi -vj walks of length 2 in G is �. The .i; j /th entry 0
in A should now be replaced by �. This can be done by replacing the .i; j /th entry
1 in .J � I � A/ by �. Thus,

A2 D kI C �AC �.J � I � A/: (11.8)

Hence, if 1 is the column vector .1; 1; : : : ; 1/T of length n,

A21 D .kI C �AC �.J � I � A//1;

and this gives (as A1 D k1)

k21 D k1 C �k1 C �.n � 1 � k/1: (11.9)

Note that (11.9) yields another proof for Theorem 11.10.3.
Now asG is connected, 1 is a unique eigenvector corresponding to the eigenvalue

k ofG. Let x be any eigenvector corresponding to an eigenvalue � ¤ k ofG so that
Ax D �x. Then x is orthogonal to 1. Taking the product of both sides of (11.8) with
x, we get (as J x D 0)

�2x D A2x D kx C ��x C �.�x � �x/;

and therefore (as x is a nonzero vector),

�2 � .� � �/� � .k � �/ D 0: (11.10)
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This quadratic equation has two real roots (being eigenvalues of G), say, r and s;
which are given by

1

2

h
.� � �/˙

p
.� � �/2 C 4.k � �/

i
: (11.11)

Denote the multiplicities of r and s by a and b. Now

k C raC sb D 0 (sum of the eigenvalues);

and 1C a C b D n (total number of eigenvalues):

Solution of these equations gives

a D �k C s.n � 1/

r � s ;

b D k C r.n � 1/

r � s : (11.12)

Substitution of the values of r and s as given in (11.11) into (11.12) yields the two
numbers given in the statement of Theorem 11.10.5. �

11.11 Ramanujan Graphs

Ramanujan graphs constitute yet another family of regular graphs. In recent times, a
great deal of interest has been shown in Ramanujan graphs by researchers in diverse
fields—graph theory, number theory, and communication theory.

Definition 11.11.1. A Ramanujan graph is a k-regular connected graph G; k � 2,
such that if � is any eigenvalue of G with j�j ¤ k, then � � 2

p
k � 1.

Example 11.11.2. The following graphs are Ramanujan graphs.

1. The complete graphsKn; n � 3.
2. Cycles Cn.

3. Kn;n. Here k D n, and Sp.Kn;n/ D


n 0 �n
1 2n � 2 1

�
.

4. The Petersen graph.

The Möebius ladder Mh is the cubic graph obtained by joining the opposite
vertices of the cycle C2h. By Exercise 14.6, we have

�j D 2 cos
�j

h
C .�1/j ; 0 � j � 2h� 1:

Take h D 2p and j D 4p � 2. Then �4p�2 D 2 cos �.4p�2/
2p

C 1 D 2 cos �
p

C 1 >

2
p
k � 1 (when p becomes large) D 2

p
2 (as k D 3). Hence, not every regular

graph is a Ramanujan graph.
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11.11.1 Why Are Ramanujan Graphs Important?

LetG be a k-regular Ramanujan graph of order n, and A its adjacency matrix. As A
is symmetric, Rn has an orthonormal basis fu1; : : : ; ung of eigenvectors of A. Since
A1 D k1, we can take u1 D . 1p

n
; : : : ; 1p

n
/T. Let Sp.G/ D f�1 � �2 � : : : � �ng,

where �1 D k and Aui D �iui ; 1 � i � n. We can write A D
nP

iD1
�iuiuT

i .

(This is seen from the fact that the matrices on the two sides when postmultiplied
by uj ; 1 � j � n both yield �juj :) More generally, as �pi ; 1 � i � n are the
eigenvalues of Ap , we have

Ap D
nX

iD1
�
p
i uiu

T
i : (11.13)

Let ui D ..ui /1; .ui /2; : : : ; .ui /r ; : : : ; .ui /n/. Then the .r; s/th entry of Ap D
nP

iD1
�
p
i .ui /r .u

T
i /s D

nP

iD1
�
p
i .ui /r .ui /s WD Xrs . As A is a binary matrix, Xr;s is

a nonnegative integer. Moreover, as G is k-regular and connected, �1 D k. Set
�.G/ WD max

j�i j¤k
j�i j. Then,

Xrs D
nX

iD1
�
p
i .ui /r .ui /s

D
ˇ
ˇ
ˇ

nX

iD1
�
p
i .ui /r .ui /s

ˇ
ˇ
ˇ

� kp.u1/r .u1/s �
ˇ̌
ˇ

nX

iD2
�
p
i .ui /r .ui /s

ˇ̌
ˇ

D kp
1p
n

1p
n

� j†0j; where †0 D
nX

iD2
�
p
i .ui /r .ui /s: (11.14)

Assume that G is not bipartite, so that �n ¤ �k (see Exercise 14.22). Hence, the
eigenvalues �2; : : : ; �n all satisfy j�i j � �.G/, and therefore

j†0j � �.G/p
nX

iD2
j.ui /r jj.ui /s j

� �.G/p

 nX

iD2
j.ui /2r j

�1=2
 nX

iD2
j.ui /2s j

�1=2
(by Cauchy–Schwarz inequality)

D �.G/p
h
1 � .u1/

2
r

i1=2h
1 � .u1/

2
s

i1=2
.as the ui ’s are unit vectors/
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D �.G/p
h
1 � 1

n

i1=2h
1 � 1

n

i1=2

D �.G/p
h
1 � 1

n

i
:

Hence, the .r; s/th entry of Ap is positive if kp

n
> �.G/p.1 � 1

n
/, that is, if kp

�.G/p
>

n � 1.
This gives, on taking logarithms, that if

p >
log.n � 1/

log
�
k=�.G/

� ;

then every entry ofAp is positive. Now the diameter ofG is the least positive integer
p for which Ap is positive (see Exercise 14.3). Hence, the diameterD ofG satisfies
the inequality

D � log.n� 1/

log.k=�.G//
C 1:

Thus, we have proved the following theorem.

Theorem 11.11.3 (Chung [37]). Let G be a k-regular connected nonbipartite
graph with n vertices and diameterD. Then

D � log.n� 1/

log
�
k=�.G/

� C 1: (11.15)

Now assume thatG is bipartite and k-regular. Then �1 D k and �n D �k so that
j�1j D k D j�nj. Working as above, one gets the following inequality in this case:

D � log.n� 2/=2

log
�
k=�.G/

� C 2: (11.16)

The last two inequalities show that to minimize D, one has to minimize �.G/ D
max

j�i j¤k
j�i j. Such graphs are useful in communication theory—the smaller the

diameter, better the communication. In the case of Ramanujan graphs, we demand
that �.G/ � 2

p
k � 1. Hence, Ramanujan graphs with sufficiently small values for

�.G/ could be used in cost-efficient communication networks.
We mention that in constructing k-regular Ramanujan graphs G for a fixed

k � 2, it is not possible to bring down the upper bound 2
p
k � 1 for �.G/ since

as per a result of Serre [132], for � > 0, there exists a positive constant c D c.k; �/;

which depends only on k and � such that the adjacency matrix of every k-regular
graph on n vertices has at least cn eigenvalues larger than .2 � �/

p
k � 1 (see also

[137]). Again, not every unitary Cayley graph is a Ramanujan graph. Unitary Cayley
graphs that are Ramanujan graphs have been completely characterized by Droll [58].
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We conclude this section with a remark that explains the name “Ramanujan
graph” (see also [162]). The question that one may ask is the following: Does there
exist a sequence fGig of graphs with an increasing number of vertices, satisfying
the bound �.Gi / � 2

p
k � 1‹ That is, can we give an explicit construction for such

a sequence of Ramanujan graphs? The only case known for which such sequences
have been constructed is when k � 1 equals a prime power. In all these cases, the
proof that the eigenvalues satisfy the required bound is by means of the Ramanujan’s
conjecture in the theory of modular forms, proved by Deligne [48] in 1974 in the
case when k � 1 is a prime, and by the work of Drinfeld [57] in the case when
k � 1 is a prime power. This explains how Ramanujan’s name has entered into the
definition of these graphs.

We have only touched upon the periphery of Ramanujan graphs. A deeper
study of Ramanujan graphs requires expertise in number theory. Interested readers
can refer to the two survey articles by Ram Murty ( [162, 163]) and the relevant
references contained therein.

11.12 The Energy of a Graph

11.12.1 Introduction

In this section, we discuss another application of eigenvalues of graphs. “The energy
of a graph” is a concept borrowed from chemistry. Every chemical molecule can
be represented by means of its corresponding molecular graph: Each vertex of
the graph corresponds to an atom of the molecule, and two vertices of the graph
are adjacent if and only if there is a bond between the corresponding molecules
(the number of bonds being immaterial). The �-electron energy of a conjugated
hydrocarbon, as calculated with the “Hückel molecular orbital (HMO) method,”
coincides with the energy (as we are going to define below) of the corresponding
graph. Conjugated hydrocarbons are of great importance for science and technology.
A conjugated hydrocarbon can be characterized as a molecule composed entirely of
carbon and hydrogen atoms in which every carbon atom has exactly three neighbors
(which are either carbon or hydrogen atoms). See Fig. 11.3, which gives the structure
of butadiene.

The graph corresponding to a conjugated hydrocarbon is taken as follows (which
is somewhat different from our description of molecular graphs given earlier in
Chap. 1, and there are valid theoretical reasons for doing this): Every carbon atom
is represented by a vertex and every carbon–carbon bond by an edge. Hydrogen
atoms are ignored. Thus, the graph for the molecule of Fig. 11.3 is the path P4 on
four vertices. These graphs of the conjugated hydrocarbons are connected and their
vertex degrees are at most 3. However, for our general definition of graph energy,
there is no such restriction and our graphs are quite general—only, they are simple.
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H

H

HH

H

Fig. 11.3 Butadiene

The pioneer in this area is Ivan Gutman. Readers interested in doing research in
graph energy should consult [82, 83, 84].

Definition 11.12.1. The energy of a graph G is the sum of the absolute values of
its eigenvalues.

Hence if �1; �2; : : : ; �n are the eigenvalues of a graph G of order n, the energy
E.G/ of G is given by

E.G/ D
nX

iD1
j�i j:

Example 11.12.2. 1. The energy of the complete graph Kn D E.Kn/ D .n � 1/C
.n � 1/j � 1j D 2.n� 1/.

2. The spectrum of the Petersen graph is


3 1 �2
1 5 4

�
. (See Exercise 14.14). Hence,

its energy is 1:3C 5:1C 4:2 D 16.

11.12.2 Maximum Energy of k-Regular Graphs

Theorem 11.12.3. The maximum energy of a k-regular graph G of order n is k Cp
k.n � 1/.n� k/.

Proof. Let Sp.G/ D f�1 D k; �2; : : : ; �ng. Apply Cauchy–Schwarz’s inequality to
the two vectors .j�2j; j�3j; : : : ; j�nj/ and .1; 1; : : : ; 1/. This gives

 
nX

iD2
j�i j:1

!2
�
 

nX

iD2
j�i j2

! 
nX

iD2
12

!

so that (as
Pn

iD1 �2i D 2m)

�E.G/ � �1
� �

q
.2m � �21/.n � 1/:



11.12 The Energy of a Graph 263

Therefore, E.G/ � F.�1/, where

F.�1/ WD �1 C
q
.2m � �21/.n � 1/: (11.17)

If G is k-regular, by Theorem 11.5.1, �1 D k, and hence

E.G/ � k C
p
.n � 1/.2m � k2/

D k Cp
k.n � 1/.n� k/ .as 2m D nk/: (11.18)

�

The same method yields for a general (not necessarily regular) graph the
following theorem of Gutman [84].

Theorem 11.12.4. Let G be a graph of order n and size m. Then

E.G/ � 2m

n
C
r

.n� 1/
h
2m �


2m
n

�2i
: (11.19)

Proof. As usual, let A stand for the adjacency matrix of G. We have
r
2m

n
� 2m

n
� �1 � p

2m: (11.20)

Relation (11.20) is a consequence of the fact that 0 < �21 � �21C
 
 
C�2n D 2m and
Exercise 14.10. Moreover, by (11.17), E.G/ � F.�1/. Now the function F.x/ D
x C p

.n � 1/.2m � x2/ is strictly decreasing in the interval
q

2m
n
< x � p

2m.
Hence, by inequality (11.20),

E.G/ � F.�1/ � F

2m
n

�
D 2m

n
C
r

.n � 1/
h
2m �


2m
n

�2i
: (11.21)

�

Theorem 11.12.5. If 2m � n and G is a graph on n vertices and m edges, then

E.G/ D 2m
n

C
r

.n� 1/
h
2m �



2m
n

�2i
if and only if G is either n

2
K2; Kn or a

non-complete connected strongly regular graph for which the spectrum f�1 > �2 �
: : : � �ng has the property that j�2j D j�3j D : : : D j�nj D

r
2m�

�
2m
n

�2

n�1 .

Proof. We have already seen in Theorem 11.12.4 that E.G/ � F


2m
n

�
D 2m

n
C

r
.n� 1/



2m� �

2m
n

�2�
. If G ' n

2
K2, then Sp.G/ D



1 �1
n
2

n
2

�
, and if G ' Kn,

then Sp.Kn/ D


1 �1
1 n � 1

�
. In both cases, it is routine to check that E.G/ D F.2m

n
/.
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If the third alternative holds, G is regular of degree (see Theorem 11.5.1) 2m
n

D �1,

and hence E.G/; which, by hypothesis, is equal to �1 C .n � 1/

r
2m�

�
2m
n

�2

n�1 D
2m
n

C
q
.n � 1/�2m� �

2m
n

�2� D F
�
2m
n

�
, and therefore equality holds in (11.19).

Conversely, assume that equality is attained in (11.19) for some graph G.
Then (11.20) and (11.21) together with the strict decreasing nature of F.x/ imply
that �1 (maximum degree of G) D 2m

n
(average degree of G). Hence, G must

be regular of degree 2m
n

. Moreover, in this case, equality must be attained in the
Cauchy–Schwarz inequality applied in the proof of Theorem 11.12.3 and hence
.j�2j; : : : ; j�nj/ is a scalar multiple of .1; 1; : : : ; 1/. In other words, j�2j D : : : D
j�nj. Consequently, j�2j C 
 
 
 C j�nj D .n� 1/j�i j D

q
.n� 1/

�
2m � �

2m
n

�2�
, and

therefore, j�i j D
r�

2m�
�
2m
n

�2�

n�1 ; 2 � i � n. This results in three cases.

Case (i). The graph G has two distinct eigenvalues �1 and �2 with j�1j D j�2j.
[If all the eigenvalues of G are equal, they must all be zero (as

P
�i D 0)

and hence G must be the totally disconnected graph Kc
n.] Let m1 and m2 be the

multiplicities of �1 and �2; respectively. Then 0 D t r.A/ D m1�1 C m2�2 and

hence m1 D m2. This gives �2 D ��1, and therefore �2 D �
r�

2m�
�
2m
n

�2�

n�1 D
��1 D � 2m

n
;which reduces to n D 2m. IfG has! components, n

2
D m � n�!;

and hence ! � n
2
. As G has no isolated vertices, ! D n

2
; and hence G ' n

2
K2.

Case (ii). G has two eigenvalues with distinct absolute values. Then j�1j ¤ j�2j.D
j�3j D : : : D j�nj/. Now t r.A/ D 0 gives 2m

n
C .n � 1/

r�
2m�

�
2m
n

�2�

n�1 D 0;

which gives, on simplification, m D n.n�1/
2

. Hence, G ' Kn.
Case (iii). G has exactly three distinct eigenvalues with distinct absolute values

equal to 2m
n

and

r�
2m�

�
2m
n

�2�

n�1 .

The conclusion in this case is an immediate consequence of a result of
Shrikhande and Bhagwandas [172], which states that a k-regular connected graph
G of order n is strongly regular if and only if it has three distinct eigenvalues
˛1 D k; ˛2; ˛3 and if G is an srg.n; k; �; �/, then � D k C ˛2˛3 C ˛2 C ˛3, and
� D k C ˛2˛3. Hence, G must be connected (as the multiplicity of k is 1) and
strongly regular. �

Remark 11.12.6. Theorems 11.12.4 and 11.12.5 deal with the case 2m � n.
If 2m < n, the graph G is disconnected with n � 2m isolated vertices. Removal
of these isolated vertices from G results in a subgraph G0 of G with n0 D 2m

vertices and hence G0 ' mK2 by Theorem 11.12.5. Therefore, in this case,
G ' mK2 [Kc

n�2m.
We conclude this section with the theorem of Koolen and Moulton [124] on the

characterization of maximum energy graphs with a given number n of vertices.
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Theorem 11.12.7. Let G be a graph on n vertices. Then E.G/ � n
2
.1 C p

n/

with equality holding if and only if G is a strongly regular graph with parameters

.n;
nCp

n

2
;
nC2pn

4
;
nC2pn

4
/.

Proof. First, assume that 2m � n. By Theorem 11.12.4,

E.G/ � F.m/ D 2m

n
C
r

.n � 1/
h
2m �


2m
n

�2i
: (11.22)

We are interested in finding the values of m for which F.m/ attains the maximum.
This is done by the methods of elementary calculus: F 0.m/ D 0 gives 16nm2 �
8n3mC .n5�n4/ D 0; and this is the case whenm D n2˙np

n

4
. Further, F 00.m/ < 0

only for m D n2Cnp
n

4
. Hence, f .m/ attains its maximum when m D n2Cnp

n

4
, and

for this value of m, F.2m
n
/ D F.

nCp
n

2
/ D n3Cp

n

2
.

Next, assume that G is a strongly regular graph with parameters given in

Theorem 11.12.5. As G is k-regular with k D nCp
n

2
, by Theorem 11.12.3,

E.G/ D k C
p
k.n � 1/.n � k/

D nC p
n

2
C
s�

nC p
n

2

�
.n � 1/

�
n� nC p

n

2

�

D n3=2 C n

2
; the maximum possible energy.

Finally, assume that G attains the maximum possible energy. We have to show that

G is an srg.n; nCp
n

2
;
nC2pn

4
;
nC2pn

4
/. By Theorem 11.12.5, three cases arise:

Case (i). n.1Cp
n/

2
D E.G/ D E. n

2
K2/ D n. This case cannot arise (as n > 1).

Case (ii). n.1Cp
n/

2
D E.G/ D E.Kn/ D 2.n � 1/. This gives .n � 1/.n � 4/2 D 0

and hence G ' K4, and corresponds to a degenerate strongly regular graph.
Case (iii). G is a strongly regular graph with two eigenvalues �2 and �3 (distinct

from �1 D 2m
n

) both having the same absolute value

r�
2m�

�
2m
n

�2�

n�1 .

Recall that �2 and �3 are the roots of the quadratic equation (see (11.10) of
Theorem 11.10.5)x2C.���/xC.��k/ D 0;where k D �1 D 2m

n
. Now �2C�3 D

0 gives � D �. Moreover, �2�3 D � � k gives � � 2m
n

D �2�3 D �


2m�. 2mn /2

n�1
�

.

Substitutingm D nk
2

D n
n.nCp

n/

2
and simplifying, we get� D nC2pn

4
D �. Hence,

G is strongly regular with parameters .n; nCp
n

2
;
nC2pn

4
;
nC2pn

4
/. �

Finally, if 2m < n, by Remark 11.12.6, E.G/ � 2m < n <
n.1Cp

n/

2
; n � 1.

Hence, the case 2m D n.1Cp
n/

2
cannot arise.
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11.12.3 Hyperenergetic Graphs

The complete graph Kn, as seen in Example 11.12.2, has energy 2.n � 1/. It was
conjectured by Gutman [82] that if G is any graph of order n, then E.G/ � 2.n �
1/ D E.Kn/. This was disproved by many: Gutman et al. in [86] and Walikar
et al. in [189]. Graphs G of order n for which E.G/ > 2.n � 1/ have been called
hyperenergetic graphs.

Example 11.12.8. (i) Kn is nonhyperenergetic.
(ii) All cubic graphs are nonhyperenergetic. If G is cubic, k D 3. Hence, by The-

orem 11.12.3, E.G/ � 3Cp
3.n � 1/.n� 3/. Now, 3Cp

3.n� 1/.n� 3/ �
2.n� 1/ if and only if n2 � 8nC 16 � 0; which is true as n � 4 for any cubic
graph.

(iii) If n � 5; L.Kn/ is hyperenergetic.
(iv) If n � 4; L.Kn;n/ is hyperenergetic.

We leave the proofs of (iii) and (iv) as exercises (See [188]).

Theorem 11.12.9 (Stevanović and Stanković [173]). The graph Kn � H , where
H is a Hamilton cycle of Kn; n � 10 is hyperenergetic.

Proof. LetH D .v1v2 : : : vn/. Then the adjacency matrixA ofKn�H is a circulant
with first row .0 0 1 1 : : : 1 0/. Hence, by Lemma 11.2.3,

Sp.Kn �H/ D f!2r C !3r C 
 
 
 C !.n�2/r W ! D a primitive nth root of unityg:

D
�
n � 3; if ! D 1

�1 � !r � !r.n�1/; if ! ¤ 1; 1 � r � n � 1:

D
�
n � 3; if ! D 1

�1 � 2 cos 2�r
n
; if ! ¤ 1; 1 � r � n � 1:

Hence, E.Kn � H/ D .n � 3/ C
n�1P
rD1

ˇ
ˇ̌ � 1 � 2 cos 2�r

n

ˇ
ˇ̌
; which shows that (by the

definition of Riemann integral) E.Kn �H/ ! .n� 3/C n�1
2�

2�R

0

ˇ
ˇ� 1 � 2 cosx

ˇ
ˇdx

as n ! 1.
Hence,

lim
n!1

E.Kn �H/

n � 1
D 1C 1

2�

2�Z

0

ˇ
ˇ � 1 � 2 cosx

ˇ
ˇdx

D 4
p
3

2�
C 1

3

� 2:43599;

which shows that there exists n0 such that for n � n0; E.Kn � H/ > 2.n � 1/.
Computations show that n0 D 10. �
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Theorem 11.12.9 disproves a conjecture given in [10].
Graph C.nI k1; : : : ; kr /; k1 < k2 < : : : < kr <

n
2
; ki 2 N for each i is the

circulant graph with vertex set V D f0; 1; : : : ; n�1g such that a vertex u is adjacent
to all the vertices of V nfug, except u ˙ ki .modn/; i D 1; 2; : : : ; n. Note that Kn �
H is just C.nI 1/. Stevanović and Stanković also generalized Theorem 11.12.9 as
follows:

Theorem 11.12.10 (Stevanović and Stanković [173]). Given k1 < k2 < : : : <

kr , there exists n0 2 N such that for n � n0, the graph C.nI k1; : : : ; kr / is
hyperenergetic.

11.12.4 Energy of Cayley Graphs

We now compute the energy of the unitary Cayley graph Xp˛ , where p is a prime.
This can be done in two ways: In [10], Balakrishnan computed it using cyclotomic
polynomials, while in [161], Ramaswamy and Veena computed it using Ramanujan
sums. We present the latter method.

Theorem 11.12.11. If p is a prime and r � 1; E.Xp˛ / D 2�.p˛/.

Proof. If ˛ D 1, Xp˛ D Xp D Kp , and E.Kp/ D 2.p � 1/ D 2�.p/. So assume
that ˛ � 2. By Theorem 11.9.2, Sp.Xp˛ / D f�0; : : : ; �n�1g; where

�rC1 D c.r; p˛/ D �.tr /
�.p˛/

�.tr/
; and tr D p˛

.r; p˛/
; 0 � r < p˛:

Here � is the Möebius function and � is Euler’s totient function.
We consider three cases:

(i) .r; p˛/ D p˛ . Then as r < p˛; r D 0; tr D 1; and �.tr / D 1; and therefore
�1 D �.p˛/

�.1/
D p˛ � p˛�1.

(ii) .r; p˛/ D 1. Then tr D p˛ and therefore �.tr / D 0. Hence, �rC1 D 0 in this
case.

(iii) If 1 < .r; p˛/ < p˛ , then .r; p˛/ D pm; 1 � m � ˛ � 1. If .r; p˛/ D p˛�1,
then r 2 f1:p˛�1; 2:p˛�1; : : : ; .p � 1/:p˛�1g; and hence tr D p and therefore
�.tr / D �1. Hence, �rC1 D ��.p˛/

�.p/
D �p˛�1.

In all the other cases, �.tr / D 0; and therefore �rC1 D 0.

Hence, Sp.Xp˛ / D


p˛ � p˛�1 �p˛�1 0

1 p � 1 p˛ � p

�
, and therefore

E.Xp˛ / D .p˛ � p˛�1/C .p � 1/p˛�1

D 2.p˛ � p˛�1/

D 2�.p˛/:

�
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In [10], Theorem 11.12.11 has been applied to prove the next result, which in
essence constructs for each n, a k-regular graph of order n for a suitable k whose
energy is small compared to the maximum possible energy among the class of
k-regular graphs.

Theorem 11.12.12 ( [10]). For each � > 0; there exist infinitely many n for each of
which there exists a k-regular graph G of order n with k < n � 1 and E.G/

B
< �,

where B is the maximum energy that a k-regular graph on n vertices can attain.

Proof. The Cayley graph Xp˛ is �.p˛/-regular. The maximum energy that a k-
regular graph can attain is (by Theorem 11.12.3) B D k C p

k.n � 1/.n� k/.
Taking n D p˛ and k D �.p˛/, this bound becomes

B D �.p˛/C
p
�.p˛/.p˛ � 1/.p˛ � �.p˛//

D .p˛ � p˛�1/C
p
.p˛ � p˛�1/.p˛ � 1/p˛�1

D .p˛ � p˛�1/C p˛�1p.p � 1/.p˛ � 1/:

Hence,
E.Xp˛ /
B

D 2.p˛ � p˛�1/
.p˛ � p˛�1/C p˛�1p.p � 1/.p˛ � 1/

D 2

1Cp
1C p C 
 
 
 C p˛�1 �! 0 as either p ! 1 or ˛ ! 1.

�

In [10], the following dual question was also raised: Given a positive integer
n � 3, and � > 0, does there exist a k-regular graph G of order n such that
E.G/
B

> 1� � for some k < .n� 1/? An affirmative answer to this question is given
in [133] and [190], not for general n, but when n is a prime power pm � 1.mod 4/.
Interestingly, both papers give the same example, namely, the Paley graph [see
Example 11.10.2(v)].

Lemma 11.12.13. E.G1 �G2/ D E.G1/E.G2/.
Proof. From Corollary 11.8.7, it follows that if Sp.G1/ D f�1; : : : ; �pg and
Sp.G2/ D f�1; : : : ; �qg, then Sp.G1 � G2/ D f�i�j W 1 � i � p; 1 � j � qg.
Hence,

E.G1 �G2/ D
pP

iD1

qP

jD1

ˇ
ˇ�i�j

ˇ
ˇ D


 pP

iD1

ˇ
ˇ�i
ˇ
ˇ
�
 qP

jD1

ˇ
ˇ�j

ˇ
ˇ
�

D E.G1/E.G2/. �

Recall Theorem 11.9.2, which states that if .n1; n2/ D 1; Xn1n2 ' Xn1 �Xn2 .
Corollary 11.12.14 ( [161]). E.Xn/ D 2k�.n/, where k is the number of distinct
prime factors of n.
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Proof. If p1 and p2 are distinct primes, then by Lemma 11.12.13, E.Xp˛11 p˛22 / D
E.Xp˛11 /E.Xp˛22 / D 2�.p

˛1
1 /:2�.p

˛2
2 / D 22�.p

˛1
1 p

˛2
2 /. By induction, it follows that

if n D p
˛1
1 : : : p

˛k
k , where the pi ’s are the distinct prime factors of n, E.Xn/ D

Qk
iD1 E.p˛ii / D Qk

iD1 2�.p
˛i
i / D 2k�.n/. �

The last result has also been proved in [108] using different techniques.

11.13 Energy of the Mycielskian of a Regular Graph

In this section we determine the energy of the Mycielskian of a k-regular graph G
in terms of the energy of G. [We defined the Mycielskian �.G/ of a graph G in
Chap. 7.] Some papers that deal with the energy of regular graphs are [4, 87, 109].

Theorem 11.13.1 ( [13]). Let G be a k-regular graph on n vertices. Then the
energy E.�.G// of �.G/ is given by

E.�.G// D p
5E.G/� .

p
5 � 1/k C 2jt3j; (11.23)

where E.G/ is the energy of G and t3 is the unique negative root of the cubic

t3 � kt2 � .nC k2/t C kn: (11.24)

Proof. Denote by A the adjacency matrix of G. As A is real symmetric, A D
PDP T, where D is the diagonal matrix diag(�1; : : : ; �n), and P is an orthogonal
matrix with orthonormal eigenvectors pi ’s, that is, Api D �ipi for each i . In
particular, if e denotes the n-vector with all entries equal to 1, then p1 D ep

n

(G being regular). Hence, eTpi=0 for i D 2; : : : ; n, and consequently eTP D
Œ
p
n; 0; : : : ; 0�.
Now, by the definition of �.G/, the adjacency matrix of �.G/ is the matrix of

order .2nC 1/ given by

�.A/ D
"
A A 0
A 0 e

0 0eT 0

#

:

Since A D PDP T, we have

�.A/ D
2

4
PDP T PDP T 0

PDP T 0 e

0 eT 0

3

5

D
"
P 0 0
0 P 0
0 0 1

#2

4
D D 0

D 0 P Te

0 eTP 0

3

5

2

4
P T 0 0

0 P T 0
0 0 1

3

5 :
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As P is an orthogonal matrix, the spectrum of �.A/ is the same as the spectrum of

B D
2

4
D D 0

D 0 Œ
p
n; 0; : : : ; 0�T

0 Œ
p
n; 0; : : : ; 0� 0

3

5 :

The determinant of the characteristic matrix of B is given by

x � �1 0 ��1 0 0
x � �2 ��2 0

0
: : : 0

: : :
:::

x � �n ��n 0
��1 0 x 0 �p

n
��2 x 0

0
: : : 0

: : :
:::

��n x 0
0 0 
 
 
 0 �p

n 0 
 
 
 0 x

:

We now expand det.xI �B/ along its first, .nC1/th, and .2nC1/th columns by
Laplace’s method [61]. [Recall that Laplace’s method of expansion of a determinant
T along any chosen set fCj1; : : : ; Cjkg of k columns (or rows) is a natural
generalization of the usual expansion of a determinant along any column (or row).
This expansion of T is given by

P

.i1;:::;ik /

.�1/.i1C���Cik/C.j1C���Cjk/UkV2nC1�k; where

Uk is the determinant minor of T of order k common to the k rowsRi1; : : : ; Rik , and
the k columns Cj1; : : : ; Cjk , and V2nC1�k is the complementary determinant minor
of order .2nC 1� k/ obtained by deleting these sets of k rows and k columns from
T .] In this expansion, only the 3 � 3 minor, which is common to the above three
columns, and the 1-st, .nC 1/th, and .2nC 1/th rows are nonzero. This minor is

M1 D
ˇ
ˇ
ˇ
ˇ̌
ˇ

x � �1 ��1 0

��1 0 �p
n

0 �p
n 0

ˇ
ˇ
ˇ
ˇ̌
ˇ
:

We now expand the complementary minor of M1 along the 2nd and .n C 2/th
columns, and then the resulting complementary minor by the 3rd and .n C 3/th
columns, and so on. These expansions give the spectrum of �.A/ to be the union of
the spectra of the matrices

2

4
�1 �1 0

�1 0
p
n

0
p
n 0

3

5 ;
�
�2 �2
�2 0

�
; : : : ;

�
�n �n
�n 0

�
:

(Another way to see this is to observe that B is orthogonally similar to the direct
sum of the above n matrices.) Thus, the spectrum of �.A/ is



11.13 Energy of the Mycielskian of a Regular Graph 271

(

t1; t2; t3; �2

 
1˙ p

5

2

!

; : : : ; �n

 
1˙ p

5

2

!)

;

where t1; t2; t3 are the roots of the cubic polynomial t3�kt2� .nCk2/tCkn (note
that as G is k-regular, �1 D k), which has two positive roots and one negative root,
say, t1 > t2 > 0 > t3.

Let E.G/ denote the energy ofG. Then E.G/ D P
i j�i j D kCj�2jC
 
 
Cj�nj.

Hence, the energy of the Mycielskian �.G/ of G, when G is k-regular, is

E.�.G// D jt1j C jt2j C jt3j C �j1C p
5

2
j C j1 � p

5

2
j��j�2j C 
 
 
 C j�nj

�

D t1 C t2 C jt3j C p
5.j�2j C 
 
 
 C j�nj/

D k � t3 C jt3j C p
5.E.G/ � k/

D p
5E.G/ � .p5 � 1/k C 2jt3j:

�

11.13.1 An Application of Theorem 11.13.1

We have shown in Theorem 11.12.7 that the maximum energy that a graph G of

order n can have is n
3
2 Cn
2

and that G has maximum energy if and only if it is a

strongly regular graph with parameters
�
n;

nCp
n

2
;
nC2pn

4
;
nC2pn

4

�
. If n > 25 and G

has maximum energy, E.G/ > 3n > 2.n� 1/ and hence G is hyperenergetic. Also,
from (11.23), E.�.G// > 3n

p
.5/ � .

p
.5/ � 1/k C2jt3j > 3n

p
.5/ � .

p
.5/ �

1/.n�1/ > 2p.5/nCp
.5/C1 > 4n D 2Œ.2nC1/�1�. Hence, the Mycielskians

of maximal energy graphs of order n > 25 are all hyperenergetic. More generally,
if G is a regular graph of order n and E.G/ > 3n, then �.G/ is hyperenergetic.

Example 11.13.2 ( [13]). We now present two examples. Consider two familiar
regular graphs, namely, the Petersen graph P and a unitary Cayley graph.

1. For P , n D 10; m D 15; and k D 3. The spectrum of P is


3 1 �2
1 5 4

�
. Hence,

E.P / D 16. Now for P , the polynomial (3.2) is t3 � 3t2 � 19t C 30, and its
unique negative root t3 is � �3:8829. Hence, from (11.23), E.�.P // � 16

p
5�

.
p
5 � 1/3C 2.3:8829/ D 39:8347 < 40 D 2.21� 1/, where 21 is the order of

�.P /. Hence, �.P / is non-hyperenergetic.
2. Consider the unitary Cayley graph G D Cay.Z210; U /, U being the group of

multiplicative units of the additive group .Z210;C/. Then E.G/ D 24�.210/ D
768 > 3 � 210 D 3n. Here n D 210; k D �.210/ D 48. Hence, the polynomial
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(11.24) becomes t3 � 48t2 � 2514t C 10; 080, for which the unique negative
root t3 is � �34:18. Hence, from (11.23), E.�.G// � 768

p
5 � .

p
5 � 1/

48C 2.34:18/ D 1; 726:352 > 2..2nC 1/� 1/ D 840. Thus, �.Cay.Z210; U //
is hyperenergetic, as expected.

11.14 Exercises

14.1. Prove: For any nontrivial graph of order n with spectrum D f�1 � �2 �
: : : � �ng; �n � 0.

14.2. If G is k-regular, show that the number of connected components of G is
the multiplicity of k as an eigenvalue of G.

14.3. Prove by induction on l that the number of vi -vj walks of length l in the
connected graph G with V.G/ D fv1; : : : ; vng is the .i; j /th entry of Al .
Hence show that the diameter of a connected graph G is the least positive
integer d with Ad > 0 (that is, all the entries of Ad are positive).

14.4. Let G be a complete r-partite graph of order n with all parts of the
same size. Find Sp.G/. In particular, find Sp.Kp;p/, and compare it with
Theorem 11.6.1.

14.5. If G andH are disjoint graphs, prove that Sp.G [H/ D Sp.G/[ Sp.H/,
and that �.G [H I�/ D �.GI�/�.H I�/.

14.6. The Möbius ladder Mh is the cubic graph obtained by joining the opposite
vertices of the cycle C2h. Show that the spectrum of the Möbius ladder is
given by �j D 2 cos �j

h
C .�1/j ; 0 � j � 2h� 1:

14.7. Find the spectrum of

(i) C4 � C3,
(ii) K4�K3,

(iii) L.K4;3/ using Sachs’ theorem and hence comment on the results in (ii)
and (iii).

14.8. If G is a bipartite graph of odd order, prove that detA is zero.
14.9. If G is bipartite and A is nonsingular, show that G has a perfect matching.

14.10. Let G be a graph of order n with adjacency matrix A. Prove that for any
nonzero vector x 2 Rn; �1 D �max.G/ � .Ax;x/

.x;x/ � �min.G/ D �n.

In particular, show that �1 � 2m
n

. (Hint: Use the fact that Rn has an
orthonormal basis of eigenvectors of A.)

14.11. Find the spectrum of K4 �K3.
14.12. Show that a graph G on n vertices is connected if and only if each entry of

.AC I /n�1 is positive.
14.13. Let �1; : : : ; �r be the distinct eigenvalues of A, the adjacency matrix of

a graph G of order n. Prove that the minimal polynomial of A is .x �
�1/ : : : .x � �r/. (Hint: Same as for Exercise 14.10.)
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14.14. Using the fact that the Petersen graph P ' .L.K5//
c , show that Sp.P / D


3 1 �2
1 5 4

�
.

14.15. Is the Petersen graph a Cayley graph?
14.16. When n is a prime, show that the unitary Cayley graph Xn is the complete

graphKn.
14.17. Let G be a finite abelian group of order n. Prove that Sp

�
Cay.GIS/� D

f�� D P

s2S
�.s/ W � D an irreducible character ofGg. [Hint: Show that

if G D fg1; : : : ; gng, then
�
�.g1/; : : : ; �.gn/

�T
is an eigenvector of the

adjacency matrix of the Cayley graph.]
14.18. If � is any eigenvalue of a graph G of order n and size m, prove that

� �
q

2m
n
.n � 1/. (Hint: Imitate the relevant steps given in the proof of

Theorem 11.12.3.)
14.19. Show that the Petersen graph is a Ramanujan graph.
14.20. Show that the graphs Kn �Kn � : : : �Kn p times, where p � 4; n � 3,

form a family of regular graphs none of which is a Ramanujan graph.
14.21. Prove that if G is bipartite, then �.GI x/ is of the form �.x2/ or x�.x2/.

Hence, prove that if � is an eigenvalue of a bipartite graph with multiplicity
m.�/, then so is ��.

14.22. Show that a connected k-regular graph is bipartite if and only if �k 2
Sp.G/. [Hint: Suppose �k 2 Sp.G/ and that .x1 D 1; x2; : : : ; xn/

T is an
eigenvector corresponding to �k. Then if vi1 ; : : : ; vik are the neighbors of
v1; xi1 D xi2 D : : : D xik D �1. If vj is a neighbor of vi1 ; xj D 1; etc.]

14.23. Establish the inequality (11.16).
14.24. Prove: If n � 5; L.Kn/ is hyperenergetic.
14.25. Prove: If n � 4; L.Kn;n/ is hyperenergetic.

Notes

Standard references for algebraic graph theory are [22, 47, 75].
Many variations of graph energy have been studied recently. Two types of energy

of digraphs have been considered—skew energy of digraphs by taking the adjacency
matrix of the digraph to be skew-symmetric [1, 171] and another by taking it to be
the nonsymmetric .0; 1/-matrix [157]. The Laplacian matrix of a simple graph G
is the matrixL D 
�A, where
 is the diagonal matrix whose diagonal entries are
the degrees of the vertices of G, and A is the adjacency matrix of G. The energy of
the matrix L is the Laplacian energy of G [85]. Yet another graph energy that has
been studied is the distance energy of a graph [110]. It is the energy of the distance
matrix D D .dij / of G, where dij is the distance between the vertices vi and vj of
G. More generally, Nikiforov has introduced and studied [147] the concept of the
energy of any p by q matrix.
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page 3

NGŒv� The closed neighborhood of the vertex v in graph G,
page 3

NEPS The Non-complete Extended P-Sum (of graphs),
page 251

O.G/ The number of odd components of graph G, page 107
OC.v/ The number of outneighbors of v in a digraph, page 46
P The Petersen graph, page 5
P�1 The inverse of the path P , page 13
Pk The path of length k, page 13
r.G/ The radius of graph G, page 77
s The source of a network, page 61
s.G/ The number of cycle decompositions of graph G,

page 121
S.v/ The score of the vertex v in a tournament, page 44
Sn The symmetric group of degree n, page 19
Sp.G/ The spectrum of graph G, page 241
t The sink of a network, page 61
V.D/ The set of vertices of digraphD, page 37
V.G/ The vertex set of graph G, page 2
Xn Cay.ZnIUn/, the unitary Cayley graph, page 254
a(G) The achromatic number of graph G, page 151
Aut.G/ The group of automorphisms of the graph G, page 18
b(G) The b-chromatic number of graph G, page 152
cap K The sum of capacities of the arcs in K , page 63
cl.G/ The closure of graphG, page 127
diam(G) The diameter of graph G, page 35
ext J The exterior of a closed Jordan curve, page 176
int J The interior of a closed Jordan curve, page 176
val f The value of the flow f in a network, page 63



References

1. Adiga, C., Balakrishnan, R., So, W.: The skew energy of a digraph. Linear Algebra Appl. 432,
1825–1835 (2010)
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39. Chvátal, V., Erdős, P.: A note on Hamiltonian circuits. Discrete Math. 2, 111–113 (1972)
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55. Dirac, G.A.: Généralisations du théoréme de Menger. C.R. Acad. Sci. Paris 250, 4252–4253

(1960)
56. Dirac, G.A.: On rigid circuit graphs-cut sets-coloring. Abh. Math. Sem. Univ. Hamburg 25,

71–76 (1961)
57. Drinfeld, V.: The proof of Peterson’s conjecture forGL.2/ over a global field of characteristic

p. Funct. Anal. Appl. 22, 28–43 (1988)
58. Droll, A.: A classification of Ramanujan Cayley graphs. Electron. J. Cominator. 17, #N29

(2010)
59. El-Zahar, M., Pareek, C.M.: Domination number of products of graphs. Ars Combin. 31

(1991) 223–227
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Symbols
2-packing number, 230
2-packing of a graph, 230
3-edge-connected graphs

characterization of, 58

A
acyclic graph, 73
adjacency matrix of a graph, 241
adjacent

edges, 3
vertices, 3

antifactor, 110
arc of a digraph, 37

backward arc, 65
forward arc, 65
head of an arc, 37
incident into a vertex, 38
incident out of a vertex, 38
incident with a vertex, 38
tail of an arc, 37

assignment problem, 104
automorphism of a graph, 18

B
balanced social system, 32
Benzer model, 211
Berge graph, 220
Berge’s theorem on maximum matchings, 101
bipartite graph, 6

of a graph, 214
bipartition of, 6
characterization of, 15
complete, 6

block, 59
ear decomposition of, 59
end block, 59
of a graph, 59

boundary of a face, 178
branch at a vertex of a tree, 80
bull graph, 220

C
capacity

function of a network, 61
of a cut in a network, 63
of an arc in a network, 61

Cayley graph, 254
Cayley’s formula for the number of spanning

trees of the complete graph, 84
center of a graph, 77
central vertex of a graph, 77
centroid of a tree, 80
centroid vertex of a tree, 80
characteristic polynomial of a graph, 242
characterization of bipartite graphs, 15
chordal bipartite graph, 214
chordal graph, 209
Chvátal and Erdös theorem for Hamiltonian

graphs, 129
circulant matrix, 242
circular arc graph, 215
claw-free graph, 112
Clebsch graph, 256
clique, 8

covering number, 207
graph of a graph, 215
number, 207
maximal clique, 8
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closure of a graph, 127
complement of a simple graph, 7
complete k-partite graph, 42
complete bipartite graph, 6
complete graph, 5
components of a graph, 13
conjugated hydrocarbon, 261
connected graph, 13
connectivity of a graph, 53
connector problem, 87
contractible to a graph K , 192
contraction of a graph, 192
covering number of a graph, 98
covering of a graph, 97

edge, 99
cubic graph, 10
Cunnigham’s result, 111
cut edge, 50
cut in a network, 63
cut vertex, 50
cycle, 13

even, 15
Hamilton, 122
negative, 32
odd, 15
positive, 32

cycle decomposition of a graph, 119
cyclical edge connectivity of a graph, 61

D
decomposable graph, 234
degree of a face, 178
degree of a vertex in a digraph, 38

indegree, 38
outdegree, 38

degree of a vertex in a graph, 10
degree sequence of a graph, 10
deletion of edges, 8
deletion of vertices, 8
diagrammatic representation of a graph, 2
diameter of a graph, 77
dicomponent of a digraph, 39
diconnected digraph, 39
diconnection of two vertices, 39
digraph, 37

arc of, 37
dicomponent of, 39
diconnected, 39
incidence map of, 37
isolated vertex in, 38
strict, 39
strong, 39
strongly connected, 39

symmetric, 39
underlying graph of, 37
vertex-pancyclic, 40

Dijkstra’a algorithm, 92
Dirac’s theorem for Hamiltonian graphs, 126
Dirac’s theorem for k-connected graphs, 69
directed

cycle, 39
Hamiltonian path, 40
path, 39
trail, 39
walk, 39

directed graph, 37
disconnected graph, 13
distance function of a graph, 14
dominating set, 221

minimal, 221
domination number, 221
doubly stochastic matrix, 112
dual of a plane graph, 186

E
ear decomposition of a block, 59
eccentricity at a vertex, 77
edge

incident with a vertex, 3
multiple, 3
of a graph, 2
parallel, 3
pendant, 10

edge connectivity of a graph, 53
edge contraction of a graph, 81
edge covering of a graph, 99
edge cut, 50
edge graph, 20
edge set of a graph, 2
edge-maximal graph with respect to

domination, 230
embedding of a graph on a sphere, 177
ends of an edge, 3
energy of a graph, 262
Euler formula for planar graphs, 180
Euler tour, 117
Euler trail, 117
Euler’s theorem, 11
Eulerian graph, 117

F
faces of a plane graph, 176
factor of a graph, 101

1-factor, 10, 101
k-factor, 101
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fiber, 28
finite graph, 3
flow in a network, 62

maximum, 63
resultant flow into a set, 62
resultant flow out of a set, 62
value of, 63

forbidden subgraph, 24
Ford-Fulkerson theorem on networks, 64
forest, 73
four-color theorem (4CC) (history of), 189

G
Gilmore-Hoffman theorem, 212
girth, 181
graph satisfying Vizing’s conjecture, 230
graphical sequence, 12
Grinberg condition for Hamiltonian plane

graphs, 199
Grinberg graph, 201

H
H-free graph, 141
Hall’s theorem on matchings in bipartite

graphs, 104
Hall’s theorem on the existence of an SDR,

107
Hamilton’s “Around the World game, 122
Hamiltonian graph, 122
Hamiltonian plane graph, 198
Hamiltonian-connected graph, 129
Harary–Nash–Williams theorem on

Hamiltonian line graphs, 133
Harary–Tutte theorem on planar graphs, 193
Heawood’s five-color theorem, 190
Helly property, 86
Herschel graph, 100
highly irregular graph, 17
homeomorph of a graph, 192
homeomorphic graphs, 192
hyperenergetic graphs, 266

I
identity graph, 18
incidence map of a digraph, 37
incidence of an arc with a vertex in a digraph,

38
incidence relation of a graph, 2
incident into a vertex in a digraph, 38
incident out of a vertex in a digraph, 38
independence number, 98

independent 1’s in a binary matrix, 106
independent dominating set, 227
independent domination number, 227
independent set

of edges, 99
of vertices, 97

induced subgraph, 8
infinite graph, 3
inneighbor of a vertex in a digraph, 38
internally disjoint paths, 56
intersection of two graphs, 25
interval graph, 211
inverse of a path, 13
irreducible graph, 193
irredundance number, 228
irredundant set, 227
isolated vertex in a digraph, 38
isolated vertex in a graph, 10
isomers of chemical molecules, 31
isomorphism of graphs, 4

J
Jaeger’s result, 135
Join of two graphs, 25
Jordan arc, 3
Jordan curve theorem, 176
Jordan’s theorem on trees, 78

K
k-edge cut, 50
k-factorable, 102
k-partite graph, 42
k-regular graph, 10
k-vertex cut, 50
König’s theorem (matrix version), 106
König’s theorem on matchings in bipartite

graphs, 106
Königsberg bridge problem, 117
Kempe chains, 205
Knight’s tour in a chessboard, 124
Kronecker product of two matrices, 251
Kruskal’s algorithm, 88
Kundu’s theorem on 4-edge-connected graphs,

84
Kuratowski graphs, 184
Kuratowski’s theorem on planar graphs, 193

L
labeled graph, 4
layer, 28
line graph, 20
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line of a binary matrix, 106
line of a graph, 2
linear subgraph of a graph, 250
locally connected graph, 15
locally Hamiltonian graph, 141
loop of a digraph, 38
loop of a graph, 3

M
Möbius ladder, 258
matching, 99
M -unsaturated, 99
alternating path, 101
augmenting path, 101
maximal, 99
maximum, 99
perfect, 10, 102
saturated by, 99

max-flow min-cut theorem, 64
maximal clique, 8
maximal planar graph, 182
maximum degree, 10
McKee–Toida theorem, 119
Menger’s theorem

edge version for digraphs, 66
edge version for undirected graphs, 66
vertex version for digraphs, 66
vertex version for undirected graphs, 67

minimum degree, 10
molecular graph, 31, 261
Moon’s theorem, 40
multiple edges, 3

N
n-cube, 102
Nebesky’s result, 135
neighbor of a vertex, 3
neighborhood, 3

closed, 3
open, 3

network, 61
cut in, 63
sink of, 61
source of, 61

node of a graph, 2
Non-complete Extended P-Sum (NEPS) of

graphs, 251
nonseparable graph, 59

O
Oberly–Sumner theorem, 136
operations on graphs, 24

order of a graph, 3
Ore’s theorem on Hamiltonian graphs, 125
orientation of a graph, 37

transitive orientation, 212
outneighbor of a vertex in a digraph, 38

P
Paley graph, 255
pancyclic graph, 130
parallel edges, 3
path, 13

M -alternating, 101
M -augmenting, 101
Hamiltonian, 122
inverse of, 13
negative, 32
positive, 32
section of, 13
spanning, 122

pendant edge, 10
pendant vertex, 10
pendant vertex of a digraph, 38
pentagon, 13
perfect graph, 208

˛-perfect graph, 208
�-perfect graph, 208

perfect graph theorem, 208
perfect matching, 10, 102
perfect scheme, 209
perfect vertex elimination scheme, 209
Petersen graph, 5
Petersen’s theorem on 1-factors of cubic

graphs, 109
Petersen’s theorem on 2-factorable graphs, 138
phasing of traffic lights, 216
planar graph, 175
plane graph, 175
plane representation of a planar graph, 175
plane triangulation, 183
point of a graph, 2
power of a graph, 30
Prim’s algorithm, 89
private neighborhood, 223
product of two graphs

Cartesian, 27, 251
composition, 27
direct, 27, 251
Kronecker, 27
lexicographic, 27
normal, 28
strong, 28, 251
tensor, 27
wreath, 27

proper subgraph, 8



Index 291

Q
queen domination problem, 221

R
r-edge-connected graph, 53
Rédei’s theorem, 40
radius of a graph, 77
Ramanujan graph, 258
reachability of a vertex from another vertex, 39
regular graph, 10
rigid circuit graph, 209

S
Sachs’ theorem for spectrum of line graph of

regular graphs, 247
saturated vertex of a matching, 99
section of a path, 13
self-complementary graph, 7
self-dual graph, 189
separating s and t in a network, 63
separating set of edges in a graph, 51
separating set of vertices in a graph, 50
shortest-path problem, 92
signed graph, 32
simple graph, 3
simplicial vertex, 209
size of a graph, 3
social psychology, 31
social system, 32
spanning subgraph, 8
spectrum

of a graph, 242
of a regular graph, 244
of a Unitary Cayley graph, 254
of product graphs, 251
of the complete bipartite graph Kp;q , 249
of the complete graph Kn, 243
of the cycle Cn, 243

spherical embedding, 177
split graph, 238
square, 13
stability number, 98
star, 6
stereographic projection, 177
strict digraph, 39
strong digraph, 39
strong perfect graph conjecture, 220
strongly connected digraph, 39
strongly regular graph, 255
subcontractible to a graph K , 192
subcontraction of a graph, 192

subdigraph of a digraph, 38
induced subdigraph, 39

subgraph
clique, 8
edge-induced, 8
induced, 8
of a graph, 8
proper, 8
spanning, 8

subtree, 73
sum of two graphs, 25
Sumner’s theorem on 1-factors of graphs,

112
supergraph, 8
symmetric digraph, 39
system of distinct representatives (SDR), 107

T
Tait coloring, 203
theta graph, 125
total dominating number, 238
total dominating set, 238
totally disconnected graph, 6
tournament, 39

k-partite, 42
score of a vertex, 44
transitive, 47
transitive triple of, 44
vertex-pancyclic, 40

traceable graph, 122
trail, 13

dominating, 133
Euler, 117

tree, 73
spanning, 74
subtree of, 73

triangle, 13
triangulated graph, 209
trivial graph, 6
Tutte graph, 201
Tutte matrix, 113
Tutte triangle, 201
Tutte’s 1-factor theorem, 107

matrix form, 114
Tutte-Nash-Williams theorem, 83

U
underlying graph of a digraph, 37
unicyclic graph, 77
union of two graphs, 24
unitary Cayley graph, 254
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upper domination number, 228
upper irredundance number, 228

V
valency of a vertex, 10
vertex connectivity of a graph, 53
vertex cut, 50
vertex of a digraph, 37
vertex of a graph, 2

incident with an edge, 3
isolated, 10
pendant, 10

vertex set of a graph, 2
vertex-pancyclic digraph, 40
vertex-pancyclic graph, 130

W
Wagner’s theorem on planar graphs, 193
walk, 13

closed, 13
length of, 13
open, 13
origin of, 13
terminus of, 13

weakly triangulated graph, 209
weight of a graph, 87
weight of a vertex of a tree, 80
weight of an edge, 87
weighted graph, 87
wheel, 25
Whitney’s theorem on isomorphic line graphs,

22
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