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Step 1

   Identify Available Resources 

   Assemble a Team 

 Objective structured clinical examinations (OSCEs) and 
other SP projects can be a major undertaking, and as with 
most other educational projects, collaboration within and 
across specialties, even across disciplines can only enrich the 
process. While it is necessary to have strong leaders who 
believe in the bene fi ts of such comprehensive assessment 
programs, many other individuals are needed for adequate 
planning, preparation, and implementation. Table  2.1  details 
the different roles that OSCEs typically require. Some peo-
ple may be able to hold multiple roles (e.g., SP and rater) 
and some roles may be shared among several individuals 
(e.g., co-leadership). There will be a need for a “core team” 
(e.g., OSCE committee) that is responsible for planning and 

 development in advance of the OSCE dates. Participating in 
such a team provides an opportunity to engage young, 
upcoming, enthusiastic faculty. Others may be involved only 
in the implementation phase of the OSCE (e.g., raters). 
Regularly scheduled meetings can help the committee 
become more established. After the actual OSCE, the group 
can work on data interpretation and dissemination.  

 For those involved in the actual OSCE implementation 
the most basic job requirements are availability, interest in 
the project, and stamina. Two additional characteristics of 
great importance are precision and  fl exibility. Since OSCEs 
strive for standardization, it is necessary for all involved to 
be committed to keeping factors such as timing or case por-
trayal as consistent as possible. On the other hand, when 
dealing with large-scale events that involve so many people 
simultaneously, irregularities are likely to occur (e.g., a 
learner enters the wrong station, a rater arrives late). Thus, 
being  fl exible and willing to adapt is equally important. 

 It will not always be possible to  fi nd all the necessary 
players within your immediate work area. Thus one should 
consider looking outside one’s division and forging alliances 
across departments and levels of education (medical school, 
postgraduate education, continuing medical education). 
Much of what is required for a successful OSCE is indepen-
dent of specialty or profession.  

   Identify Location 

 When planning where to hold an OSCE, one  fi rst needs to 
decide how important the authenticity of the clinical environ-
ment is for the educational exercise at hand. Clinic rooms are 
of course the ideal spaces for OSCE stations, and one can 
consider scheduling the OSCE during the weekend or other 
time when the clinic is closed. OSCE organizers will need to 
work with clinical administrators well in advance, and also 
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      Table 2.1    OSCE staf fi ng needs (roles needed to run a smooth assessment program)   

 Roles  Key characteristics  # Needed 

 Leader  � Strong motivation to develop and implement project 
 �  Well connected to procure resources, including access to institutional or local 

clinical skills testing facilities 
 � Involved in medical school curriculum decision-making 
 � Able to communicate well and create a team spirit 

 One or more 

 Planner  � Understands logistics of implementing OSCEs 
 � Is familiar with local conditions 
 � Can entertain multiple options for solving problems 

 One or more 

 Administrator  �  Can implement OSCE-related tasks (e.g., scheduling, SP recruitment, 
photocopying of station materials, data entry) 

 � Able to communicate well and create a team spirit 
 � Good at troubleshooting and problem solving 

 One or more (depending on 
scope) 

 Station Developer  � Has relevant clinical experience 
 � Is familiar with performance standards 
 � Accepts editing 

 One or more (depending on 
scope) 

 Trainer  � Understands SP and rater roles and case requirements 
 �  Has teaching skills (e.g., provides constructive feedback) and can manage 

psychosocial impact of case portrayals 
 � Able to communicate well and create a team spirit 

 One or more (depending on 
scope) 

 SPs  �  Committed to standardization of their case portrayal (i.e., not expressing their 
personal creativity) 

 �  Comfortable enacting their particular medical case (i.e., not getting emotion-
ally over-involved) 

 � Interested in taking on “educational” responsibilities 

 At least one per station, consider 
cross-trained alternates 

 Rater  � Clear about OSCE goals and performance standards 
 �  Committed to fair performance assessments (e.g., understands personal rater 

style and biases) 
 � Effective feedback provider (if learners receive post-encounter feedback) 

 At least one per station, consider 
cross-covering alternates 

 Timer  � Committed to maintaining the OSCE schedule 
 �  Able to focus despite periods of inactivity (e.g., when learners are in their 

stations) and distracters (e.g., conversations with faculty on break) 

 At least one (may not be needed 
if institution has a dedicated 
clinical skills center) 

 Monitor  � Able to direct rotation  fl ow 
 �  Can troubleshoot and problem solve (e.g., faculty missing in station, lack of 

rating forms, video equipment problems) 

 At least one (may not be needed 
if institution has a dedicated 
clinical skills center) 

 Data Manager  � Can enter performance data 
 � Understands OSCE process 
 � Committed to accuracy 

 At least one 

 Data Analyst  � Understands OSCE process 
 � Has psychometric skills 
 � Understands end-users of results (e.g., learners, program) 

 At least one 

 Program 
Evaluator 

 � Understands OSCE process 
 � Is familiar with evaluation models (e.g., pre/posttesting) 
 � Can develop and analyze program evaluations (e.g., surveys, focus groups) 

 At least one 
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take into account technical details such as transport and 
 set-up of props and station materials (e.g., hospital gowns, 
rating forms, video cameras). Some institutions are fortunate 
enough to have simulation centers or other dedicated training 
space with mock examination rooms and built-in monitoring 
and recording capacities. The OSCE organizer should keep 
in mind, however, that verisimilitude is not always necessary 
and learning can also be done in any classroom.  

   Identify Sources of Funding and Support 

 There are many venues to explore for funding SP activities 
and pilot programs. Begin by investigating your own institu-
tion’s medical education resources at the level of the dean’s 
of fi ce, department, and division. There may be funds 
 available that can be used to support OSCEs. In addition, 
some SP programs have been funded by local medical societ-
ies, foundations (e.g., through grants for improving doctor–
patient communication), and philanthropic donations.  

  Step 2

   Agree on Goals and Timeline 

 Once the decision is made to organize an OSCE, further 
details need to be worked out. A worksheet such as that 
shown in Fig.  2.1  (also included in blank form as Appendix   A     

at the back of this book) can assist with this task. It is often 
necessary to balance educational opportunities with avail-
able resources and strategic considerations.  

 Figure  2.2  provides a list of core OSCE budget items, 
 fi lled in for the same example General Internal Medicine 
Residency OSCE introduced in Fig.  2.1 . A blank version of 
this budget form is also included as Appendix   B     to assist 
readers in making cost and resource projections. With most 
projects funding will be of concern. However, there are vari-
ous ways to manage with fewer resources (Poenaru et al. 
 1997 ; Reznick et al.  1993  ) .  

 Generally one is wise to start small, and then expand to 
more complex and ambitious training or assessment pro-
grams. By beginning with a pilot project one can develop 
local expertise and generate enthusiasm amongst learners 
and teachers. Formative assessments that focus on learning 
will require fewer resources and demand less stringency 
regarding case portrayal and rating accuracy than high 
stakes exams. They are likely to be less stressful for all 
involved, and thus have a better chance to convert 
skeptics. 

 Figure  2.3  shows a worksheet used in planning for our 
example general internal medicine residency OSCE to 
assign tasks and prepare a project timeline (a blank copy of 
this worksheet is also included as Appendix   C    ). Typically 
one needs to start work 3–4 months before the event. 
However, with the help of individuals who already have 
much expertise in this area, shorter planning times may be 
possible.  

  Best Practices: Assembling a Team 

    Establish a clear common goal.  • 
  Build a team with a variety of skills.  • 
  Schedule regular meetings to build group identity.  • 
  Create a common repository (i.e., shared drive, • 
secure Website) for meeting minutes, materials, and 
protocols.  
  Look broadly for suitable sites and funding sources.    • 

  Best Practices: OSCE Planning 

    Identify date and time of OSCE.  • 
  Make a timeline working backward from the OSCE • 
date.  
  Start early to identify potential SPs and secure training • 
times.  
  Identify potential location of OSCE early (clinic • 
rooms, class rooms, or simulation center).  
  Secure participants’ availability.    • 

http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec1_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec2_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec3_BM1
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  Fig. 2.1    Example worksheet for 
making initial OSCE plans       
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  Fig. 2.2    Example OSCE budget. This  fi gure continues the example ten-station General Internal Medicine Residency OSCE outlined in Fig.  2.1 . 
SP training time includes both rater and case portrayal training. Cost per learner is calculated for 24 residents       
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  Fig. 2.3    Example worksheet for assigning OSCE responsibilities and 
creating timelines. “Individuals Involved” follow the OSCE staf fi ng 
roles listed in Table  2.1  ( L  leader,  P  planner,  A  administrator,  SD  station 

developer,  Tr  SP trainer,  Ti  timer,  M  monitor,  DM  data manager,  DA  
data analyst)       
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Fig. 2.3 (continued)
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  Step 3

   Establish a Blueprint 

 A key element for designing an OSCE is the development of 
a blueprint. This is a matrix that connects a list and brief 
description of all stations with the competencies that are 
being assessed (see, e.g., Fig.  2.4 ; a blank blueprint is included 
as Appendix   D    ). This ensures that individual  competencies 
are examined multiple times and that each station contributes 
to the overall comprehensiveness of the exam or exercise by 
assessing multiple competencies. We create our blueprints by 
selecting cases from our case bank (see Fig.  2.10 ), a useful 
repository which organizes our accumulating cases by key 
blueprinting information, tracks case usage, and enables tai-
lored querying (e.g., distribution by age, percentage New, 
Ongoing, Follow-up, and Discharge cases).  

 An organized approach to blueprinting strengthens an 
OSCE’s validity. This can include literature reviews, curricu-
lum surveys, and consensus building discussions. OSCEs 
should provide a good cross section of medical encounters 
typically experienced by learners. If the OSCE is a formative 
exercise, post-OSCE feedback from trainees (see Appendix 
  K     for a participant post-OSCE survey) should con fi rm that 
the stations assessed issues they encounter in their current 
work or are likely to encounter in their future practice. 

 The  fi nal station sequencing is guided by several consid-
erations, including variability of case gender and emotional 
tone (e.g., two “angry patient” stations should not be next to 

each other) as well as site or station limitations (e.g., only 
certain rooms have an external phone connection). 

 Once a  fi rst draft of a blueprint is completed,  organizers 
should ask themselves the questions listed in Table  2.2 .  

   Table 2.2    Questions important for blueprint development   

 � Are cases representative of typical clinical practice? 
 �  Are cases representative of what has been taught in the course/

rotation? 
 �  Do the cases adequately cover all the competencies to be 

tested? 
 �  Are diagnostic and management challenges varied in a 

systematic fashion? 
 �  Is there a balance in terms of gender, either equally divided or 

resembling real life practice? 
 � Is there an appropriate mix of patient ages? 
 � Is there an appropriate mix of races and cultural backgrounds? 

  Best Practices: Blueprinting 

    Delineate core competencies.  • 
  Establish performance criteria for each level of • 
training.  
  Ensure OSCE case patient age, gender, race, and prev-• 
alence of disease re fl ect actual clinical practice.  
  Align OSCE skills and content assessed with current • 
or new curricula.    

http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec4_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec11_BM1
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  Fig. 2.4    Example blueprint for an Internal Medicine residency OSCE ( Hx  history,  Px  physical exam,  Dx  diagnosis,  DDx  differential diagnosis, 
 Tx  treatment,  STI  sexually transmitted infection,  PTSD  posttraumatic stress disorder,  SL  standardized learner)       
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  Step 4

   Develop Cases and Stations 

 A blueprint leads to a pro fi le for each of the stations which 
then can serve as a starting point for case development (the 
 case  is the clinical problem; the  station  involves a speci fi c 
set of tasks being assessed in the OSCE). Basing OSCE sta-
tions on real patient cases will add validity. However, after 
disguising the identity of the source patient, it may be neces-
sary to make adjustments for the training level, OSCE focus, 
or the time limitations imposed by the exercise. Figure  2.5  
illustrates how one can adjust the dif fi culty level of commu-
nication tasks. By making stations more or less challenging 
one can also increase or decrease the overall dif fi culty of the 
OSCE.  

 Educators should not feel obligated to start from scratch 
in developing their OSCE cases. Our case development 
worksheet is included in Appendix I. (Our template follows 
Silverman et al.’s  (  2005  )  History of Present Illness frame-
work and was re fi ned with reference to the Wayne State 
School of Medicine Standardize Patient Program’s  (  2011  )  

case development tool.) See also Appendix   J     for a checklist 
development worksheet. Additional selected station/case 
development resources are included in Appendix   P     (Other 
Resources). We also recommend reaching out to other health 
professions schools; many programs will likely be willing to 
share their OSCE cases. 

 As part of the station development process it is important 
to try out new cases through role-play and adherence to the 
given time limits. Sometimes multiple enactments are 
 necessary to gain clarity on issues such as scope of task or SP 
emotional tone. Role-play at this stage should involve 
 faculty who know the target learner group and the sort of 
questions they are likely to ask the SPs. 

 Case materials for the SP and faculty need to be suf fi ciently 
detailed to assure consistency. Yet, they must not be so volu-
minous that there are too many details to remember and to 
reproduce consistently. Table  2.3  provides considerations 
speci fi c to each component of the documentation accompa-
nying each case. A sample case (including station overview, 
directions for the OSCE participant, and detailed SP case 
portrayal instructions) plus corresponding rating forms for 
both the SP and faculty observer are provided in Appendices 
  F    ,   G    , and   H    .  

  Fig. 2.5    Adjusting a case for station dif fi culty       

 

http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec10_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec16_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec6_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec7_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec8_BM1
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   Table 2.3       Overview of station-speci fi c materials (their purpose, content, and special considerations)   

 Forms  Purpose  Content elements  Considerations/tips 

  Station 
overview  

 To assist program 
organizers 

 �  Station goals/objectives (what is the 
purpose of this station) 

 �   Competencies to be assessed 
 �  Logistics (personnel, station materials, 

room arrangements) 

 � Be speci fi c 
 �  Identify room requirements 

(e.g., telephone access) 

  Learner 
instructions  

 To communicate the 
scenario and tasks to 
learners before they enter 
the station 

 �   Patient information (e.g., name, age, 
occupation) 

 � Reason for visit 
 � Learner role 
 �  Starting point for encounter (beginning, 

middle, end) 
 �  Situation (medical/psychosocial information 

available, prior developments/encounters) 
 � Learner task(s) 

 �   Be brief (consider reading time) 
 �  Assure equal length with other 

stations 
 �  Timeline with arrows can help orient 

learner quickly 
 �  Bulleted information can be read 

faster 
 �  Use language learners are familiar 

with (e.g., well-known abbreviations) 
  Fact sheets  
(only in 
selected 
stations or 
OSCEs) 

 To provide learners with 
information needed for 
managing the case if 
speci fi c information is not 
familiar or if one tries to 
focus encounter on 
communication skills and 
wants to equalize the 
required medical knowledge 

 �  Guidelines for diagnosis and treatment 
(case speci fi c) 

 �  Case-speci fi c screening tools (if they would 
be present in a clinical setting) 

 �  Administrative or legal factors relevant to 
the case 

 � Community resources 

 � Be brief (reading time is limited) 
 � Assure parity with other stations 
 �  Organize material to be reviewed 

quickly 
 � Use graphs where possible 
 � Assure accuracy 
 � Avoid controversy 

  SP instructions   To prepare SPs for their 
case 

 �   Scenario (what happened from the SPs 
perspective, why is he/she here today, prior 
medical encounters) 

 �  Current life situation and past history 
(medical and psychosocial) 

 �  Personality and emotional tone (how to 
relate to the learner) 

 �  Cues for learner (verbal, nonverbal) 
 �   Timing (beginning, middle, end/after 2-min 

warning) 

 �  Provide opportunity for SPs to 
personalize scenario within limits 
(e.g., name of spouse) 

 �  Supply an “opening line” and speci fi c 
messages to give 

 � Be speci fi c 
 �  Balance level of detail (i.e., not too 

little and not too much) 
 �  Illustrate the emotional tone to be 

portrayed with sample statements 
 �  Clearly identify challenges for the 

learner/station goals 
  Rating form   To capture the performance 

assessments 
 �  Administrative information (e.g., learner 

IDs, date, station) 
 �  Dimensions on which to assess the learner 

(e.g., communication skills, case 
management) 

 � Checklist or global rating items 
 �  Room for comments (e.g., areas of 

strengths, areas in need for improvement) 

 � Make items evidence based 
 �  Keep the number of items manage-

able for the allotted rating time and 
for the ability of average raters to 
focus on during the encounter 

 � Watch out for double negatives 
 �  Pretest for readability and ability to 

observe and rate 
 �  Include at least one summary rating 

for cross-validation 
  Faculty 
instructions  

 To standardize faculty 
assessment and teaching 

 �  Procedural steps for observing encounters 
(e.g., positioning to observe nonverbal 
behavior, start/stop video) 

 �  Procedural steps for providing feedback 
(e.g., start with learner’s self-assessment, 
invite SP to comment) 

 �  Teaching points (i.e., what messages to deliver 
to each learner if instant feedback is provided) 

 � Keep it brief 
 � Use bullets when possible 
 �  Assure that procedures are consistent 

at all stations 
 �  Assure that teaching points match the 

station goals 

  Post-encounter 
materials  
(optional) 

 To give learners the 
opportunity to re fl ect on/
synthesize the encounter, 
receive feedback, or extend 
their clinical reasoning 
about the case 

 �  Patient note (with space for summarizing 
history, diagnosis, and treatment plan) 

 �  Supplementary diagnostic test results 
(e.g., EKG, X-ray) 

 �  Be selective and pragmatic: e.g., 
weigh faculty availability for giving 
feedback versus gathering further 
learner data 

 � Consider computer- versus paper-based 
 �  Consider reserving the time between 

stations for rest with no post-
 encounter activities 
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 Each OSCE form should be clearly marked with station 
number and title. The title needs to be phrased in a way not to 
give away the sometimes hidden, station-speci fi c challenge 
(e.g., “Secret Drinker”). In designing a scenario one should 
also consider how to use the time immediately following the 
SP encounter. Post-encounter options for the learner include 
writing up a patient note, interpreting additional diagnostic 
information, receiving immediate feedback, or, simply, rest. 
Which option one selects will depend on one’s goal for the 
OSCE and the station, as well as pragmatic considerations 

such as faculty availability to observe and debrief encounters 
(see Table  2.3 ). If learners receive feedback after each encoun-
ter there are typically strict time limits. Thus it is very impor-
tant to provide clear guidelines for the observer, whether it is 
a faculty member or the SP. Table  2.4  provides a sample set of 
instructions that could help structure a brief feedback session. 
It will also be important to add 2–4 station-speci fi c teaching 
points to make sure that the teaching objectives for each sta-
tion are accomplished with each learner. Also see the feed-
back training protocol (Table  2.11 ). 

 To assure the quality of each case, organizers should ask 
themselves the questions listed in Table  2.5 .  

  Step 5

   Create Rating Forms 

 The quality of a rating form is judged by the degree to which 
raters, both SPs and/or faculty, can use the form consistently 
(i.e., reliability, the degree to which the form would produce 
the same results if used by different raters or on different 
occasions) and the degree to which the elements of the rating 
form accurately re fl ect the intended skills and performance 
(i.e., validity). The keys to developing reliable and valid 
rating form items are (a) identifying the speci fi c domains, 
(b) writing understandable items, and (c) providing anchors 
or instructions that guide raters in their assessment. By estab-
lishing a blueprint which speci fi es what skills and content 
the OSCE is designed to assess, and how each station con-
tributes towards this goal, much of the work in creating 
effective rating forms is already done. The items in the rating 
form should re fl ect the blueprint and can therefore include 
both skills assessed across all stations within an OSCE as 
well as content and skills speci fi c to a station or subset of 

   Table 2.4    Guidelines for giving brief instant feedback during the 
OSCE   

 1.  Start by asking the learner, “How did it go?”  
 2.  Re fl ect back key points  
 3.  Ask SP(s) for feedback (if appropriate)  
 4.  Ask the learner what was done well  
  • Be prepared to discuss 1 item from the rating form 
  • Must be a speci fi c behavior 
 5.  Ask the learner what could be done differently  
  • Be prepared to discuss 1 item from the rating form 
  • Must be speci fi c behavior 
 6.  Feed forward   : “The next time you see a patient like this, what 

will you do?” 

   Table 2.5    Review questions important for case development or 
adaptation   

 �  Are the station goals clear?  Do they provide precise informa-
tion about what the station is supposed to teach or assess in 
terms of what learners need to know and what learners need to 
be able to do? 

 �  Is the case appropriate for the learner?  Consider profession, 
training level, course/rotation content 

 �  Can the tasks be managed or at least initiated in the given 
time?  (e.g., 10 min) 

 �  Are the learner instructions clear?  Can someone quickly 
ascertain what the situation is and what needs to be done? Are 
the instructions uniform across cases in terms of format and 
length? 

 �  Are the SP instructions clear?  Do they provide adequate 
background information for an SP to take on the role? Do they 
clearly indicate the key elements of the case, what is essential 
in terms of content, emotional tone, and timing? 

 �  Are the faculty instructions clear?  Do they provide adequate 
guidelines on how the faculty is supposed to proceed? Do they 
include appropriate, station-speci fi c teaching points if 
post-encounter feedback is involved? 

 �  Is it possible to simulate the physical and/or psychological 
signs and symptoms for the length of time allocated to each 
rotation?  
For example, can someone stay who depressed for 10 min? 
Will the case require multiple SPs because it is too stressful or 
too dif fi cult to maintain a particular physical  fi nding? 

 �  Will it be possible to  fi nd an adequate number of SPs to portray 
this case?  If not, can age, gender, or other characteristics be 
changed to make the search easier? 

  Best Practices: Case Development 

    Choose scenarios that are both common and challeng-• 
ing presentations for your learners.  
  Ensure that cases represent the patient population in • 
your clinical environment.  
  Build speci fi c goals and challenges into each • 
scenario.  
  Choose a post-encounter activity (i.e., feedback, sup-• 
plementary exercise, or rest).  
  Make sure it is possible to complete tasks in the time • 
allotted.  
  Organize a trial run with a variety of other learners to • 
validate and  fi ne tune cases.    



192 Organizing OSCEs (and Other SP Exercises) in Ten Steps 

stations. Two formats for the rating form items are typically 
used: behavior-speci fi c items (did the trainee perform a 
speci fi c behavior?) and global ratings. Both are important 
(Norcini et al.  2011  )  and many rating forms include both. 
These two types of items are usually strongly correlated; 
however, each may provide unique information about trainee 
performance. From the perspective of feedback on perfor-
mance, behavior-speci fi c checklist items provide learners 
with actionable data while global ratings are much less direc-
tive. Space for comments is also useful to provide opportuni-
ties to indicate rating challenges or more speci fi cs about the 
learner’s performance (Kachur et al.  1990  ) . Sample rating 
forms can be found in Appendices   G    ,   H    , and   O    . Appendix   J     
provides a checklist development template. 

   Behavior-Speci fi c Rating Form Items 

 Table  2.6  provides a stepwise process for developing 
behavior-speci fi c rating form items. The number of behav-
iorally anchored items that are assessed within a particular 
domain affects the quality of the measurement. The more 
items, the more reliable and valid a rating form is likely to 
be. The trade-off is the burden on the rater. Asking raters to 
rate too many and/or very complex aspects of performance 
can lead to decreased accuracy. Extensive, targeted training 
of raters and providing adequate time to rate are two addi-
tional ways of achieving a good balance.  

 Checklists are popular in OSCEs because of their 
simplicity— noting simply whether or not speci fi c behaviors 
or actions were performed can enhance the accuracy and reli-
ability of ratings. However, such simpli fi cation may miss 
important dimensions of performance and could, in some cir-
cumstances, compromise the validity of the assessment tool. 
In addition, many raters object to simple yes/no checklists 
because so much of the behavior they witness falls into an area 
between those dichotomies. Thus scales that provide multiple 
rating options (e.g., Likert-type or forced choice formats) are 

often preferred. While more response options offer raters more 
opportunities to report on  fi ne nuances, they can also compli-
cate the rater’s decision-making process, may take up valuable 
rating time, and can lead to a reduction in reliability if the 
response options don’t align well with learner behavior. 

 One compromise is to use a trichotomous anchoring sys-
tem, such as “not done,” “partly done,” “well done.” This 
approach seems to help overcome the tendency of many raters 
to “give credit” to learners whenever possible and also helps set 
a high standard for performance. Looking ahead at the interpre-
tation of performance data which will result from the OSCE, 
one can then create summary scores that represent the propor-
tion or percent of items rated as “done well” versus “partly or 
not done.” When identifying appropriate behavioral anchors 
for each of these response options, it is important to consider 
the level of the learner and the likely distribution of compe-
tence in the learner population in order to avoid  fl oor (everyone 
does poorly) and ceiling (everyone does well) effects and maxi-
mize the degree to which the items differentiate among 
learners.  

   Global Rating Form Items 

 Global ratings address general impressions about a learner’s 
performance in a particular domain (e.g., communication 
skills, medical knowledge, professionalism) or they may also 
address overall satisfaction with an encounter. SPs are often 
asked to indicate the degree to which they would recommend 
the learner as a physician to a family member or friend, 
re fl ecting measures widely used with “real” patients to assess 
patient satisfaction and quality of care. 

 Global ratings are often thought to be less reliable because 
they are not anchored in speci fi c, observable behavior and 
therefore more susceptible to the subjectivity of the rater. 
However, in certain situations—with “expert” raters evaluat-
ing more holistic competence—global ratings may be more 
valid than checklist ratings. 

 Such broad assessments provide an overall “gestalt,” and 
include more intuitive aspects of the raters’ judgments. They 
may even capture performance elements that are not re fl ected in 
the behavioral-speci fi c items. Generally the reliability of global 
ratings has been quite satisfactory (   Hodges & McIlroy 2003). 
Often such ratings use a 4- or 5-point scale and have speci fi c 
anchors. For example, recommendation ratings (“would you 
recommend this physician to a family member or friend?”) can 
use simple descriptions such as “not recommend,” “recommend 
with reservations,” “recommend,” “highly recommend,” or 
more speci fi c, complex descriptions of exemplar levels of per-
formance that constitute each point on the scale. Global ratings 
require less attention to performance details and thus less mem-
orization for SPs. On the other hand, there are many (often 
uncontrolled) factors that in fl uence them, including subjective 

   Table 2.6    Stepwise process for creating behavior-speci fi c rating 
form items   

 1.   Conceptualize the competencies needed to perform the station 
task well  e.g., communication skills, physical exam skills 

 2.   Compare that conceptualization with available standards  e.g., 
literature, experts 

 3.   Operationalize the competencies to turn them into written 
items  e.g., uses open-ended questions, asks about alcohol use 

 4.   Determine the rating options  i.e., done/not done checklist 
versus scale 

 5 .    Create behavioral anchors to help evaluators identify which 
rating option to select  e.g., if done more than once 

 6.   Pilot the rating form  multiple times if possible 
 7.   Re fi ne the rating form  

http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec7_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec8_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec15_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec10_BM1
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biases like halo, availability, social comparison, and selective 
attention biases. In addition, formative feedback is dif fi cult to 
provide on the basis of such global ratings.  

  Step 6

   Recruit and Train SPs 

   Recruitment 

 Think of choosing SPs as a theater director would cast a 
show. Each case has unique requirements, some are physio-
logical, others are psychological. Before starting with the 
recruitment process it is helpful to list all physical or 
 psychological characteristics that would jeopardize the suc-
cinct portrayal of a case. Physiological contraindications 
may include scars, atrophied injection sites of insulin-depen-
dent diabetics, respiratory ailments, heart murmurs, or other 
physical  fi ndings may diminish the  fi delity of the case. 
Psychological contraindications may include discomfort in 
exposing one’s body if a physical exam is part of that station, 
inability to express emotions if pain is of importance in the 
case, or a hostile interpersonal approach if the case asks for a 
withholding attitude. Casting the right person for the case is 
important for creating an appropriate degree of realism. Even 
when they are experienced actors, it is dif fi cult for SPs to 
overcome their typical ways of behaving or expressing them-
selves. If a person is exceptionally outgoing and actively 
expressing emotions through nonverbal behavior, then a case 
where tiredness and lethargy are the issue may be less appro-
priate. The energy to transfer a very active style into a pas-
sive one may distract from other tasks such as remembering 
the history items or evaluating the trainee. 

 Familiarity with the medical problem in focus can either 
help or hinder the simulation. On one hand, having experi-
enced a medical problem oneself may provide special insights 
into the case. On the other hand, memories about own inter-
actions with health care professionals may overshadow the 
encounter with the learner and may provide a hazard to stan-
dardization of the case portrayal or to rater tasks. To avoid an 
increased need for SP maintenance, it is better to select SPs 
for whom the medical problem in focus does not evoke spe-
cial memories. As Table  2.7  illustrates, by looking ahead at 
training requirements one can consider some SP characteris-
tics that are likely to reduce the need for preparations.  

 In general, SPs must be able to control their emotions well. 
For example, they cannot appear upset if something tragic 
happened in their real life and cannot explode on the examin-
ees because they are angry with the project administration. 
This type of job takes someone who does not burst into laugh-
ter if a trainee reacts in an unusual fashion, asks strange ques-
tions, or even attempts to make the SP break role. SPs also 
need to be comfortable in cross-cultural encounters since 
learners may be from many different backgrounds. 

 Actors have been viewed by many as ideal candidates. 
Professionals or amateurs, these are people who like to slip in 
and out of roles and may jump at an opportunity to do so. 
However, it will be important to clarify for them that working 
as SP is not a creative act. Even though much improvisation 

   Table 2.7    SP characteristics that simplify training   

 SP characteristic  Effect on training 

 Acting experience  ➪  Less need to train acting (especially 
of high emotional levels) 

 Health care profession-
als (or trainees in the 
health professions) 

 ➪  More understanding of learner role 
and technical issues (e.g., interview, 
physical exam) 

 No personal expertise 
with the case problem 

 ➪  Less emotional involvement with 
the case 

 Personal experience 
with the case problem 

 ➪  Disease-related knowledge is 
already present 

 Type casted  ➪  Less need to teach affect 
 Prior SP experience  ➪  Less need to teach the mechanics of 

OSCEs 
 Use of SPs own 
background 

 ➪  Less history information to 
remember 

 Over age 18  ➪  No need for developmental 
considerations 

 Under age 70  ➪  Easier to train, may remember 
better 

 GTA or UTA 
experience 

 ➪  Comfortable with physical exams, 
used to focus on performance 
details, expert in breast and pelvic 
or urological exams 

   GTA  gynecological teaching associate,  UTA  urology teaching 
associate  

  Best Practices: OSCE Checklists 

    Develop rating items based on the blueprint and ensure • 
that a suf fi cient number of items are included to reli-
ably assess competence within the targeted domains.  
  Consider using both behavior-speci fi c items and global • 
rating items in OSCE rating forms to achieve a balance 
in terms of helping raters re fl ect important elements of 
their subjective responses and to enhance their objec-
tivity in representing what happened during the encoun-
ter and providing learners with speci fi c and more 
holistic feedback.  
  Develop response options for behavior-speci fi c items • 
that re fl ect observable actions and strive to match the 
response options to the likely variation in performance 
of the learner population to maximize differentiation.    
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is needed, the focus is on standardization. Not every actor is 
willing to go along with that, and often times a real acting 
opportunity will be preferable to taking on an “educational” 
role. Thus the OSCE project can quickly be missing an SP. 

 Once a program has developed a cadre of SPs, word of 
mouth will often become the most effective and ef fi cient 
way of recruitment. One experienced SP coordinator felt that 
a referral from another SP has a one in two chance of bring-
ing in a good candidate, with a physician referral the chances 
are one in three. Using ads, only 1 in 20 responses may lead 
to hiring (Tamblyn et al.  1991  ) .  

   Training for Case Portrayal 

 To make a patient’s case come to life SPs need to become 
accomplished in three different areas. (1) They must know 
all the physical, psychological, and social details related to 
their case. (2) They must be able to consistently portray the 
right emotional tone—not too much and not too little, but 
just the right amount that  fi ts the case. (3) Their actions and 
responses must be timed correctly. Many novice SPs tend to 
give away all the information they have about the case right 
up front, maybe even feeling some relief to have gotten the 
story right. However, often we want learners to practice or 
demonstrate skills for eliciting information and thus, sharing 
information prematurely reduces the learner’s chances to 

work on important skills. Since OSCE encounters are time 
limited, it is important that learners have a chance to come to 
some closure. A continuation of questioning or emotional 
intensity could make that impossible. Thus SPs need to learn 
to pace themselves and to adhere to warning knocks or other 
indicators that the encounter needs to come to an end. 

 Whenever more than one SP is to be prepared for the same 
case, group training is necessary for standardization. SPs can 
read through the case together while clari fi cations are pro-
vided. They can even view a standard setting videotape to 
emphasize nonverbal behavior and emotional tone. Role-
playing the case multiple times with trainers as well as each 
other is essential. It is also helpful to expose SPs to good as 
well as poor learner performances. By practicing with each 
other, SPs can gain important insights into the interviewer 
role and gain empathy for learners. 

 Table  2.8  lays out a protocol for training SPs. For logisti-
cal reasons or time limitations it may not always be possible 
to go through all steps, but one could consider those in the 
shaded boxes as the most essential ones. There are varied 
opinions as to how much training is necessary for SPs to per-
form their case adequately. A relevant book on SP training 
advocates a 5-session approach: (1) Familiarization with the 
Case; (2) Learning to Use the Checklist; (3) Putting it All 
Together (Performance, Checklist, Feedback); (4)  fi rst Dress 
Rehearsal; (5) Final Dress Rehearsal (Wallace  2007  ) . The 
total amount of training time will depend on case  requirements, 

   Table 2.8    Training protocol: SP portrayal   

 1.   Provide training program overview  e.g., when and how to get where, who will they be working with, what are the program 
objectives, what is the history of the project, what will a typical encounter with learners be like, who else will be in the room, what 
prior experience learners will have had with OSCEs/SPs 

 2.   Explore SP expectations/concerns  e.g., prior work with learners at the targeted training level—how did it go, how did it compare to 
their expectations, what are their concerns, what are they looking forward to, how might it be similar/different from previous SP 
work 

 3.   Review individual cases  break into subgroups, have SPs take turns reading aloud the learner instructions, SP instructions, and rating 
form, stop along the way to explain, elicit emotional reactions, jointly come up with additional information to round out the case 
(e.g., name of spouse, home address), clarify: 
 • Case content, story, what information needs to be conveyed 
 • Emotional tone, type, and intensity 
 • Timing of SP interventions, what to say/do in the beginning, middle, end of the encounter or only upon prompting by the learner 

 4.   Review video sample encounter  to get at emotional tone, nonverbal behavior, bring out more of SPs past simulation experiences, 
show learner’s expected level of performance 

 5.   Demonstrate SP encounters  select SP volunteer or SP who has portrayed same or similar case before, others watch while referring to 
SP instructions and rating forms, time the encounter as you would during the OSCE, model what would happen during and after the 
encounter (e.g., physical exam, rating, feedback), discuss case portrayal, recheck the SP instructions if indicated, if there are multiple 
demonstration interviews change SPs and modify interviewer approach (e.g., poor performance, unprofessional behavior) 

 6.   Videotape practice encounters and review performance  reviews can be done in a group or SPs can watch tapes independently and 
then discuss their impressions and reactions 

 7.   SPs practice with each other  make sure everyone takes on the learner role at least once to appreciate the challenges involved in the 
case, reduce anxiety performance by “requesting” the interviewing SP to make mistakes as a learner might, include rating and 
feedback to learner in role-play (if applicable) 

 8.   Organize trial runs  the more practice, the more SPs will learn about potential learner approaches to the case (e.g., questions, physical 
exam maneuvers), organizing a mock OSCE (if possible in the place where the real OSCE will occur) can provide unique practice 
opportunities and greatly enhance understanding of context and timing 
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cost, and time limitations. If it is a formative assessment 2 h 
may be adequate, especially with SPs who have experience. 
If it is a summative assessment, training will have to be much 
more extensive and, there are literature reports of 10–20 h of 
training (ibid). However, the latter will have to be divided 
into shorter training segments. Typically 2 h is a limit to how 
much SPs can absorb at one time. We typically train SPs for 
4–6 h, including a minimum of 2 h focusing on the case and 
2 h on the checklist. When organizing a higher-stakes event 
one must de fi nitely consider a trial run. New SPs can espe-
cially bene fi t from getting a  fi rst-hand experience of the tasks 
and timing involved.   

  Step 7

   Recruit and Train Evaluators 

 An important decision when planning an OSCE is who will 
rate the participants. Depending on the OSCE project, fac-
ulty, SPs, and/or peers will be entrusted with the responsibil-
ity of rating a trainee’s performance. At times evaluations are 

completed by more than one group of observers. Often orga-
nizers do not have the luxury to select raters even though 
some research suggests that recruiting the right people might 
be more important than training them (Newble et al.  1980  ) . 
An initial rater screening strategy could consist of assembling 
candidates in small groups and showing them selected 
videotapes of station encounters. By setting a required level 
of inter-rater and test–retest reliability one can quantify the 
suitability and readiness of the candidates in question. In 
projects where major promotion decisions depend on OSCE 
performance, one may even go as far as certifying observers. 
On the surface, faculty raters may appear ideal, but they are 
not necessarily accurate (Kalet et al.  1992  )  and often have 
limited availability. Many programs use SP raters since they 
can achieve a good level of reliability, offer the “patient” per-
spective, are more easily trained, and their availability is 
already established when signing them on for SP work. 

 Regardless of whether the rating is done by SPs, faculty, 
or peers, attention must be given to raters providing as accu-
rate and reliable ratings as possible. The rater task is dif fi cult 
because there are so many factors that can interfere with an 
accurate performance assessment. Generally there are three 
elements to rating a learner’s performance: (1) observation of 
speci fi c behaviors (technique and content), (2) judgment of 
the behavior against a set of standards, and (3) documentation 
of the rating. Problems can occur at each of these rater tasks 
as illustrated in the rater self-assessment guide in Table  2.9 .  

 Raters need to be aware of their rating style, whether they 
are “doves” (i.e., easy raters) or “hawks” (i.e., harsh raters), 
and what types of errors they are more likely to make. Self-
awareness is no guarantee of being completely error free, but 
it is the best chance to provide a fair rating. 

 If possible, raters should be trained groups. A rater train-
ing protocol is detailed in Table  2.10 . The amount of training 
time will vary signi fi cantly depending on who the raters are, 
how much rating and OSCE experience they already have, 
how stringent the assessment is and how much time is avail-
able. With clinician raters, it may be most dif fi cult to carve 
out some training time if no compensation can be provided. 
However, they too, need some type of orientation, if neces-
sary in writing, to orient them to the goals, process, and con-
tent of the exercise.  

 Attitudes and emotions undoubtedly play a central role in 
the rating process. It is important for trainers to be aware of 
how raters feel about the project and their task. Since not 
everybody can be involved in exam development, raters 
must at least understand the underlying rationale and feel 
con fi dent that categories were not selected arbitrarily. Rater 
trainers have to continuously encourage questions. Although 
questions add to training time, they are better dealt with 
before the OSCE starts than while it is in progress or, even 
worse, when the project is over and one realizes that a rating 
form item has been completely misunderstood. 

  Best Practices: SP Recruitment 
and Training 

    Search for SPs through word-of-mouth strategies (e.g., • 
by contacting other SPs, connecting with other SP 
trainers, talking to clinicians and acting teachers).  
  Cast the right person for each case (i.e., physical • 
appearance, psychological pro fi le, availability, no 
contraindications).  
  For high stakes programs recruit and train alternates • 
who can step in if needed (alternates can be cross-
trained to provide coverage for multiple cases).  
  Put SPs into learner’s positions through role-play to • 
enhance their understanding of the case (e.g., interac-
tive and emotional impact of SP actions) and to pro-
mote an empathic approach to learners.  
  Practice all aspects of the encounter (e.g., physical • 
exam, feedback); do not leave SP performance to 
chance.  
  Explore the psychological and physiological impact a • 
case has on the SP to avoid toxic side effects (e.g., get-
ting depressed from repeatedly portraying a depressed 
patient, getting muscle spasms from portraying a 
patient who has dif fi culty walking).  
  Train all SPs who are portraying the same case (simul-• 
taneously or consecutively) at the same time to enhance 
consistency in case portrayal across SPs.    
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   Table 2.9       Helping raters improve their accuracy (rater self-assessment guide)   

 Key question  WHAT I NEED TO WATCH OUT FOR: 

  O
bs

er
va

tio
n  

  What knowledge, 
skills and 
attitudes 

did I observe?  

 �  Too little, too much, or selective attention to details  inappropriate focus 
 �  Halo effect  one observation which is easy to obtain or of great signi fi cance to rater in fl uences 

perception 
of other behavior— fi rst impression error 

 �  Observation is too short or too long  premature closure or loss of information 

 ̄  

  Ju
dg

m
en

t    How should I 
rate 

this trainee on 
this item?  

 �  Gravitation towards the mean or extremes  central tendency/end-aversion bias or overused end scale 
points result in too little or too much range 

 �  Similar-to-me effect  trainees more similar to rater receive better scores 
 �  Contrast effect error  trainees are evaluated against each other and not against an external standard 
 �  Generalizations, prejudices, and stereotyping  
 �  Standards are not fully understood  unclear about expectations for training levels 
 �  Differences between rating scale points are unclear  
 �  Rater style : __ dove, __ moderate, __ hawk 
 �  Mum effect  hesitation to provide poor performance ratings 

 ̄  

  D
oc

um
en

ta
tio

n  

  How do I 
complete the 
rating form?  

 �  Incorrect recording  evaluation judgment is not properly marked off 
 �  Inadequate or missing comments  

   Table 2.10    Training protocol: rating   

 1.   Provide training program overview  e.g., when to get where, who will they be working with, what are the program objectives, what is 
the history of the project, what will a typical encounter with learners be like, who else will be in the room, what prior experience 
learners will have had with OSCEs/SPs 

 2.   Explore rater expectations/concerns  e.g., prior work with learners at the targeted training level—how did it go, how did it compare 
to their expectations, what are their concerns, what are they looking forward to, how might it be similar/different from previous rater 
work 

 3.   Review case to be observed and rated  
 • Provide a copy of the rating form and de fi ne each item (providing examples for the response options) 
 • Provide all other case materials (including learner and SP instructions) 
 • Let the rater take on the role of a learner to get a personal experience of the case challenges 

 4.   Perform practice ratings  
 • Use live encounters or videos to demonstrate a “gold standard” evaluation to establish intra- and inter-rater reliability 
 • Compare ratings within the group until a consensus is reached 
 •  Help raters pace themselves by using OSCE-speci fi c time frames (if possible, organize trial runs in the place where the OSCE 

will take place) 
 5.   Review typical rater errors  discuss factors that can interfere with rating tasks (see self-assessment form in Table  2.8 ), encourage 

raters to become aware of their own style and tendencies 
 6.   Introduce raters and SPs  (if rating is done by a faculty observer) 

 •  Encourage them to work together without sharing their individual impressions about the learner’s performance before document-
ing their own ratings 

 • Give raters and SPs time to be alone to get to know each other before the  fi rst learner arrives 
 • Request that they play through the case with the rater taking on the learner role to build understanding and empathy 
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 Often in many OSCEs, raters are also asked to provide 
immediate feedback. Typically there are time limitations 
(5–10 min) and feedback providers need to be brief. 
Table  2.11  provides a sample protocol that could help struc-
ture a brief feedback session. It will also be important to add 
2–4 station-speci fi c teaching points to make sure that the 
teaching objectives for each station are accomplished with 
each learner. Providing succinct and meaningful feedback is 
not always that easy. If raters are also expected to give feed-
back they should practice doing so in advance of the OSCE 
(Hatchett et al.  2004  ) .  

  Step 8

   Implement the OSCE: Managing 
the Session 

 In addition to station-speci fi c materials, it is also necessary 
to develop forms and other resources that help with the 
overall organization of the event. Table  2.12  details the 
various forms that will be needed. Figure  2.6  provides an 
example station rotation schedule for OSCE participants, 
and Fig.  2.7  shows the same schedule from the perspective 
of the SP/rater. The OSCE participant schedule is also 
included in blank worksheet form in the back of this book 
(Appendix   E    ) along with program evaluation surveys 
(Appendices   K    –  M    ).    

 Whenever one plans an event that involves a large number 
of people, organization can be challenging. One must accept 
the fact that irregularities will occur, but with good planning 
and adequate resources, one should be able to make the pro-
gram manageable. To make trouble shooting at the time of 
the OSCE easier, it is helpful to contemplate potential solu-
tions ahead of the event. Key concerns include attendance, 
standardization, time and emotion management. Organizers 
should ask themselves what they could do in the event of the 
contingencies listed in Table  2.13 . We have included some 
solutions that have worked for us. By having extra SPs and 
faculty on hand one can overcome lateness or absences. 
Adequate training, extra props, and forms can help with 
standardization. Small time and personnel adjustments may 
be necessary to keep the OSCE on schedule. Organizers and 
monitors need to be on the lookout for nervous learners who 

   Table 2.11    Training protocol: feedback   

 1.   Provide a feedback framework  
 •  Explain the behavior change model which helps diagnose learners as pre-contemplative, contemplative, ready for action, in 

maintenance or relapse stage. Using this framework, feedback can be tailored to optimize its impact on learning 
 •  Share learner feedback about the feedback (i.e., what learners gained from feedback in post-OSCE debrie fi ng sessions or on 

program evaluation forms) 
 2.   Introduce characteristics of effective feedback — written or verbal  

 • Learner self-assessment  fi rst 
 • Speci fi c not general 
 •  Focus on behaviors that can be changed, not on personality or other unchangeable characteristics 
 • Take advantage of all observers in the station 
 •  Connect station with previous experiences (e.g., have you had a similar case?) 
 •  Explore what could be done differently next time (feed forward) 

 3.   Provide feedback anchors  i.e., teaching points speci fi c for the case that should be covered to strengthen the overall message 
 4.   Practice giving feedback  e.g., utilizing a video of a performance and role-play 

  Best Practices: Evaluator Recruitment 
and Training for Rating and 
Feedback Tasks 

    Select evaluators who are willing to adopt the program • 
values, who are consistent in their ratings and don’t 
have an ax to grind.  
  Bring multiple evaluators together to jointly observe a • 
learner performance on tape or live, compare ratings, 
and discuss similarities and discrepancies. Practice 
giving feedback (if this is expected).  
  Make raters aware of potential biases and rating • 
mistakes.  
  Provide written guidelines for rating items, evaluation • 
scheme, and station objectives/teaching points.  
  Post-OSCE, give feedback to raters about how their • 
ratings compare with those of others (e.g., more or less 
lenient, lack of range).    

http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec5_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec11_BM1
http://dx.doi.org/10.1007/978-1-4614-3749-9_BM1#Sec13_BM1
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   Table 2.12    General OSCE materials   

 Forms  Purpose  Content elements  Considerations/tips 

  Learner orientation 
materials  

 To record attendance 
and assign ID codes 
(if applicable) 

 � OSCE name, location, date 
 � Learner names and ID codes 

 �  Provide consent forms 
(if appropriate) 

  SP/rater orientation 
materials  

 To record attendance and 
match SP/rater names with 
ID codes (if applicable) 

 � Location, date, OSCE number 
 � SP/rater names and ID codes 

 �  Permit room for multiple SPs per 
station if alternates 

 �   Allow room for comments and to 
record special occurrences 

 �  Provide forms for SPs or others 
to receive payment 

  Rotation schedules   To guide the  fl ow of the 
OSCE, indicate what 
station learners start with 
and track where they 
should be at any given time 

 � OSCE name, location, date 
 � List of participant names/IDs 
 � Areas for indicating rotation periods 
 � Station sequence 
 �  Rest stations or general breaks (if 

applicable) 

 �  Add time parameters as reminder 
(e.g., minutes allowed for SP 
encounter) 

 �  Allow room for comments and to 
record special occurrences 

 �  Provide room for monitor(s) 
name(s) 

  Learner post-OSCE 
program evaluation 
forms  

 To evaluate the OSCE  � Self-assessment of performance 
 � Prior exposure to clinical tasks/cases 
 � Emotional reaction to stations 
 � Realism of stations 
 � Representativeness of performance 
 � Motivation to perform well 

 �  Keep it brief 
 �  Comments can provide interest-

ing 
qualitative data 

  SP and faculty 
program evaluation 
forms  

 To evaluate the OSCE  � Level of case dif fi culty 
 � Educational value 
 �  Faculty development value (if faculty 

rating) 
 � SP performance (if faculty rating) 
 � Level of enjoyment 
 � Appropriateness of case 
 � Effectiveness of instructions 

 � Keep it brief 
 �  Comments can provide interest-

ing 
qualitative data 

   Table 2.13    OSCE troubleshooting: potential problems and possible remedies   

 What if… 

 �  Someone doesn’t show?  For high-stakes OSCEs, always cast and train extra SPs. Consider scheduling open slots into the participant 
exam schedule to accommodate unforeseen emergencies. For formative OSCEs, ask a faculty member to portray the patient 

 �  Someone has to leave temporarily?  Participants and SPs should be informed in advance when designated breaks will occur. For long 
exams it is a good idea to cast and train multiple SPs for individual stations (While this requires more extensive training to standard-
ize performance and rating across SPs, it ensures an “understudy” will always be on hand) 

 �  A rater does not complete the forms correctly?  Designate a staff member to regularly review and count all forms during the OSCE so 
rating errors can be corrected in real time 

 �  A participant enters the wrong station?  Make sure exam proctors are monitoring the exam and can make timely substitutions in the 
trainee rotation schedule 

 �  Timing is off-schedule?  If a station goes overtime, try shortening subsequent rotations by small increments until the schedule is back 
on track 

 �  Someone is late or has to leave early?  Again, make sure time expectations are clear, and prepare back-up SPs 
 �  An SP does not portray the case correctly?  Schedule ample training so that everyone is happy with the case portrayal before the 

actual OSCE. Make sure there is a staff member familiar with the cases present at the OSCE to answer any questions of SPs that may 
arise in student encounters. Consider videotaping OSCE stations for quality-control post-OSCE 

 �  Station materials are missing?  Bring extras of everything, including any props and all forms. Determine in advance the easiest way to 
make emergency paper copies 

 �  Some stations consistently take less than the allotted time?  Check in with the SP between rotations; adjust details of the case 
portrayal if needed (This is not necessarily a problem) 

 �  The OSCE is running out of time?  A participant’s “score” in an OSCE is based on his or her performance in multiple stations and 
should not be compromised as a result of exam scheduling delays. Try  fi rst to see if SP and participant can stay late to  fi nish the 
OSCE 
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  Fig. 2.6    Example OSCE participant rotation schedule. Shown here are 
the order of rotations (including two rest periods) for half of the 24 resi-
dents in our example ten-station OSCE. Each 18-min rotation period 

includes 5 min feedback. Participant ID numbers may be substituted for 
names where con fi dentiality is required (e.g., in a higher-stakes 
OSCE)       
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  Fig. 2.7    Example OSCE SP/rater rotation schedule. This  fi gure presents the same schedule as in Fig.  2.6 , now highlighting the order of residents 
passing through each station       
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   Table 2.14    Creating a secure and con fi dential OSCE data storage 
system   

 1.   Generate a unique ID for each individual learner  e.g., 4-digit 
number 

 2.   In a two-column table, link these new IDs to learners’ names 
and other identifying information  (e.g., email address, schools 
attended, system IDs) 

 3.   Store hard and electronic copies of the table in secure 
locations  e.g., password-protected database  fi le, locked  fi le 
cabinet; limit access to those with responsibility for learner 
assessment 

 4.   Store OSCE data with the unique ID ONLY  i.e., delete all other 
identi fi ers 

 5.   Create a regular system for backing up your data  

may enter stations too early or tired SPs who do not portray 
their case correctly anymore. Post-OSCE debrie fi ng will be 
useful for all involved.  

  Step 9

   Manage, Analyze, and Report Data 

 It’s important to identify resources and make a plan for enter-
ing, managing, and analyzing data early on in the OSCE 
development process so that you do not end up with poor 
quality or uninterpretable data—or worse yet, missing data. 
To do this, “begin with the end in mind” by clarifying what 
information you hope to obtain from the OSCE and planning 
accordingly. We have found that good data management 
practice—which includes protecting trainee privacy—is 
crucial because it not only ensures high quality data but also 
helps create a safe learning environment for your trainees. 
How you handle, use, and report trainee data may be dictated 
by institutional policy, accreditation regulations, or the law. 
If you anticipate wanting to conduct research using OSCE 
data, it is particularly important to understand local policies 
and regulations with regard to treating trainees as human 
subjects early in the planning process. 

   Managing Data 

 Since it is likely that multiple people will be involved in han-
dling the data from an OSCE, good data management prin-
ciples should be employed to ensure con fi dentiality and the 

integrity and security of the data. Table  2.14  provides a step-
by-step approach to addressing privacy concerns.  

 Ideally, data from OSCEs should be entered directly by 
raters into user-friendly computer interfaces that then down-
load the data into formats that can be readily uploaded into 
statistical analysis software (e.g., SPSS, R, SAS) for analy-
sis. If paper rating forms are used, it is good practice to col-
late data as soon as possible in order to be able to identify 
any problems with the quality of the data (e.g., inconsistent 
ratings, missing data, missing learner IDs) and to be able to 
resolve any problems while memory of the logistics are still 
fresh (e.g., data are missing because someone arrived late). 

 While data can be initially entered into a spreadsheet 
(e.g., Microsoft Excel), which is familiar to most people, we 
recommend the use of data entry forms that facilitate fast, 
consistent, and error-free data recording that are easily 
exported into analyzable formats while ensuring that data 
 fi elds are accurately labeled. Such forms can be created in 
“off the shelf” software (e.g., Microsoft Access) or using 
“open-source” free programs (e.g., Epi Info [  wwwn.cdc.gov/
epiinfo    ]; FormSite [  www.formsite.com    ]). 

 Field-based data entry also facilitates the creation of a 
“data dictionary” that provides information on each data item 
(e.g., the checklist item it represents and in which case it was 
asked), how the response options were entered (e.g., 0 = no; 
1 = yes; or 1–4 for global ratings), the identity of the raters 
(often good practice to develop an ID system for identifying 
the SPs), and any issues or problems that should be noted 
relevant to the OSCE. It’s always a good idea to have an 
OSCE summary sheet that lists important details about each 
OSCE: date, location, learners, raters, cases, problems, where 
data is stored and status of data, etc.  

   Analyzing OSCE Data 

 Start with descriptive statistics such as distributions of  ratings 
across the response categories (frequencies) for each item on 

  Best Practices: Optimizing the Test 
Environment 

    Conduct a “dress rehearsal” prior to any high-stakes • 
OSCE.  
  Come prepared with extra forms and knowledge of • 
of fi ce facilities (computers, printing, copying) near the 
testing site.  
  In designing the OSCE rotation schedule, include time • 
for orientating learners and SPs, as well as time 
between scenarios and after for post-OSCE 
debrie fi ng.  
  SPs can optimally perform and rate for up to 180 min. • 
There should be a break if you are doing two OSCE 
sessions on 1 day.  
  If the location is not a simulation center then testing • 
staff should include one proctor for each clinical area 
(e.g., hallway) and one overall administrator.    

http://wwwn.cdc.gov/epiinfo
http://wwwn.cdc.gov/epiinfo
http://www.formsite.com
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the checklist to identify data entry errors and missing data. 
Then, once you feel the database is accurate, summarize the 
data across learners to identify program-level gaps in train-
ing for speci fi c skills and to establish norms for the group 
(see Fig.  2.8 ). Reviewing the data in this detail will help in 
understanding how to summarize the data for individual 
learners and for the cohort of  learners and will also provide 
guidance to improve the checklists.   

   Calculating and Interpreting OSCE Scores 

 The reasons for calculating OSCE scores are: (1) To set min-
imum standards for high stakes, pass/fail examinations; (2) 
To provide feedback to learners (and their faculty) on perfor-
mance; and (3) To provide overall feedback to your program 
on the effectiveness of training. 

 Scores can be based on averages of scaled items or on 
percentages; the latter are used especially for checklist scores 
(e.g., percentage of behaviors “done”). If scaled items are 
non-normally distributed because response options represent 
a ranking but no clear numerical interpretation, nonparamet-
ric statistics can be used (e.g., Cochran’s Q, Friedman’s Chi 
Square, Wilcoxon Signed Ranks). For each OSCE, multiple 
scores can be calculated:
    1.    Overall OSCE scores: For each station, calculate a sum-

mary score (e.g., percentage of maximum points achieved, 
mean of scaled items). Then average or sum up the station 
scores across the OSCE. It is best to calculate station 
scores only when the station was designed to assess a 
de fi ned skills-set as an overall score (e.g., physical exam-
ination, history gathering, communication, etc.). In an 
OSCE station calling for performance of many skills an 
overall score can obscure relevant information because 
it creates one summary score across multiple skill 
domains.  

    2.    Domain scores: For each station calculate subscores 
(e.g., percentage of maximum points achieved, mean of 
scaled items) for the items representing speci fi c domains 
or categories of skill/performance (e.g., com-munication 
skills, counseling). Then average or sum up the subscores 
across all stations where a particular domain was 
assessed.     

 When designing a blueprint (   Step 3, above) one needs to 
make sure that each competency/domain is assessed in more 
than one station. Thus learners have more than one opportu-
nity to demonstrate their skills. As a result, their scores are a 
more reliable indication of their competence—generally 
speci fi c skills should be assessed across a minimum of three 
cases in order to achieve minimum reliability. In most 
OSCEs, the same core communication skills are assessed in 
every case because interpersonal and communication skills 
typically generalize across clinical scenarios. Consequently 

most assessments report “communication” performance as a 
summative (across cases) score.  

   Assessing the Quality of the OSCE Data 

 Whenever one organizes an assessment of competence for 
summative purposes, one needs to be concerned with a variety 
of psychometric standards, focused mainly on establishing 
the reliability and validity of the measure. Table  2.15  provides 
de fi nitions of these key psychometric issues, describes the 
questions they address, and provides information on strategies 
for enhancing the quality of the assessment.  

 When evaluating the quality of your OSCE data, the  fi rst 
question to explore is: To what degree do ratings of learners’ 
performance across the OSCE stations consistently assess 
learners’ underlying competence? This question focuses on 
inter-station reliability or the internal consistency of the 
items which assess speci fi c domains across stations and are 
then used to derive summary OSCE scores. Estimates of 
internal consistency, or the degree to which sets of assess-
ment items “hang together” (i.e., that a learner who does well 
on such items in one case will do well on those items in 
another case) can be calculated using Cronbach’s alpha 
(available in most statistical software programs). Calculating 
Cronbach’s alpha can also identify problematic items—items 
that were not used consistently by SPs, that were worded in 
ways that interfered with interpretations, or that do not end 
up re fl ecting performance in a particular station—and delet-
ing these items may improve the overall internal consistency 
of items compromising a summary OSCE score. In most sta-
tistical software programs, output for Cronbach’s alpha can 
include what the alpha would be for each set of items if that 
item were deleted, showing whether individual items enhance 
or attenuate overall reliability. Cronbach’s alphas range from 
0 to 1 and generally estimates above 0.80 suggest that items 
are internally consistent. For pilot OSCEs and OSCEs with 
fewer stations, Cronbach’s alphas should probably exceed 
0.60 or 0.70. The consistency of the checklist can also be 
assessed by estimating test–retest reliability (comparing per-
formance scores for trainees who complete the same OSCE 
or case without intervening training or education) and inter- 
or intra-rater reliability (comparing checklist ratings among 
different raters or over time within the same rater). 

 Once the reliability of a checklist has been established, 
attention should turn to gathering evidence of its validity, that 
is, the degree to which it measures what it was intended to 
measure. There is no simple way to establish validity and 
instead efforts to support the validity of a checklist should be 
based on how well it performs: Does it discriminate among 
trainees at different levels? Is performance in the OSCE, as 
measured by the checklists, signi fi cantly associated with other 
measures of related skills (e.g., patient satisfaction, faculty 
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  Fig. 2.8    Describing OSCE data for a cohort of trainees. Shown for each OSCE checklist item, the distribution of ratings for a class of third year 
medical students ( n  = 160)       
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and peer ratings, etc.)? And ultimately, are checklist scores 
predictive of actual clinical performance and outcomes?  

   Standard Setting 

 Setting standards for pass/fail examinations is both an art 
and a science. The core issues are determining the appropri-
ate developmental level, and then exploring how to use score 

cut-offs to divide learners into those that meet those stan-
dards and those that do not. For high stakes examinations, 
many psychometricians and medical education experts rec-
ommend absolute or criterion-referenced cut-offs (i.e., scores 
that re fl ect the ability to competently perform speci fi c skills 
and behaviors). Experts review the “test” (OSCE rating form 
and cases) content and determine a “passing” score. More 
complicated methods are also available (Boulet et al.  2003  
[review]; Kilminster and Roberts  2004 ; Krumer et al.  2003  ) . 

Table 2.15 Psychometric qualities of OSCE results

Definition, Key Questions Enhancement Strategies
Reliability & Internal Consistency Measures consistency and precision of an 

assessment tool. If learners underwent the same 
exam without any interim interventions, would 
the results be the same? How similar did 
trainees perform in the different stations? 
Typically one uses Cronbach’s alpha to 
determine the level of internal consistency (a 
Cronbach’s alpha between .60 and .80 is 
considered adequate for formative assessments, 
an alpha of .80 or more is necessary for 
promotion decisions).
Typical sources for unreliability are:
□  item differences within cases (case 

specificity)
□  case differences in the use of the rating form
□  differences within individual raters in how 

they applied the rating form
□  differences between raters in how they 

applied the rating form

□  Sufficiently large sample size
      •  of learners
      •  of cases (e.g., samples of communi-

cation abilities)
□  Clear, easy-to-use rating forms
□  Training of raters
□  Strong evidence of test item importance
□  Elimination of items that are respon-

sible for reducing the OSCEs reliability

Intra-Rater Reliability Measures consistency of individual raters over 
time. If a rater would evaluate the same 
performance a second time, would the result be 
the same? Contextual differences (e.g., live 
versus video-taped encounter vs. a video-taped 
encounter), are expected to influence these 
estimates of reliability. Nonetheless, if the rating 
forms are reliable, we would expect to see 
substantial correlations.

□  Initial selection of raters who are 
consistent

□  Rater training (including feedback on 
the correlations of assessments of the 
same video-taped case at different 
times)

Inter-Rater Reliability Measures consistency among different raters. If 
several raters observe the same learner’s 
performance, are their ratings of the perfor-
mance in agreement?

□  Initial selection of raters who are 
consistent

□  Rater training (including feedback on 
the level of agreement with other raters 
of the same real or video-taped 
encounter)

Validity Determines whether an OSCE assesses what it is 
set out to measure (e.g., communication skills, 
primary care skills). There are multiple types of 
validity.
•  Face and content validity (Does it look 

right?)
•  Convergent/divergent validity (Does it 

compare to other measures as it should?)
•  Discriminant validity (Does it differentiate 

between training levels or other learner 
characteristics)

•  Predictive validity (Does it predict future 
behavior

□  Re-examination of the blueprint
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 An alternative is to use relative standards or norm- 
referenced standards, where a certain percentage of the low-
est-performing OSCE participants “fail” (e.g., those with a 
score in the bottom decile or the bottom 20 %). The obvious 
problem with this approach is that while the pass/fail cut-off 
often stays the same, the sample of OSCE participants may 
vary in their performance over time (a score in the bottom 
decile in a class of stellar students might be comparable to an 
average score in a class with greater variation in their skills). 
This approach also requires that at least some trainees “fail.” 

 Standard setting policy decisions are judgments made by 
experts. Formal standard setting procedures can assist in ensur-
ing that cut-off scores re fl ect a consensus among relevant 
responsible educators. A variety of standard setting processes 
have been described for performance-based assessments, each 
with its own underlying assumptions and requirements 
(Downing et al.  2006  ) . While exams given on a very large scale 
can afford—both  fi nancially and with respect to numbers of 
subjects and experts—to go through rigorous standard setting 
procedures, most smaller-scale projects cannot. Therefore most 
school or program-based summative OSCEs end up using an 
approach that combines normative, criterion-based, and practi-
cal considerations to setting pass/fail cut-offs. 

 At NYU we use this combined approach for setting cut-
offs to identify students who fail our comprehensive clinical 

skills exam (CCSE), a summative 8-case OSCE required 
after the core clerkship year. Through rigorous training of 
raters and re fi nement of our checklists and patient note rating 
processes we are able to obtain internally consistent assess-
ments of the four competence areas assessed in the exam 
(communication skills, history gathering, physical exam, 
and clinical reasoning as re fl ected in the patient note). These 
scores are normally distributed around a mean score between 
50 and 60 % and therefore we can identify students at both 
the upper and lower ends of the spectrum. We have decided 
that performing well on one competency does not compen-
sate for performing poorly on another. Therefore we report 
the competency scores separately, taking what is called a 
non-compensatory approach (Sadler  2005  ) . We then set a 
normative passing cut-off at the lowest decile for each com-
petency. Students in this lowest decile across two or more 
competencies are identi fi ed, and then all students who “fail” 
communication skills alone (because we have found that this 
is predictive of failure on the USMLE Step II CS exam) are 
added to this list. Students’ scores that fall close to the thresh-
old (above and below) are further scrutinized to better make 
pass/fail decisions. Finally, any student who received a 
“would not recommend to a friend or family” global rating 
from more than one SP is added to the list because we have 
found this identi fi es additional students who go on to  struggle 

  Fig. 2.9    Sample report card illustrating the OSCE performance of an 
individual learner (following our example General Internal Medicine 
Residency OSCE). Scores are reported as percentage checklist items 

“well done” and re fl ect individual performance across 10 OSCE cases 
relative to a cohort of 24 OSCE participants ( fi rst year residents, in this 
example)       
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with communication issues clinically and on other OSCEs. 
Our list of students who fail the exam is based also on our 
capacity to provide adequate remediation. Remediation strat-
egies are discussed further in Chap.   3     of this book.  

   Reporting Results 

 If the OSCE is used solely for training, performance feedback 
is essential. Even if the OSCE has evaluative purposes, stu-
dents want and highly value feedback on their performance. 
Because of the need to keep the content of the OSCE stations 
secure, there may be limitations on how detailed such reports 
can be. Training program faculty need to know how learners 
performed. By identifying those areas of consistent weakness 
across learners, the curriculum can be modi fi ed to enhance 
learners’ clinical performance in the future. Figure  2.9  provides 
an example of an OSCE score report. Whether in the form of a 
table or with the help of graphs, learners need to know what 
scores they achieved and how they compared with their peers. 
Learners can be encouraged not only to compare their scores 
with those received by peers but also to explore their relative 
strengths and weaknesses, noting differences among how they 
performed within and across particular domains. We aspire to 
design feedback reports to be easily understood and build in 
opportunities to develop action plans and ongoing guidance to 
learners as part of the feedback process.   

   Longitudinal Educational Database 

 OSCEs generate a wealth of data and can be combined with data 
from other sources (faculty ratings, exam scores, self-assess-
ments, even clinical and patient data) over time to track and 
monitor and understand the development of competence. You 
can work with your local Institutional Review Board to develop 
opportunities for obtaining consent from learners to combine 
those data not just for program evaluation purposes but also for 
research purposes—to answer both anticipated and unantici-
pated questions about the longitudinal process of becoming 
competent professionals. A student or trainee “registry” can be 
established, just like a patient registry, in which all students or 
trainees are asked to provide permission for their routinely col-
lected educational data to be linked and compiled in an educa-
tional database. Such data, once linked and stored, should be 
de-identi fi ed, that is, all identi fi ers should be stripped from the 
data except for the unique ID generated for the purpose of the 
database. Creation of this database can provide invaluable data 
on performance across domains over time and also help establish 
the quality of assessments made throughout the curriculum.  

  Step 10

   Develop a Case Library and 
Institutionalize OSCEs 

 The  fi rst OSCE requires an especially great deal of effort. 
However, as a set of cases is created, materials developed, a 
cadre of SPs recruited, and the team involved gets more 
experience, organizing OSCEs becomes much easier. By 
developing a case library such the one exempli fi ed in 
Fig.  2.10 , one can greatly reduce preparations for subsequent 
OSCEs. It is useful to maintain a library in electronic 
(backed-up!) and paper format and to make sure that the lat-
est versions of the cases (and training notes) are archived. It 
is also helpful to maintain a database of SPs and their contact 
information, and of any evaluative data that may have accu-
mulated for each station. In this way, one can determine 
whether cases need to be tweaked and whether SPs should be 
invited back.  

 Given that licensure exams now include performance-
based assessments, and that the ACGME and other 
 accrediting agencies now strongly advocate for the use of 
OSCEs, it makes sense for organizers to invest energy in 
institutionalizing OSCEs. Below are some tips for making 
OSCEs part of the institutional culture. 

  Best Practices: Managing and Analyzing 
OSCE Data 

    Plan for and monitor the quality of data entry and man-• 
agement; use unique identi fi ers to maintain con fi dentiality 
and make sure data are backed up and maintained 
securely.  
  Explore the quality of the data in terms of reliability • 
estimates of internal consistency (Cronbach’s alpha) 
before calculating summary scores.  
  Calculate OSCE scores based on performance within • 
domains across stations, considering the structure of 
the data (response options) and how best to derive 
summaries (percentage well done, average of scaled 
items, nonparametric methods if necessary).  
  Report performance data to learners in ways that are • 
understandable and constructive.  
  Consider how to mine the wealth of educational data • 
available by creating registries and organizing and 
linking data and information from many relevant 
sources.    

http://dx.doi.org/10.1007/978-1-4614-3749-9_3
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  Fig. 2.10    Snapshot of OSCE cases and characteristics stored in 120-case bank. A database aids in organizing and tracking use of cases and in 
developing an OSCE blueprint such as that shown in Fig.  2.4        

  Best Practices: Building Institutional 
Capacity 

    Save all material on an institutional server.  • 
  Create a collaborative interdisciplinary OSCE com-• 
mittee that meets regularly.  
  Invite institutional opinion leaders and early adaptors • 
from various departments to observe, help out, stop 
by.  
  Disseminate reports widely.  • 
  Talk about the OSCEs all year round (and with • 
humor!).  
  Get the OSCE into your departmental budget.  • 
  Apply for research and program enhancement grants.  • 
  Publish and present experience/ fi ndings locally, nation-• 
ally, and internationally.    
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