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v

     Drug abuse and addiction are common in clinical practice. Often they interfere with patient 
treatment or require an alternative approach. The volume  Drug Abuse and Addiction in Medical 
Illness: Causes, Consequences, and Treatment  discusses the causes and consequences of drug 
abuse and addiction in a systematic manner. We believe this volume is a gold standard book 
including current and cutting-edge information for all those working with drug abusing or 
addicted patients or for those interested in this topic from other research perspectives. The 
volume is a  fi rst of its kind book, rich yet comprehensive and focused (speci fi cally to the des-
ignated area), and addresses the needs of the very active theoretical, basic, and clinical research 
in the  fi eld. 

 Leading experts in the  fi eld of addiction throughout the world have contributed to  Drug 
Abuse and Addiction in Medical Illness: Causes, Consequences, and Treatment . This means 
the volume covers virtually every core, as well as contemporary, topic in the subject area, from 
the established theories to the most modern research and development in the  fi eld of drug 
abuse and addiction. 

 In brief,  Drug Abuse and Addiction in Medical Illness: Causes, Consequences, and 
Treatment  contains 46 chapters covering drugs of abuse and how they play a role in a wide 
range of medical illnesses. The volume starts with eight general chapters covering basic con-
cepts of addiction research, research techniques, and major  fi ndings. Section II of the book is 
followed by 11 chapters discussing a variety of drugs of abuse, including cannabis, inhalants, 
alcohol, and cocaine. Section III discusses how, for some diseases, drug abuse will cause or 
enhance the progress of that disease/disorder, while other diseases may result in or enhance 
drug abuse. The chapters in Section III thus deal with this crucial, bidirectional relationship. 
Section IV of the book consists of ten chapters discussing current topics in addiction research 
such as the effects of drugs of abuse on traf fi c safety, prevention, and legal aspects of drug 
abuse. To aid educational usefulness of the volume as a text book, every chapter includes an 
abstract, and two boxes summarizing learning objectives and directions for future research. 
The chapters on individual drugs in Section II also include a box summarizing the pharmacoki-
netic properties of the drug. 

 Understanding drug abuse and addiction is of vital importance in clinical practice. We hope 
 Drug Abuse and Addiction in Medical Illness: Causes, Consequences, and Treatment  is of help 
to those who are involved in improving health and quality of life of their patients and others 
interested in this fascinating  fi eld of research.

Utrecht, The Netherlands Joris C. Verster
Charleston, SC, USA Kathleen Brady
New York, NY, USA Marc Galanter
London, UK Patricia Conrod   
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    Composing this  fi rst of a kind comprehensive volume could not be realized without the enthu-
siastic help and effort of a great number of individuals. Many people were involved in the 
development of this new volume entitled  Drug Abuse and Addiction in Medical Illness: Causes, 
Consequences, and Treatment . We want to thank all authors for contributing authoritative and 
up-to-date chapters. Because of their efforts,  Drug Abuse and Addiction in Medical Illness: 
Causes, Consequences, and Treatment  is a  fi rst class reference book for everybody who is 
interested in the impact of drug abuse and addiction in clinical practice. We also want to thank 
the editors at Springer for their support and guidance in developing this volume. Finally, we 
want to thank our friends and families for their patience and support.
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  Learning Objectives 

    There is no straightforward relation between the total • 
amount of alcohol consumed in countries and the 
prevalence of alcohol use or alcohol use disorders.  
  Cannabis prevalence increased in the 1990s in most • 
western countries, and is generally stable or declining 
in the past years, especially among young people.  
  School surveys show an increase in heavy episodic • 
drinking in the past decade, especially among girls.     

  Abstract 

 This chapter describes trends in the prevalence and patterns of alcohol and illicit drug use. 
While methodological differences, imprecise estimates and lack of data preclude  fi rm con-
clusions on the global situation and trends in substance use, the available data suggest that 
alcohol and illicit drug consumption varies widely between societies. Per capita alcohol 
consumption is highest in the European Union and lowest in the South-East Asian and 
Eastern Mediterranean regions. There is a general long-term trend towards harmonisation 
of alcohol consumption, with decreasing levels in regions with traditionally high levels and 
increasing levels in regions with low levels. Trend data from surveys showed an increase in 
heavy episodic drinking among pupils in many European countries in the past decade, espe-
cially among girls. 

 Prevalence rates of illicit drug use are generally lower in the European Union compared 
to the USA, Canada and Australia, for which most research data are available. However, 
there are large variations between EU countries. Cannabis is worldwide the most frequently 
used illicit drug. Prevalence rates among young people tend to stabilise or decline in the 
past years, after a general increasing trend in the 1990s. Annual cocaine prevalence is higher 
among the general population of the USA and Canada compared to Australia and the EU, 
while annual prevalence of ecstasy and amphetamine use is highest in Australia. Within 
Europe, cocaine generally dominates the stimulant markets in the Western and Southern 
regions, albeit restricted to a few large countries. Amphetamines are the main stimulants in 
North, Central and Eastern Europe. Injecting drug use increases the risk of transmission of 
blood-born infectious diseases, like HIV and hepatitis B and C. China, the USA and Russia 
have the largest numbers of drug injectors. In terms of (midpoint) prevalence, highest rates 
are found in Azerbaijan and lowest in Cambodia.     

      Epidemiology of Alcohol and Drug Use       

     Margriet   van   Laar         

  1

    M.   van   Laar      (*)
     Trimbos Institute ,   Da Costakade 45 ,  PO Box 725 , 
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  Issues that Need to Be Addressed by Future Research 

    While cannabis is the most commonly used illicit • 
drug, data on intensive use and on cannabis use 
 disorders are scarce.  
  Problem drug use may be de fi ned differently • 
across countries and (indirect) methods to esti-
mate the number of problem drug users are avail-
able only for a limited number of countries.  
  There should be more research attention paid to • 
monitoring substance use in high risk groups, in 
addition to gathering data in the general population.    

 

   Introduction 

 This chapter gives an overview of trends in the prevalence 
and patterns of alcohol and illicit drug use, primarily in west-
ern countries. Data on alcohol use were mainly derived from 
the World Health Organisation (WHO). The European 
Monitoring Centre for Drugs and Drug Addiction (EMCDDA) 
served as a main source for data on the consumption of illicit 
drugs in the European Union. Well developed monitoring 
systems are available as well for other parts of the world, 
mainly the USA, Australia and Canada. Worldwide statistics 
of drug use are available from the United Nations Of fi ce of 
Drug Control (UNODC), but in spite of recent improvements 
data quality is still quite poor in many countries. 

 This chapter focuses on the most prevalent (classes of) 
substances: alcohol, cannabis, cocaine, amphetamines and 
ecstasy, and opioids. Many other drugs come and disappear 
on the market, sometimes gaining popularity in speci fi c sub-
populations, such as people in the nightlife settings (e.g.  [  1,   2  ] ). 
Examples are GHB, ketamine, benzylpiperazine and poppers 
(alkyl nitrites). Collectively, these drugs may be referred to 
as “club drugs”, of which only ecstasy has reached the stage 
of a relatively wide users group. However, consumption rates 
of most other drugs in the general population generally 
remain low. 

 For practical purposes, this chapter is organised by main 
substance. However, it should be realised that people who 
consume one substance often have also experience with using 
other substances. Occasionally substances are consumed 
together to enhance (or prolong) positive effects or to coun-
teract negative side-effects. For example, the combined use of 
alcohol and cocaine is quite popular, among others because 
cocaine is said to have a sobering effect, permitting the user to 
drink more and for longer. Poly substance or poly drug use is 
common and may pose speci fi c (health) risks to users  [  3,   4  ] . 

  Estimates of substance use . Commonly, prevalence is mea-
sured in three ways, viz., lifetime (ever), last year (recent) 

and last month (current). People who use a drug or alcohol at 
least once in their life will be included in the count of life-
time users. This practise may easily lead to misuse of statis-
tics, with one-time and occasional users being lumped 
together with regular and problematic users. Moreover, as 
 fi rst substance use may have taken place a long time ago in 
someone’s life,  fi gures on lifetime prevalence do not give an 
actual picture, especially if they refer to a wide age group. 
Last year and last month prevalence better re fl ect the current 
situation, and are more likely to re fl ect regular use than 
experimenting. 

 Some people may experience social, physical or psycho-
logical problems related to the consumption of psychoactive 
substances. There is no universal de fi nition of a problem 
alcohol or drug user. According to the EMCDDA, problem 
drug use is de fi ned as “the injecting or long duration/regular 
use of opioids, cocaine and/or amphetamines”. Problem drug 
use can also be de fi ned according to clinical criteria for sub-
stance use disorders (e.g. abuse or dependence), such as pro-
vided in the Diagnostic and Statistical Manual on Mental 
Disorders (DSM) of the American Psychiatric Association or 
International Classi fi cation of Diseases and Related Disorders 
(ICD) of the WHO. 

 Whatever de fi nition, survey data in the general popula-
tion and youth underestimate problem drug use among mar-
ginalised populations, especially users of drugs like heroin, 
amphetamines (and crack) cocaine. On the one hand, prob-
lem drug users may be underrepresented, as they are less 
likely to be part of a conventional household setting targeted 
by population surveys. This is because they are relatively 
often homeless and institutionalised. On the other hand, 
illicit drug use may also not be disclosed due to perceived 
stigma associated with such use, especially when it is prob-
lematic. To estimate problem (hard) drug use, speci fi c 
 estimation methods can be applied, which also take into 
account the “hidden population” of drug users. Examples are 
 capture–recapture and multiplier methods  [  2  ] . 

 Commonly, the number of clients in treatment is reported 
as an (indirect) indicator of problem use. While an increase 
in the number of drug users seeking treatment may indeed 
re fl ect an increase in the extent of problem drug use, treat-
ment statistics may also be heavily in fl uenced by changes in 
quality and coverage of the registration, treatment capacity 
and availability and referral policies. 

  Comparability . Comparisons between and across countries 
are hampered by differences in the quality and nature of 
study design, data collection and analysis methods, and by 
variations in last monitoring year and the age range of 
respondents. The truthfulness of the answers may vary 
depending on how respondents perceive the protection of 
their privacy and the risk of acknowledging drug use. Even if 
respondents wish to respond honestly, the common self-report 
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survey measures may incorrectly estimate both the frequencies 
of their drug use and the quantities they consume. Yet, several 
initiatives have been taken in the past decade to improve 
comparability of data at least at the methodological level. 
For example, the EMCDDA has developed standards for 
data collection for  fi ve epidemiological indicators. Moreover, 
several studies of the WHO and European studies (e.g. WMH 
surveys on mental disorders; HBSC, European School Survey 
Project on Alcohol and Drugs, ESPAD) have been conducted 
in which survey instruments are to a large extent harmonised. 
However, the stage of full methodological comparability has 
not been reached. This means that (small) differences between 
countries should be interpreted with caution.  

   Alcohol Use and Alcohol Use Disorders 

 Alcohol consumption in the population can be measured by 
analysing production and distribution statistics for alcoholic 
beverages. According to  fi gures of the WHO, Europe is the 
heaviest drinking region of the world, with an average adult 
(15+) drinking 8.9 l of pure alcohol each year, which is well 
above world’s average of 5.1 l of pure alcohol (WHO, Global 
Information System on Alcohol and Health;  fi gures for 
2001–2002). Figures for the European Union are even higher 
and point to an average almost 2.5 times above the world’s 
average. Next to Europe comes the Pan American region 
with 6.7 l, followed by the Western Paci fi c region with 5.2 l, 
the African region with 4.5 l, and at distance the South-East 
Asian region and Eastern Mediterranean region with a per 
capita consumption of 0.5 and 0.2 l of pure alcohol, 
respectively. 

 Long-term trend data over the past 40 years show that 
consumption peaked in the early 1980s in the European 
region, the African region and the Pan American region, but 
throughout this period levels remained considerably higher 
in Europe compared to the other regions  [  5  ] . Except for the 
Eastern Mediterranean region, where most countries have a 

majority of Muslim populations, there is a general trend 
towards harmonisation of consumption rates, with decreas-
ing levels in regions with traditionally high levels and 
increasing levels in regions with low levels. To some 
extent increasing trends in alcohol consumption may paral-
lel increasing levels of economic development. Note, how-
ever, that (trends in) consumption rates vary widely between 
countries, as illustrated in Figs.  1.1  and  1.2 . For example, a 
steady decrease in the volume of alcohol consumption is vis-
ible in France since the 1960s, while an upward trend is 
apparent in the UK.   

 As far as beverage preference is concerned, worldwide 
some 37% of the alcohol comes from beer, 25% from wine 
and 33% from spirits. However, there are large inter-country 
and regional differences in the drink of choice. In the USA 
beer is by far most popular (54% of all alcohol consumption; 
6% for wine and 30% for spirits). In general in northern 
European and Anglo-Saxon cultures, traditionally beer and 
spirits predominate, while in Southern Europe wine (as part of 
the diet, and often used during meals and in family settings) 
predominate. Yet, there are again large differences between 
European countries and a trend in the direction of harmonisa-
tion of beverage preference can also be observed  [  6  ] . 

 These statistics are, however, based on recorded (taxed) 
amounts of alcohol production, which do not include alcohol 
that comes from smuggling, home production and cross-
border shopping.    Table  1.1  shows that within the EU-15, esti-
mates of unrecorded consumption are fairly high in Sweden 
(3 l of pure alcohol per capita). In other European countries, 
relatively high levels (4 or more litres) are found in Lithuania, 
Hungary, Romania, Slovakia and Russia, with the Ukraine 
peaking with an unrecorded per capita alcohol consumption 
of 10.5 l. Taking both recorded and unrecorded alcohol con-
sumption into account, Hungary is on top of the list with a 
consumption of almost 18 l pure alcohol per capita of 15+.  

 In general, average adult alcohol consumption tends to 
relate to the proportion of heavy drinkers in a population, as 
shown by high correlations between mean consumption and 
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   Table 1.1    Recorded and estimated unrecorded consumption of pure alcohol (litres per capita of 15+) and percentage of last year abstainers in 
selected countries in WHO regions   

 Consumption  Percentage of last year abstainers 
 EU-27  Recorded  Unrecorded  Total  Male  Female  Total 
 Hungary  13.6  4.0  17.6  9  26  18 
 Lithuania  9.9  4.9  14.8  10  28  20 
 Ireland  13.7  1.0  14.7  17  26  22 
 Luxembourg  15.6  −1.0 a   14.6  1  4  2.5 
 Slovakia  10.4  4.0  14.4  4  10  8 
 Czech Republic  13.0  1.0  14.0  9  20  15 
 UKb  11.8  2.0  13.8  9  14  12 
 Romania  9.7  4.0  13.7  23  53  38 
 Denmark  11.0  2.0  13.0  2  4  3 
 Germany  12.0  1.0  13.0  4  6  5 
 Spain c   11.7  1.0  12.7  27  49  38 
 Portugal  11.5  1.0  12.5  7  24  16 
 Cyprus  11.5  1.0  12.5  1  15  8 
 France  11.4  1.0  12.4  4  9  7 
 Finland  10.5  1.9  12.4  7  8  7 
 Latvia  9.6  2.3  11.9  15  32  25 
 Austria  11.1  0.7  11.7  6  16  11 
 Poland  8.1  3.0  11.1  12  26  19 
 Belgium  10.6  0.2  10.8  12  26  19 
 Greece  9.0  1.8  10.8  1  15  8 
 Slovenia  6.7  3.6  10.4  12  36  24 
 The Netherlands  9.7  0.5  10.2  9  22  16 
 Estonia  9.0  1.0  10.0 
 Sweden  6.6  3.0  9.6  8  15  11 
 Italy  8.0  1.5  9.5  36  13  25 
 Bulgaria  5.9  3.0  8.9  32  65  – 
 Malta  6.0  0.3  6.3  –  –  – 
 European region—other 

 Israel  2.5  1.0  3.5  26  45  36 
 Ukraine d   6.1  10.5  16.6  15  27  23 
 Russian Federation  10.3  4.9  15.2  9  35  23 

 Pan American region 
 USA  8.4  1.0  9.4  29  38  34 
 Colombia  5.7  2.0  7.7  5  21  15 
 Mexico  4.5  3  7.5  22  55  42 

(continued)
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 Consumption  Percentage of last year abstainers 
 EU-27  Recorded  Unrecorded  Total  Male  Female  Total 
 Western Paci fi c region 

 New Zealand  9.7  0.5  10.2  12  17  15 
 Japan  7.6  2.0  9.6  7  20  16 
 Australia  9.0  0.0  9.0  14  21  18 
 China  5.2  0.8  6.0  28  73  49 

 African region 
 Nigeria c   10.6  3.5  14.1  51  90  76 
 South Africa  6.7  2.2  8.9  55  83  69 

 Eastern Mediterranean region 
 Lebanon  3.2  0.5  3.7  67  87  77 
 Morocco  0.5  1.0  1.5  77  99  90 
 Egypt d   0.2  0.5  0.7  99  100  100 
 Afghanistan  0.0  0.0  0.0  –  –  – 

  Sources: WHO, Global Information System on Alcohol and Health; WHO Global Status Report on Alcohol. Figures on consumption refer to 2003, 
except for Denmark (2005 for recorded consumption), Finland (2005 for recorded and 2006 for unrecorded consumption), Sweden (2005 for 
recorded consumption), USA (2004 for recorded consumption), Mexico (2004 for recorded consumption). Data on abstainers refer to 1995–1999 
in 15 countries (Lithuania, Luxembourg, Romania, Denmark, Portugal, Cyprus, France, Austria, Poland, Greece, Slovenia, Bulgaria, Russia, 
Mexico, South Africa) and 2000 or more recent in the remaining countries 
  a  Negative unrecorded consumption due to sales to foreigners 
  b  Great Britain and Northern Ireland    
  c  Regional survey 
  d  Abstinence rates pertain to lifetime prevalence  

Table 1.1 (continued)

the prevalence of heavy drinking in several studies  [  6  ] . For 
example, in the USA the top 10% of heavy drinkers account 
for 60–70% of the total alcohol consumption. European 
 fi gures are lower but still show that between a third and half 
of all alcohol consumption can be attributed to the top 10% 
of heavy users. Surprisingly, the total amount of alcohol con-
sumed is commonly not correlated with the prevalence of the 
number of drinkers (or abstainers) or the prevalence of alco-
hol use disorders, and trends may be fairly independent 
 [  6,   7  ] . Other aspects of drinking behaviour, such as the 
amount of alcohol consumed per session (e.g. binge drink-
ing) and context of use (e.g. drinking with meals and public 
drinking), may be better predictors of alcohol-related prob-
lems in a population  [  8–  10  ] . 

   Levels of Drinking 

 The injurious effects of excessive alcohol use are numerous. 
Alcohol use is related to over 60 disease conditions. For most 
of these, risk increases accordingly as more alcohol is con-
sumed, although the pattern of drinking (e.g. heavy episodic 
drinking) is also relevant to the type of harm (refs). The 
above-mentioned way of quantifying alcohol use, i.e. the 
volume per capita, does not take into account the number of 
abstainers and differences between male and female drinkers. 
In the framework of the Global Burden of Disease Study, 
these variables were taken into account to estimate proportions 

of “at risk drinkers” (see Table  1.2 ). Table  1.2  shows different 
categories of drinkers. Level II and III are considered as 
“heavy and hazardous drinking”  [  11  ] .  

 Anderson and Baumberg (2006) extrapolated  fi gures to 
the European Union, and found that about 14% of the EU 
population abstained from alcohol, which was generally 
de fi ned as not having had a drink in the past year  [  6  ] . 
However, rates of abstinence vary widely between countries, 
both within and outside the European Union (Table  1.1 ). 1  
These differences may be partly explained by variations in 
age groups, way of questioning, estimation methods (surveys 
and/or expert opinions) and widely varying reference years. 
Note also that data are fairly outdated in 15 of the listed 
countries. Nonetheless, a general  fi nding across countries 
and cultures is the gender difference, in that women are more 
likely to abstain from alcohol than men. Noteworthy are also 
the large proportions of abstainers in Spain and Romania, 
while in other European countries like Luxembourg and 

   1   For the EU, recent and more comparable  fi gures are available from the 
Eurobarometer survey in 2006  [  12  ] . This survey showed a last year 
prevalence of abstinence 25% (males 16%, females 32%) in the popula-
tion of 15 years and above of the EU-25, with highest rates reported in 
Italy (40%), Hungary (38%), Portugal (37%) and Malta (35%), and 
lowest rates of abstinence in Denmark  [  13  ]  and the Netherlands (10%). 
See also paragraph on binge drinking. Note, however, that precision of 
estimates owing to comparability of methods is partly offset by the 
fairly small sample (roughly 1,000 respondents per country, with some 
exceptions).  
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Spain almost every adult had drunk in the past year. 
Worldwide, highest abstinence rates are found in Africa and 
the Eastern Mediterranean region. To some extent these dif-
ferences can be explained by religious factors, i.e. in coun-
tries with Islam as of fi cial religion abstinence rates are 
generally high. Note, however, that patterns of drinking and 
abstinence rates may also vary within subpopulations and 
across different regions of a particular country. For example, 
in Israel, overall lower levels of per capita alcohol consump-
tion are reported compared to other Western countries. 
However, within the country, abstinence rates are highest 
among Arab Israelis, followed by Jewish Israelis and lowest 
among immigrants from the Former Soviet Union. These dif-
ferences have been attributed to both socio-cultural and 
genetic factors  [  14  ] . 

 Moderate or low-risk drinking is prevalent among seven 
in ten EU inhabitants. In general, low alcohol consumption is 
said to reduce the risk of cardiovascular illnesses  [  15  ] . It is 
unclear, however, whether this applies to all population 
groups. The exact degree of risk reduction and the amount of 
alcohol required to maximise this risk reduction are also still 
being debated. There are indications that light to moderate 
drinkers are less likely to die prematurely than non-drinkers 
or heavy drinkers. These associations appear only to apply to 
people who have a regular moderate drinking pattern, with-
out episodes of heavy drinking. However, in a recent meta-
analysis of the association between moderate alcohol use 
and death, it was concluded that the positive effects of mod-
erate alcohol use were grossly overestimated in the past  [  16  ] . 
A major reason for this is that studies often listed people who 
had given up alcohol use as non-drinkers. Giving up drink-
ing is also related to having poor health. Taking only those 
studies without this mistake, no signi fi cant difference in 
deaths was found between non-drinkers and moderate drinkers. 
Moreover, even low levels of alcohol consumption have 
been associated with the incidence of cancer  [  17  ] . 

 Level II and III drinking is associated with many diseases, 
including certain types of cancer, cardiovascular disease, damage 
to the brain and nervous system as well as dependence  [  6  ] . 
Over 15% of the European population “drink too much”, 

which is de fi ned as more than 20 g per day for women and 
40 g per day for men, or roughly 2 and 4 drinks per day, 
respectively. The WHO collects data also in other countries, 
but comparisons are hampered due to major methodological 
differences (Country Pro fi les). The available data suggest 
wide variations in the prevalence of heavy drinking. 
Examples: in Ireland 30% of all males and 22% of all females 
(18 years and above) is a heavy drinker, de fi ned as consum-
ing >21 units per week for men and >14 units per week for 
women (data from a national survey). In contrast, in Spain 
only 2.6% of the population of 18 years and above (3.4 for 
males, 2.1% for females) is a heavy drinker (level II and III). 
In the Czech Republic, 26% of the drinking males and 13% 
of the drinking females is a heavy (level II and III) drinker 
(WHO GENACIS study). However, based on the World 
Health Survey rates of 5.8% among males and 2.2% among 
females in the total population of 18 years and above are 
reported. Taking into account the low rate of estimated last 
year abstainers (3% of males and 8% of females), the former 
survey seems to yield appreciably higher rates, despite age 
group differences.  

   Binge Drinking 

 Heavy episodic drinking or “binge drinking” lead to an 
increase in (un)intentional injuries (e.g. traf fi c accidents, 
falls, drowning) and many other medical conditions, includ-
ing cardiovascular and cerebrovascular disease, dependence 
and atherosclerosis, even after adjustment for average 
 volume of consumption  [  11,   18–  20  ] . Generally, the higher 
the frequency of heavy drinking occasions and the greater 
the amount of alcohol consumed per occasion, the higher the 
alcohol-related disease burden. Binge drinking may be 
de fi ned as drinking occasions which result in drunkenness or 
intoxication, although this outcome is of course not always 
planned. This subjective de fi nition may have some advan-
tages above a  fi xed quantity, given the wide inter-individual 
variations in the degree of drunkenness resulting from a cer-
tain amount of alcohol, which is partly related to factors like 
body weight, gender and tolerance. However, for research 
purposes binge drinking is often de fi ned as a single drinking 
session that includes consumption above a given cut-off 
level of alcohol, while some de fi nitions also include a time 
period for drinking this amount, for example 2 h. 

 A survey in 2006 carried out in the European Union 
(Eurobarometer) collected data on binge drinking using the 
same de fi nition, that is “consuming 5 or more alcoholic drinks 
on one occasion”  [  12  ] . Data were collected in face-to-face 
interviews (generally computer-assisted). Figure  1.3  depicts 
the prevalence rates of “binge drinking” among last year 
drinkers (EU-25 prevalence 75%; see also footnote 1). About 
two in three Europeans who had drunk alcohol in the past year 
also had consumed 5 or more drinks on at least one occasion, 

   Table 1.2    Drinking levels and estimates for the adult European 
 population (16+) in 2001   

 Drinking 
levels  Description 

 De fi nition 
(gram per day)  Number of 

adults in EU a   Men  Women 
 Abstinent  0  0  53 million 
 Level I  Moderate to low risk 

drinking 
 >0–40  >0–20  263 million 

 Level II  Heavy, hazardous or 
excessive drinking 

 40–60  20–40  36 million 

 Level III  Alcohol-dependent 
or addictive drinking 

 >60  >40  22 million 

   a  This estimate does not include Romania and Bulgaria, which joined 
the European Union in 2007  [  11  ]   
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and 44% did so once per month or more frequent. Differences 
between Member States are large. Binge drinking  at least 
once per month  appears to be least common in Portugal, 
Cyprus and Latvia (25–26%) and most common in Ireland, 
Spain and Austria (60–68%). In Spain and Austria, even a 
quarter or more of the last year drinkers “binges” several times 
a week. Binge drinking at least once a month is more common 
among men than women (54% against 31%) and among 
younger compared to higher age groups, but it is certainly not 
exclusively a phenomenon among the young (e.g. 53% among 
15–24 years old against 37% among age 55+).  

 Among last month drinkers (prevalence 65%), 10% indi-
cated to have consumed 5 or more drinks on an occasion 
(same percentage for EU-25 and EU-15). A similar percent-
age was found for EU-15 in 2003. However, as the overall 
prevalence of last month alcohol consumption increased 
(from 61% to 67%), the actual number of people who drank 
5 or more drinks has slightly increased. 

 Surveys in the USA and Australia also suggest that binge 
drinking is also quite common in these western countries. In 

the USA, an increase in binge drinking episodes among adults 
was reported between 1993 and 2001  [  21  ] . Findings are from 
the Behaviour Risk Factor Surveillance System (BRFSS), a 
continuous telephone survey among the population of 18 
years and above in all American states. While the prevalence 
of binge drinking, de fi ned as consuming 5 or more alcoholic 
drinks on one occasion in the past month, among all US adults 
remained generally stable between 1993 and 2001 (14.3% in 
2001; 22% for men, 7% for women), a signi fi cant increase in 
the total number of binge-drinking  episodes  was found in this 
period, from 1.2 to 1.5 billion. In 2001, among those who had 
consumed alcohol in the past month, 27% had “binged” at 
least once (36% for men; 27% for women). 

 Findings from the National Drugs Use and Health Survey 
showed that the prevalence of binge drinking (same de fi nition 
as BRFSS) in the total U.S. population of 12 years and over 
remained stable as well between 2001 and 2007 (SAMSHA, 
2008). This also applied when the de fi nition was narrowed 
to heavy drinkers bingeing on at least 5 days in the past 
month. Peak levels for both binge drinking and heavy use 
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  Fig. 1.3    Frequency of having 
had  fi ve or more drinks on one 
occasion during the past year 
(2006) among drinkers in the 
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were found in age group 21–24 (see Fig.  1.4 ). No trends in 
binge drinking episodes were reported.  

 In Australia, measures of “risky drinking” in the general 
population remained fairly stable between 2001 and 2007 
 [  22  ] . In the 2007 survey, 20% of the population of 14 years 
and above (24% for men, 17% for women) drank at levels 
considered to be risky or highly risky in the short term. This 
was de fi ned as drinking at least 7 or more drinks per occa-
sion for adult males and 5 or more per occasion or 7 or more 
per day for females, at least once per month. One in ten 
(10%, for both males and females) consumed alcohol at lev-
els consider to be harmful in the long term (de fi ned as drink-
ing of 29 or more drinks per week for adult males and 15 or 
more drinks per week for adult females).  

   Prevalence of Drinking Among Young People 

 Alcohol consumption among young people has attracted 
much political attention in the past years. Early onset of alco-
hol use and drinking patterns are important predictors of 
later alcohol use problems. Moreover, research data point at 
negative effects of alcohol on adolescent brain development, 
although the evidence is not conclusive  [  23  ] . 

 Several international studies provided comparable data on 
adolescent drinking. The Health Behaviour of School-Aged 
Children Survey (HBSC) in 2005/2006 of the WHO reported 
on weekly drinking and drunkenness among pupils of 11, 13 
and 15 years in 41 countries. The results of this survey not 
only show that drinking and drunkenness are on average 
fairly common behaviours even among these young people, 
but also that there are wide differences between countries. 
On average one in four pupils (26%) of this age was a weekly 
drinker, with more boys (31%) than girls (21%) drinking   . 
Highest levels are found in Ukraine (53%) and lowest in 
Finland (10%). At age 11, on average 5% of the pupils drank 
at least weekly (3% girls, 7% males) and increases in preva-
lence with increasing age are seen in virtually all countries, 
with the biggest change occurring between 13 and 15 years. 

On average 15% of the pupils reported  fi rst drunkenness to 
occur as young as 13 years, with highest levels of early 
drunkenness reported among Esthonian boys (35%), followed 
by Lithuania, Austria, and England and Wales (boys between 
23 and 29%, girls between 19 and 21%). Early drunkenness 
was least common in Italy, Israel and Greece (boys between 
6 and 9%, girls between 3 and 5%). At age 15, even one in 
three pupils of 15 years (30% girls, 37% boys) had been 
drunk on at least twice, with highest levels in Denmark 
(57%) and lowest in Israel (15%). In most countries, drunk-
enness is more commonly reported among boys than girls. It 
should be noted that reports of drunkenness are subjective 
and sensitive to culture, and may refer to different levels of 
intoxication. 

 The European ESPAD survey among pupils of 15/16 
years reported an increase in episodic heavy drinking (hav-
ing 5 or more drinks on at least one occasion in the past 
month) between 1995 and 1999 and again between 2003 and 
2007  [  24  ] . The latter trend was found in over half of the 
participating countries and especially among females. 
In contrast, heavy episodic drinking ( fi ve or more drinks in a 
row during the prior 2-week interval) among American 
pupils shows a decreasing trend in the past years  [  25  ] . 
Longer-term trends resemble those of illicit drug use, with a 
peak in the early and mid-1980s, followed by a sharp 
decrease (e.g. prevalence decreased from 41% in 1983 to 
28% in 1992 among 12th graders). This was followed by a 
slight increase in heavy episodic drinking until the mid-
1990s, albeit much less than for illicit drug use, which slowly 
levelled off thereafter.  

   Alcohol Use Disorders 

 Chronic and excessive use of alcohol may lead to problems 
with health, personal relationships, and school or work. 
Surveys usually include alcohol dependence and alcohol 
abuse or harmful use, which are de fi ned on the basis of clini-
cal symptoms, rather than alcohol consumption patterns. 
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The most common classi fi cation systems to de fi ne these 
disorders are the Diagnostic and Statistical Manuals of Mental 
Disorders of the American Psychiatric association (APA) and 
the International Classi fi cation of Diseases of the WHO  [  26  ] . 
The DSM is most widely used in research. Dependence is 
characterised by compulsion and a loss of self-control over 
alcohol use. A person abusing alcohol begins to disregard his/
her responsibilities in school, at work, or socially because of 
alcohol use, and he/she may engage in dangerous activities 
while intoxicated. There is a hierarchy in that persons ful fi lling 
criteria of both abuse and dependence are assigned the diag-
nosis dependence. In general, the diagnosis of dependence 
according to the latest versions of the DSM (III-R and IV) has 
shown to be reliable and valid. However, this does not apply 
to a diagnosis of alcohol abuse, which given the hierarchical 
rules can be considered as a “residual category” of alcohol 
use disorders. Moreover, an abuse diagnosis has been sug-
gested to re fl ect a transitory pattern of maladaptive (risk) 
behaviour (especially common among young males), rather 
than a clinical disorder or form of psychopathology, given the 
low levels of co-morbidity with other mental disorders and 
relatively low impact on daily functioning and quality of life 
 [  27,   28  ] . Overall prevalence rates of alcohol use disorders in 
DSM-III-R and DSM IV are generally similar, but there may 

be a shift towards higher abuse rates and lower dependence 
rates using DSM IV criteria  [  29  ] . 

 For many years, comparisons of prevalence of alcohol 
use disorders between countries were hampered by large 
methodological differences. The World Mental Health 
Surveys, which were carried out in between 2001 and 2003 
in 16 countries, aimed to improve this situation. These sur-
veys are all based on the same instrument (CIDI 3.0) and 
methodologies are largely harmonised, although differences 
in age groups, response rates, may still affect comparability 
of  fi ndings. A disadvantage is that the prevalence rates of 
dependence may be slightly underestimated. In the early ver-
sion of the CIDI 3.0, participants who did not report ever 
experiencing any symptom of abuse were not asked depen-
dence questions. This may have resulted in an underestima-
tion of dependence diagnoses, especially among women and 
ethnic minorities, although the impact of this “skip” is prob-
ably small  [  30–  32  ] . Moreover, the CIDI remains a subjective 
instrument, which is sensitive to culture and context, and 
even within the same country and by using the same instru-
ments, different studies may yield widely varying prevalence 
estimates  [  7  ] . 

 With these reservations in mind, Table  1.3  gives the 
lifetime and 12-month prevalence rates for DSM IV alcohol 

   Table 1.3    Prevalence of 
DSM-IV alcohol use disorders in 
2001–2003 among countries 
participating in the World Mental 
Health Survey initiative   

 Alcohol abuse  Alcohol dependence* 

 Lifetime (%)  12-month (%)  Lifetime (%)  12-month (%) 

 The Americas 

 Colombia  6.9  2.3  2.3  1.1 
 Mexico  14.5 (m), 1.3 (f)  4.3 (m), 0.2 (f)  6.2 (m), 0.7 (f)  2.0 (m), 0.2 (f) 
 USA  13.2  3.1  5.4  1.3 
 Africa 

 Nigeria  1.9  0.6  0.3  0.2 
 South Africa  11.4  2.6  4.5  1.2 
 Eastern medit. 

 Lebanon  1.5  1.2  0.4  0.3 
 European 

 Belgium  7.8  1.7  1.7  0.3 
 France  6.7  –  1.6  – 
 Germany  6.3  1.0  1.5  0.3 
 Israel  4.0  1.1  0.4  <0.1 
 Italy  1.2  0.2  0.3  0.1 
 The Netherlands  8.4  1.8  1.5  0.4 
 Spain  3.6  0.7  0.6  0.1 
 Ukraine  10.0 

 19.7 (m) 2.0 (f) 
 3.7 
 7.2 (m) 0.9 (f) 

 3.5 
 6.7 (m) 0.8 (f) 

 2.1 
 4.2 (m) 0.4 (f) 

 Western Paci fi c 

 Japan  –  1.0  –  0.2 
 New Zealand  7.4 

 10.7 (m) 4.3 (f) 
 2.6 
 3.7 (m), 1.6 (f) 

 4.1 
 5.6 (m) 2.6 (f) 

 1.3 
 1.7 (m) 0.9 (f) 

  Age ranges were 18 years and above in all countries, except for Colombia (18–65 years), Japan (20 years and 
above) and Mexico (18–65 years). Target response rates of 65% or above were not achieved in Belgium (51%), 
France (46%), Germany (57%), the Netherlands (56%) and Japan (56%) 
  a  Prevalence rates may be underestimated (see text). Rates refer to people who also ful fi lled a (lifetime) 
diagnosis of alcohol abuse.  m  males,  f  females. Sources: Kessler and Ustün  [  33  ] ;  [  14  ] , Oakley Browne et al. 
 [  34  ] ; Bromet et al.  [  35  ]   
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abuse and dependence. Across all countries abuse diagnoses 
are (much) more common than dependence, although differ-
ences may be attenuated slightly when taking the possible 
underestimation of dependence diagnoses into account. More 
peculiar are, however, the widely varying prevalence rates 
for both disorders, with lifetime diagnoses of alcohol abuse 
peaking in the USA, South Africa and the Ukraine (10% and 
above), and being lowest in Lebanon, Italy and Nigeria 
(below 2%). Twelve-month prevalence abuse was also high-
est in the Ukraine and the USA (3.7 and 3.1%, respectively), 
followed by both South Africa and New Zealand (each 2.6%). 
Twelve-month diagnoses of alcohol abuse were least com-
mon in Italy, Spain and Nigeria (<1%). Twelve-month alco-
hol dependence is most frequently diagnosed in the Ukraine 
(2.1%), followed by intermediate rates in Colombia, Mexico, 
USA, South Africa and New Zealand (1.0–1.3%), and rela-
tively low rates below 0.5% in the remaining countries.  

 Aggregated data from surveys in Belgium, France, 
Germany, the Netherlands and Spain (data gathered under 
the umbrella of the ESEMeD project) showed that alcohol 
use disorders were more common among men than women: 
1.3 and 0.2%, respectively, for the 12-month prevalence of 
abuse and 0.4% and 0.1%, respectively, for the 12-month 
prevalence of dependence  [  36  ] . These differences are likely 
to re fl ect differences in drinking patterns, not decreased sen-
sitivity as women may be more vulnerable to the negative 
effects of alcohol. Nonetheless, in the USA, gender differ-
ences in alcohol consumption, abuse, and dependence are 
decreasing over time  [  37  ] . The ESEMeD study also showed 
that 12-month prevalence rates of alcohol use disorders were 
highest in age group 18–24 years (2.2%). Rehm et al. (2005) 
note that in various European studies alcohol abuse tends to 
be more prevalent in younger age groups; no such clear pic-
ture emerges for alcohol dependence  [  7  ] . Yet, in New Zealand, 
peak levels for both abuse and dependence are seen in the 
younger age group (16–24 years)  [  34  ] . In the NESARC study 
in the USA, however, alcohol dependence clearly peaks in 
age group 18–29 years, while alcohol abuse rates are gener-
ally similarly high in age group 18–29 and 30–44 years. 

 Alcohol use disorders seem to be lowest among persons 
who are married or live with a partner, but this protective 
factor is common among most mental disorders  [  36  ] . Genetic 
factors greatly contribute to the development of alcohol 
dependence with heritability estimates in the range of 
50–60% for both men and women  [  38  ] . For a review of risk 
factors for alcohol use disorders see Sher et al.  [  39  ] . 

 As indicated before, the volume of alcohol consumption 
has been shown to be poorly correlated with the prevalence 
of alcohol use disorders  [  7  ] , although different indicators of 
(problem) alcohol use for the Ukraine seems to be fairly con-
sistent (e.g. high per capita consumption, high prevalence of 
binge drinking among adults and weekly drinking among 
youth, and high rates of alcohol use disorders).   

   Illicit Drug Use 

   Overall Picture 

 The United Nations estimates that worldwide the number of 
cannabis users is about ten times higher than the number of 
users of amphetamines, ecstasy, cocaine and opiates 
(Table  1.4 )  [  40  ] . The number of opiate users equals the num-
ber of cocaine users. Due to low data quality, estimates for 
amphetamines and ecstasy are quite uncertain, as expressed 
in the wide range of the estimate. Within the group of amphet-
amines, it is estimated that some 54–59% relates to metham-
phetamine, 32–35% to amphetamine and 8–11% to other 
synthetic stimulants (e.g. pharmaceuticals).  

 Population surveys indeed show that in western countries 
cannabis is the most often used illicit drug (Table  1.5 ). With 
the methodological caveats in comparing and interpreting sur-
vey data in mind (see introduction), it can be concluded that 
experience with any drug as well as recent drug use is gener-
ally less prevalent in the EU than in the USA, Canada and 
Australia. However, there are large variations between indi-
vidual EU countries, and prevalence rates in some EU coun-
tries equal or exceed those of the USA, Canada and Australia. 
Cannabis and cocaine use are more prevalent among the USA 
and Canada compared to Australia, while the use of ecstasy 
and amphetamines is far more prevalent in Australia 
(Table  1.5 ). Within Europe, cocaine generally dominates the 
stimulant markets in the Western and Southern regions, albeit 
restricted to a few large countries. Amphetamines are the main 
stimulants in North, Central and Eastern Europe.  

 Data from 17 countries collected in the framework of the 
World Mental Health Surveys (see “alcohol disorders”) 
showed that illegal drug use was more likely among persons 
who had never been married or previously been married and 
among males compared to females. Yet, gender differences 
in initiating drug use were less consistent in younger age 
cohorts, suggesting that women may catch up to men, at least 
in some countries  [  43  ] . Drug use was also linked to income 
(higher income associated with higher prevalence), but this 
may be different for subgroups of problem drug users, who 
are more likely to have a lower socioeconomic status  [  44  ] . 
In general, there seems to be no straightforward relationship 
between drug use prevalence and drug policies  [  43,   45,   46  ] .  

   Table 1.4    Estimated number of drug users (× million), worldwide a    

 Type of drug  Estimated number of people (× million) 

 Cannabis  142.6–190.3 
 Amphetamines  15.8–50.8 
 Ecstasy  11.6–23.5 
 Cocaine  15.6–20.8 
 Opiates  15.2–21.1 

   a  Based on past year users. Source: UNODC  [  40  ]   
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   Cannabis 

 It has been roughly estimated that in 2007 worldwide between 
143 and 190 million people had used cannabis, with highest 
(absolute) numbers being reported for Africa, Asia and North 
America. In terms of percentage users of the population, 
highest values are found in North America, Oceania and 
Western and Central Europe  [  40  ] . 

 In the European Union at least 23 million people had at 
least once used cannabis in the past year, which is about one-
third of all lifetime users in the general population aged 
15–64 years  [  2  ] . Highest prevalence rates of last year use are 
reported in Italy (15%), Spain (10%), the Czech Republic 
(9%) and France (9%), and lowest levels in Romania (0.4%), 
Malta (0.8%), Bulgaria (1.9%) Greece (1.7%) and Sweden 
(2%). In the USA, the absolute number of last year cannabis 
users is 26 million. Use is however disproportionally high 
among young people. Figure  1.5  depicts last year prevalence 
in EU countries both for the total population and among 
young people. In virtually all countries, prevalence rates 
clearly peak in age group 15–24 years. Highest levels are 
found in the Czech Republic, with almost three in ten young 
people reporting use of cannabis in the past year (28%), and 
lowest levels in Romania (1.6%) followed by, Greece and 

Cyprus (3.6%). Male–female ratios of past year use range 
from 1/5 in Finland to 4.3 in Hungary.  

 Many people may try cannabis once or a few times or take 
the drug occasionally, such as less than once a month. 
Frequency of cannabis use is, however, not routinely included 
in surveys. According to the EMCDDA, in countries for 
which data are available 19–33% of the people who had used 
cannabis in the past month did so (at least near) daily, e.g., on 
20 or more days a month  [  47  ] . This is 0.5–2.3% of the total 
population (1.2% on average, about four million Europeans). 

 Early adolescence seems to be an important period for the 
development of cannabis-related harm. Some studies indi-
cate that the risk of adverse mental health effects, such as 
psychotic disorders, appear to be most pronounced among 
those who start using cannabis at a young age (before 16) 
 [  48–  50  ] . Furthermore, an early age of onset is found to be 
associated with heavy use or problematic use of cannabis and 
other drugs at a later age  [  51  ] . Early users are also less likely 
to quit their habit than those beginning at later ages  [  52  ] . 

 The HBSC study in 2005/2006 in 25 countries (see alco-
hol paragraph) shows that on average 12% of the students of 
15 years were past-year users of cannabis. Half of this group 
only consumed cannabis once or twice (“experimenters”), 
5% did so 3–39 times (regular users) and 1% was considered 

 EU 
 (age 15–64) 

 USA 
 (age 12+) 

 Canada 
 (age 15+) 

 Australia 
 (age 14+) 

 Cannabis 
 – Lifetime (%)  22 

 Range: 1.5–38.6 
 41  48.7  33.5 

 – Last year (%)  6.8 
 Range: 0.4–14.6 

 10.3  15.4  9.1 

 Cocaine/crack 
 – Lifetime (%)  3.9 

 Range: 0.1–8.3 
 14.7  12.3  5.9 

 – Last year (%)  1.2 
 Range: 0.0–3.1 

 2.1  2.4  1.6 

 Ecstasy 
 – Lifetime (%)  3.1 

 Range: 0.3–7.5 
 5.2  5.1  8.9 

 – Last year (%)  0.8 
 Range: 0.3–7.5 

 0.9  0.8  3.5 

 Amphetamines 
 – Lifetime (%)  3.5 

 Range: 0.0–11.9 
 8.5 b   6.1  6.3 

 – Last year (%)  0.5 
 Range: 0.0–1.3 

 1.1 b   0.4  2.3 

  Sources: EMCDDA  [  2  ] , Adlaf  [  41  ] , SAMHSA  [  42  ] , AIHW  [  22  ]  
  a  Most surveys were conducted between 2004 and 2008. For the computation of the aver-
age: see EMCDDA, 2008, page 40. For the EU the standard age range 15–64 years was 
used in all countries, except in Czech Republic  [  19–  65  ] , Denmark  [  17–  65  ] , Germany 
 [  19–  65  ] , Hungary  [  19–  65  ] , Malta  [  19–  65  ] , Sweden  [  17–  65  ]  and UK  [  17–  60  ] . In coun-
tries using wider age ranges, prevalence estimates may be slightly lower, and vice versa 
  b  Category refers to nonmedical use of psychotherapeutics, stimulants and methamphet-
amine. Methamphetamine: lifetime 5%, last year 0.3%  

   Table 1.5    Lifetime and last 
year prevalence of drug use in 
the general population in the 
European Union (2004–2008) a , 
USA (2008), Canada (2004) and 
Australia (2007)   
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to be a heavy user (40 times or more in the past year). 
Differences between countries were big. Canada peaked on 
almost all indicators: 12-month prevalence 27%, 8% experi-
menters, 14% regular users and 5% experimenters. Spain and 
Switzerland are also on top of the list (23% last year preva-
lence; 11/10% of regular users and 4% heavy users). Lowest 
levels were reported in Iceland, TFYR Macedonia, Greece, 
Sweden and Israel (12-month prevalence 3% or below). 
Remarkably, in countries with higher prevalence rates, use 
among boys and girls tend to become more equal, although 
boys still tend to dominate in the heavy users group. 

   Trends in Cannabis Use 
 In general,  fi gures point at stabilising or decreasing levels of 
cannabis use in recent years, although trends may diverge 
between countries. The USA have a longstanding tradition 
on monitoring drug use both among the general population 
and among students, allowing description of long-term 
trends. Cannabis consumption has evolved in two waves, 

with use rates starting to increase in the 1960s, peaking mid 
and late 1970s, then dropped, and rose again although it did 
not reach the level of the  fi rst wave. More recent U.S.  fi gures 
show a marginal decrease in last year prevalence in the popu-
lation of 12 years and above from 11% in 2002 to 10% in 
2007. This was mainly caused by a decrease in use between 
2002 and 2005 among youth of 12–17 years  [  25  ] . 

 The long-term trend in the USA is also seen in some 
European countries, although major differences between 
countries can be noted, with cannabis use starting to increase 
during the 1970s in Spain, during the 1980s in former West 
Germany and in the 1990s in Greece. Initially, cannabis use 
was probably much more bound to speci fi c subgroups and 
subcultures than it was today  [  53,   54  ] . A general  fi nding 
across almost all countries is the rise in cannabis use during 
the 1990s, especially among young people and pupils, which 
lasted at least till the early 2000s. Since 2001 trends are more 
divergent, but there is an overall tendency towards a stabili-
sation or decrease. In spite of slight increases in cannabis use 
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  Fig. 1.5    Last year prevalence of 
cannabis use in the general 
population of 15–64 years and 
among young people of 15–24 
years in Member States of the 
EU and Norway. A standard age 
range of 15–64 years was used in 
all countries, except in Czech 
Republic  [  19–  65  ] , Denmark 
 [  17–  65  ] , Germany  [  19–  65  ] , 
Hungary  [  19–  65  ] , Malta  [  19–  65  ] , 
Sweden  [  17–  65  ]  and UK 
 [  17–  60  ] . In countries using wider 
age ranges, prevalence estimates 
may be slightly lower, and vice 
versa. Source: EMCDDA  [  2  ]        

 



151 Epidemiology of Alcohol and Drug Use

in Finland and Sweden, prevalence rates still remain low in 
these countries. 

 In Australia, last year prevalence of cannabis use among 
the population of 14 years and above increased from 13% in 
1995 to 18% in 1998, and then strongly declined to 9% in 
2007  [  55  ] . Youth surveys point at declining or stabilising 
use, for example the HBSC studies in 2001/2002 and 
2005/2006 among 15-year-old school students, although 
slight increases were seen in Estonia, Latvia and Malta  [  56  ] . 
The ESPAD surveys showed an overall increase in cannabis 
use between 1995 and 2003, which had come to a halt, if not 
decrease, in many countries in 2007  [  24  ] . In some countries, 
decreases were quite dramatic. For example, the past month 
use of cannabis among 15/16-year-old pupils in the UK 
almost halved from 20% in 2003 to 11% in 2007. 

 Stabilising or decreasing trends are hard to explain. 
According to the EMCDDA, cannabis availability had not 
changed much for Europe as a whole and prices seem to be 
decreasing in most countries. Reasons for quitting cannabis 
use might be a “lack of interest”, transitions in life phase 
and worries about the negative health effects of cannabis 
 [  53,   57,   58  ] . The reduction in cannabis use might also be 
secondary to a reduction in tobacco smoking, which share 
the same route of administration and are often consumed 
together in a joint, at least in Europe. Moreover, the seem-
ingly waning popularity of cannabis among young people 
might be associated with increasing knowledge of the risks 
associated with the use of this drug  [  47  ] .  

   Cannabis Use Disorders 
 According to the National Comorbidity Survey in the USA 
during the early 1990s, one in ten people who ever consume 
cannabis at least once will be dependent at some time in their 
life (10%)  [  59  ] . For alcohol and cocaine, these rates are 20% 
and 21%, respectively. Within 2 years after  fi rst cannabis 
use, 2–5% of the users ful fi lled a diagnosis of cannabis 
dependence, and within 10 years this proportion has increased 
to 8%. Risk factors for the development of cannabis depen-
dence include early age of onset of use, being male, low fam-
ily income, use of three or more substances before starting 

cannabis use, frequency of use (weekly or daily), antisocial 
behaviour, persistent tobacco smoking, death of a parent 
before age 15, low self-esteem and genetic predisposition 
 [  59–  61  ] . Possibly also the potency of cannabis plays a role in 
the development of cannabis use disorders, but this depends 
on whether cannabis users adapt or titrate their cannabis use 
according to the concentration of THC, the main psychoac-
tive component of cannabis  [  62  ] . 

 Population data on cannabis use disorders are limited. 
Table  1.6  lists  fi ndings from studies providing DSM (III-R 
or IV) diagnoses of cannabis abuse and dependence in the 
general population of several countries. The data should be 
interpreted with caution. Apart from methodological differ-
ences, it is possible that data for the older studies are not 
representative for the current situation, due to for example, 
changes in cannabis consumption patterns (e.g. the strong 
decrease in prevalence in Australia) or cannabis potency 
(increases in the Netherlands).  

 The currently available data show that the prevalence of 
cannabis disorders varies between studies but a general 
 fi nding is that they are generally most common among young 
adults. For example in the USA, last year prevalence rates of 
cannabis abuse and dependence in age group 18–29 were 
3.3% and 1.1%, respectively. Corresponding lifetime preva-
lence rates were 9.5% and 2.7%, respectively. In Australia 
and the Netherlands, a similar age distribution is seen. 
Moreover, in all countries cannabis use disorders are far 
more common among men than women. 

 In the USA, one in four (25%) persons who had consumed 
cannabis in the past year ful fi lled a diagnosis of cannabis 
abuse and 10% a diagnosis of dependence. In Australia, 
comparable  fi gures were found, i.e. 21% and 11%, respec-
tively. In the Netherlands, lower  fi gures for abuse were found 
(9% among last year users) but a similar proportion for 
dependence (11%). Remind also that especially abuse diag-
noses may be sensitive to culture and context of use, which 
might to contribute to differences between countries. For 
example, problems with police and justice in DSM IV 
(e.g. being arrested because of drug use) may depend on the 
legal status and law enforcement practises in a country. 

 Population, age (years)  Year 
 Abuse  Dependence 
 Lifetime (%)  Last year (%)  Lifetime (%)  Last year (%) 

 U.S. population, 18+  2001/2002  7.2  1.1  1.3  0.3 
 Australian population, 18+  1998  –  0.7  –  1.5 
 German (Munich) 
population, 14–24 

 1995  2.8  –  1.2  – 

 New Zealand population, 
age 25 

 2002  –  –  13  – 

 Dutch population, 18–64  1996  1.2  0.4  1.0  0.5 

  In the  fi rst four studies, cases were classi fi ed according to DSM IV criteria; in the Dutch study DSM-III-R 
diagnoses were reported. Sources: USA  [  64  ] ; Australia  [  65  ] ; Germany/Munich  [  66  ] ; New Zealand  [  67  ] ; 
The Netherlands  [  68  ]   

   Table 1.6    Prevalence of 
cannabis use disorders in different 
population surveys   
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 In the USA, a slight increase in the overall prevalence of 
cannabis use disorders was seen from 1991/1992 to 
2002/2002, whereas the prevalence of cannabis use remained 
stable  [  63  ] . The increase was especially seen in young black 
men and women and young Hispanic men. As quantity and 
frequency of cannabis consumption had not changed, it was 
suggested that the parallel increase in cannabis potency had 
contributed to the higher prevalence of cannabis use disor-
ders. This explanation can, however, not account for differ-
ences in risks between ethnic groups.   

   Cocaine 

 The USA has been the dominant market for cocaine since the 
emergence of the modern cocaine epidemic in the 1980s. 
However, since the mid-1990s the European market for 
cocaine has expanded substantially, as re fl ected by increases 
in prevalence, seizures and treatment demand  [  69,   70  ] . 
As high use levels of cocaine are concentrated in a few coun-
tries, amphetamines still count as the second most commonly 
used drugs in most EU countries. 

 Cocaine can be used in different ways. Recreational or 
integrated users predominantly snort cocaine (hydrochloride) 
in powder form, whereas the more marginalised (problem) 
users consume cocaine by injecting or by smoking its base 
form, usually called “crack”. Cocaine (injecting and smok-
ing) is also common among opiate users. While both cocaine 
powder and crack cocaine are common drugs in the USA, 
crack use in Europe is concentrated to some subpopulations 
in several countries (and cities), such as Spain, the 
Netherlands, UK and Italy. Chronic cocaine use has been 
associated with a variety of health problems, especially car-
diovascular and neurological diseases  [  70  ] . Risks associated 
with the route of administration include lung complications 
(coke lung, resulting from frequent crack use), damaged nos-
trils, resulting from frequent snorting, and infectious diseases 
an elevated overdose risk resulting from injecting cocaine. 

 In the USA, cocaine use peaked in the early 1980s, 
declined until the early 1990s and then showed a rise in again. 
However, recent surveys showed an overall stable level 
between 2002 and 2008, although a decrease in the youngest 
age group (12–17 years) and among pupils has been reported 
 [  25  ] . It is estimated that, approximately 5.3 million Americans 
aged 12 or older had used cocaine in 2008 (2.1%), with over 
one-fourth of that group smoking crack cocaine  [  25  ] . 

 Estimates are lower in Europe, although indicators point 
at increasing use. In its 2009 Annual report, the EMCDDA 
reported that around four million Europeans of 15–64 years 
had used cocaine in the last year, which is about 1.2% on 
average. Use is mainly concentrated in young adults of 15–34 
years (2.2%). However, there is considerable variation 
between European countries. Lowest rates of last year 

cocaine use in the general population of 15–64 years are 
reported in Romania, Greece, Poland, Latvia and the Czech 
Republic (0.2% or lower). Highest levels are found in Ireland 
(1.7%), Italy (2.2%), UK (2.3%) and Spain (3.1%), with lev-
els over 5% among young adults of 15–34 years in Spain. 
The EMCDDA noted a strong increase in cocaine use since 
the late 1990s in the UK and Spain, with a less steep rise 
afterwards. More recent increases between 2002 and 2007 
were also seen in Ireland, Latvia and Portugal. These trends 
were generally paralleled by a growing number of people 
entering treatment for cocaine problems in several countries, 
most prominently in Spain, Ireland and Italy. There were 
61,000 cocaine clients in the EU in 2007. The proportion of 
cocaine clients among all drug clients increased from 13% in 
2002 to 19% in 2007. Cocaine powder was the most com-
mon reason to enter treatment.    While this may re fl ect differ-
ences in the extent of problem use between cocaine and 
crack, there are also indications that treatment needs of prob-
lem crack users may be more dif fi cult to meet. 

 Data on the prevalence of cocaine use disorders are lim-
ited. In the USA, 0.6% of the general population of 18 years 
and above ful fi lled DSM IV criteria for cocaine abuse and 
dependence, with most cases classi fi ed as dependence. This 
is one-fourth of all last year users. Prevalence rates of abuse 
and dependence were highest among age group 18–25 years 
(1.4%). A U.S. study also showed that 5–6% of the cocaine 
users ful fi lled a diagnosis of dependence within 1 year after 
 fi rst cocaine use. Within 10 years, some 15–16% of the life-
time users are dependent (cf. 8% for cannabis)  [  71  ] . 
Moreover, the risk of being dependent 1 or 2 years after ini-
tiating cocaine use appears to be greater for crack users and 
cocaine injectors compared to snorters of cocaine  [  72  ] . These 
differences are consistent with variations in dependence risk, 
related amongst others to the more rapid onset of action and 
greater intensity of effects of the  fi rst two routes of adminis-
tration  [  73  ] . 

 General population surveys, as described above, may 
underestimate the number of problem users of cocaine/crack 
and other drugs, who are relatively often homeless or insti-
tutionalised (see introduction). In three European countries, 
speci fi c methods have been used to estimate the number of 
problem cocaine users (de fi ned as injection or long dura-
tion/regular use). In Spain (2001), there were between 4.5 
and 6 problem cocaine users per 1,000 adult population 
(15–64 years) and in Italy (2006) between 3.7 and 4.5 per 
1,000  [  47  ] . In England, the population rate of problem  crack  
use was 5.2–5.6 per 1,000 aged 15–64 years  [  74  ] . In the 
UK, this group overlaps to a large extent with those of the 
opiate users. 

 Availability and accessibility of cocaine-speci fi c treatment 
programmes is generally low and there is as yet no effective 
pharmacological treatment for cocaine dependence, although 
some agents seem to be promising in clinical trials  [  47  ] .  
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   Amphetamines 

 The term amphetamines refers to a variety of psychostimulant 
drugs that are chemically related to amphetamine, such as 
dextroamphetamine or methamphetamine. Methamphetamine 
and amphetamine have similar behavioural effects, but meth-
amphetamine is more potent and has longer-lasting effects on 
the central nervous system. Methamphetamine is mainly used 
in North America, Australia, New Zealand and East and South 
East Asia. Although amphetamine is the second most com-
mon illegal drug in many EU countries after cannabis,  meth-
 amphetamine use is generally rare, except in the Czech 
Republic and to some extent Slovakia  [  2,   40  ] . At a global 
level, however, the number of methamphetamine users is esti-
mated to be almost two times higher than the number of 
amphetamine users  [  40  ] . 

 Amphetamines powder can be swallowed, snorted or 
injected; the crystalline form of methamphetamine (known 
as ice or crystal meth) may be smoked. Injection and smoking 
are the more harmful ways of using amphetamines. In the 
USA, smoking has become the most common route of 
administration of methamphetamine among those in treat-
ment; injection is more common among dependent metham-
phetamine users in Australia  [  13,   75  ] . Chronic amphetamine 
use is associated with a range of (health) problems, including 
addiction, psychosis, mood disturbances, malnutrition and 
violent behaviour, whereas injection contributes to overdose 
and the spread of infectious diseases. 

 Worldwide, amphetamines use peaks in Oceania, with a 
last year prevalence rate of 2.6% among the population of 
15–64 years, followed by North America (1.3%) and Central 
America (1.3%), the Caribbean (between 0.5% and 1%), 
East and South-East Asia (between 0.3% and 1.4%) and the 
EU (0.5%)  [  2,   40  ] . In Europe, last year prevalence rates vary 
from 0% in Greece, Romania and Malta to between 1.0 and 
1.3% in the UK, Estonia, Denmark and Norway. Trends are 
mixed, with countries reporting either an increase, or a stabi-
lisation or a decrease  [  2  ] . 

 According to the 2007 ESPAD survey in 35 European 
countries, between 1% and 8% of the 15/16-year-old stu-
dents had  ever  tried amphetamines. The lowest percentage of 
lifetime users (1% or less) was reported by Armenia, Faro 
islands, Finland, Norway, Romania, Russia and the Ukraine 
and highest percentages (6–8%) in Austria, Bulgaria, Latvia 
and the Slovak republic. By far the highest lifetime preva-
lence was reported for American students in the same age 
group, although a decreasing trend was observed from 16% 
in 1999 to 11% in 2007. 

 There are also some recent indications that in the USA, 
methamphetamine use might be over its top, which has been 
linked to a reduced availability due to strict precursor  controls 
 [  40  ] . Whether this trend will persist is not known. The number 
of Americans aged 12 years or older reporting past-year 

methamphetamine use declined from 1.9 million (0.7%) in 
2006 to 1.3 million (0.5%) in 2007 and 0.85 million (0.2%) 
in 2008. Yet, these declines are partially offset by increasing 
use in Mexico, which seems to take overproduction from the 
USA  [  40  ] . Moreover, methamphetamine use remains a seri-
ous problem, especially in the western American region, as 
indicated by data from treatment admissions, law enforce-
ment agencies and county hospitals  [  13  ] . For the European 
region, amphetamine users make up a signi fi cant proportion 
of the overall treatment demand by drug users for drug use 
(16–34%) only in Latvia, Sweden and Finland. In Slovakia 
and the Czech Republic, methamphetamine users often fea-
ture in treatment statistics (25% and 61%, respectively, of all 
drug clients). While these data may point at a signi fi cant 
group of problem amphetamines users, the actual size 
remains unknown since not all problem users will come into 
contact with health care agencies and/or police, or are cap-
tured in population surveys. 

 There are little data from indirect estimation methods tak-
ing also into account the “hidden” population of problem 
amphetamines users. In Australia, such methods tradition-
ally focused on dependent heroin users, who contribute to 
disease burden disproportionately to their numbers in the 
population. However, using multiplier methods the popula-
tion of dependent methamphetamine users, most of whom 
inject the drug, has been estimated at 73,000 against approxi-
mately 45,000 regular heroin users  [  75  ] . 

 In Europe, opioid users generally dominate the group of 
problem drug users. However, there are some exceptions. In 
Finland, the number of problem amphetamine users (12,000–
22,000) was estimated to be four times higher than the num-
ber of problem opioid users  [  2  ] . In Slovakia, the number of 
problem users of methamphetamine was estimated in 2007 at 
5,800–15,700 (or 1.5–4.0 cases per 1,000 population of 5–64 
years). In the Czech Republic, the number of problem meth-
amphetamine users was about 21,000 (about 2.8 per 1,000 
population of 15–64 years), which was about twice the num-
ber of problem opioid users  [  2  ] .  

   Ecstasy 

 The of fi cial name for ecstasy is 3,4-methylenedioxymetham-
phetamine (MDMA). This drug has both stimulant and so-
called entactogenic effects, i.e. making people feel drawn to 
each other and make contact more easily. Ecstasy is most 
commonly consumed orally as tablet, which may have widely 
varying forms in terms of colours, weight and markings 
(such as a dove, E, yin/yang symbol, Mitsubishi symbol). 
Other substances that are chemically similar to MDMA (such 
as MDA, MDEA and MBDB)—but also substances that bear 
no resemblance to it—are also sold as ecstasy without the 
user being aware of the difference (e.g. benzylpiperazine or 
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mCPP). In this chapter, unless otherwise indicated, “ecstasy” 
is understood to mean substances that are experienced or 
passed off as ecstasy. 

 The popularity of ecstasy increased strongly in the 1990s, 
mainly in Western and Central Europe, North America (espe-
cially the USA), and is closely linked to the dance and club 
scene, although its use has clearly spread beyond the night-
life culture. 

 Worldwide ecstasy is less popular than amphetamines, 
although in various western countries the rank order is 
reversed. Oceania (notably Australia and New Zealand) 
accounts for the highest annual prevalence rate of ecstasy 
consumption of any region (between 3.6% and 4% among the 
population of 15–64 years), although it has the fewest users in 
absolute numbers  [  40  ] . At distance come North America 
(0.9%) and Central/Western Europe (0.8%). Lowest estimates 
are reported in Central and South America (<0.2%). 

 In Europe, the percentage of last year ecstasy users varies 
from less than 0.5% in Greece and Romania to between 1.5 
and 1.7% in the UK, Estonia, Slovakia and Latvia, with an 
exceptionally high prevalence in the Czech Republic (3.5%). 
   Trends are mixed, with countries reporting either an increase, 
or a stabilisation or a decrease  [  2  ] . Estimates are much higher 
among young people, with last year use of ecstasy among 
15–24-year olds estimated at between 1.0% and 3.9% in the 
majority of European countries. However, there is a consid-
erable difference between the lowest national estimate at 
0.3% and the highest at 12%  [  2  ] . 

 Among Australians of 14 years and older, ecstasy is the sec-
ond most used illicit drug after cannabis (last year prevalence 
3.5% and 9.1%, respectively  [  22  ] ). Highest consumption rates 
were reported for age group 20–29 years (last year preva-
lence 11%). One in 12 users (8%) used ecstasy at least once 
a week; on average 1.6 pills were consumed per occasion. 

 On average, 4% of the pupils of 15 and 16 years in 25 
European countries had ever tried ecstasy in 2007  [  24  ] . 
Lifetime prevalence ranged from 1% in Norway and the 
Faroe Islands to 6 or 7% in Bulgaria, Estonia, Slovakia, Isle 
of Man and Russia (Moscow). Trend data available for 20 
countries showed that overall lifetime prevalence remained 
stable between 1999 and 2007, but there were marked differ-
ences between countries. 

 Use levels among adolescents and young adults in recre-
ational settings, notably dance parties and clubs, are com-
monly much higher, but comparable data from surveys in 
different countries are not available. 

 While animal studies suggest that MDMA may be a less 
potent reinforcer than other drugs, it clearly does have abuse 
and dependence potential  [  76  ] . In a large scale national pop-
ulation survey in the USA, 3.6% and 4.9% of the past year 
ecstasy users ful fi lled criteria of DSM IV hallucinogen 
dependence and abuse, respectively  [  77  ] . Spending a lot of 
time using or getting over the effects of hallucinogens and 

tolerance were the two most commonly reported symptoms 
by users. As ecstasy users also commonly use other halluci-
nogens (like PCP and LSD), these rates may overestimate 
substance use disorders due to MDMA use only. However, 
other studies suggest much higher rates of ecstasy depen-
dence among users. For example, a study among 600 ecstasy 
users in different cities (Sydney, Miami and St Louis) 
revealed that 83% of moderate (100–499 pills lifetime) or 
heavy ecstasy users (500+ pills lifetime) and 43% of light 
ecstasy users (1–99 pills lifetime) ful fi lled criteria of depen-
dence  [  1  ] . These differences might be partly related to the 
fact that the study by Wu and colleagues followed the DSM 
IV, which does not recognise the “withdrawal” criterion to be 
present for hallucinogen dependence (to which ecstasy/
MDMA “belongs”). Other studies also took withdrawal 
symptoms into account, which seem to occur at high rates 
among ecstasy users  [  1,   78  ] . It is, however, hard to tell 
whether these symptoms really comprise withdrawal symp-
toms or are just sub-acute drug effects  [  76  ] . 

 Use of ecstasy is associated with a number of (other) 
adverse health and psychological problems, including mem-
ory disturbances, depression and impulsivity, and these 
symptoms may persist for quite a long time after cessation of 
use beyond the withdrawal phase. However, the contribution 
of other factors, such as pre-morbid diseases and the use of 
other substances, is often hard to exclude  [  79  ] . Nonetheless, 
these problems rarely seem to be a reason for users to seek 
treatment. In 2007, two-thirds of European countries reported 
that ecstasy clients comprised less than 1% of all drug clients 
seeking treatment for addiction problems  [  2  ] . There is no 
explanation for the apparent big difference between the pro-
portion of ecstasy users with a use disorder and treatment 
demand. Possibly ecstasy users are relatively socially inte-
grated users who may cope well with their use or cease use 
on their own accord (e.g. due to  fi nancial consequences or 
changes in life circumstances, like  fi nding a job or new rela-
tionship  [  80  ] ). Another explanation might be that (ex) ecstasy 
users do not  fi nd their way to specialised addiction services, 
as symptoms are often of medical or psychological nature, 
and may occur for quite some time after use has stopped. 
Moreover, ecstasy users often consume other substances like 
cocaine, alcohol and cannabis, and these substances are more 
frequently than ecstasy reported as primary reason for seeking 
treatment.  

   Opioids 

 The drug class of opioids (also referred to as opiates) com-
prises many substances. Some of these are known for their 
illegal use, such as heroin. Since the 1970s heroin use has been 
associated with relatively high rates of morbidity and mor-
tality, especially when the drug is injected. However, in some 
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countries (e.g. the Netherlands, Germany and Switzerland) 
medical prescription of heroin to therapy-resistant registered 
drug addicts is possible, as standard regimen or within the 
framework of a medical trial  [  81,   82  ] . Other opioids are used 
for detoxi fi cation or as heroin substitutes during maintenance 
therapy, such as methadone and buprenorphine, Methadone, 
buprenorphine and a variety of other opioids (e.g. codeine, 
oxycodone) are also used therapeutically in medicine, 
amongst others, as pain relievers. While in the USA illicit 
drug use like cannabis and stimulants tend to decrease, espe-
cially among young people, the nonmedical use of prescrip-
tion opioids, like OxyContin and Vicodin, has strongly 
increased in the past decade  [  25  ] . This trend also pertains to 
other psychotherapeutic drugs. Probably young people are 
less concerned about the dangers of using these drugs out-
side of medical regimen than they are about the dangers of 
using the illegal drugs, as suggested by the fact that the for-
mer are widely used for legitimate medical purposes  [  25  ] . 

 Some degree of non-medical use of prescription opioids 
has been reported in Australia, Canada and several European 
countries as well, but comparisons are hampered by method-
ological differences  [  83  ] . In 2008, the EMCDDA also warned 
for possible increases in abuse of fentanyl, but this trend 
seems to be limited to the Baltic States  [  47  ] . 

 According to estimates of the UNODC in 2009 there are 
worldwide roughly 15 and 21 million opioids users, with more 
than half of the world’s opioids using population living in 
Asia. Highest population rates are found in Afghanistan along 
the main drug traf fi cking routes  [  40  ] . Europe holds the second 
largest population of (problem) opioids users, with 1.2–1.5 
million estimated users living in West and Central Europe, 
and between 2.2 and 2.5 million living in Eastern and South 
Eastern Europe. However, these estimates are very rough as 
the underlying data sources are highly heterogeneous. 

 As indicated in the introduction, population surveys do not 
yield reliable estimates of the number of (problem) heroin 

users. The EMCDDA has issued guidelines for estimating 
problem drug use by using indirect estimation methods. Most 
commonly applied are the capture–re-capture and multiplier 
methods (  http://www.emcdda.europa.eu/    ). These methods 
take into account that part of the problem drug users are in 
contact with treatment services, police or other organisations 
where they are registered, while another proportion is “hid-
den”. Although the EMCDDA de fi nes problem drug use as 
“injecting drug use or long-duration/regular use of opioids, 
cocaine and/or amphetamines”, countries differ widely in the 
actual case de fi nitions used for their estimates. For example, 
data in some countries allow a distinction between types of 
drugs (opioids, amphetamines, amphetamines) but in other 
countries no such distinction is made. Hence, the total num-
ber of problem drug users may be underestimated in some 
countries, unless of course the exclusion of amphetamines or 
cocaine may also re fl ect the drug situation in a particular 
country. In most countries, the group of problem drug users 
consist of heroin addicts, who often also consume a variety 
of other substances, like cocaine, alcohol, cannabis and ben-
zodiazepines, but in some countries problem amphetamine 
or cocaine users are in the majority. Moreover, the applica-
tion of different indirect estimation methods within the same 
country may yield varying results, and upper and lower 
ranges are often provided to indicate the degree of impreci-
sion. For sake of comparisons between countries, Figure  1.6  
gives a central estimate per country, but differences should 
be interpreted with caution.  

 In countries where speci fi c estimates for problem opioids 
users are available, estimates range from about one per 1,000 
inhabitants of 15–64 years in the Czech Republic, Poland, 
Latvia and Finland until about six or more per 1,000 inhabit-
ants in this age group in Malta, Italy and England. In many 
countries the population of opioid users is growing older, as 
shown for example by increasing average age among opiate 
clients in treatment (average age 33 years). This may point at 
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  Fig. 1.6    Total number of 
problem drug users and number 
of problem opioid users per 
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in a number of EU countries. 
Source: EMCDDA  [  47  ] ; Hay 
et al.  [  84  ] . Estimates refer to 
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a decreasing in fl ux of new (young) users, but recent data 
suggest that recruitment into heroin use still occurs. During 
the past decade several indicators, such as overdose fatali-
ties, treatment demand and seizures suggested a stabilising 
or decreasing trend in heroin use. However, this trend seems 
to have halted in 2002/2003 and there are signs suggesting 
a worsening of the situation, although there are no indica-
tions of an epidemic spread of heroin use as seen in the 
1980s and 1990s  [  2  ] . 

   Infectious Diseases 
 The main routes of administration of heroin are injecting and 
smoking. Countries differ widely in the proportion of inject-
ing heroin and other drug use, which is a risk factor for blood 
borne infectious diseases, like HIV/aids and hepatitis B and 
C. A review published in the Lancet suggests that worldwide 
on estimate 15.9 million (range 11.0–21.2 million) people 
inject drugs (not only heroin)  [  85  ] . As the quality of the data 
was often quite poor, estimates are generally not very pre-
cise, which is re fl ected in the wide ranges. The largest num-
bers of injectors were found in China, the USA and Russia. 
In terms of (midpoint) prevalence among the population of 
15–64 years, estimated injecting drug use ranged from 
0.02% in India and Cambodia till 5.2% in Azerbaijan. In 
most western European countries midpoint population esti-
mates vary between 0.1% and 0.5%, except for Estonia 
(1.5%) (see also  [  2  ] ). Injecting drug use was reported in 148 
of the 200 countries included in the review, and this number 
seemed to have increased in the past decade  [  85  ] . Treatment 
data for EU countries, however, point at decreasing rates of 
injecting among opioid users, although there are great varia-
tions between countries  [  2  ] . 

 Worldwide about three million people who inject drugs 
might be HIV positive but the estimate ranges from a lower 
limit of 0.8 to an upper limit of 6.6 million  [  85  ] . Prevalence 
of HIV among injecting drug users varied from 0.01% in 
eight countries to 72% in Estonia. Rates between 20% and 
40% were found in  fi ve countries and rates over 40% in nine 
countries, with the largest numbers and concentrations of 
HIV-positive injecting drug users in Eastern Europe, East- 
and South-East Asia and Latin America. The spread of HIV 
has remained relatively low in Australia and New Zealand 
(1.5% and 1.6%, respectively) despite a higher prevalence of 
injecting (1.1% and 0.7%, respectively) compared to some 
other countries. This difference has been attributed to geo-
graphic isolation as well as the swift introduction of needle 
and syringe exchange programmes in the 1980s. 

 The incidence of HIV among injecting drug seems to 
diverge between European regions. Infection rates seem to 
have decreased or stabilised in most EU countries, following 
a peak in 2001–2002, which was due to outbreaks in Estonia, 
Latvia and Lithuania  [  86  ] . This positive trend is at least partly 
related to the increasing implementation of harm reduction 

measures, like needle and syringe exchange programmes and 
substitution treatment. However, in the former Soviet 
Republic the situation is worrying, as data suggest increasing 
incidence of HIV infection among people who inject drugs. 
In 2007, injecting drug users accounted for 57% of newly 
diagnosed HIV infections reported in this region. 

 A chronic hepatitis B or hepatitis C infection can cause 
serious forms of liver in fl ammation. Hepatitis C can virtually 
only be transmitted by direct blood to blood contact and is 
much more contagious than HIV. It can also be transmitted 
by sharing other contaminated (injecting) materials besides 
needles. The hepatitis B virus is transmitted by blood con-
tact, for example by intravenous injecting with used needles, 
or through unprotected sexual contact. Data on hepatitis C 
are (also) not easily comparable between countries on 
account of differences in sources and methods of data collec-
tion. Nonetheless, the available data suggest that hepatitis C 
infection occurs usually with higher frequency among inject-
ing drug users compared to HIV. A review in 2001 of 160 
studies in 34 countries gave a weighted average hepatitis C 
prevalence of 70%, with North America and Asia having the 
highest rates  [  87  ] . A more recent review of 57 countries and 
152 sub-national areas revealed prevalence rates of hepatitis 
C of at least 50% among injecting drug users in 49 countries 
or territories  [  88  ] . Worldwide, however, prevalence rates 
vary widely. 

 Among European countries, the variation in the rate of 
hepatitis B infection is greater than for hepatitis C. This may 
possibly be due to factors such as different vaccination strate-
gies (universal versus risk groups). The most complete data 
available concern those having previously had a hepatitis B 
infection. The EMCDDA reported that in 2006–2007, three 
out of ten European countries reported that over 40% of inject-
ing drug users had ever been infected with hepatitis B  [  2  ] .    

   Conclusion 

 There are wide variations between countries and regions in 
substance use (problems). Differences are often hard to 
explain but contributing factors may include policies, 
 availability, economic and (youth) cultural factors and the 
availability of preventive and harm reduction measures. 
Generally, (formal) drug policies are not strongly associated 
with prevalence of drug use, while the reverse is true for alco-
hol  [  45,   46,   89  ] . In terms of disease burden and societal costs, 
illicit drugs lag far behind alcohol. The Global Burden of 
Disease Study 2000 of the WHO estimated that worldwide 
alcohol accounts for 4% of the total burden of 
 disability-adjusted life years (DALY’s) and illicit drugs 
(mainly opiates) for 0.8%. Highest disease burden for both 
alcohol and illicit drug use can be attributed to developed 
regions, like North America, Europe, Australia en 
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New Zealand (12.2% for alcohol and 1.8% for illicit drugs) 
 [  90  ] . Moreover, economic costs are much higher for alcohol 
compared to illicit drugs. For example, in Australia 2004/2005 
the total (direct and indirect) costs related to alcohol use were 
$15.3 billion against $8.2 billion for illicit drugs  [  91  ] . 
However, illicit drug use may have devastating effects on 
quality of life in some subpopulations, both for the af fl icted 
persons themselves and their family and wider environment. 
In this regard, a positive development in the past decade con-
cerns the increasing implementation of harm reduction poli-
cies, aiming to limit the negative health consequences of drug 
use. This trend can be observed in all regions of the world 
and has in fact become mainstream policy in many countries 
 [  69  ] . At same time knowledge of evidence-based treatments 
for substance use problems in general has strongly increased, 
which may be relevant at the individual level. Yet, the imple-
mentation of this knowledge in treatment practise remains to 
be improved in many countries. At societal level, alcohol use 
problems can be effectively reduced by various policy regu-
lations, but differences between countries in the extent of 
implementation of these measures are large  [  89,   92  ] .      
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  Learning Objectives 

    Personality disorders and externalizing disorders • 
that are characterized by impulsive or poorly con-
trolled behaviors are considered risk factors for 
developing drug abuse disorders.  
  Impulsivity and disinhibition are well recognized in • 
diagnostic classi fi cations of drug abuse disorders.  
  A basic behavioral characteristic underlying impul-• 
sivity and disinhibition appears to be a de fi cit in the 
ability to inhibit inappropriate actions.  
  CNS depressant drugs, such as alcohol and some • 
psychostimulant drugs, can produce acute impair-
ments of inhibitory control.  
  Long-term chronic abusers of drugs display sus-• 
tained de fi cits of inhibitory control which could 
re fl ect the neural insult owing to prolonged drug 
exposure.    

 

  Abstract 

 Traditional models of drug abuse emphasize the drug’s rewarding effects as reinforcing 
drug use to the point of physical dependence and addiction. However, the past several years 
have seen an increased focus on the role of cognitive disturbances both as temporary acute 
reactions to drugs and as enduring impairments owing to prolonged chronic drug abuse. 
This chapter focuses on impairments of impulse control and reviews several lines of research 
that point to the role of impaired control in the development and maintenance of drug abuse 
disorders. The sections describe how the concept of impaired control is embedded in diag-
nostic classi fi cations of alcohol abuse disorders and how impaired control characterizes 
constructs, such as impulsivity and disinhibition, which are key aspects of personalities and 
psychopathologies commonly associated with drug abuse. Cognitive approaches to the con-
cept of impaired self-control are also examined with the aim of identifying how speci fi c 
impairments in the ability to inhibit an action can contribute to drug abuse, and possibly 
emerge as a consequence of prolonged drug abuse. The chapter concludes by highlighting 
areas for further research, such as gaining a better understanding of the role of de fi cient 
inhibitory control in drug abuse for more effective treatment development.     
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  Issues that Need to Be Addressed by Future Research 

    Research is needed to determine if disinhibition/• 
impulsivity better predicts risks for abuse of speci fi c 
drugs (e.g., CNS depressants vs. psychostimulants) 
or if impulsivity represents a risk factor that is 
nonspeci fi c with regards to types of drugs abused.  
  Research needs to explore the possibility that • 
uncontrolled excessive binge use of a drug can arise 
because of the drug’s initial acute disinhibiting 
effects on the drug-user’s behavior.  
  Longitudinal studies are needed to understand the • 
causal role of inhibitory control de fi cits as causal 
factors and/or behavioral consequences of drug use.  
  Impaired self-control could impede the ef fi cacy of • 
drug abuse treatments, and so a better understanding 
of the role of de fi cient inhibitory control in drug abuse 
could help guide more effective treatment strategies.    

      

 Drug abuse represents a condition whereby drug-taking and 
drug-seeking come to dominate behavior to such a degree 
that drug use appears to usurp control over behavior that was 
once in fl uenced by normal environmental reinforcers. For 
many individuals, the pattern of abusive drug use continues 
despite serious adverse effects and repeated efforts to abstain. 
The idea that drug abuse represents a loss of self-control has 
been a long-standing concept in the theory and treatment of 
addictions, particularly alcohol abuse disorders. Even before 
the “medicalization” of addiction, society viewed habitual 
alcohol use as a character  fl aw whose chief characteristic 
was a lack of will-power or self-control (e.g.,  [  1  ] ). Early 
medical accounts by E. M. Jellinek and Mark Keller, who 
pioneered research on alcoholism, did much to promote the 
concept of de fi cient self-control in the etiology of drug abuse 
 [  2,   3  ] . Most notable was Jellinek’s notion of a “gamma” 
alcoholic whose chief, primary symptom was a “loss of con-
trol” such that the initial consumption of alcohol triggered an 
uncontrollable urge to consume more alcohol, leading to a 
binge. In its strictest interpretation, the loss of control con-
cept failed to gain much empirical support. However, the 
concept of “reduced” or “impaired” self-control continues 
today in addiction research and theory. The role of impaired 
self-control in addiction is studied across a broad range of 
behavioral investigations, including studies in personality, 
psychopathology, behavioral neuroscience, and cognitive 
psychology. Much of the initial work on the etiological role 
of impaired control in drug abuse disorders concerns its role 
in alcoholism. As such, much of the theory and research evi-
dence described in this chapter concerns alcohol abuse. The 
next two sections provide a brief overview of the relevance 
of impaired control as an important factor in the etiology of 

alcohol abuse. The sections describe how the concept of 
impaired control is embedded in diagnostic classi fi cations of 
alcohol abuse disorders and how impaired control character-
izes constructs, such as impulsivity and disinhibition, which 
are key aspects of personalities and psychopathologies com-
monly associated with drug abuse.  

   Impaired Control as Disinhibited Personality 
and Psychopathology 

 Much of the evidence for the involvement of impaired 
control in drug abuse has come from studies on personality  [  4  ] . 
This area of research has focused on broad-based personality 
traits generally labeled as “impulsivity” or “disinhibition.” 
These traits refer to a pattern of under-controlled behavior in 
which the individual lacks the ability to delay grati fi cation 
and acts without forethought or consideration of potential 
consequences. The traits are typically assessed by self-report 
instruments, some of which are designed speci fi cally to 
assess the impulsivity-disinhibition trait, such as the Barratt 
Impulisivity Scale and the Eysenck Impulsivity Scale  [  5,   6  ] . 
The traits are also assessed by comprehensive personality 
inventories, such as the NEO-Five Factor Inventory  [  7  ] , in 
which impulsivity-disinhibition is comprised within major 
dimensions of personality (e.g., extroversion, openness to 
experience). 

 Studies using these types of instruments have demon-
strated reliable associations between impulsivity- 
disinhibition and drug use. Much of this work has concerned 
the relation between these traits and alcohol use. Studies  fi nd 
that impulsive or disinhibited individuals tend to drink more 
frequently and in larger amounts during drinking episodes 
 [  8–  10  ] . Impulsive individuals are also more likely to binge 
drink  [  11  ] . That is, drink to the point of intoxication. Not 
surprisingly then, impulsivity and disinhibition also have 
been linked to actual substance and alcohol use disorders. 
For example, abusers of illicit drugs and individuals diag-
nosed with alcoholism tend to score higher on measures of 
impulsivity, disinhibition, and related traits, such as sensa-
tion-seeking  [  12–  14  ] . Moreover, there is growing evidence 
that impulsivity might play an important causal role in drug 
abuse. Prospective studies have shown that impulsive char-
acteristics often precede the onset of problem alcohol use. 
Longitudinal studies of children and adolescents have shown 
that impulsivity predicts early-onset drinking age and devel-
opment of heavy drinking and alcohol dependence in young 
adults  [  15,   16  ] . Heritability studies of substance use 
 disorders also point to the involvement of impulsivity- 
disinhibition. For example, studies of individuals with a 
familial risk for substance use disorder, such as children of 
alcoholics,  fi nd that these individuals also display increased 
impulsivity-disinhibition  [  17,   18  ] . 
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 Alcohol and other drug abuse disorders are considered by 
many investigators to be symptomatic of some disinhibitory 
psychopathology  [  4,   19–  21  ] . This argument is based on 
 fi ndings from studies examining drug abuse in relation to 
impulsivity-disinhibition as a central characteristic of a psy-
chopathology. For example, several studies have examined 
the link between DSM personality disorder clusters and drug 
abuse. The general  fi nding from this research is that sub-
stance abuse disorders have a high comorbidity with cluster 
B personality disorders. This cluster includes antisocial, bor-
derline, and histrionic disorders, which are all characterized 
by under-controlled, disinhibited, and impulsive patterns of 
behavior. By contrast, cluster type A “odd-eccentric” (e.g., 
schizotypical disorders) and cluster type C “anxiety-related” 
(e.g., obsessive–compulsive disorder) fail to demonstrate 
consistent relationships with substance use  [  14  ] . It is also 
well established that externalizing disorders in childhood 
and adolescence, such as Attention De fi cit/Hyperactivity 
Disorder (ADHD) and Conduct Disorder (CD), also pose 
risk for developing substance abuse disorders  [  22–  27  ] . 
Studies of adults with ADHD  fi nd lifetime rates of alcohol 
abuse disorders ranging between 21% and 53%  [  28,   29  ] . 
A hallmark characteristic of ADHD is disinhibited or under-
controlled behavior. Accordingly, there is also growing 
suspicion that such disinhibition might be the common, core 
de fi cit of these disorders that mediates their risk potential for 
adolescent drug use  [  30  ] .  

   Impaired Control in Diagnostic Criteria 
for Alcohol Abuse Disorders 

 Impaired or de fi cient self-control is also a criterion for diag-
nostic classi fi cations of alcoholism. Early on it was recog-
nized that alcoholism was a heterogeneous disorder. That is, 
alcoholics differed in their patterns of abusive drinking. For 
example, it was recognized that some alcoholics drink daily, 
never appear drunk or intoxicated, but would likely experi-
ence withdrawal effects should they stop drinking. By con-
trast, other drinkers would go days or even weeks without 
drinking, but once they began drinking, they drank exces-
sively to the point of gross inebriation or loss of conscious-
ness. For Jellinek, these two patterns of drinking behavior 
represented two different “species” of alcoholic  [  31  ] . Jellinek 
labeled the former species, “delta” and the latter, “gamma.” 
The delta alcoholic drinks daily, is likely physically depen-
dent, but can control the amount consumed during the 
drinking episode (i.e., does not binge drink). Aside from an 
inability to abstain from alcohol, this alcoholic functions 
well in society. In contrast, the gamma alcoholic appears 
able to abstain from alcohol for long periods of time, but 
once consumption begins, this alcoholic loses control over 
intake and drinks to excess (i.e., binges). Thus, a critical 

distinction between these two primary typologies in Jellinek’s 
schema is the aspect of drinking behavior for which the alco-
holic has no control over: control over when to drink versus 
control over how much to drink. 

 The concept of impaired control continued to play a key 
role in later diagnostic classi fi cations of alcoholism, whose 
typologies are still commonly used today. For example, 
based on prospective adoption studies, Cloninger  [  19  ]  offered 
a genetic-based dichotomous classi fi cation of alcoholism: 
Type I and Type II. Type I alcoholics are said to drink pri-
marily to relieve stress or negative effect, often referred to as 
“relief drinking.” These individuals develop their abusive 
drinking patterns later in life (i.e., after age 25). They also 
continue to function fairly well, both vocationally and inter-
personally. These drinkers are sometimes casually referred 
to as “functioning alcoholics.” By contrast, Type II alcohol-
ics demonstrate abusive drinking patterns early, before the 
age of 25, are typically male, are unable to abstain from alco-
hol for any extended period, and are physically dependent. 
Moreover, the Type II alcoholic is characterized by under-
controlled, antisocial, or disinhibited behavior, especially 
during a drinking episode. This lack of controlled behavior 
often results in social and legal problems for the individual. 
Unlike Jellinek’s early system, Cloninger’s later classi fi cation 
scheme bene fi ted from advances in personality assessment 
and application of DSM-based symptom criteria to establish 
evidence for under-controlled behavior. As such, the lack of 
control demonstrated in the Type II alcoholic was largely 
evident by the fact that these drinkers commonly met symp-
tom criteria for comorbid diagnoses of antisocial personality 
disorder or conduct disorder. Similar to Cloninger’s dichot-
omy, Babor described a distinction between Type A and Type 
B alcoholics  [  32  ] . Like Cloninger’s Type I alcoholics, Type 
A alcoholics demonstrate a late onset of abusive drinking, 
have few social or legal problems, and show little or no 
comorbid psychopathology. Type B alcoholics resemble 
Cloninger’s Type II alcoholic, in that these drinkers develop 
alcohol problems early on and tend to have a history of anti-
social and conduct problems. 

 Based on the diagnostic classi fi cation systems described 
here, it is apparent that the concept of impaired control has 
played an important role in characterizing the heterogeneity 
of alcohol abuse disorders since the  fi rst systematic 
classi fi cation scheme offered by Jellinek. It is also important 
to note that the basic classi fi cation dichotomies of Cloninger 
and Babor have been successfully applied to other drug abuse 
as well (e.g., cocaine), suggesting that impaired self-control 
could be an important characteristic for subtyping drug abuse 
in general  [  33  ] . Although diagnostic typologies are some-
times criticized in favor of dimensional models of psychopa-
thology and substance use disorders  [  34  ] , such classi fi cation 
schemes are useful because they highlight groups or clusters 
of symptoms (e.g., impaired control, physical dependence) that 
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could have a common etiology. With respect to disinhibition, 
the alcoholism subtypes characterized by this trait appear to 
represent the more severe form of alcoholism. Moreover, 
this behavioral characteristic could have a strong genetic 
component as evident by its association with early-onset 
drinking problems and comorbid psychopathology  [  35  ] . 
With regard to treatment, the recognition of distinct typolo-
gies enables treatments to be tailored speci fi cally to the par-
ticular symptoms and behavioral problems in each subtype. 
For many behaviorally based alcohol interventions, the 
presence of disinhibited or under-controlled behavior is a 
key symptom area of behavioral management in the treat-
ment of the disorder. As such, typology-speci fi c diagnoses 
could aid in matching patients to speci fi cally tailored treat-
ment programs. 

 In sum, impulsivity-disinhibition is well recognized in 
diagnostic typologies for substance use disorders. Studies of 
personality and psychopathology provide compelling evidence 
for a link between disinhibition and substance abuse. The 
involvement of disinhibition is evident from studies of 
normal personality (i.e., trait impulsivity) and studies of 
impulsivity-disinhibition as expressed through externalizing 
disorders (e.g., ADHD) or personality disorders (e.g., antiso-
cial personality disorder). From this research, several new 
questions have arisen in recent years. One question concerns 
the possibility that certain expressions of the impulsivity-
disinhibition could be associated with risks for particular 
types of drug use (e.g., alcohol vs. stimulant abuse). For 
example, Flory et al.  [  23  ]  found that extroversion was a 
stronger predictor of alcohol use, whereas openness to expe-
rience better predicted marijuana use. Others have also found 
some evidence for speci fi city between particular personality 
traits and the type of drug use they predict  [  36  ] . Another 
issue that has received considerable attention concerns the 
degree to which antisocial behavior accounts for much of the 
relationships between personality traits and drug abuse. 
Unquestionably, antisocial behavior is one of the strongest 
predictors of risk for drug abuse. As such, many investigators 
are concerned with the possibility that associations between 
certain personality traits with drug use might simply be 
accounted for by antisocial behavior  [  36–  38  ] . Isolating the 
speci fi c in fl uence of antisocial behavior from personality 
traits is a major aim of current research.  

   Impaired Control as De fi cient Response 
Inhibition 

 Although it is important to characterize the behavioral 
correlates of drug abuse in terms of complex traits and 
 personality, there is also a need to identify speci fi c behav-
ioral mechanisms by which these traits might promote drug 
abuse. In particular, it is important to understand the basic 

behavioral mechanisms that underlie disinhibited or impulsive 
behavior. Cognitive neuroscience approaches the concept of 
impaired self-control with the aim of identifying and charac-
terizing the basic neurocognitive mechanisms that underlie 
the regulation of behavior  [  39,   40  ] . Unlike personality or 
broad-based trait approaches, this approach breaks down 
these constructs to study their component mechanisms and 
identify disturbances in the basic “building blocks” of behavior. 
This section reviews some cognitive models that focus on 
inhibitory mechanisms of behavior and describes their current 
use in the study of drug abuse. 

 Behaviors are instigated or motivated by a host of factors, 
including internal states, such as hunger, and by external 
events, such as the rich array of environmental cues that sig-
nal biologically relevant stimuli (e.g., primary and secondary 
reinforcers). Without any means to control responses to these 
signals, an organism’s behavior would be immediately respon-
sive and completely determined by such events. However, it 
is widely recognized that higher organisms, such as humans 
and other mammals, can exert control over behavioral output 
to either delay, alter, or completely inhibit environmentally 
instigated responses. Several theories in cognitive neurosci-
ence postulate that the control of behavior is governed by 
distinct inhibitory and activational systems  [  41–  48  ] . 

 Considerable research has focused on inhibitory mecha-
nisms of behavioral control. This ability is thought to involve 
frontal lobe substrates that exert inhibitory in fl uences over 
conditioned responses and re fl exive behaviors  [  42,   43  ] . 
Studies in neuropharmacology and neuroanatomy have 
identi fi ed distinct neural systems that implicate separate 
inhibitory and activational mechanisms in the control of 
behavior  [  30,   49–  51  ] . The orbitofrontal and medial prefrontal 
cortex contain neural substrates that subserve many ongoing 
activities that control and regulate behavior. The ability to 
inhibit or suppress an action enhances the organism’s behav-
ioral repertoire by affording it some control over when and 
where responses may be expressed. As such, the inhibition of 
behavior is an important function that sets the occasion for 
many other activities that require self-restraint and regulation 
of behavior. Not surprisingly then, de fi cient or impaired 
inhibitory control has been implicated in the display of impul-
sivity and disorders of self-control. Aggressive and impulsive 
behaviors that characterize disorders, such as antisocial 
personality, obsessive–compulsive, and ADHD, have been 
attributed to impaired inhibitory mechanisms  [  22,   52  ] . 

 In recent years, several “model-based” assessments of 
inhibitory mechanisms have been used to characterize drug 
abusers (for a review, see  [  30,   53  ] ). Stop-signal and cued go/
no-go models evaluate control as the ability to activate and to 
inhibit prepotent (i.e., instigated) responses  [  45,   54,   55  ] . The 
tasks model behavioral control using a reaction time scenario 
that measures the countervailing in fl uences of inhibitory and 
activational mechanisms. Individuals are required to quickly 
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activate a response to a go-signal and to inhibit a response 
when a stop-signal occasionally occurs. Activation is typi-
cally measured as the speed of responding to go-signals and 
inhibition to stop-signals is assessed by the probability of 
suppressing the response or by the time needed to suppress 
the response. In these models, inhibition of a response is usu-
ally required in a context in which there is a strong tendency 
to respond to a stimulus (i.e., a prepotency), thus making 
inhibition dif fi cult. The validity of these models is well doc-
umented. The models are sensitive to inhibitory de fi cits char-
acteristic of brain injury  [  56,   57  ] , trait-based impulsivity 
 [  58  ] , and self-control disorders, such as ADHD  [  59–  61  ] .  

   Acute Drug-Induced Impairment 
of Inhibitory Control 

 Several recent studies using these tasks have provided 
consistent evidence that moderate doses of CNS depressant 
drugs, such as alcohol and benzodiazepines, selectively 
reduce the user’s ability to inhibit behavior at doses that leave 
the ability to activate behavior relatively unaffected  [  62–  66  ] . 
For example, Fillmore and Weafer  [  67  ]  used a cued go no-go 
task to test the impairing effect of alcohol on drinkers’ inhibi-
tory control over their behavioral impulses. The cued go no-go 
task presented go and no-go targets to which subjects had to 
execute a response (go) or inhibit the response (no-go). 
Subjects’ inhibitory control was tested on two occasions: fol-
lowing a placebo and following an active dose that was 
suf fi cient to raise a drinker’s BAC to 0.08%. Compared with 
placebo, alcohol impaired inhibitory control by increasing the 
likelihood that drinkers would fail to inhibit responses to 
no-go targets. By contrast, no effect of alcohol at this dose was 
observed on the ability of drinkers to execute the responses 
to go targets as measured by their speed of responding. 

 What is particularly remarkable about  fi ndings such as 
these is the robust impairment that is evident in spite of the 
relatively simple nature of the inhibitory response tested. 
Typically, sensitivity to alcohol-induced impairment increases 
as a function of dose and task complexity  [  68  ] . However, the 
impairing effects of alcohol on the ability to inhibit behavior 
are often observed at blood alcohol concentrations at or below 
0.08%  [  30  ] . The  fi ndings suggest that activities that require 
quick suppression of actions might be particularly vulnerable 
to the disruptive in fl uences of alcohol. 

 In addition, alcohol-induced impairments of inhibitory 
mechanisms might actually exert considerable disruptive 
in fl uence on higher-order, executive cognitive functions. 
Many fundamental cognitive and perceptual processes, such 
as inhibitory mechanisms, are considered to operate in a 
“bottom-up” fashion to exert increasing in fl uence at each 
stage of higher-order attentional and cognitive functions. 
Thus, the alcohol-induced disturbances of basic control 

mechanisms, such as inhibitory processes, might actually 
result in much more pronounced impairments of the higher 
cognitive operations for which they serve (e.g., decision-
making, planning, and goal maintenance). 

 The  fi ndings might also provide some account for the 
long-standing observation that alcohol intoxication is often 
characterized by increased impulsivity and aggression. Using 
the same types of tasks as those described here, de fi cits of 
inhibitory control have been identi fi ed in individuals with 
disorders characterized by aggressive or impulsive behaviors, 
such as ADHD and antisocial personality  [  22,   52  ] . In fact, 
the acute impairments of inhibitory control that are produced 
by alcohol closely resemble those inhibitory de fi cits that are 
assumed to be symptomatic of externalizing disorders  [  53  ] . 
This raises an intriguing possibility that alcohol temporarily 
disrupts cognitive functioning in a manner similar to the 
enduring cognitive disturbances that are characteristic of 
disorders, such as ADHD. 

 Evidence for the vulnerability of inhibitory mechanisms 
to alcohol effects also could offer important new insights 
into the development and maintenance of alcohol abuse. 
Although there is little dispute that reward mechanisms play 
an important role in abuse potential, the acute cognitive 
impairing effects of alcohol might also contribute to abuse 
by compromising mechanisms involved in the regulation and 
self-control of behavior and attention  [  30,   53  ] . In particular, 
inhibitory mechanisms likely play an important role in termi-
nating alcohol use during an episode  [  30,   51,   53  ] . Many 
drinkers report intentions to limit their alcohol use to one or 
two drinks only to fail and instead drink excessively  [  69  ] . 
Such accounts have fueled the notion that alcohol reduces 
control over consumption in some individuals. Terminating a 
drinking episode requires inhibition of ongoing alcohol-
administration behaviors and the reallocation of attention 
away from alcohol-related stimuli. Any impairment of nor-
mal inhibitory mechanisms resulting from an initial dose of 
alcohol could compromise the ability to stop additional alco-
hol administrations in a drinking situation. Thus, acute 
 alcohol-induced impairment of inhibitory processes could 
represent an important behavioral mechanism by which an 
initial alcohol dose promotes subsequent self-administration. 
In fact, laboratory studies  fi nd that increased sensitivity to 
the acute disinhibiting effects of alcohol predicts heavy alco-
hol use in both humans  [  70  ]  and laboratory animals  [  71  ] . 

 Studies of inhibitory control have also examined the acute 
effects of psychostimulant drugs. Studies using stop-signal 
and cued go/no-go tasks have found that the stimulants, 
methylphenidate and  d -amphetamine, can improve inhibi-
tory control in children with ADHD and in healthy adults 
 [  72,   73  ] . It has been suggested that illicit use of the com-
monly abused stimulants, cocaine and amphetamine, might 
be motivated in part by a desire to self-medicate attentional 
de fi cits and hyperactive/impulsive tendencies (e.g.,  [  74,   75  ] ). 



30 M.T. Fillmore

Drug-induced enhancement of inhibitory control might 
contribute to abuse potential by representing a desirable 
effect for the user that reinforces their use of stimulant drugs. 
However, evidence for facilitatory effects on inhibitory con-
trol is not entirely consistent. Some studies of cocaine and 
 d -amphetamine have failed to demonstrate facilitatory effects 
on inhibitory control. In fact, studies of orally administered 
doses of cocaine HCl (50–150 mg) and  d -amphetamine 
(5–20 mg) actually produced slight impairments of inhibi-
tory control in stimulant abusers, as evidenced by a decreased 
ability to inhibit responses  [  76,   77  ] . However, in a study of 
adults with no history of stimulant abuse,  d -amphetamine 
was found to have no effect on inhibitory control  [  78  ] . 

 One factor that might be critical in determining facilita-
tion of inhibitory control is dose. Some studies of meth-
ylphenidate in children with ADHD have reported 
U-shaped dose–response curves following methylphenidate 
 [  73,   79,   80  ] . In these studies methylphenidate improved chil-
drens’ inhibitory control in a dose-dependent fashion up to a 
point at which higher doses failed to produce any improve-
ment. A study of adult stimulant drug abusers revealed a 
similar U-shaped dose–response curve in response to cocaine 
 [  81  ] . Lower doses of cocaine improved the subjects’ inhibi-
tory control but no bene fi cial effects of the drug were 
observed at higher doses. One speculation is that the facili-
tating effects of stimulant drugs on inhibitory control are 
limited to a range of intermediate doses, above which 
improvement is no longer evident and impairing effects 
could possibly emerge. Such a two-phasic dose–response 
function has implications for understanding how changes in 
inhibitory control could contribute to the abuse of stimulant 
drugs. An initial stimulant dose (i.e., a “rock” of cocaine) 
could restore or possibly enhance cognitive functioning. 
Moreover, such facilitation might represent a sought-after, 
restorative effect for the user. But, as additional doses are 
administered, inhibitory control could become impaired as 
brain levels increase, leading to behavioral impulsivity, per-
severative responses, and possibly binge use of the drug. 

 Neuropsychological and brain imaging studies of cocaine 
users support a basic tenet of the restorative hypothesis, namely 
evidence of basal de fi cits in inhibitory control  [  30  ] . Compared 
with healthy controls, cocaine abusers show patterns of prema-
ture responding  [  82,   83  ]  and perseverative behavior  [  84  ] . Brain 
imaging studies  fi nd evidence of hypoactivity in the cingulate 
and dorsolateral prefrontal cortical regions  [  85,   86  ]  which are 
areas associated with inhibitory control of prepotent actions 
 [  87,   88  ] . The hypoactivity in these regions could re fl ect dam-
age owing to long-term cocaine use  [  89,   90  ] . Recent studies 
of cocaine users also show enhanced sensitivity to stimulant 
drugs in these brain regions (i.e., heightened activation), possi-
bly resulting from long-term cocaine abuse  [  91  ] . Such supra-
sensitivity could lead to disinhibited or impulsive behavior 
in response to higher drug doses.  

   Chronic Drug-Induced Impairment 
of Inhibitory Control 

 As mentioned above, there is evidence that prolonged, 
chronic use of an abused drug, such as cocaine, can alter 
neural functioning, possibly leading to relatively permanent 
impairments of the user’s cognitive abilities. Several studies 
have compared the neuropsychological test performance of 
chronic drug abusers to comparison controls (for reviews, 
see  [  49,   92,   93  ] ). Much of this work has focused on alcohol-
ics and abusers of stimulant drugs, such as cocaine and meth-
amphetamine. With regard to alcohol, it has long been known 
that chronic abuse can result in sustained memory impair-
ments, with the most severe form being Korsakoff’s Syndrome. 
Currently, it is now recognized that prolonged abuse of alco-
hol is associated with widespread neuropsychological de fi cits, 
involving memory, attention, learning, problem solving, and 
perceptual motor speed  [  94–  97  ] . Similarly, studies of stimu-
lant abusers also demonstrate many of the same types of neu-
ropsychological de fi cits  [  98  ] . Moreover, the de fi cits evident 
in these drug abusers do not appear to be acute effects of 
recent drug use, or acute withdrawal symptoms, because they 
have been shown to persist in detoxi fi ed, abstinent individu-
als for at least 1 year  [  99  ] . 

 In addition to demonstrating general impairments in atten-
tion, memory and other global functions, more recent 
research has identi fi ed speci fi c de fi cits in the inhibitory con-
trol of drug abusers. Studies using the stop-signal and cued 
go/no-go tasks  fi nd that cocaine users display de fi cits in the 
ability to inhibit responses, but no impairment in the ability 
to activate such behavior  [  100,   101  ] . Studies of abstinent 
alcoholics in treatment also  fi nd some evidence for de fi cient 
inhibitory control on the go/no-go task, which is most evi-
dent in the Type II subtype  [  102,   103  ] . 

 It is important to recognize that such cross-sectional com-
parisons between drug abusers and control samples cannot 
establish a causal link between drug use and de fi cits of inhib-
itory control. Nonetheless, there are lines of evidence that 
suggest that such de fi cient inhibitory control among drug 
abusers could be due, in part, to prolonged exposure to 
abused drugs. First, the degree of inhibitory de fi cit is often 
related to the severity of drug abuse, such that those who 
have abused drugs more frequently, or for longer periods, 
tend to display the greatest de fi cits (e.g.,  [  83,   104,   105  ] ). 
Second, considerable work in neuroimaging has shed light 
on how drug abuse can alter neural systems underlying many 
neuropsychological functions, including inhibitory control 
 [  49,   106  ] . This approach examines both the neural changes 
that occur in response to the acute administration of an 
abused drug and the difference in neural functioning between 
drug abusers and healthy controls, presumably as a conse-
quence of prolonged exposure. Much of this work examines 
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individuals with histories of polydrug abuse (i.e., cocaine 
and alcohol abuse). The general aim of this approach is to 
understand how the neural responses to acute drug adminis-
tration can eventually lead to permanent changes in neural 
functioning as a function of repeated drug use. Positron 
emission tomography (PET) and functional neural imaging 
techniques of polydrug abusers reveal altered dopamine 
functioning in brain areas associated with inhibitory control, 
such as the orbitofrontal cortex and cingulate gyrus  [  49,   51, 
  101,   106  ] . Impaired cognitive functions, such as reduced 
inhibitory control over approach behaviors, might result 
from a supraactivation of cortical D1-like receptor systems. 
A current working hypothesis is that individuals initially dis-
play elevated increases in dopamine (i.e., supraactivation) 
following drug use which, over repeated use, leads to neural 
adaptations that results in diminished dopaminergic activity 
in brain regions, leading to increased motivation for drugs 
and diminished impulse control  [  106  ] . 

 A  fi nal line of evidence for a causal role between drug use 
and de fi cient inhibitory control comes from preclinical stud-
ies of laboratory animals. Studies of laboratory animals allow 
for a longitudinal approach in which neural and behavioral 
changes can be assessed before and following chronic expo-
sure to a drug (for a review, see  [  107  ] ). Preclinical studies 
provide considerable evidence for enduring neural and 
behavioral changes following chronic exposure to drugs. 
This body of literature is extensive and beyond the scope of 
this review. However, with regard to inhibitory control, stud-
ies of animals  fi nd that neural systems associated with inhib-
itory control are particularly vulnerable to neurotoxic insults 
from drug exposures, especially during critical developmen-
tal stages (e.g.,  [  108  ] ). 

 In sum, some interesting parallel effects have emerged in 
studies of acute and chronic drug effects on inhibitory con-
trol. As an acute reaction, an impaired ability to inhibit inap-
propriate responses has become well documented in response 
to some CNS depressant drugs, most notably, alcohol. It also 
appears that stimulant drugs, such as cocaine, are capable of 
reducing inhibitory control as an acute reaction, however, 
such effects might depend on the dose and the user’s prior 
drug history. In terms of chronic use, several lines of evi-
dence suggest that repeated abuse of stimulant drugs and 
alcohol can produce enduring changes in neural functioning 
that result in sustained de fi cits of impulse control.  

   Future Directions and Considerations 

 Traditional models of drug abuse emphasize the drug’s 
rewarding effects as reinforcing drug use to the point of 
physical dependence and addiction. However, the past sev-
eral years has seen an increased focus on the role of cogni-
tive disturbances both as temporary acute reactions to drugs 

and as enduring impairments owing to prolonged chronic 
drug abuse. This chapter focused on impairments of impulse 
control and reviewed several lines of research that point to 
the role of impaired control in the development and mainte-
nance of drug abuse disorders. There is considerable agree-
ment among these lines of research that impaired self-control 
plays an important role in the risk for developing drug abuse 
disorders. 

 Cross-sectional identi fi cation of speci fi c inhibitory 
de fi cits that may contribute to, or result from drug use will 
lay the foundation for longitudinal studies of drug use that 
track changes in inhibitory functioning in relation to drug 
use over time. Inhibitory de fi cits might directly contribute to 
the initiation of drug use, and thus operate as a speci fi c 
behavioral risk factor. At the same time, inhibitory de fi cits 
might also arise as a result of neural insult owing to pro-
longed drug abuse. In such a case, inhibitory mechanisms 
might recover over a period of abstinence. Some research has 
already begun to examine changes in neuropsychological 
test performance as a function of varying periods of drug 
abstinence (e.g.,  [  109  ] ). Abstinence effects on speci fi c inhib-
itory de fi cits have yet to be examined. Long-term observa-
tion of detoxi fi ed individuals could provide important 
information on the persistence of these de fi cits. 

 Finally, evidence for the involvement of impaired self-
control also poses particular challenges for drug abuse treat-
ment development, as treatment researchers come to 
recognize that poor impulse control and impaired cognitive 
functions, in general, can undermine the ef fi cacy of many 
behaviorally based treatments. A better understanding of the 
role of de fi cient inhibitory control in drug abuse could help 
guide the development of pharmacological treatments for 
drug abuse as well. A sought-after effect of many candidate 
pharmacotherapies for drug abuse is the reduction of subjec-
tively rewarding states produced by the drug. The concomi-
tant disruption of neurocognitive control mechanisms has 
been afforded less attention as a mechanism of abuse. The 
possibility that some pharmacotherapies might operate to 
reduce drug use by strengthening inhibitory control has yet 
to be examined.      
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  Learning Objectives 

    Alcohol consumption is in fl uenced by  • controlled  
cognitive processes, such as rational decision- making 
and outcome expectancies for alcohol effects.  
  Heavy drinking is associated with alterations in • 
 automatic  cognitive processing, such as implicit 
memory associations and attentional bias. These 
processes may make unique contributions to future 
alcohol consumption, over and above those attrib-
uted to controlled cognitive processes.  
  Heavy drinking is also associated with increased • 
impulsivity and impaired  executive function ; this 
may re fl ect both a consequence of chronic alcohol 
exposure and a cause of loss of control over alco-
hol-seeking behaviour. Furthermore, it is likely to 
interact with controlled and automatic cognitive 
processes to produce further impairments in the loss 
of control over drinking.    

 

  Abstract 

 Heavy drinking is associated with a cluster of cognitive processes, which we have termed 
controlled processes (rational decision-making and alcohol outcome expectancies), auto-
matic processes (implicit memory associations and attentional bias) and executive dysfunc-
tion (which includes working memory and “impulsivity”). In this chapter, we review 
evidence which suggests that these different types of cognitions have a causal in fl uence on 
future alcohol consumption and the development of alcohol problems. We highlight gaps in 
the evidence base which we hope will be tackled in future research. We also discuss recent 
research which suggests that it is important to consider interactions between these different 
types of cognitive processes when attempting to predict future alcohol problems, and we 
speculate on the relative importance of different types of cognitive processes at different 
stages of the alcohol addiction cycle, from controlled “social” drinking through to alcohol 
abuse and alcohol dependence.     
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  Issues that Need to Be Addressed by Future Research 

    At what stage of the alcohol drinking “career” does • 
the in fl uence of controlled processes begin to wane 
and automatic processes come to predominate?  
  What should we target during treatment: automatic • 
processes, controlled processes, executive function 
or all three?  
  How does executive function interact with controlled • 
and automatic processes to in fl uence alcohol-seeking 
behaviour?    

      

 Why do people drink alcohol? Why do some individuals 
progress from controlled “social” drinking through to alcohol 
abuse and ultimately to alcohol dependence? In this chapter 
we present an overview of these issues from a psychological 
perspective. Speci fi cally, we focus on three distinct aspects of 
cognition which seem to be associated with individual differ-
ences in alcohol consumption, alcohol problems and alcohol 
dependence. These are (a) “controlled” cognitive processes, 
which are alcohol cognitions that people can consciously 
report to researchers through questionnaires or interviews; 
(b) “automatic” cognitive processes, which are alcohol cogni-
tions that participants may not be able to directly report, but 
which can be inferred from measures such as reaction time 
when alcohol-related words or pictures are presented to par-
ticipants and  fi nally (c) executive dysfunction and impulsiv-
ity. This refers to the impaired ability to plan or regulate 
behaviour which seems to be a key feature of alcohol and 
other drug problems. We discuss the role of each of these 
aspects of cognition in relation to alcohol consumption and 
abuse, with a particular emphasis on causality: each type of 
alcohol cognition is clearly  associated  with individual differ-
ences in alcohol consumption and abuse, but additional types 
of evidence need to be considered before a causal relationship 
can be inferred. After considering each aspect of cognition in 
isolation, we consider the possible interactions between these 
different cognitions and we speculate on the role of each pro-
cess in the transition from social drinking, through to alcohol 
abuse and dependence. Our chapter is focussed almost 
entirely on alcohol cognitions; however, most of the issues 
that we discuss are relevant for addictions to different sub-
stances as well and where relevant we discuss research relat-
ing to other drug classes, such as nicotine and cocaine.  

   Controlled Processes: Decision-Making, 
Alcohol Outcome Expectancies and Related 
Cognitions 

 To an extent, alcohol use is the outcome of a controlled 
 decision-making process: individuals who perceive the 
bene fi cial effects of alcohol consumption to outweigh its 

negative consequences will drink alcohol more frequently or 
more intensively  [  1,   2  ] . The causal role of this controlled 
process is illustrated by a consideration of alcohol outcome 
expectancies (AOEs). AOEs are beliefs about the effects of 
alcohol that can be assessed with self-report questionnaires, 
such as the Alcohol Expectancy Questionnaire (AEQ)  [  3,   4  ] , 
in which participants are asked whether they agree or dis-
agree with a number of statements describing the effects of 
alcohol (e.g. “Alcohol makes me feel happy”). A variety of 
different AOEs have been described, including beliefs that 
alcohol increases positive affect (positive reinforcement 
expectancies), reduces negative affect (negative reinforce-
ment expectancies), increases arousal and has negative con-
sequences  [  5,   6  ] . Numerous cross-sectional and longitudinal 
studies demonstrate that individual differences in AOEs are 
associated with the level of alcohol consumption and with 
alcohol-related problems (for reviews see  [  5,   6  ] ). In general, 
heavier drinkers are more likely to expect positive and arous-
ing outcomes from drinking and less likely to expect negative 
outcomes, compared to lighter drinkers  [  5,   6  ] . Furthermore, 
the degree to which positive and arousing AOEs are endorsed 
is associated with the severity of alcohol-related problems 
 [  7  ] , although negative reinforcement expectancies are par-
ticularly closely associated with alcohol problems  [  8–  10  ] . 

 Longitudinal studies have revealed that young people 
hold AOEs before they begin to use alcohol and individual 
differences in AOEs among youth predict the extent of their 
alcohol involvement at subsequent time points  [  11–  13  ] . 
Additional research suggests that changes in AOEs may be 
an important mediator of the initiation into alcohol use 
among youth produced by other well-known causal factors, 
including peer in fl uence  [  14  ] , sensation-seeking  [  15  ] , expo-
sure to portrayals of alcohol use in the media and advertising 
 [  16  ]  and a family history of alcoholism  [  17  ] . Furthermore, 
experimental work in which AOEs are experimentally 
manipulated provides more direct evidence for a causal role 
for AOEs on drinking behaviour. For example, in one study 
 [  18  ]  participants were “primed” with either the positive or 
the negative consequences of drinking, and this manipulation 
in fl uenced the amount of alcohol that participants opted to 
consume in the laboratory. Finally, there is evidence that 
after many years of heavy drinking, problem drinkers report 
an increase in their negative AOEs, and this is associated 
with abstinence or reduced alcohol consumption  [  6,   19,   20  ] . 
Therefore, increased negative AOEs, which presumably 
develop as a consequence of repeated experience of the neg-
ative aspects of heavy drinking, may lead to a reduction in 
alcohol consumption among heavy drinkers. 

 Self-reported “reasons for drinking” (RFD) are related to 
AOEs, although they may explain additional variance in 
alcohol consumption and alcohol problems  [  21  ] . RFD ques-
tionnaires require respondents to indicate the reasons why 
 they  drink, or the anticipated outcomes of drinking alcohol 
which motivate them to consume it  [  22,   23  ] . As might be 
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expected based on the structure of AOEs, RFD can be 
 separated into positive reinforcement motives (e.g. the desire 
to drink alcohol to elevate positive mood) and negative rein-
forcement motives (e.g. the desire to drink alcohol to allevi-
ate negative mood). Although strong endorsement of any 
type of drinking motive is associated with alcohol consump-
tion and alcohol problems, individuals who strongly endorse 
negative reinforcement motives in particular are more likely 
to drink heavily and be diagnosed with alcohol problems 
 [  22,   23  ] , which mirrors the  fi nding that strong endorsement 
of negative reinforcement AOEs is closely associated with 
alcohol problems  [  8–  10  ] . 

 The observed close association between AOEs/RFD and 
the quantity and frequency of alcohol consumed, both cross-
sectionally, longitudinally and in experimental research, is 
consistent with the theory of planned behaviour  [  24  ]  in that it 
suggests that alcohol consumption can be the outcome of a 
“controlled” decision-making process: alcohol involvement 
is largely dictated by individual differences in beliefs about 
the effects of alcohol consumption (AOEs) and in the per-
ceived utility of those effects (RFD). However, closer inspec-
tion suggests that these controlled processes do not come 
close to explaining the majority of variance in alcohol con-
sumption. Across all age groups, Jones et al.  [  6  ]  have noted 
that, when previous drinking experience, age and gender are 
statistically controlled, individual differences in AOEs pre-
dict less than 5% of the variance in alcohol consumption 
using prospective designs. Furthermore, “expectancy chal-
lenge” manipulations, which lead to robust and seemingly 
permanent changes in AOEs (e.g.  [  25  ] ), do not have consis-
tent effects on alcohol consumption outside of the laboratory 
 [  6,   26  ] , and any bene fi cial effects on alcohol consumption are 
not consistently mediated by changes in AOEs  [  27  ] . Perhaps 
more importantly, the ability of AOEs to predict subsequent 
drinking seems to diminish with age: although AOEs (par-
ticularly positive reinforcement AOEs) are a robust predictor 
of subsequent alcohol involvement in youth  [  11  ] , their pre-
dictive utility is reduced in older age groups  [  13  ] . This may 
suggest that controlled processes such as AOEs and RFD are 
important determinants of the initiation into drinking among 
youth, but they may play a more limited role in alcohol use 
among older adults. As we discuss in the next section, auto-
matic (rather than controlled) cognitive processes may be 
more important drivers of alcohol use among adults, i.e. those 
individuals who have extensive experience of alcohol use.  

   Automatic Processes: Implicit Memory 
Associations, Action Tendencies 
and Attentional Bias 

 Various experimental paradigms have been adapted to 
investigate spontaneous and relatively automatic (“implicit”) 
 [  28  ]  alcohol-related cognitions  [  29–  31  ] . One way in which 

to conceptualise this emerging body of research is as a 
 complement to the research on self-report measures of alcohol 
cognitions such as AOEs, as described in the preceding sec-
tion. The crucial difference is that indirect measures do not 
rely on participants’ self-reports to make inferences about 
their cognitions. Instead, these measures rely on alternative 
responses, typically reaction time and spontaneous associa-
tions, to make inferences about the underlying cognitive 
processes. 

 For example, Stacy and colleagues  [  32–  34  ]  employed 
memory association tasks in which participants were asked to 
provide their  fi rst association to a variety of prime words that 
were ambiguously related to alcohol (e.g. “draft”). Findings 
indicated that the extent to which alcohol-related words were 
spontaneously generated in response to these ambiguous 
primes was a robust predictor of subsequent drinking, even 
when prior drinking and explicit measures were statistically 
controlled. Convergent  fi ndings were obtained in a study 
described by McCusker  [  29  ] , in which heavy and light drink-
ers were asked if they would endorse various positive 
(e.g. “fun”) and negative (e.g. “violent”) associates of alco-
hol. Heavy drinkers endorsed more positive alcohol associ-
ates than light drinkers, although heavy and light drinkers did 
not differ in their endorsement of negative alcohol associates. 
However, the speed of endorsement was also measured in 
this study and analysis of reaction times yielded some par-
ticularly interesting  fi ndings: heavy drinkers were faster to 
endorse positive rather than negative alcohol associates, 
whereas for light drinkers the reverse was true. Findings such 
as these indicate that alcohol-related cognitions, particularly 
cognitions relating to the positive (rather than the negative) 
aspects of alcohol use, may be activated relatively automati-
cally in heavy drinkers compared to lighter drinkers. 

 The implicit association test (IAT) is a different reaction 
time measure that has been used to probe individual differ-
ences in associations between alcohol and various target 
concepts (e.g. “positive” vs. “negative”, or “arousal” vs. 
“sedation”)  [  35  ] . On each trial of the task, participants rap-
idly categorise visually presented words by pressing keys on 
a computer keyboard. For example, they may be instructed to 
press the left response key when an alcohol-related word or 
a positive word is presented, but to press the right response 
key in response to alcohol-unrelated or negative words. The 
rationale for the task is that if participants automatically 
evaluate alcohol as positive rather than negative they should 
be quicker to respond when “alcohol” and “positive” words 
share the same response key (as in the example), compared 
to another block of the task where “alcohol” and “negative” 
words share the same response key. Given the previously dis-
cussed research into explicit alcohol-related cognitions 
(AOEs), which are generally more positive than negative in 
heavy drinkers, it is surprising that IAT studies have consis-
tently demonstrated stronger alcohol-negative associations 
than alcohol-positive associations, in both heavy and light 
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drinkers  [  35,   36  ] . This may be at least partially attributable to 
general (negative) social norms concerning alcohol use: the 
IAT may be detecting automatic negative alcohol associa-
tions (which should be present in everybody, irrespective of 
their experience with or beliefs about alcohol), and these 
may be masking positive alcohol associations, which one 
would expect to see in heavy drinkers only (see  [  30  ]  for dis-
cussion). As such, heavy drinkers may have ambivalent alco-
hol associations (simultaneously positive and negative) 
which may in fl uence their performance on a positive- 
negative IAT (see  [  37  ] ). Support for this interpretation comes 
from studies that used a unipolar version of the IAT, in which 
positive and negative associations are assessed separately. 
Such studies have demonstrated that negative associations 
are stronger but unrelated to individual differences in alcohol 
consumption, whereas positive associations are weaker but 
positively correlated with individual differences in alcohol 
consumption  [  38,   39  ] . The latter  fi nding is also supported by 
studies that used other types of reaction time paradigms to 
assess automatic alcohol-valence associations  [  40,   41  ] . 

 The IAT has also been modi fi ed to assess the strength of 
automatic associations between alcohol and the concepts of 
arousal (versus sedation). Several studies demonstrated that 
heavy drinkers, but not light drinkers, have strong associa-
tions between alcohol and arousal  [  35,   38  ] . Similarly, the 
tendency to associate alcohol with approach concepts (rather 
than avoidance concepts) during an approach-avoidance IAT 
is associated with aspects of problem drinking including the 
frequency of binge drinking  [  42–  44  ] . We have used related 
paradigms to investigate the speed at which individuals 
can direct approach versus avoidance movements towards 
 alcohol-related and alcohol-unrelated pictorial cues. In these 
tasks, approach and avoidance elicited by alcohol-related 
cues was assessed either symbolically, by measuring the 
speed with which participants could move a manikin towards, 
or away from, an alcohol-related picture  [  45  ] , or overt behav-
ioural approach was measured, by measuring the speed at 
which participants could “pull” an alcohol-related picture 
towards themselves or “push” it away  [  46  ] . Results from 
both types of task demonstrate that heavy drinkers, but not 
light drinkers, are faster to approach rather than avoid 
 alcohol-related pictures  [  45,   46  ] . Taken together, these 
 fi ndings suggest that heavy and problem drinkers automati-
cally associate alcohol with arousal and behavioural 
approach, as well as with positive valence. 

 It is important to note that in many of the aforementioned 
studies (e.g.  [  33,   39,   40  ] ), individual differences in implicit 
alcohol-related memory associations explained unique vari-
ance in alcohol consumption, over and above that explained 
by more “explicit” measures, such as AOE questionnaires. 
Therefore, although explicit measures such as AOEs and 
implicit measures such as IATs and related tasks are likely to 
be measuring the same underlying construct, to an extent 

(see  [  47  ] ), the associations between automatic cognitive 
processes and alcohol consumption may be stronger than the 
associations between controlled (or consciously reportable) 
cognitive processes and alcohol consumption. The challenge 
for implicit cognition researchers is to go beyond the current 
research, which mainly involves cross-sectional compari-
sons, to examine the causal role of implicit cognitive pro-
cesses as determinants of future alcohol use and alcohol 
problems. For example, although implicit measures seem to 
predict future alcohol use over a short time period (e.g. 1 
month), to a greater extent than that predicted by AOEs and 
other background variables  [  48  ] , there are no published stud-
ies that explore the predictive utility of implicit measures 
over longer time periods. Three recent studies demonstrated 
that experimental manipulations of automatic alcohol cogni-
tions led to alterations in drinking behaviour in the labora-
tory, which provides crucial support for their importance as 
determinants of alcohol-seeking  [  49–  51  ] . Furthermore, one 
study demonstrated that experimental re-training of auto-
matic approach tendencies leads to improvements in clinical 
outcome in alcohol-dependent inpatients  [  52  ] . The next 
decade will hopefully yield research  fi ndings that con fi rm 
these  fi ndings, and perhaps see the introduction of these types 
of training procedures into regular treatment programmes. 

 Heavy alcohol consumption and alcohol problems are 
also associated with “attentional bias” for alcohol-related 
cues: such cues tend to capture the attention in heavy drink-
ers  [  53  ] . For example, studies using the alcohol Stroop task 
have demonstrated that alcoholics and heavy social drinkers, 
but not light drinkers, are slow to name the colour in which 
alcohol-related pictures or words are presented  [  54–  57  ] . This 
suggests that heavy drinkers  fi nd it dif fi cult to disregard task-
irrelevant alcohol-related cues, which leads to an impairment 
in the primary task (colour naming). Other studies have used 
the visual probe task, which provides a more direct measure 
of visuo-spatial attention. Results obtained from this task 
demonstrate that heavy drinkers, but not light drinkers, are 
faster to respond to probes that appear in the location of 
 alcohol-related pictures compared to probes that appear in 
the location of control pictures, which suggests that heavy 
drinkers direct their spatial attention towards the location of 
the alcohol pictures  [  58,   59  ] . 

 At present, there is no evidence to suggest that attentional 
biases operate below the threshold of conscious awareness 
 [  60,   61  ] , although results obtained using the alcohol Stroop 
task suggests that distraction from alcohol-related cues 
occurs automatically, and it is dif fi cult to control or impede 
 [  53,   57  ] . However, it is interesting to note that in visual probe 
task studies, heavy drinkers tend to show attentional biases 
for alcohol stimuli only when they are presented for rela-
tively long exposure durations (500 ms or more; see  [  58,   59  ] ) 
but not when they are presented brie fl y (e.g. 200 ms; see  [  58  ] ). 
As such, attentional bias among heavy drinkers who are not 
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seeking treatment may primarily re fl ect a bias in the mainte-
nance of attention, or delayed disengagement of attention 
from alcohol-related cues  [  53  ] . By contrast, in alcohol-
dependent inpatients (compared to non-alcoholic controls), 
attentional biases are seen for brie fl y presented (50 ms) 
 alcohol-related stimuli, and the magnitude of this effect is 
related to the severity of alcohol dependence  [  62  ] . Also, 
among alcohol-dependent inpatients, if the stimuli are pre-
sented for 500 ms or longer, attentional avoidance of those 
stimuli is seen  [  62–  64  ] . This approach-avoidance pattern of 
attentional bias that is observed among treatment-seeking 
alcoholics may re fl ect motivational con fl ict or ambivalence: 
the initial orienting may re fl ect sensitisation of the incentive 
value of alcohol, whereas the subsequent avoidance may 
occur because alcohol-related cues are aversive when pre-
sented in a treatment context. However, a recent meta- 
analysis  [  65  ]  suggests that subjective craving is positively 
correlated with the latter component of attentional bias 
(delayed disengagement of attention), but not with the earlier 
component (rapid initial orienting). Given this, the approach-
avoidance pattern of attentional bias among patients in treat-
ment may actually re fl ect the aversive properties of alcohol 
cues in the treatment context (leading to rapid initial orient-
ing towards alcohol cues) coupled with diminished subjec-
tive craving (leading to a diminution or even reversal of the 
bias to maintain attention on alcohol-related cues). 

 The causal status of attentional bias is presently unclear. 
Theoretical accounts posit that attentional bias for alcohol-
related cues re fl ects the (classically conditioned) incentive 
properties of those cues, which develop as a consequence of 
repeated alcohol consumption  [  66  ] . Other models extend 
these predictions by suggesting that, once established, atten-
tional biases may increase the likelihood of alcohol self-
administration, perhaps because an individual who is 
repeatedly distracted by alcohol-related cues in their envi-
ronment will be more likely to experience alcohol craving, 
and then act on that craving and seek alcohol  [  53,   67,   68  ] . 
However, much of the present research on attentional bias 
involves cross-sectional comparisons: attentional bias seems 
to be present in heavy drinkers, relative to light drinkers or 
abstainers. These  fi ndings are consistent with the argument 
that attentional bias can contribute to heavy drinking, but of 
course there are myriad other explanations (e.g. attentional 
bias may occur solely as a consequence of heavy drinking, 
see  [  69  ] ). However, more recently it has been demonstrated 
that individual differences in attentional bias among heavy 
drinkers can predict alcohol consumption several months 
later  [  70,   71  ] . Furthermore, attentional bias for alcohol cues 
is also related to treatment outcome among patients with 
alcoholism: in one study, attentional bias increased among 
patients who did not complete treatment, but there was no 
change among patients who did complete the treatment pro-
gramme  [  72  ] . Similar  fi ndings have been reported in other 

addictions  [  73–  75  ] , although it should be noted that these 
effects are usually weak, and they have not always been rep-
licated  [  76  ] . More direct evidence for a causal effect of atten-
tional bias on alcohol consumption comes from a study  [  77  ]  
in which attentional bias for alcohol cues was experimentally 
manipulated by exposing participants to variants of a visual 
probe task in which their attentional bias was either increased 
(“attend alcohol” group) or decreased (“avoid alcohol” 
group). After this manipulation, it was observed that subjec-
tive alcohol craving and ad-lib alcohol consumption were 
higher in the “attend alcohol” group compared to the “avoid 
alcohol” group. Despite this initial promising  fi nding, the 
effects of experimental manipulation of attentional bias on 
ad-lib alcohol consumption could not be replicated in subse-
quent studies  [  78,   79  ] . More recent attempts to study the 
effects of attentional bias modi fi cation on alcohol abusers 
have met with some success, in terms of either a reduction in 
alcohol consumption  [  80  ]  or an earlier discharge from 
 treatment  [  81  ] , although the effects obtained were very small 
in one of these studies  [  81  ] , and the other study lacked a suit-
able control condition  [  80  ] . In summary then, attentional 
bias for alcohol-related cues is reliably associated with heavy 
drinking, and recent studies suggest that it may predict future 
alcohol use. However, unlike research into other aspects of 
automatic alcohol-related cognitions (e.g. implicit memory 
associations), it has not yet been established that attentional 
bias can predict variance in future alcohol consumption over 
and above that explained by controlled cognitive processes 
(e.g. AOEs), and neither has it been convincingly established 
that attentional bias plays a causal role in alcohol consump-
tion in the short term.  

   Executive Dysfunction and “Impulsivity” 

 Executive function refers to a broad set of cognitive abilities 
that relate to goal-directed behaviour, including shifting from 
one environmental contingency to another, updating of work-
ing memory in response to environmental changes and the 
suppression of inappropriate behavioural responses  [  82  ] . 
Arguably, working memory capacity is a core cognitive 
resource which is super-ordinate to, and ultimately deter-
mines the level of, these diverse cognitive abilities  [  83  ] . 
Executive (dys)function is closely related to the psychologi-
cal concept of “impulsivity”, which is thought to underlie 
behaviours that are risky, poorly planned and result in unde-
sirable consequences  [  84  ] . As such, it is implicated in a num-
ber of psychiatric disorders, including substance abuse and 
addiction, and attention-de fi cit and conduct disorders in chil-
dren  [  84  ] . Until fairly recently, impulsivity was considered 
as a form of personality trait, therefore rendering it suitable 
for assessment with questionnaires (e.g.  [  85  ] ). More recently, 
behavioural measures of impulsivity and executive function 
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have been developed. Much like our earlier distinction 
between “controlled” processes (which can be measured 
with self-report) and “automatic” processes (which are 
inferred from task performance, e.g. reaction time), behav-
ioural measures of impulsivity and executive function 
directly assess behaviours that are implicated in de fi nitions 
of executive function and impulsivity, such as the inability or 
unwillingness to delay grati fi cation, the inability to withhold 
an inappropriate response or a propensity for risk-taking. 

 For example, in the delay discounting task (see  [  86  ] ), par-
ticipants are given a series of choices between two monetary 
rewards: a small amount of money available immediately, 
versus a larger amount of money that is available only after a 
delay. The size of the immediately available reward and the 
length of the delay before delivery of the delayed reward are 
typically varied in different experimental trials, and partici-
pants are asked to make a choice on each trial. Individual 
differences in “delay discounting” can then be calculated 
based on choice performance, with steeper discounting—a 
consistent preference for small immediate rewards over much 
larger delayed rewards—a measure of impulsive responding. 
The aspect of impulsivity that is assessed with delay dis-
counting tasks has been termed “cognitive impulsivity”  [  87  ] , 
and it can be contrasted with “motor  impulsivity”, which 
refers to the inability to inhibit a dominant motor response or 
failures of response inhibition  [  87  ] . In humans, motor impul-
sivity is typically assessed with tasks such as the Go/No-Go 
task or the stop-signal task  [  88  ]  both of which are reaction 
time tasks in which participants learn to respond rapidly to 
certain target stimuli, but to withhold their response to targets 
under certain circumstances. In these tasks, the percentage of 
inappropriate responses to target stimuli (i.e. responses emit-
ted on trials when the response should have been withheld) is 
taken as the index of motor impulsivity. 

 As recently reviewed by Verdejo-Garcia and colleagues 
 [  89  ] , heavy use of and dependence on a variety of substances, 
including alcohol, is associated with elevated impulsivity 
and executive dysfunction, and this appears to be the case for 
a variety of impulsivity and executive function measures. For 
example, compared to controls, alcohol-dependent individu-
als perform worse on a variety of executive function tasks 
 [  90  ] , they score higher on impulsivity questionnaires and 
have a higher rate of delay discounting  [  91  ] , and they have a 
higher rate of response inhibition failures on a stop-signal 
task  [  92  ] . Furthermore, elevated impulsivity is not limited to 
alcohol-dependent patients: even heavy social drinkers, com-
pared to light social drinkers, exhibit increased rates of delay 
discounting  [  93  ]  and impaired response inhibition  [  94  ] . 
Therefore, “impulsivity” and executive dysfunction, broadly 
de fi ned, are closely associated with alcohol consumption and 
alcohol abuse. 

 As with the other types of cognitive process that we dis-
cussed in the previous sections, the causal relationship 

between impulsivity, executive dysfunction and alcohol use 
appears to be bidirectional: high levels of impulsivity and 
impaired executive function may lead to heavy drinking, but 
chronic heavy drinking may lead to long-term increases in 
impulsivity and impairments in executive function, and so 
on. Firstly we consider the possible effects of executive dys-
function/impulsivity on heavy drinking. Within alcoholics 
some aspects of executive dysfunction are associated with 
relapse to drinking after treatment (see  [  89  ] ). We also note 
that, in tobacco smokers, a high rate of delay discounting is 
a risk factor for relapse to smoking after a period of absti-
nence  [  95  ] . Perhaps more persuasive are the results from sev-
eral large studies which demonstrate that in children, high 
levels of “neurobehavioural disinhibition”, a broadly de fi ned 
trait that shares many features with executive dysfunction 
(e.g. lack of planning, poor response inhibition, a desire for 
immediate grati fi cation) is an important risk factor for the 
development of subsequent alcohol and drug problems in 
youth and early adulthood  [  96,   97  ] . Converging evidence 
comes from animal studies, which demonstrate that rats that 
are naturally impulsive will acquire cocaine self-administra-
tion more rapidly than their non-impulsive counterparts  [  98  ] . 
To return to a point that we made previously, the clearest test 
of the causal role of impulsivity or executive dysfunction on 
alcohol consumption requires impulsivity or executive func-
tion to be experimentally manipulated, and the effects of 
these manipulations on alcohol-seeking behaviour should be 
recorded. One recent study  [  99  ]  demonstrates that such a 
manipulation (of inhibitory control) in fl uences short-term 
drinking behaviour in the laboratory, although studies with 
longer-term follow-ups are required. 

 With regard to the effects of chronic heavy drinking and 
other drug use on executive function and impulsivity, some 
theoretical models  [  100,   101  ]  suggest that chronic drug use 
leads to impaired functioning of the prefrontal cortex (PFC). 
As the PFC is the neural substrate of executive function and 
related processes, the clear implication from these models is 
that chronic drug and alcohol use are likely to lead to impaired 
executive function, increased impulsive responding and a 
general impairment in the ability to regulate behaviour. 
Cross-sectional comparisons of chronic drug users with 
drug-naïve volunteers reveal group differences in executive 
function/impulsivity that are of course consistent with the 
view that drug use caused these performance de fi cits, but 
they are equally compatible with the view that performance 
de fi cits predated drug/alcohol use and were the cause of 
extensive drug or alcohol involvement (see  [  98  ] ). However, 
animal research has demonstrated that chronic administra-
tion of cocaine  [  102  ]  and nicotine  [  103  ]  can increase the rate 
of impulsive responding and these effects are independent of 
the acute effects of the drug. Therefore, there is some evi-
dence to suggest that chronic drug use can cause impairments 
in executive function or increases in “impulsivity”. 
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 To brie fl y summarise: it is likely that the causal relationships 
between chronic drug use and impaired executive function/
impulsivity are bi-directional. Of particular relevance here 
are  fi ndings which demonstrate that the damaging effects of 
binge alcohol consumption on the PFC are exacerbated 
among adolescent rats, compared to adult rats  [  104  ] . When 
considered in combination with  fi ndings which suggest that 
executive dysfunction during childhood seems to predate 
alcohol and drug involvement, and serves as a risk factor for 
alcohol and drug problems later on in life  [  96,   97  ] , it seems 
that alcohol involvement during adolescence may be particu-
larly devastating. Adolescents with relatively impaired exec-
utive function are more at risk for excessive drinking during 
adolescence, but drinking during adolescence is likely to be 
particularly damaging to the PFC, which should lead to fur-
ther impairments in executive function and an inability to 
regulate alcohol consumption later on in life.  

   Interactions Between Controlled Processes, 
Automatic Processes and Executive Function 

 Most recently, investigators have begun to study how the pre-
diction of future alcohol involvement and alcohol problems 
can be improved if  interactions  between the aforementioned 
cognitive processes are considered, rather than studying 
these processes in isolation. Firstly, a number of theoretical 
models suggest that the extent of executive dysfunction or 
impulsivity should be directly related to the perceived 
“salience” of drug-related cues  [  100,   101  ] , which leads one 
to the prediction that individual differences in impulsivity 
should be correlated with individual differences in atten-
tional bias (see  [  53  ] ). As predicted, in a recent study  [  93  ] , it 
was reported that attentional bias for alcohol-related words 
(as assessed with an alcohol Stroop task) was positively cor-
related with impulsive responding, as assessed with perfor-
mance on a delay discounting task. Both attentional bias and 
impulsivity were associated with alcohol consumption in 
this adolescent sample. 

 Other models do not predict a direct relationship between 
measures of automatic alcohol cognitions and executive 
function, but they do suggest that the in fl uence of controlled 
and automatic alcohol cognitions on subsequent alcohol con-
sumption may be moderated by the degree of impairment to 
executive functioning. For example, in a recent model Wiers 
and colleagues  [  30  ]  suggested that automatic or implicit 
alcohol cognitions should have the largest in fl uence on sub-
sequent alcohol-seeking among individuals with relatively 
impaired executive function. By contrast, controlled alcohol 
cognitions (such as AOEs) should have the largest in fl uence 
on subsequent alcohol-seeking among individuals with rela-
tively intact executive function. Evidence consistent with the 
model was recently reported. In one study  [  105  ] , adolescents 

completed a measure of executive function (a working 
memory task), together with measures of controlled alcohol 
cognitions (an AOE questionnaire) and automatic alcohol 
cognitions (an alcohol IAT), before their alcohol consump-
tion was recorded 1 month later. As predicted, among par-
ticipants with low working memory capacity (i.e. executive 
dysfunction), IAT performance predicted prospective alco-
hol use, but there was no relationship between IAT perfor-
mance and prospective alcohol use among participants with 
high working memory capacity. The reverse pattern was seen 
for AOEs: among participants with  high  working memory 
capacity, AOEs predicted prospective alcohol use, but there 
was no relationship between AOEs and prospective alcohol 
use among participants with low working memory capacity. 
Comparable  fi ndings were obtained in a later study which 
used different methods to assess automatic alcohol cogni-
tions  [  106  ] . Furthermore, the moderating role of working 
memory capacity on the ability of controlled and automatic 
cognitive processes to predict future behaviour may be a 
general psychological phenomenon, which extends beyond 
the prediction of future substance use  [  107  ] ; see  [  108  ]  for a 
review. In future research, we hope that researchers can rep-
licate and build on these  fi ndings, for example by examining 
whether attentional bias can predict future alcohol consump-
tion among participants with varying working memory abil-
ities, or whether the relationship between automatic alcohol 
cognitions and prospective alcohol use is moderated by other 
aspects of executive function, for example, impaired response 
inhibition  [  109  ] .  

   The Transition from Recreational Use 
to Abuse and Dependence 

 Controlled cognitive processes, automatic cognitive processes 
and executive function and impulsivity are all associated 
with alcohol consumption. We believe that, although each of 
these processes are probably in fl uenced by chronic alcohol 
use, they also play an important causal role in future alcohol 
consumption and the development of alcohol problems. 
Although each process seems to be important at each differ-
ent stage of the developmental pathway from social drinking 
through to alcohol abuse and eventually to alcohol depen-
dence, we suggest that some types of cognition may be more 
important at certain stages of the alcohol “career” than oth-
ers. For example, controlled processes, such as AOEs, seem 
to develop relatively early on in life, and they are acquired 
before direct experience with alcohol. By contrast, automatic 
processes develop much more slowly, and their strength and 
impact on motivated behaviour are likely to increase in line 
with each experience of alcohol consumption (see  [  47  ] ). 
Therefore, AOEs may be more important determinants of the 
level of alcohol involvement early on in life, but as individuals 
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grow older and automatic processes grow in strength, their 
in fl uence may come to predominate and the in fl uence of 
 controlled processes may begin to wane. Having said this, 
recent research suggests that there are important individual 
differences in the relative in fl uence of controlled versus 
automatic processes on alcohol-seeking in youth: individuals 
with relatively intact executive function are more susceptible 
to the in fl uence of controlled processes, but individuals with 
impaired executive function are more sensitive to the 
in fl uence of automatic processes. One question for future 
research is whether the level of executive function plays a 
similar moderating role in older, severely dependent adults. 
One might predict that, if chronic alcohol or drug use leads 
to long-lasting executive dysfunction, the in fl uence of con-
trolled processes on alcohol or drug use may be negligible in 
severely dependent adult addicts, who have many years’ 
experience of chronic drug use: among older adults, auto-
matic alcohol cognitions may explain virtually all of the 
variance in future alcohol consumption. We hope that future 
research will provide the answers to many of these important 
questions.  

   Summary 

 Heavy drinking is associated with a cluster of changes in 
cognitive processes, which we have termed controlled pro-
cesses (rational decision-making and AOEs), automatic pro-
cesses (implicit memory associations and attentional bias) 
and executive function (which includes working memory 
and “impulsivity”). Each of these processes may change in 
response to chronic alcohol use, but importantly there is evi-
dence that each process can in fl uence future alcohol con-
sumption. However, there are many gaps in the evidence 
base, and many outstanding questions, which we hope will 
be tackled in future research. Of particular interest are the 
many possible interactions between these different types of 
cognitive processes, and we suggest that a fuller understand-
ing of the cognitions that underlie alcohol-seeking behav-
iour, and by extension those cognitions that in fl uence the 
transition from controlled drinking through to alcohol abuse 
and dependence, will require a comprehensive understand-
ing of the interactions and moderating in fl uences between 
these different types of cognitive processes.      
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  Learning Objectives 

    Four personality-related pathways to substance • 
misuse, associated with the personality traits of 
impulsivity, sensation seeking, hopelessness and 
anxiety sensitivity, are proposed.  
  Each personality trait is associated with distinct • 
cognitive and motivational tendencies that render 
individuals vulnerable to substance use problems 
and, to some extent, the psychological disorders 
that co-occur with them.  
  A personality-targeted approach in the prevention • 
and/or early intervention of substance use prob-
lems, which focuses on the differential motivations 
for engaging in these behaviours, can improve cur-
rent efforts in tackling both substance misuse and 
other co-occurring disorders.    

 

  Abstract 

 The emphasis made on the signi fi cance of personality in the development of substance use 
problems has varied substantially through the years. Although early research has focused on 
identifying a single personality trait that conferred risk for substance use and misuse, recent 
research has highlighted the complex nature and heterogeneity of substance use behaviours 
and pro fi les, identifying a number of traits and risk pathways to substance use problems. 
This chapter reviews the evidence which provides support for the important aetiological role 
of a number of personality traits in the development and maintenance of substance use prob-
lems. Four personality-based causal pathways to substance misuse are proposed that help to 
explain some of the underlying mechanisms linking substance misuse with other mental 
disorders. Finally, implications for prevention and clinical practise are discussed.     
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  Issues that Need to Be Addressed by Future Research 

    Longitudinal studies that explore mediation effects • 
are needed to further understand some of the causal 
mechanisms by which these personality dimensions 
convey risk for substance misuse.  
  The impact of these personality-related pathways to • 
substance use across different developmental peri-
ods (e.g. adolescence, early adulthood, late adult-
hood) and how these pathways can overlap require 
further examination.  
  Gender differences in the mechanisms linking per-• 
sonality and substance use, as well as other comor-
bid disorders, need to be further examined.    

      

    It is common to hear the term “addictive personality” used to 
describe the character of someone prone to substance mis-
use, but can the personality of all drug users be narrowed 
down to one trait or even a particular set of traits? In fact, 
much research on this issue dating back to the 1970s failed to 
support this common view, and rather pointed to the possibility 
that a number of personality traits may be associated with 
vulnerability to substance use and misuse. Among the per-
sonality factors most commonly cited in the literature as 
being associated with alcohol and drug misuse are traits that 
fall within the two main overarching personality domains: 
the disinhibited and inhibited domains. These two domains 
of personality, respectively, correspond to the two main 
action tendencies of behaviour, approach and avoidance  [  1  ] , 
which are manifestations of appetitive and aversive motiva-
tional tendencies  [  2,   3  ]  and proneness toward positive and 
negative affective states  [  4  ] . Within the disinhibited person-
ality domain, the two dimensions that have been most con-
sistently implicated in substance use and misuse are: (a) 
impulsivity/disinhibition  [  5–  7  ]  and (b) extraversion/sociabil-
ity/sensation seeking  [  8–  11  ] . Within the inhibited domain, 
the personality dimensions that have been most associated 
with substance misuse are: (a) negative emotionality/intro-
version/hopelessness  [  8,   12–  14  ]  and (b) neuroticism, trait 
anxiety and anxiety sensitivity  [  7,   15–  18  ] . 

 However, it is important to note that the association between 
personality, substance use onset and substance misuse is not 
simple or straightforward. Findings from cross-sectional stud-
ies highlighting concurrent associations between personality 
and substance misuse sometimes differ from the associations 
found in longitudinal studies. Similarly, the personality traits 
that have often been found to characterise children of alcohol-
ics or adolescent substance users are different from those that 
have been associated with clinical samples of substance mis-
users. Differences could be attributed to the fact that the 
strength of associations between personality and substance 
misuse becomes weaker or stronger at different developmen-
tal stages and at different stages in the course of the disorder, 

with severe or chronic substance misuse possibly resulting in 
changes in negative affectivity and personality  [  10,   19  ] . 

 This chapter will provide a selective review of the litera-
ture establishing personality factors as correlates of, as well 
as risk factors for, substance use and misuse. Prospective 
studies demonstrating temporal relationships between per-
sonality and substance use will be reviewed to delineate traits 
that are associated with future risk for substance use and 
those that might be considered particularly susceptible to the 
chronic effects of substance use. The chapter will then review 
some of the most cited aetiological models of substance mis-
use, placing particular emphasis on how personality traits are 
implicated in these aetiological models.  

   Disinhibited Personality 

 Disinhibition is often referred to a general inability to 
plan, control or regulate behaviour, especially behaviour that 
can be unduly risky or can sometimes result in negative 
consequences (see  [  20,   21  ]  for reviews). Research carried 
out by Krueger and colleagues  [  22–  24  ]  on the structure of 
disinhibited behaviour and personality supports a hierarchical 
structure of disinhibited or externalising disorder symptoms 
and traits, with a latent externalising factor representing all 
disinhibited behaviour symptoms (including substance mis-
use and antisocial symptoms, as well as measures of disin-
hibited personality), and then two lower order factors 
representing more severe aggressive behaviour and drug use 
symptoms. While this line of research illustrates how disin-
hibited traits are closely linked to substance misuse and other 
externalising behaviour problems, and helps explain why 
substance misuse and other externalising symptoms like 
antisocial behaviour frequently co-occur, it also leaves open 
the possibility that multiple disinhibited personality traits 
contribute to these latent constructs in different ways. 

 Certainly, disinhibited tendencies have been referred to 
in a number of ways in the personality, behavioural and 
psychopathology literatures, from “acting without premedi-
tation”, “lack of planning”, “excitement seeking”, “low 
 tolerance to boredome”, “behavioural undercontrol” and 
impulsivity, among a number of constructs  [  20,   25,   26  ] . 
Consequently, measures labelled “disinhibition” or “impul-
sivity” may measure different constructs from each other. 
Indeed, although general factor models of personality typi-
cally identify only one factor for disinhibition/impulsivity, 
extensive research has been carried out on the differentiation 
between different dimensions of disinhibited personality 
 [  11,   27,   28  ] , which usually results in between two and four 
subfactors of disinhibition. Using methodologies such as 
factor analysis, recent research in the  fi eld of personality 
have identi fi ed as many as four personality facets associated 
with impulsive-like behaviour: lack of planning, lack of per-
sistence, urgency (acting rashly when upset or anxious) and 
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sensation seeking  [  26,   29  ] . Laboratory studies using behav-
ioural/cognitive measures of disinhibition have identi fi ed a 
minimum of two sub-factors of disinhibition  [  30–  33  ] . Studies 
in both personality and behavioural  fi elds agree that at least 
two clear sub-dimensions of disinhibition exist: one sub-
dimension, which is referred to as impulsivity in this chapter, 
associated with a de fi cit in re fl ectiveness and planning, rapid 
decision making and action and a failure to inhibit a behav-
iour that is likely to result in negative consequences  [  34,   35  ] , 
and another sub-dimension, which is referred to as sensation 
seeking, generally de fi ned as a strong need for stimulation, 
a low tolerance to boredom and a willingness to take risks for 
the sake of having novel and varied experiences  [  36,   37  ] .  

   Impulsivity 

   Impulsivity as a Correlate of Substance Misuse 

 Several disinhibited personality traits have been linked to 
alcohol and/or substance misuse, including impulsivity, thrill 
seeking and reduced harm avoidance  [  7,   14,   38  ] . It is clear 
from the literature on substance misuse in adolescent and 
adult samples that impulsive traits play a prominent role in 
addictive behaviour. Impulsivity has been often associated 
with substance misuse, speci fi cally, quantity and frequency 
of drug use and early experimentation with drugs (e.g.  [  39  ] ). 
Other studies have found that impulsivity (as measured by 
novelty seeking) is related to ecstasy use, but not polydrug 
use  [  40  ] , and heroin use  [  41  ] . Although fewer studies have 
looked at the association between cannabis use and personal-
ity factors, some studies have found evidence of an associa-
tion between impulsivity and cannabis use in undergraduates 
(as measure by Cloninger’s novelty seeking;  [  42  ] ) and cannabis 
abusers (as measured by the Barratt’s impulsivity scale;  [  43  ] ). 
Also, in their review of  fi ndings relating to personality traits 
and alcohol abuse and dependence, Sher and Thrull  [  44  ]  
concluded that impulsivity was the personality trait that was 
most consistently associated with alcohol use disorders.  

   Impulsivity as a Risk Factor for Substance Misuse 

 Studies on children of alcoholics, who are considered to have 
higher risk for future alcohol problems due to genetic vulner-
ability, have found that many of these children exhibit high 
levels of disinhibited personality and behaviours  [  45–  47  ] . 
For example, Conrod and colleagues  [  48  ]  conducted an 
investigation into multigenerational alcoholism and person-
ality risk, using Eysenck’s Personality Questionnaire (EPQ) 
 [  49  ] . Results showed that disinhibited personality, as mea-
sured by the psychoticism scale, was a signi fi cant correlate 
of increased drinking and mediated the relationship between 
family history of alcoholism and drinking behaviour. 

Longitudinal studies have also implicated impulsivity/disin-
hibited traits in future substance misuse. For example, Sher, 
Bartholow and Wood  [  50  ]  found that disinhibited traits in 
young adulthood, as measured by psychoticism, predicted 
alcohol use disorders 6 years later, but did not predict tobacco 
or drug use disorders. Similarly, several studies have found 
that impulsivity assessed in childhood was prospectively 
associated with substance misuse in adulthood. One of the 
 fi rst studies to assess the longitudinal nature between person-
ality and substance use and misuse was carried out by 
Cloninger and colleagues  [  51  ]  which assessed temperament 
traits of children aged 10–11 in Sweden and then assessed 
alcohol-related problems when they were aged 27 years. 
Boys who scored high on novelty seeking and low harm 
avoidance in childhood were 20 times more likely to report 
alcoholism at age 27 than boys who did not score high on 
these traits  [  51  ] . Masse and Tremblay  [  38  ]  reported similar 
 fi ndings, which showed that high novelty-seeking and low 
harm avoidance scores in boys aged 6 were associated with a 
higher likelihood to initiate substance misuse in early adoles-
cence. Findings from the Dunedin Study in New Zealand 
show that temperamental characteristics measured as early 
as 3 years of age, in particular that of “undercontrol”, predicted 
alcohol use disorders at the age of 21  [  52  ] . It is important to 
highlight that the prospective association between impulsive 
traits and substance misuse reported in these longitudinal 
studies were found for boys but not for girls. This said, 
Krueger and colleagues  [  53  ]  showed that impulsivity, as 
measured by low constraint, assessed in participants of the 
Dunedin study at 18 years of age predicted alcohol abuse at 
age 21 in both men and women. More recently, Chassin and 
colleagues  [  54  ]  found that parent’s ratings of impulsivity in 
their young adolescent children, boys and girls alike, predicted 
increased drinking and drug use at ages 20 and 25. Similarly, 
Elkins, King, McGue and Iacono  [  55  ]  found that low con-
straint in late adolescent boys and girls (aged 17) predicted 
alcohol use disorders 3 years later. Finally, a recent study 
carried out by Conrod, Castellanos-Ryan and Strang  [  56  ]  
which assessed personality and substance use from age 14 to 
age 16 in adolescents attending secondary schools in London 
found that impulsivity measured in adolescents aged 14 years 
predicted higher rates of onset of illicit substance use across 
adolescence and, using survival analysis, found that impul-
sivity was associated with a reduced likelihood of surviving 
adolescence without trying cocaine. 

 It is important to consider the possibility that the pathway 
from impulsivity to substance misuse might be bidirectional. 
Laboratory studies have shown that increased and persistent 
substance use may result in de fi cits in behavioural and/or 
cognitive measures of impulsivity such as response inhibition 
and decision making (e.g.  [  57,   58  ] ), as well as increased 
 levels of self-report trait impulsivity (e.g.  [  19  ] ). 

 Finally, using a different statistical approach to under-
standing the relationship between personality and substance 
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use, Little fi eld, Sher and Wood  [  15  ]  evaluated the extent to 
which changes in personality and changes in drinking behav-
iour co-vary and showed, using latent growth models, that 
changes in drinking behaviour from 18 to 35 years of age 
tend to co-occur with changes in neuroticism and impulsivity. 
While this analysis does not provide any insight into causal 
effects between these two factors, the  fi ndings suggest that 
the relationship between impulsivity and drinking behaviour 
might be slightly more complex than a simple causal relation, 
possibly re fl ecting a mutually exacerbating relationship.   

   Extraversion/Sociability/Sensation Seeking 

   Extraversion/Sensation Seeking 
as a Correlate of Substance Misuse 

 Findings on the association between traits related to extraver-
sion and substance misuse in clinical samples have shown 
that adults with substance use disorders report similar levels 
of extraversion as controls (e.g.  [  10  ] ). Similarly,  fi ndings on 
the association between extraversion and substance misuse in 
adult community samples have been somewhat inconsistent, 
but on average most studies have indicated a modest associa-
tion (e.g.  [  59,   60  ] ). In young adults, extraversion and socia-
bility have been modestly associated with both drinking onset 
(e.g.  [  9  ] ) and increased levels of alcohol use (e.g.  [  61,   62  ] ). 

 A trait related to extraversion, namely, sensation seeking, 
has been shown to be more robustly related to substance mis-
use behaviours, especially heavy episodic drinking  [  7  ] , and 
particularly in adolescents and young adults  [  14,   63–  66  ] . For 
example, Woicik and colleagues  [  67  ]  found that in a sample 
of drinking college students, sensation seeking explained a 
signi fi cant amount of variance in alcohol dependence symp-
toms, above and beyond that explained by the trait of extra-
version as measured by the NEO-FFI.  

   Sensation Seeking as a Risk Factor 
for Substance Misuse 

 Longitudinal studies have shown extraversion/sensation 
seeking as an important risk factor for substance use behav-
iours. For example, Conrod and colleagues have found in 
both Canadian and British adolescents that sensation seek-
ing was not only associated cross-sectionally with binge 
drinking  [  14  ]  but could also predict growth in binge drink-
ing rates during adolescence  [  68  ] . Krank and colleagues 
 [  69  ]  also tested prospective associations between personal-
ity traits and substance misuse across a period of 1 year in 
adolescence, with  fi ndings con fi rming a prospective asso-
ciation between sensation seeking and alcohol use and binge 
drinking. This study also found a prospective association 
between this trait and marijuana, tobacco and hallucinogen 

use. Other studies have also shown that extraversion mea-
sured in childhood or adolescence can prospectively predict 
the development of alcohol problems in adulthood  [  70,   71  ] . 
For example, Wennberg and Bohman  [  71  ]  assessed temper-
ament traits in children (aged 4) and correlated them to dif-
ferent substance use behaviours in adulthood, with  fi ndings 
showing that extraversion traits, such as activity level, pre-
dicted alcohol problems at age 36. Interestingly, Little fi eld, 
Sher and Wood  [  15  ]  did not  fi nd relationships between 
changes in drinking behaviour and changes in extraversion 
over the course of young adulthood, suggesting that it is the 
excitability, thrill seeking aspect of this broad personality 
trait, rather than sociability, which plays a role in earlier 
stages of substance use initiation. 

 Consistent with this are the  fi ndings from a number of stud-
ies showing that individuals high in sensation seeking gener-
ally drink or use substances for enhancement motives rather 
than for social motives or negatively reinforcing motives such 
as coping or conformity motives  [  63,   67,   72,   73  ] .   

   Neuroticism/Inhibited Personality 

 Neuroticism is a broad personality construct that re fl ects 
negative emotionality, behavioural inhibition and anxiety  [  74  ] . 
Research on the structure of neurotic symptoms and neurotic 
personality generally supports a hierarchical structure of 
anxiety and mood disorder symptoms and traits, with nega-
tive affect representing a higher order factor common to all 
neurotic traits, and then two lower order factors, low positive 
affect and fear, accounting for unique variance in speci fi c 
sets of traits and disorders  [  75  ] . This tripartite model of anxi-
ety and depression also has relevance for understanding how 
neurotic/inhibited traits represent risk factors for substance 
misuse. For example, neuroticism appears to be inconsis-
tently related to risk for substance use disorders (e.g.  [  76,   77  ] ), 
but the lower order facets of neuroticism, particularly hope-
lessness and anxiety sensitivity, have been consistently 
shown to have speci fi c relationships to particular aspects of 
substance use and we are now beginning to understand the 
functional nature of the relationships between these two sets 
of traits and substance-related behaviours. 

 First, with respect to the  broader trait of negative affect , 
research has shown that individuals who experience depressed 
mood and anxiety drink more, and more often, particularly in 
negative situations  [  64,   78,   79  ] . Studies on clinical samples 
have shown that, compared to controls, individuals with sub-
stance use disorders score higher on measures of neuroticism 
and negative emotionality  [  12,   13,   80  ] . A link between nega-
tive emotionality and smoking has also been established 
(e.g.  [  81,   82  ] ), with some studies showing that smokers who 
report increased levels of negative emotionality experience 
worse withdrawal symptoms  [  83  ]  and are less successful at 
quitting smoking  [  84  ] . Although this association between 
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emotional disorders and substance misuse has been shown in 
adult clinical samples  [  85  ] , less support has been found in 
community-based samples, such as college students  [  12,   86  ]  
and adolescent samples  [  60,   64,   87,   88  ] . 

 However, high scores on self-reported negative emotional-
ity have been found in non-alcoholic adolescent children of 
alcoholics  [  89  ]  suggesting that negative emotionality is not 
only a correlate of substance misuse but also a potential risk 
factor. This is con fi rmed by a number of prospective studies. 
For example, Krueger and colleagues  [  53  ]  showed that nega-
tive emotionality assessed at age of 18 predicted alcohol abuse 
at age 21. Similarly, Jackson and Sher  [  12  ]  were unable to  fi nd 
any directional effects between alcohol use disorders and psy-
chological distress in a sample of 378 young adults but did 
reveal that the personality trait of neuroticism predicted both 
alcohol use disorders and depressive symptoms. Indeed, Sher 
and colleagues found that negative emotionality-related traits 
assessed at age 18 in this same sample of young adults was a 
modest but signi fi cant predictor of substance use disorders at 
age 24  [  50  ]  as well as at age 28  [  12  ] . Moreover, Wills, Sandy 
and Shinar  [  90  ] , who investigated the relationship between 
negative affect and the frequency of substance misuse in ado-
lescents (12–15 years) over a 3-year period, found that those 
students who had the highest negative affect score at 12 years 
had the greatest increase in substance misuse across time. 

 Considering the hierarchical structure of neurotic traits 
and symptoms, it is also worth considering the association 
substance misuse has with the lower order facets of hopeless-
ness and anxiety sensitivity. 

   Hopelessness as a Risk Factor 
for Substance Misuse 

 Conrod et al.  [  7  ]  previously hypothesised that a lower order 
trait of negative affect, namely hopelessness or low positive 
affect, would be associated with a particular susceptibility to 
substance misuse patterns through a self-medication process 
involving analgesia-induced numbing of painful experiences 
and memories and reinstatement of previously extinguished 
reward behaviours. They then showed in a community-
recruited sample of substance-dependent women that a per-
sonality factor re fl ecting introversion and hopelessness was 
associated with a substance misuse pro fi le that involved higher 
rates of dependence on analgesics and greater comorbidity 
with recurrent depression and social phobia. In a follow-on 
study with college students and high schools students, Woicik 
et al.  [  67  ]  showed that a similar dimension of personality was 
associated with higher rates of alcohol abuse and dependence, 
sedative (including analgesics) drug use, and self-report rea-
sons for substance use linked to depression coping and numb-
ing of painful memories. These researchers also showed that 
hopelessness, as measured by a brief 8-item self-report scale, 
showed incremental validity over and above the Five Factor 

Inventory-Neuroticism Scale  [  91  ]  with respect to accounting 
for alcohol dependence and abuse symptoms in college 
students. A concurrent association between hopelessness and 
alcohol use problems in youth attending vocational schools in 
Turkey has also been reported by Ilhan, Demirbas and Dogan 
 [  92  ] . Two studies carried by Bolland and colleagues  [  93,   94  ]  
showed signi fi cant cross-sectional as well as longitudinal 
associations between hopelessness and substance misuse in 
adolescents living in poor inner-city neighbourhoods in 
Alabama. Compared with adolescents with low levels of hope-
lessness, those with high  levels of hopelessness were at least 
twice as likely to report smoking tobacco in the last month, 
drinking in the last week and using marijuana in the last month, 
as well as six times as likely to report cocaine use in the last 
month  [  93  ] . Using a longitudinal design, Bolland et al.  [  94  ]  
went on to show that adolescents from Caucasian ethnic back-
grounds with high levels of hopelessness reported greater 
acceleration in their trajectories of tobacco use, alcohol use 
and marijuana use than those with low levels of hopelessness. 
More recently, this trait has been shown to be a robust predic-
tor of future alcohol and illicit drug use in prospective studies 
with high school students in Canada and the UK  [  56,   68,   69  ] . 
The mechanisms by which this personality dimension conveys 
risk for substance misuse are not well understood, but there is 
some indication that it is mediated through the occurrence of 
depressive symptoms  [  95  ] , and motivations for drinking that 
include coping with depression  [  96  ] . Interestingly, a recent 
study by Jaffee and Zurilla  [  97  ]  showed that the association 
between hopelessness and lifetime alcohol and marijuana use 
in adolescence was mediated by reduced rational problem-
solving skills, suggesting that problem solving might be an 
important mechanism underlying the link between this trait 
and substance misuse. The authors suggest that it is possible 
that in adolescence feelings of hopelessness and negative 
expectations might in fl uence and impair the ability to effec-
tively de fi ne and solve problems, which in turn, may lead to 
substance misuse in these individuals  [  97  ] . However, in line 
with motivational theories of substance misuse  [  64,   72  ] , 
another possibility could be that de fi cient problem-solving 
skills could lead to adolescents experiencing higher number of 
negative outcomes which could lead to increased hopeless-
ness, and, in turn, increased levels of substance misuse in order 
to cope with negative feelings. Further longitudinal studies are 
needed to con fi rm causal interpretations of these results.   

   Fear/Hyperarousal/Anxiety Sensitivity 

   Anxiety Sensitivity as a Correlate 
of Substance Misuse 

 Another lower order neurotic trait is anxiety sensitivity, 
described as a fear of anxiety-related physical sensations due 
to an unrealistic expectation that they could lead to loss of 
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physical or mental control or other “catastrophic” consequences 
 [  98  ] . Like hopelessness, anxiety sensitivity is also associated 
with coping or negative reinforcement motives for substance 
use  [  99  ]  and to high drinking levels  [  100,   101  ]  and drinking 
problems  [  102  ]  in adults. Several studies have linked anxiety 
sensitivity to misuse of a variety substances in adults, such as 
heroin  [  103  ] , alcohol  [  18  ] , nicotine  [  18,   104,   105  ]  and anxi-
olytics  [  7  ] , but not marijuana, hashish  [  18  ]  or stimulants  [  7  ] . 
Other studies have also shown increased levels of anxiety 
sensitivity (AS) in individuals receiving treatment for sub-
stance use disorders (e.g.  [  106  ] ). A number of studies have 
now demonstrated that AS is associated with self-report 
motivations for substance use that re fl ect self-medication of 
anxiety symptoms  [  99,   107  ]  and a pharmacological sensitivity 
to the arousal dampening properties of alcohol  [  102,   108  ]  
and benzodiazepines  [  109  ] . AS has also been shown to predict 
reactivity to nicotine withdrawal  [  110,   111  ]  and the tendency 
to rapidly return to smoking during quit attempts  [  112  ] . Often 
described as an arousal-accelerating factor  [  99,   113  ] , AS 
appears to not only render individuals susceptible to high 
levels of arousal in normal stressful situations, but also in 
response to acute and chronic drug withdrawal, physiologic 
states that are easily dampened by the pharmacologic proper-
ties of alcohol and benzodiazepines  [  114  ] .  

   Anxiety Sensitivity as a Risk Factor 
for Substance Misuse 

 Although there is some prospective evidence that anxiety 
symptoms in childhood or adolescence often precede sub-
stance use and misuse  [  115,   116  ] , very few prospective stud-
ies on the association between anxiety sensitivity and 
substance misuse have been carried out and of those reported, 
the results are mixed or might suggest developmental and 
gender speci fi city. A study carried out by Pulkkinen and 
Pitkänen  [  117  ]  found that anxiety/shyness assessed at the 
age of 8 predicted increased alcohol and other drug use 20 
years later in women, but predicted reduced substance use in 
men. The previously mentioned longitudinal study carried 
out by Caspi and colleagues  [  52  ]  showed that, together with 
under-controlled boys, inhibited boys—described as fearful, 
anxious and shy—were more likely to present alcohol-related 
problems. More recently, a study by Schmidt, Buckner and 
Keough  [  17  ]  which assessed anxiety sensitivity and alcohol 
use disorders across 2 years in a community sample of young 
adults (mean age 19 years at baseline) showed that anxiety 
sensitivity was uniquely associated with the development of 
future alcohol use disorders. While Comeau, Stewart and 
Loba  [  63  ]  found that high levels of anxiety sensitivity in ado-
lescents were associated with high conformity motives for 
alcohol and marijuana use, and moderated the association 
between trait anxiety and coping motives for alcohol and 

cigarette use, other studies have not con fi rmed a relationship 
between AS and early onset or higher severity of substance 
use in adolescents  [  56,   68  ] . Conrod, Pihl and Vassileva  [  102  ]  
showed that a community-recruited sample of high AS young 
men did not show higher levels of drinking quantity or fre-
quency compared to an age-matched group of low AS young 
men, but they did report higher levels of coping motives for 
drinking and alcohol-related problems. Woicik et al.  [  67  ]  
examined the relationship between AS and substance use 
and misuse in high school and college-age students and 
showed a possible age-speci fi c relationship between AS and 
such behaviours. In college students, AS was not shown to be 
related to quantity or frequency of alcohol use or alcohol 
problems, but was associated with high coping motives for 
drinking and higher rates of sedative drug use. In high school 
age participants, AS was only shown to be related to confor-
mity motives for alcohol use. In a recent prospective study 
with younger high-school students in the UK (mean age 14 
year), while AS was shown to predict maintenance of anxi-
ety and panic symptoms over time  [  95,   118  ] , there was no 
evidence of a cross-sectional or prospective relationship 
between AS and early alcohol or illicit drug use  [  56,   68  ] . 

 When conceptualising AS as an arousal-accelerator, it is 
not surprising that prospective studies do not support the 
conclusion that AS is a risk factor for adolescent onset sub-
stance use. The evidence rather indicates that AS represents 
a speci fi c risk pro fi le predicting who will use substances to 
cope with stressors that produce physiologic arousal, such as 
drug withdrawal  [  119  ] , trauma  [  79,   120  ]  and severe negative 
life circumstances  [  121  ] , but also those normative experi-
ences such as social pressure to conform to peers substance 
use patterns  [  63  ] . Findings from a variety of studies suggest-
ing that the relationship between AS and substance use in 
clinical  [  107  ]  and high risk  [  95  ]  samples is mediated by anx-
iety symptoms indicate that pathological anxiety and extreme 
levels of AS might directly lead to high enough levels of 
arousal and fear to stimulate substance use, without the need 
for stressful environmental input.   

   Aetiological Models of Substance Misuse 
and Personality 

 Although the associations between personality traits and 
substance misuse reviewed above highlight the important 
role personality plays in the onset and development of sub-
stance misuse, it is important to relate this information to 
established aetiological models, in order to explain how and 
why personality contributes to substance misuse. 

 A number of aetiological models of substance misuse are 
supported by the literature. These models include: the affect 
regulation models, the pharmacological vulnerability model, 
the deviance proneness model and the “psychological 
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dysregulation” model. The  fi rst three models have been 
outlined previously by Sher and colleagues  [  85,   122,   123  ] . 
To these models, we have added the psychological dysregu-
lation model, proposed and supported by Tarter and col-
leagues  [  124,   125  ]  and Clark and colleagues  [  126–  128  ] , as, 
although not strictly an aetiological model of substance mis-
use, this model has gained substantial support in recent years 
as a model explaining the development of problem behav-
iour including substance misuse in adolescence and early 
adulthood. Finally, based on the literature reviewed above 
and expanding on models proposed by Conrod et al.  [  7  ] , Phil 
and Peterson  [  47  ]  and Woicik et al.  [  67  ] , we propose a com-
prehensive model which includes four personality-speci fi c 
pathways to substance use and misuse. 

   Affect Regulation 

 Several studies have shown that many individuals drink or 
use substances to regulate affect or emotional states.  Positive 
affect regulation  refers to when individuals drink or use sub-
stances for positive reinforcement or “enhancement”  [  129  ] , 
which is strongly associated with positive expectancies for 
enhancement and personality traits such as reward and/or 
sensation seeking  [  7,   72  ] . The motivation for positive rein-
forcement from substances has been shown to be founded on 
the neuropharmacological effect substances have on the 
brain centres involved in basic reward mechanisms, i.e. sub-
stances stimulate mesolimbic dopamine activity  [  130  ]  and 
increase activity in brain opioid systems  [  131  ]  (this is further 
described in the next section on the pharmacological vulner-
ability model of substance misuse). Although disinhibited 
traits such as impulsivity and sensation seeking have both 
been associated with increased and problematic substance 
use  [  7,   14,   132  ] , these traits have been shown to be related to 
substance misuse in different ways. While sensation seeking 
has consistently been associated with enhancement or 
reward-related motives for substance use  [  63,   67,   72  ] , impul-
sivity has not been associated with a speci fi c motive for sub-
stance misuse  [  64  ] , but associated with a more disorganised 
and severe pattern of alcohol and drug abuse  [  67  ] . This was 
substantiated by a study carried out by Simons and colleagues 
 [  73  ]  showing that while impulsivity was not associated with 
a speci fi c motive for substance misuse, it was directly associ-
ated with marijuana and alcohol-related problems. Sensation 
seeking, on the other hand, was associated indirectly to alco-
hol problems through enhancement motives  [  73  ] . 

 Conversely, some individuals use substances to relieve 
 negative affect , i.e. depressed mood, stress and/or anxiety 
 [  72,   133,   134  ] . Also referred to as the “self-medication” 
hypothesis, many individuals report that they use substances 
to cope with negative affect and to forget about dif fi cult situ-
ations  [  129  ] . Although the negative affect regulation model is 

one of the most enduring aetiological perspectives on SUDs 
 [  122  ] , several researchers have concluded that this is highly 
dependent upon intra-individual factors such as personality, 
expectancies and genetics, as well as environmental factors, 
especially stress-inducing environments  [  64,   72,   133  ] . 

 Inhibited traits have typically been implicated in models 
of negative affect regulation of substance misuse. 
Neuroticism/hopelessness has been argued to re fl ect sensi-
tivity to punishment and has been linked to the development 
of alcohol use by using its analgesic properties to suppress 
feelings of negative affect  [  7  ] . Fitting with this pro fi le of 
substance misuse are  fi ndings from Henderson and Gallen 
 [  135  ]  who, assessing personality and substance misuse in a 
sample of male veterans attending treatment for a substance 
use disorder, found that substance misusers could be classi fi ed 
based on substance use severity measures and temperament. 
They found that one of the four groups identi fi ed was 
 characterised by late onset substance misuse and low posi-
tive affect (similar to measures of hopelessness), which, in 
turn, had a higher incidence of depression, a greater tendency 
to use substances in solitary contexts and lower enhancement 
motives for alcohol. Anxiety sensitivity has also been associ-
ated with substance misuse for negative affect regulation, 
but speci fi cally to relieve feelings of anxiety (see Stewart 
and Kushner  [  99  ]  for a review of models of how anxiety sen-
sitivity is associated to increased risk for substance misuse). 
Consistent with this are studies showing that anxiety sensi-
tivity is associated generally with coping motives for alcohol 
use  [  63,   102  ]  and that those high in anxiety sensitivity use 
substances speci fi cally to avoid or escape anxiety symptoms 
 [  107  ] . Further con fi rmation comes from a study showing that 
risk for alcohol misuse results from elevated scores on anxi-
ety sensitivity in combination with the belief that drinking 
alcohol can reduce tension (i.e. tension-reduction alcohol 
expectancies  [  136  ] ).  

   Pharmacological Vulnerability 

 The pharmacological vulnerability model  [  85  ]  proposes that 
individuals differ in their response to the effects of alcohol 
and other drugs, which can put certain individuals at risk in 
one of two ways: (1) individuals are at risk for substance 
misuse because they are especially sensitive to the reinforc-
ing effects of substances and are therefore more likely to use 
substances as they experience greater effects from the sub-
stance and (2) some individuals are relatively insensitive to 
the reinforcement effects of substances and thus must con-
sume larger amounts of the substance in order to achieve the 
desired effect, which can place them at risk for secondary 
drug-related harm and physiological dependence. 

 For example, many studies have showed that, compared 
to controls, individuals with a family history of alcoholism 
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have a less intense subjective response to moderate doses of 
alcohol on scales primarily measuring sedative drug effects 
 [  137–  140  ] . Using a longitudinal design, Schuckit and Smith 
 [  141  ]  showed that this low subjective response to alcohol 
predicted the onset of alcohol dependence in young adults. 
However, others have found that heightened physiological 
sensitivity to substances is associated with risk (e.g. Conrod 
et al.  [  48  ] ). For example, Peterson and colleagues  [  142  ]  
found that accelerated heart rate after alcohol consumption 
was associated with increased risk for alcoholism. Similarly, 
Gabbay  [  143  ]  found that compared to controls, men with a 
family history of alcoholism experienced a heightened sub-
jective stimulant response to amphetamine. Also, individuals 
who report heavy drinking have been shown to exhibit greater 
subjective stimulant effects of alcohol measured in the labo-
ratory  [  144,   145  ] . In another study, college students with 
poor inhibitory control reported heavier drinking and exhib-
ited enhanced subjective stimulation during the ascending 
limb of the blood alcohol curve  [  146  ] . These apparently con-
tradictory  fi ndings may be explained by discrepancies in the 
methodology used in the different studies and the precise 
timing when the subjective response is measured. Speci fi cally, 
participants with a positive family history of alcoholism 
exhibit an enhanced response when assessments are done as 
blood alcohol levels are rising (i.e. ascending limb of the 
alcohol curve), but display a less intense response when 
measurements are taken as those levels are decreasing 
(e.g. Newlin and Thomson  [  147  ] ). Furthermore, Morzorati 
et al.  [  140  ]  argued that an association between risk and 
enhanced response is more evident when measures of the 
subjectively positively reinforcing effects of alcohol 
(e.g. stimulation) are employed, compared to when measures 
of the negative effects (e.g. dizzy, clumsy) are used. Some 
researchers have suggested that individual differences in per-
sonality that were not taken into consideration in many of 
these studies might partly account for differing results. 
Consistent with this are studies showing that individuals who 
are high on disinhibited personality traits tend to be more 
sensitive to drug-induced reward  [  48,   50,   60,   146,   148  ]  and 
display heightened heart rate response to alcohol (e.g. 
Brunelle et al.  [  148  ] ), while individuals who are high on 
inhibited traits like anxiety sensitivity display reduced elec-
trodermal activity to threat cues when moderate to high lev-
els of alcohol have been consumed (e.g. Stewart and Pihl 
 [  149  ] ). Brunelle et al.  [  148  ]  showed that it was sensation 
seeking that was associated with a heightened heart rate 
response to alcohol and positive feelings after alcohol intoxi-
cation. As reviewed previously, heightened heart rate is asso-
ciated, in turn, with increased risk for substance misuse, 
which could partly explain the association between sensation 
seeking and substance misuse  [  85  ] . Another possible expla-
nation for the association between sensation seeking and 
substance misuse is offered by Leyton and colleagues  [  150  ] . 
Leyton et al.  [  150  ]  found, in an exploratory study using posi-

tron emission tomography (PET), that sensation seeking (as 
measured by “exploratory-excitability”, a sub-dimension of 
Cloninger’s novelty seeking) was associated with greater 
amphetamine-induced dopamine release in the ventral stria-
tum and drug wanting. The authors suggested that amphet-
amine consumption elicits a dopamine-mediated appetitive 
state which is stronger for those high in sensation seeking 
 [  150  ] . It is important to note that sensation seeking has also 
been linked to general or non-substance related measures of 
reward sensitivity, particularly in studies looking at gambling 
behaviour (e.g. Coventry and Constable  [  151  ] ; McDaniel 
and Zuckerman  [  152  ] ). Furthermore, a recent study by our 
research team showed that the association between sensation 
seeking and binge drinking in adolescence was partially 
mediated by reward sensitivity, as measured by a (monetary) 
rewarded go-no-go task, while impulsivity was not  [  153  ] . 

 On the other side of the spectrum, inhibited traits such as 
AS and low positive affect have also been implicated in 
 differential psychopharmacological effects of substances. 
As mentioned above, AS has been associated with experienc-
ing increased withdrawal symptoms, particularly those 
related to tobacco  [  119  ] , and thus poorer cessation outcomes 
 [  84  ] . Similarly, Leventhal et al.  [  154  ]  found that it was low 
positive affect that uniquely, i.e. controlling for other traits or 
symptoms related to depression, predicted higher withdrawal 
symptoms in a sample of adults attending a smoking cessation 
clinic. In addition, low positive affect also predicted poorer 
outcomes incrementally to the other dimensions of depres-
sion, even when controlling for the level of nicotine depen-
dence, smoking frequency and history of major depression. 

 Other studies which look at differences in alcohol response 
are studies assessing the stress response dampening effects of 
alcohol (e.g. Sher  [  134  ] ). In general, studies have found that 
individuals with a family history of alcoholism have an 
increased sensitivity to the dampening effects of alcohol on 
stress response  [  155,   156  ]  with  fi ndings showing that person-
ality factors, particularly those related to anxiety (i.e. anxi-
ety-sensitivity), also seem to play an important role  [  48,   149  ] . 
For example, Conrod, Pihl and Vassileva  [  102  ]  found that 
men with higher self-reported levels of anxiety sensitivity 
experienced electrodermal response and heart rate dampen-
ing effects to aversive stimulation after alcohol administra-
tion, compared to low anxiety sensitive men, which the 
authors interpreted as a pharmacologic sensitivity that is pro-
duced by an interaction between sedative drug effects and 
anxious personality to produce a highly negatively reinforc-
ing fear reduction.  

   Deviance Proneness 

 The last of the aetiological models for SUDs outlined by 
Sher  [  85  ]  refers to substance use as part of a more general 
deviant pattern of behaviour, which generally begins in 
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childhood, and can be attributed to poor socialisation. Several 
longitudinal studies looking at early onset alcohol problems 
show consistent associations between alcohol problems and 
a history of childhood antisocial behaviour, poor school 
achievement, poor interpersonal relationships, heightened 
activity or attentional problems during childhood, and inad-
equate parenting  [  157,   158  ] . One of the most prominent 
theories that seek to explain the association between early 
substance use and other problem behaviour is the problem 
behaviour theory initially proposed by Jessor and Jessor 
 [  159  ] . This theory, which highlights the importance of a 
 person–environment interaction, states that a range of per-
sonality, family, peer and other environmental variables 
causally relate to involvement in a range of problem behav-
iours, of which alcohol and drug use are just one or two 
 indicators of a broader factor of general deviance  [  160  ] . 
The theory involves the interplay and interdependence of 
three systems of variables: the behaviour system, the person-
ality system and the perceived environmental system  [  161  ] . 
Although emphasis is placed on de fi cient socialisation as a 
major “instigator” or risk factor, this model also highlights 
the role temperament and personality traits have in socialisa-
tion and developmental processes  [  162  ] . 

 Within this model, the trait of impulsivity has been the 
most widely and consistently implicated in deviant behav-
iour. Studies have shown that early “dif fi cult temperament” 
characterised by high levels of disinhibition or impulsivity, 
in combination with poor parenting, lead to unsocialised 
behaviour (e.g. Tarter, Kabene, Escallier, Laird and Jacob 
 [  163  ] ). Consistent with this model, impulsivity has been 
shown to be associated with substance misuse that is comor-
bid with antisocial behaviour, while other disinhibited traits 
like sensation seeking have not  [  7,   118,   164  ] . Indeed, recent 
 fi ndings from Mackie et al.  [  95  ]  indicated that adolescents 
high in impulsivity showed their susceptibility to increased 
alcohol use through conduct disorder symptoms, whereas 
adolescents high in sensation seeking showed a direct sus-
ceptibility to increased alcohol use, and were only suscepti-
ble to conduct disorder symptoms as a consequence of their 
increased alcohol use. Furthermore, Castellanos-Ryan and 
Conrod  [  164  ]  recently showed, using structural equation 
modelling, that while impulsivity was associated with an 
externalising behaviour factor, which accounted for the 
shared variance between measures of conduct disorder and 
substance misuse, as well as a speci fi c conduct disorder fac-
tor, it was not associated with substance misuse that did not 
co-occur with other externalising behaviour problems in 
adolescence. Also consistent with this are  fi ndings from stud-
ies investigating the structure of psychiatric disorders show-
ing that while traits related to sensation seeking 
(i.e. extraversion) and impulsivity (i.e. novelty seeking) were 
both associated with alcohol and drug dependence, only 
impulsivity accounted for some of the proportion of the 

comorbidity between alcohol dependence and conduct 
 disorder, as well as between drug dependence and conduct 
disorder  [  165  ] . These results, and the high rate of co-
occurrence between substance misuse and antisocial 
behaviours, seem to lend support to the deviance proneness 
and the behavioural dysregulation (see section below) 
models of substance misuse and also suggest that impul-
sivity, but not other personality traits, may play a key role in 
these liability models.  

   The Psychological Dysregulation Theory 

 The psychological dysregulation theory is closely related to 
the deviance proneness model, as it also highlights the impor-
tance of the interplay or interaction between individual and 
environmental factors in the development of behavioural 
problems. However, while the deviance proneness model is 
 fi rmly based on socio-psychological theory, the psychological 
dysregulation theory is based on psychobiological theory of 
human behaviour. Psychological dysregulation is de fi ned as 
a de fi ciency in cognitive, behavioural and emotional domains 
when adapting to environmental challenges  [  128,   166  ] . This 
comprehensive model integrates several  fi ndings in the 
genetic, environmental and neuropsychiatry  fi elds, to iden-
tify a “phenotype” (which is genetically predisposed) that 
re fl ects an individual’s liability to substance misuse and 
related problems. Tarter et al.  [  124,   166  ]  were the  fi rst to 
refer to the construct of psychological dysregulation, also 
termed neurobehavioural disinhibition, as an early (child-
hood) indicator of an individual’s general liability of devel-
oping substance use problems. This model posits that for 
those with this liability, which may be transmitted from par-
ent to child, dif fi cult or adverse environmental factors often 
lead to the development of substance use disorders. Childhood 
manifestations of psychological dysregulation include irrita-
bility, behavioural impulsivity and conduct problems, as well 
as executive cognitive dysfunction. Studies have shown that 
childhood psychological dysregulation correlates with paren-
tal SUDs and prospectively predicts not only adolescent sub-
stance misuse, but other disorders as well, such as conduct 
disorder and affective disorders  [  22,   124,   167  ] , and thus, has 
been considered as a potential factor which explains the high 
rates of co-occurrence between substance misuse and other 
disorders. Consistent with this model and the deviance 
proneness model described above are the recent  fi ndings 
from our lab showing that poor response inhibition, i.e. the 
inability to inhibit a prepotent response particularly when 
engaged in goal-directed behaviour as measured by the STOP 
task  [  168  ] , partially mediates the association between impul-
sivity and externalising behaviours, including substance 
misuse and conduct disorder symptoms  [  153  ] . These results 
indicate that the link between impulsivity and substance 
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misuse is, at least in part, explained by a de fi cit in response 
inhibition that makes impulsive individuals more prone to 
engage in externalising behaviour in general. 

 Supporting the notion of a common genetic liability for 
deviant or externalising behaviours are  fi ndings showing com-
mon genetic liability for conduct disorder, alcoholism and 
drug use  [  169,   170  ] , conduct disorder, alcoholism and behav-
ioural undercontrol  [  171,   172  ] , as well as for the association 
between early measures of social deviance and later external-
ising disorders and substance misuse  [  173,   174  ] . Although it 
seems likely that over 100 genetic variants are implicated in 
externalising and substance use behaviours, support for this 
model has also been gained from molecular genetic studies, 
with some studies suggesting that a signi fi cant portion of the 
genetic contribution to early onset problem drinking and other 
drug use is mediated by personality  [  175,   176  ] . For example, 
while separate studies on substance misuse and conduct prob-
lems have both shown that the serotonin transporter (5HTT) 
and the low variant of the MAOA is implicated in substance 
use disorders and conduct disorder, it is particularly interest-
ing that both these genes have also been associated with the 
personality trait of impulsivity  [  177,   178  ]  and, in the case of 
MAOA, with neurocognitive measures of disinhibition  [  177, 
  179  ] . The serotonin transporter polymorphism (5-HTTLPR) 
has been shown to be associated with personality—both to 
neuroticism  [  180  ]  and impulsivity  [  178  ] —and substance use 
 [  181,   182  ] . In addition, the D4 dopamine receptor (DRD4) 
has been shown to be associated with disinhibited personality 
 [  183  ]  and substance misuse  [  60,   176,   184  ] . In line with the 
psychological dysregulation theory, these  fi ndings suggest the 
possibility that impulsivity/disinhibition is a common endo-
phenotype shared by substance misuse and other problem 
behaviours. Supporting this notion also are studies showing 
that the DRD2  [  185,   186  ]  polymorphism is associated with 
neuro-cognitive and self-report measures of impulsivity, as 
well as substance use disorders  [  187–  189  ] .   

   A Four Factor Model of Personality 
Vulnerability to Substance Misuse 

 The development of substance misuse appears to be multi-
determined and multiple risk factors for substance misuse 
have been identi fi ed, such as age of onset, genes, individual 
differences in sensitivity to the reinforcing effects of sub-
stances, the presence of deviant peers, as well as conduct and 
emotional problems. It is also clear that some young people, 
sometimes subjected to the same general risk factors, go on to 
experience substance abuse and dependence and some do not. 
Research seems to suggest that psychological factors such as 
personality traits and cognitive factors play an important role. 
Indeed, the cross-sectional and prospective studies reviewed 
above have shown that personality traits represent relevant 

variables in the onset of substance misuse as well as in the 
development of substance use disorders and to some extent to 
the psychological disorders that co-occur with them. Recent 
 fi ndings further suggest that these personality traits might 
also be related to substance misuse through different motiva-
tional processes, and may even be associated with different 
patterns of substance use and misuse. For example, while 
 fi ndings support that sensation seeking seems to be associated 
with the initiation of substance use behaviours as well sub-
stance misuse through the mediation of reward sensitivity and 
the positive reinforcing effects of substances, anxiety sensi-
tivity is associated with substance misuse through its associa-
tion with the anxiolytic or stress dampening effects of 
substances. On the other hand, the  fi ndings seem to suggest 
that hopelessness is associated with substance misuse and 
mood disorders either through a motivation to cope with high 
levels of negative affect, or, alternatively, manage low levels 
of positive affect. Notably, certain personality traits could 
make individuals more likely to be exposed to other risk fac-
tors for substance misuse. That is, traits such as impulsivity or 
sensation seeking may make an individual more likely to 
interact with and be in fl uenced by deviant peers, which in 
turn could place this individual at higher risk for initiating 
substance use or developing substance use disorders. 
Furthermore, although the aetiological models described in 
this chapter are theoretically distinct, they can overlap and 
several of these models can be of explanatory value not only 
in different cases of substance misuse, but also within an indi-
vidual cluster or type of substance misuser. In this way, an 
individual with increased levels of disinhibition or impul-
sivity, for example, could have a liability towards substance 
misuse because of a genetic predisposition which implies 
de fi cits in motor inhibition and increased emotional reactiv-
ity, as posited by the psychological dysregulation theory, but 
also, in line with the deviant proneness model, because their 
socialisation processes could set them on a path for social 
deviance. Summarising the  fi ndings reviewed in this chapter 
and expanding on models proposed by Conrod et al.  [  7  ] , Phil 
and Peterson  [  47  ]  and Woicik et al.  [  67  ] , Fig.  4.1  displays a 
tentative model of four distinct personality pathways to sub-
stance misuse, as well as other disorders often comorbid with 
substance misuse. Included in this  fi gure are the distinct moti-
vation pro fi les and/or underlying mechanisms that help explain 
the different ways in which these personality traits are related 
to substance misuse and psychopathology, which in turn, 
support one or more aetiologic models of substance misuse.  

 Figure  4.1  shows four personality traits—impulsivity, sen-
sation seeking, hopelessness and anxiety sensitivity—organised 
along the two broad dimensions of inhibition/neuroticism and 
disinhibition. Each of these traits is represented by cognitive 
and motivational tendencies that render individuals sensitive to 
different reinforcing effects of drugs of abuse, which can then 
lead to substance misuse. Speci fi cally, the trait of impulsivity, 
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while not associated uniquely with a sensitivity to reward, is 
associated with a de fi cit in response inhibition. This means that 
in the context of substances that produce potent psycho-stimu-
lant reward, individuals high in impulsivity are not protected 
by an intact response inhibition system and more easily develop 
compulsive (or uncontrolled) self-administration. As reviewed 
earlier, this would be  consistent with the psychological dys-
regulation model of substance use, which would identify these 
de fi cits in response inhibition and emotional regulation as risk 
factors for externalising behaviour in general. Individuals high 
in sensation seeking, on the other hand, show a speci fi c sensi-
tivity to reward, including drug-induced reward, lowering the 
threshold for experiencing reward/psycho-stimulation from 
substances not typically experienced as psycho-stimulants (e.g. 
alcohol) or developing drug-taking patterns to enhance psy-
cho-stimulation (e.g. binge drinking). This personality path to 
substance misuse is therefore consistent with the psychophar-
macological vulnerability model of addiction. 

 Under the inhibited domain, Fig.  4.1  shows that individu-
als high in hopelessness use substances in order to manage or 
reduce their negative affect, while individuals high in anxiety 

sensitivity use and misuse substances because of their sensi-
tivity to the arousal dampening effects that are very negatively 
reinforcing to those who fear them. Both these personality 
paths to substance misuse could be considered to support the 
negative affect regulation model of addiction, with individu-
als using substances to regulate a negative affective state 
(i.e. negative mood in those high in hopelessness, and feel-
ings of anxiety in those high in anxiety sensitivity). However, 
because those high in anxiety sensitivity have been shown to 
experience increased sensitivity to the dampening effects of 
substances, as well as increased withdrawal symptoms, this 
personality path to substance misuse is also consistent with 
the psychopharmacological vulnerability model of addiction. 
Finally, Fig.  4.1  shows that besides being associated with 
substance misuse, these personality traits are also associated 
with speci fi c psychopathological symptoms or disorders 
(e.g. impulsivity with externalising problems such as antiso-
cial behaviour), which have not only been identi fi ed as risk 
factors for developing substance use problems in their own 
right, but can also further exacerbate the substance misuse 
that is already present in the individuals high on these traits. 

  Fig. 4.1    A tentative model of four distinct personality pathways to 
 substance misuse and comorbid psychopathology. Note:  1 supporting a 
deviance proneness model;  2 supporting a psychological dysregulation 
model;  3 supporting an affect regulation model;  4 supporting a psychophar-
macological vulnerability model. This  fi gure shows the personality traits 
of impulsivity, sensation seeking, hopelessness and anxiety sensitivity, 
organised along the two broad dimensions of neuroticism and disinhibi-
tion. Each of these traits is represented by cognitive and motivational 
tendencies that translate into different reinforcing effects of drugs of 
abuse, leading to substance misuse. That is, the trait of  impulsivity  is asso-
ciated with a de fi cit in response inhibition, which in the context of sub-
stances that produce potent psycho-stimulant reward, individuals high on 

this trait are not protected by intact response inhibition system and more 
easily develop uncontrolled self-administration. Individuals high in  sen-
sation seeking , on the other hand, show a speci fi c sensitivity to reward, 
including drug-induced reward, lowering the threshold for experiencing 
reward/psycho-stimulation from substances or developing drug-taking 
patterns to enhance psycho-stimulation (e.g. binging). Individuals high in 
 hopelessness  use substances to manage or reduced their negative affect, 
while individuals high in  anxiety sensitivity  use and misuse substances 
because of their sensitivity to the arousal dampening effects that are nega-
tively reinforcing to these individuals. Finally, these personality traits are 
also associated with speci fi c psychopathological disorders, which can 
lead directly to or further exacerbate substance misuse       
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 It is clear from the evidence reviewed in this chapter that 
personality traits play an integral part in the complex puzzle 
of biological, environmental and psychological factors 
involved in the onset and development of substance misuse, 
identifying them, in turn, as key targets for prevention and 
intervention efforts. Particularly in the case of the prevention 
of substance misuse, most approaches are universal in nature, 
with strategies targeting drinking and drug use behaviours 
directly. However,  fi ndings from the number of studies 
reviewed in this chapter (e.g. Conrod et al.  [  7,   14  ] ; Smith 
et al.  [  29  ] ) seem to indicate that interventions would logi-
cally want to target liability factors rather than behaviour. 
Prevention and treatment models that target liability like 
impulsive personality or anxiety sensitivity, rather than 
behaviour are relevant to those engaging not only in sub-
stance use behaviours but also in other maladaptive behav-
iours related to often co-occurring disorders, such as conduct 
disorder in the case of impulsivity, and anxiety disorders in 
the case of anxiety sensitivity. Notably, a personality-targeted 
approach has already been shown to be effective in the pre-
vention/intervention of not only substance misuse in adoles-
cence  [  14,   56,   68  ]  and adults  [  190  ] , but also of other 
personality-speci fi c emotional and behavioural problems in 
youth  [  118  ] . That is, compared to personality-matched con-
trols, adolescents who received the intervention targeting 
impulsivity were less likely to engage in antisocial behav-
iours such as shoplifting, while those who received the inter-
vention targeting hopelessness reported reduced depression 
scores 6 months post-intervention.    In this vein, it is clear that 
a personality-targeted approach in the prevention or early 
intervention of substance misuse, which focuses on speci fi c 
personality risk factors and differential motivations for engag-
ing in these behaviours, will improve current efforts in tack-
ling both substance misuse and other disorders so prevalent 
in substance misusing populations.      
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  Learning Objectives 

    Intracranial self-stimulation (ICSS) and intravenous • 
drug self-administration procedures are powerful 
behavioral techniques used to study the psychobio-
logical effects of drugs of abuse.  
  Many factors likely contribute to the development • 
of compulsive drug intake, including genetic vulner-
ability and environment in fl uences. Here, we will 
discuss the role for extended access to addictive 
drugs in the development of compulsive drug seek-
ing and the potential involvement of brain reward 
systems in this process.    

 

  Abstract 

 Compulsive drug intake is a hallmark of addiction, yet the neurobiological mechanisms that 
contribute to the loss of control over drug consumption remain unclear. A better under-
standing of the mechanisms that drive compulsive drug taking may reveal targets for the 
development of novel therapeutics to alleviate this maladaptive behavioral state. Drug use 
is initiated primarily to obtain the stimulatory effects of addictive drugs on brain reward 
systems, an action that can be measured as drug-induced lowering of intracranial self- 
stimulation (ICSS) thresholds in rats and mice. Paradoxically, excessive drug intake can 
result in decreased activity of reward systems, re fl ected in elevated ICSS. Such drug-
induced de fi cits in brain reward function likely re fl ect the engagement of compensatory 
mechanisms to counter drug effects. Recent evidence suggests that compulsive drug intake 
may develop in response to such adaptive decreases in brain reward systems. Further, envi-
ronmental stimuli repeated paired with the actions of addictive drugs can attain “hedonic” 
salience to negatively regulate brain reward systems, and may thereby serve as a novel 
source of drug craving. The aim of this chapter is to review the impact of excessive drug 
consumption and drug-paired environmental stimuli on brain reward function, discuss the 
role for reward pathways in driving compulsive drug taking, and present potential neuro-
biological mechanisms that may underlie these processes.     
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  Issues that Need to Be Addressed by Future Research 

    Future research will be necessary to precisely delin-• 
eate the impact of addictive drugs on brain reward 
systems and the role for these systems in the loss of 
control over drug-taking that characterizes addiction.  
  Future pharmacotherapy for treatment of addiction • 
may focus on reversing the reward de fi cit induced by 
overconsumption of addictive drugs and the altered 
reward processing induced by drug-paired environ-
mental stimuli that may lead to drug craving.    

      

 Drug addiction is characterized by a transition from occasional 
to compulsive drug use, usually accompanied by a loss of 
control over the amount of drug consumed  [  1  ] . Use of drugs 
is initiated and sustained in large part by their hedonic 
actions. Indeed, as outlined below, all major drugs of abuse 
bypass much of the input side of conventional reinforcers 
such as food and water to arti fi cially activate brain reward 
systems  [  2  ] , an action that likely provides an important 
source of motivation to obtain and consume addictive drugs. 
Less clear, however, are the mechanisms contributing to the 
loss of control over drug intake and development of compul-
sive drug seeking (see Glossary). However, emerging evi-
dence suggests that brain reward systems, and in particular 
dopamine-mediated transmission in reward-relevant brain 
regions, may play a central role in this process. 

 In contrast to their acute stimulatory effects, prolonged 
exposure to various classes of addictive drugs including  opiates 
 [  3  ] , psychomotor stimulants  [  4  ] , and alcohol  [  5  ]  decreases the 
baseline sensitivity of brain reward systems. This reaction in 
brain reward circuitries is hypothesized to re fl ect compensa-
tory (homeostatic) adaptations to counteract their prolonged 
nonphysiological stimulation by drugs of abuse, and underlies 
the reward de fi cits associated with drug withdrawal  [  6  ] . Most 
recently, withdrawal-associated reward de fi cits were shown to 
be susceptible to classical (pavlovian) conditioning processes, 
such that exposure to withdrawal-paired environmental stimuli 
alone could decrease brain reward function  [  3,   7  ] . Reviewed 
here is the emerging evidence suggesting that disruption of 
basal reward processing through excessive drug consumption, 
or exposure to withdrawal-conditioned environmental stimuli, 
provides a crucial source of negative reinforcement that moti-
vates compulsive drug intake.  

   Assessing Drug Intake in Laboratory Rodents: 
The Intravenous Self-Administration 
Procedure 

 In order to investigate the underlying neurobiology of com-
pulsive drug use, it is necessary to employ an animal model 
that accurately recapitulates many aspects of this process 

seen in human addicts. Loss of control over the amount of 
drug consumed marks the transition from controlled to the 
compulsive seeking that is a central feature of drug addic-
tion. Importantly, periods of extended drug availability and 
resultant excessive drug consumption are likely critical 
factors that trigger the development of compulsive drug 
seeking in humans and a loss of control over intake  [  8–  12  ] . 
Indeed, in human drug users a sudden increase in drug avail-
ability can precipitate the transition from low to high (and 
increasingly uncontrolled) levels of drug use  [  13–  17  ] . 

 The intravenous (IV) drug self-administration (SA) proce-
dure is generally considered to be the most direct measure of 
the reinforcing effects of drugs of abuse in laboratory ani-
mals. In the SA procedure, experimental animals such as rats 
or mice are prepared with chronic indwelling IV catheters and 
trained to emit a response, typically to press a lever, to obtain 
IV drug infusions. The majority of drugs that are abused by 
humans are also self-administered by animals  [  18–  24  ] . In 
addition, the laboratory animal drug SA procedure has several 
advantages over the use of human subjects for studying drug 
dependence. Besides ethical barriers impeding direct human 
study, the use of animals allows researchers to have precise 
control over drug history and potential environmental con-
founds, and facilitates invasive studies that can directly assess 
the neurobiological systems that regulate drug reinforcement. 
The validity of the SA procedure to model aspects of human 
drug addiction was recently demonstrated in an elegant study 
by Deroche-Gamonet and colleagues. In this study, rats with 
an extensive history of cocaine SA displayed many of the 
same “addiction-like” behaviors that are used to clinically 
diagnose substance abuse disorders in humans according to 
the criteria outlined in the Diagnostic and Statistical Manual 
of Mental Disorders (DSM-IV)  [  25  ] . In the drug SA proce-
dure, drug availability and infusions are usually signaled by 
environmental stimuli (e.g., cue light, tone-houselight stim-
uli) so the subject can make the association between the 
required action and delivery of the drug. The experimenter 
typically imposes a schedule of reinforcement in which the 
animal must respond on the drug-paired lever a  fi xed number 
of times to obtain each drug infusion ( fi xed ratio schedule). In 
a more elaborate procedure, the investigator can establish a 
reinforcement schedule in which the number of responses that 
an animal must emit to obtain an infusion increases after each 
infusion is earned (progressive ratio schedule). Typically, an 
animal will respond under a progressive ratio schedule until 
the work necessary to obtain an infusion is no longer worth 
the effort to obtain the next infusion (i.e., the breakpoint). 
Thus,  fi xed ratio schedules of reinforcement are thought to 
best re fl ect the direct reinforcing effects of the drug, whereas 
responding under a progressive ratio is thought to better 
re fl ect the motivation to obtain the drug  [  26–  28  ] . The rele-
vance of the SA paradigm and use of different reinforcement 
schedules in laboratory animals to the study of compulsive 
drug use in humans is highlighted below. 
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 Recent animal studies utilizing the drug SA procedure 
have shown that periods of extended access to cocaine and 
other addictive drugs may induce a loss of control over intake 
in rats similar to that observed in human drug users, resulting 
in a gradual escalation in daily cocaine intake  [  11,   15,   25,   29  ] . 
Speci fi cally, it has been shown that animals permitted 
restricted (1-h) daily access to IV cocaine SA results in the 
establishment of regular and stable patterns of consumption 
 [  11  ] . However, in common with human drugs users, rodents 
can also demonstrate “escalating” levels of drug intake when 
offered extended daily access (6–18 h per day) to cocaine 
 [  11  ] , heroin  [  30  ] , nicotine  [  31  ] , or methamphetamine  [  32  ] . 
This apparent loss of control over drug intake associated 
with extended drug access in rats is reminiscent of that 
observed in human drug users during the development of 
dependence. In addition, it has been shown that prolonged 
access to cocaine results in the development of drug-seeking 
responses (lever presses) resistant to the suppressant effects 
of a noxious stimulus (a cue previously associated with the 
delivery of aversive electric foot-shocks)  [  29  ] . However, the 
same noxious stimulus was shown to decrease cocaine- 
seeking responses in rats with a history of restricted access to 
the drug  [  29  ] . This observation in rats is evocative of drug-
seeking observed in human addicts that persists even in the 
face of negative social, economic and/or health consequences 
associated with their drug habit  [  1  ] . Furthermore, rats with a 
history of very prolonged cocaine exposure (3 months) per-
sist in their drug-taking behavior even when drug delivery 
was paired with a punishing electric shock  [  25  ] . In particular, 
those rats that demonstrated the most rapid escalation of 
intake during extended daily sessions were the most impervi-
ous to the inhibitory effects of negative outcome on drug 
seeking  [  25  ] . Thus, a history of extended drug access can 
manifest an addiction-like state in rats, characterized by a 
loss of control over the amounts of drug consumed (re fl ected 
in escalating daily intake)  [  11,   15,   25,   29  ] , and drug seeking 
that is impervious to negative outcome  [  9,   12,   33  ] . 

 Recent studies have sought to understand the mechanisms 
that may contribute to the compulsive-like escalation in drug 
intake observed in rats with extended drug access. Wee and 
colleagues found that rats with prolonged daily cocaine 
access exhibited higher breakpoint values for the drug under 
a progressive-ratio schedule of reinforcement compared 
with animals with restricted (1 h per day) access  [  34  ] . This 
observation suggests that the development of escalated drug 
intake is associated with increased motivation to obtain and 
consume the drug. This  fi nding is intuitively appealing, as it 
is clear that the motivational value is increased in human 
drug users after the transition from controlled to compulsive 
drug taking has been established. Recent evidence suggests 
that noradrenergic neurotransmission, a key component of 
brain stress pathways, may regulate the increased break-
points for cocaine observed in cocaine-escalated animals. 

Speci fi cally, it was found that prazosin (an  a  
1
  receptor 

antagonist) reduced the higher breakpoints found in cocaine-
escalated rats compared with controls  [  34  ] . In addition to 
noradrenergic transmission, other components of brain stress 
systems also appear to be engaged during the development 
of escalated levels of cocaine taking in rats with extended 
access to the drug  [  35  ] . Indeed, Weiss and colleagues have 
shown that cocaine-escalated rats had increased reactivity to 
a stressor (electric shock), and that these effects were attenu-
ated by the metabotropic glutamate 2/3 receptor (mGluR2/3) 
agonist LY379268  [  36  ] . Moreover, Specio and colleagues 
found that the selective corticotrophin-releasing factor 
(CRF) receptor 1 antagonist antalarmin reduced the esca-
lated levels of cocaine-taking in rats with extended daily 
access to the drug  [  37  ] . Taken together, these  fi ndings sug-
gest that brain stress pathways may be corrupted by exten-
sive drug intake, and that this corruption in stress pathways 
may contribute to the development of escalated levels of 
drug-taking in rats with extended daily drug access.  

   Assessing Brain Reward Systems 
in Laboratory Rodents: Intracranial 
Self-Stimulation Thresholds 

 Electrical intracranial self-stimulation (ICSS) of certain 
brain areas, such as the lateral hypothalamus (LH) or ventral 
tegmental area (VTA), is powerfully rewarding for humans 
 [  38  ]  and for laboratory animals such as dogs, rats, and mice. 
The powerfully rewarding properties of ICSS are re fl ected in 
the fact that subjects will readily learn to self-administer 
brief electrical pulses to their own brains, and endure painful 
stimuli such as electrical stock to the feet to obtain ICSS  [  39  ] . 
The high reward value of ICSS suggests that it directly acti-
vates brain circuitries that regulate the rewarding effects of 
more conventional reinforcers such as food, water and/or 
sex  [  39  ] . The minimal stimulation intensity that maintains 
ICSS behavior, termed the reward threshold  [  40  ] , demonstrates 
little change in rats during extended or repeated testing ses-
sions. As such, the ICSS threshold procedure provides a sen-
sitive measure of the activity of brain reward systems in vivo, 
with lowering of reward thresholds interpreted as increased 
brain reward function and threshold elevations interpreted as 
decreased reward function. The ICSS procedure has proved 
particularly useful for monitoring the effects of addictive 
drugs on brain reward systems. Indeed, intravenous self-
administration of relatively low amounts of cocaine  [  41  ] , 
heroin  [  3  ] , or nicotine  [  42  ]  was shown to lower ICSS thresh-
olds. This threshold lowering likely arises because of drug-
induced ampli fi cation of reward signals in the brain, resulting 
in a potentiation of the rewarding properties of ICSS. Such 
drug-induced increases in the activity of brain reward systems 
may play an important role in establishing and perpetuating 
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drug self-administration behavior  [  41,   42  ] . Conversely, 
withdrawal from chronic exposure to drugs of abuse usually 
elevates ICSS thresholds in rats. This withdrawal-associated 
elevation of reward thresholds likely re fl ects the engagement 
of inhibitory adaptations in brain reward systems to counter 
their over-stimulation by addictive drugs. However, during 
drug withdrawal the inhibitory adaptations in reward sys-
tems are no longer counterbalanced by the stimulatory 
actions of the drug, resulting in decreased activity of brain 
reward systems and reduced sensitivity to the reward effects 
of ICSS. The relevance of such compensatory adaptations in 
the basal sensitivity of brain reward systems to compulsive 
drug seeking is discussed below.  

   Compulsive Drug Use and Brain 
Reward Systems 

 The acute stimulatory effects of addictive drugs on brain 
reward systems are hypothesized to contribute to the estab-
lishment and maintenance of drug-taking behavior. More 
recently, it was hypothesized that drug-induced dysregula-
tion of the same reward systems and the emergence of a state 
of reward hypofunction may motivate compulsive drug tak-
ing  [  6,   43  ] . Speci fi cally, it has been argued that compensa-
tory decreases in the activity of brain reward systems induced 
by excessive consumption of addictive drugs trigger the tran-
sition from casual to compulsive drug seeking by continu-
ously motivating drug intake to alleviate this persistent state 
of diminished reward  [  9,   12,   15,   44  ] . 

 Consistent with the above hypothesis, it has been shown 
that restricted daily access to cocaine, which produced low 
and stable patterns of intake  [  15  ] , did not alter basal reward 
thresholds assessed 1 h before or 3 h after each daily SA ses-
sion  [  15  ] . In contrast, reward thresholds became progressively 
more elevated (i.e., reward systems became progres-
sively less functional) in rats with extended access to cocaine, 
in which there was also a gradual escalation of intake across 
days. Crucially, this reward de fi cit temporally preceded and 
was highly correlated with the magnitude by which cocaine 
intake was escalated  [  15  ] . Furthermore, this reward de fi cit 
persisted for at least 8 days after extended cocaine access 
was no longer available, demonstrating the durability of this 
phenomenon  [  15  ] . Most recently, the effects on reward 
thresholds of restricted or extended daily access to heroin 
self-administration were also examined  [  3  ] . In the restricted 
rats, reward thresholds assessed immediately after heroin 
consumption were lowered  [  3  ] . However, daily heroin intake 
and baseline ICSS thresholds assessed immediately before 
each self-administration session were stable and unaltered 
across days  [  3  ] . In contrast, rats with extended (23 h) daily 
heroin access demonstrated progressive elevations of reward 
thresholds, coupled with a gradual escalation of intake across 

days  [  3  ] , effects that were closely time-locked. Thus, excessive 
cocaine or heroin intake profoundly decreased the excitabil-
ity of reward systems, an effect that may motivate consump-
tion of ever-increasing amounts of drug, perhaps to alleviate 
this reward de fi cit. Paradoxically, increased drug consump-
tion further worsened the underlying reward de fi cit and 
motivated even greater levels of intake. Thus, as heroin or 
cocaine dependence develops, a new source of motivation 
may emerge in which the drug is consumed not only for its 
acute rewarding effects, but also to counter persistent reward 
de fi cits. This interpretation is supported by a recent pharma-
cokinetic/pharmacodynamic modeling study of intravenous 
drug self-administration  [  9  ] . In this study, simulating an ele-
vation of baseline reward thresholds recapitulated the altera-
tions in self-administration behavior seen in rats with 
prolonged access to cocaine or heroin  [  9  ] . Interestingly, 
extended (12 h) daily access to nicotine for 20 consecutive 
days did not result in escalated intake, nor were there pro-
gressive elevations of ICSS thresholds  [  42  ] . This may re fl ect 
the fact that rats self-administered far less nicotine (~1.36 mg/
kg per day base) than was previously shown to induce depen-
dence and withdrawal-associated reward de fi cits when 
administered passively via osmotic minipumps (~3.16 mg/kg 
per day base)  [  45  ] . Thus, more prolonged periods of expo-
sure to self-administered nicotine (>20 days) may be neces-
sary to induce cocaine or heroin-like reward de fi cits and 
thereby motivate escalation of intake. Nevertheless, the 
above observations suggest that the emergence of a negative 
reinforcement dimension to drug consumption is likely a key 
dynamic in the development of compulsive drug intake. 

 In addition to a negative reinforcement interpretation of 
the above  fi ndings in which drugs are consumed to alleviate 
persistent reward de fi cits, a number of additional mecha-
nisms by which drug-induced reward de fi cits may contrib-
ute to compulsive drug seeking should also be highlighted. 
It has been hypothesized that drug withdrawal may serve as 
a motivational state that enhances the incentive value of a 
drug analogous to the increased incentive value of food dur-
ing periods of hunger  [  46  ] . Indeed, repeatedly consuming 
food while in a hungry state may facilitate the development 
of compulsive eating behavior  [  47–  49  ] . Hence, persistent 
reward de fi cits may contribute to compulsive drug seeking 
at least partly by persistently increasing the incentive value 
of the drug analogous to the role of hunger in motivating 
compulsive food consumption. In addition, recent conceptu-
alizations regarding the transition from occasional to com-
pulsive drug use support that this process may be less 
dependent upon the rewarding effects of addictive drugs, 
and more related to a gradual shift from action-outcome 
(goal-directed) to stimulus–response (habit) responding 
with repeated drug exposure, primarily at the level of the 
dorsal striatum  [  50  ] . It is an interesting possibility that 
 persistent drug-induced reward de fi cits, as described above 
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in rats with extended daily access to cocaine or heroin, may 
facilitate the transition to habit-like responding for drugs 
 [  50  ] . Recent studies have shown that chronic amphetamine 
exposure that resulted in locomotor sensitization increased 
the progression from goal-directed to habit-based respond-
ing in rats  [  51  ] , supporting the notion that drug-induced 
plasticity may indeed contribute to the emergence of habit-
ual behaviors. 

 As outlined above, disruption of hedonic stability through 
excessive drug consumption likely contributes to the devel-
opment of compulsive drug seeking. An important question, 
then, is what are the neurobiological mechanisms by which 
excessive drug consumption disrupts reward processing? 
Recently, Ahmed and colleagues utilized high-density oli-
gonucleotide arrays to assess alterations in gene expression 
throughout the brains of rats with a history of restricted 
(1 h) or extended (6 h) daily access to cocaine self- 
administration  [  52  ] . In rats with a history of extended 
cocaine access, the most robust alterations in gene expres-
sion were found in the lateral hypothalamus (regions exam-
ined also included the prefrontal cortex, nucleus accumbens, 
septum, amygdala, and ventral tegmental area)  [  52  ] . The 
lateral hypothalamus is a major component of brain reward 
systems and the site at which rats responded for rewarding 
ICSS in the majority of the studies described in this review. 
Thus, functional alterations in the lateral hypothalamus may 
play an important role in drug-induced disruption of reward 
processing. However, more extensive studies will be 
required to determine the precise role of the lateral hypo-
thalamus and the contribution of other cortical, hypotha-
lamic, limbic, and basal ganglia regions to compulsive drug 
intake. Recently, the effects of the dopamine receptor antag-
onist  cis - fl upenthixol on drug intake were examined in rats 
with restricted or extended daily cocaine access  [  53  ] . Lower 
doses of the  cis - fl upenthixol increased drug intake whereas 
higher doses decreased intake in restricted rats, and the 
dose–response function was shifted leftward in extended 
rats  [  53  ] . Furthermore, Mantsch and colleagues observed 
increased levels of dopamine D2 receptor mRNA transcripts 
in the nucleus accumbens of rats with extended daily cocaine 
access relative to restricted rats  [  54  ] . Intriguingly, these 
dopaminergic changes in the nucleus accumbens may be a 
part of a larger synaptic reorganization or “rewiring” of the 
brain reward circuitry following extended access to cocaine. 
For example, Ferrario and colleagues found increased den-
sity of dendritic spines on medium spiny neurons in the core 
of the nucleus accumbens  [  55  ] . Nevertheless, in light of its 
important role in modulating the sensitivity of brain reward 
systems  [  56  ] , these data suggest that drug-induced altera-
tions in dopaminergic neurotransmission may contribute to 
the enduring de fi cits in brain reward function associated 
with excessive cocaine consumption.  

   Conditioning and Brain Reward Systems 

 There is considerable evidence that learning and memory sys-
tems may be corrupted by drugs of abuse; for detailed discus-
sion of the role of reward-related learning in addiction see 
 [  57–  64  ] . In human addicts environmental stimuli repeatedly 
associated with the effects of addictive drugs can attain moti-
vational signi fi cance through classical conditioning  processes, 
and evoke cravings and motivate drug seeking  [  65,   66  ] . The 
powerful motivational signi fi cance of drug-paired condi-
tioned stimuli (CS) supports the notion that drug seeking 
becomes more habitual and compulsive, and less subject to 
executive control, as drug dependence evolves  [  50  ] . Aspects 
of withdrawal from various drugs of abuse may also become 
conditioned to environmental stimuli through classical condi-
tioning processes  [  67,   68  ] , and subsequent exposure to with-
drawal-associated CS can induce a “conditioned withdrawal” 
state. Indeed, presentation of CS previously paired with 
experimenter-administered cocaine or morphine injections 
lowered ICSS thresholds in rats  [  69,   70  ] . Thus, stimuli repeat-
edly paired with the rewarding effects of addictive drugs 
may increase the activity of brain reward systems in a manner 
similar to unconditioned effects of addictive drugs. Such an 
action likely contributes to the high motivational signi fi cance 
attained by drug-associated CS  [  50  ] . Considering the impor-
tance of CS in motivating drug intake, recent studies have 
accessed if withdrawal-associated reward de fi cits are suscep-
tible to conditioning processes. It was previously shown that 
neutral stimuli ( fl ashing light and tone) alone could elevate 
reward thresholds after being repeatedly paired with precipi-
tated withdrawal in rats made morphine dependent via subcu-
taneously implanted pellets  [  7  ] . Thus, withdrawal-associated 
reward de fi cits may be conditioned to environmental stimuli, 
providing a potential source of conditioned negative rein-
forcement that motivates compulsive drug intake. However, 
little empirical evidence has been generated in support of a 
role for conditioned withdrawal in motivating drug intake in 
humans or animals  [  71,   72  ] . Indeed, the role of withdrawal and 
conditioned withdrawal in provoking drug intake has been a 
contentious issue for many years  [  73–  75  ] . Therefore, more 
recent studies have sought to determine the signi fi cance of con-
ditioned reward de fi cits in motivating drug intake. It was shown 
that naloxone (30  m g) increased heroin intake and reversed 
heroin-induced lowering of reward thresholds in rats with 
restricted (1 h) daily access to heroin, but did not elevate 
reward thresholds above baseline levels (i.e., did not precipi-
tate withdrawal)  [  3  ] , actions of naloxone that were not suscep-
tible to classical conditioning. Thus, in restricted rats naloxone 
simply reversed the pharmacological actions of heroin. 
However, in rats with extended (23 h) access to heroin, which 
demonstrated  progressive elevations of basal reward thresholds 
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and a  time-locked escalation of heroin intake  [  3  ] , naloxone 
elevated reward thresholds (i.e., precipitated withdrawal) 
above their already elevated baseline levels and increased 
heroin intake by magnitude far greater than that observed in 
restricted rats. Most importantly, CS repeatedly paired with 
naloxone administration elevated reward thresholds and pro-
voked signi fi cant increases in heroin consumption in extended 
rats. Importantly, Hellemans and colleagues have shown that 
withdrawal-associated CS motivate heroin intake only in rats 
that previously had access to the drug during withdrawal-cue 
conditioning sessions, and could thereby learn the contin-
gency between heroin consumption and alleviation of with-
drawal  [  76  ] . Overall, these  fi ndings suggest that CS predicting 
the onset of withdrawal-associated reward de fi cits attain 
motivational signi fi cance as drug dependence develops and 
can provoke drug intake. Thus, craving for drugs may be elic-
ited not only by environmental cues associated with the plea-
surable effects of drugs, but also by cues associated with the 
aversive consequences of drug abstinence. 

 Considering the important role that drug-paired CS may 
play in motivating drug-seeking behaviors, the recent  fi ndings 
of Lee and colleagues demonstrating the “labile” nature of 
drug-associated memories are of particular interest  [  77,   78  ] . It 
has been shown that previously encoded memories can return 
to a labile state when reactivated during retrieval, and that 
inhibition of protein synthesis after memory reactivation may 
produce selective amnesia for recalled memories by blocking 
their reconsolidation  [  79  ] . Most recently, Lee and colleagues 
have shown that intra-amygdala infusions of antisense oligo-
nucleotides against the immediate early gene product Zif268 
(which plays a role in reconsolidating processes) prior to 
exposure to a cocaine-paired CS abolished the motivational 
signi fi cance of the CS, re fl ected in the fact that the CS could 
no longer facilitate acquisition of a new drug-seeking response 
 [  77  ] , maintain responding under a second-order schedule of 
reinforcement  [  78  ] , or reinstate extinguished cocaine-seeking 
responses  [  78  ] . Importantly, there is extensive overlap in the 
neurobiological substrates that regulate formation and expres-
sion drug-CS and withdrawal-CS associations  [  80  ] . Thus, it is 
an interesting possibility that blockade of reconsolidation 
processes may also abolish the motivational signi fi cance of 
withdrawal-paired CS.  

   Challenges for Future Research 

 As described above, de fi cits in brain reward function associated 
with excessive consumption of addictive drugs or induced 
by withdrawal-paired environmental stimuli may contribute 
to the development of compulsive drug taking. Importantly, 
emerging evidence suggests that variability in various 
domains of “personality” may increase vulnerability in par-
ticular individuals to developing compulsive drug-taking 

behavior. For example, it was recently shown that high levels 
of impulsivity in rats, as measured by high rates of premature 
responding in a  fi ve choice serial reaction time task 
(5-CSRTT), was highly correlated with the development of 
compulsive-like drug-seeking responses characterized by 
resistance to environmental adversity  [  81  ] . Thus, it appears 
that very different domains of behavior, including respon-
siveness to reward, impulsive behavior and even propensity 
to develop habit-like responding for drugs (see  [  50,   82  ] ), 
may impact the development of compulsive-like drug-seeking 
responses in rats. A major change for future research will be 
to understand how these apparently different behavioral 
domains are linked, and the mechanisms through which they 
may impact vulnerability to addiction. With this in mind, it is 
interesting to consider the recent  fi ndings of Everitt, Robbins 
and colleagues in this regard. It was found that high levels of 
trait impulsivity predicted the development of compulsive-
like drug-seeking responses  [  81  ] . However, high levels of 
trait impulsivity were also correlated with low levels of stri-
atal dopamine D2/3 receptors  [  83  ] . Importantly, striatal D2/3 
receptor levels are known to be decreased in humans following 
excessive consumption of drugs of abuse  [  84–  87  ] . Further, a 
genetic polymorphism in the human D2 dopamine receptor 
referred to as the Taq1A allele results in signi fi cantly 
decreased striatal D2 receptor density  [  88  ] . Individuals har-
boring this allele are over-represented in populations that 
abuse alcohol  [  89  ] , cocaine  [  90  ] , and opiates  [  91  ] . Moreover, 
individuals harboring the Taq1A allele display reduced dor-
sal striatum activation in response to palatable food, indicat-
ing a blunted reward response  [  92  ] . Indeed, striatal dopamine 
D2 receptors are considered important positive regulators of 
reward responsiveness  [  56,   93–  96  ] . These data suggest that 
reductions in D2 dopamine receptor signaling may arise 
through genetic predisposition and/or over consumption of 
addictive drugs. Interestingly, the D2 dopamine receptor 
plays a central role in regulating the activity of brain reward 
systems. Thus, genetic or drug-induced de fi cits in striatal D2 
receptor signaling simultaneously could contribute to the 
impulsive-like behaviors often observed in human drug 
addiction, and also contribute to the drug-induced reward 
de fi cits that may motivate escalating levels of drug-taking 
behavior. Future studies will be necessary to determine the 
precise role for dopamine D2 receptors in compulsive drug 
taking and also to understand how various neurobiological 
substrates that may contribute to the development of compul-
sive drug taking interact with one another.  

   Concluding Remarks 

 The  fi ndings reviewed here suggest that reward de fi cits 
associated with excessive drug consumption or precipitated 
by exposure to withdrawal-paired environmental stimuli 
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may provide an important source of motivation that contributes 
to compulsive drug consumption. Nevertheless, a number of 
outstanding questions remain. Most importantly, what are 
the neurobiological mechanisms by which drugs of abuse 
persistently decrease brain reward function, and can these 
reward de fi cits be reversed? Moreover, will reversal of per-
sistent de fi cits in brain reward function alleviate compulsive 
drug-seeking behaviors? The above  fi ndings increase our 
understanding of the reward mechanisms and motivational 
drives that contribute to compulsive drug seeking. More 
importantly, these  fi ndings may ultimately facilitate efforts 
to develop therapeutics for the treatment of substance abuse 
disorders. In particular, novel therapeutics that selectively 
reverse persistent drug-induced de fi cits in reward function or 
block the effects of drug-paired conditioned stimuli on 
reward systems may prove ef fi cacious for the treatment of 
compulsive drug use. Such an approach would represent a 
conceptual advance in the design of treatment agents for 
addiction compared with the majority of currently available 
agents, the majority of which are designed simply as drug 
replacement therapies (nicotine patch for tobacco smoking, 
methadone for opiate addiction).      
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  Glossary 

  Reinforcer    Reinforcer is an object or event that is obtained 
or that occurs in response to a particular behavior, is con-
tiguous with that behavioral response in a temporal and 
spatial manner, and is associated with an increased prob-
ability that the behavior response will occur again. Put 
simply, a reinforcer is anything that increases the likeli-
hood that a given response will be repeated.   

  Classical conditioning    Classical conditioning was origi-
nally characterized by the Russian physiologist Ivan 
 Pavlov, and involves the learning process in which a pre-
viously neutral environmental cue (conditioned stimulus; 
CS) can attain motivational salience and elicit a condi-
tioned response (CR) after being repeatedly associated 
with an intrinsically salient stimulus (unconditioned 
stimulus; US) that induces an automatic response (un-
conditioned response; UR). In our experiments, a CS 
(previously neutral  fl ashing light and tone) is repeatedly 
paired with a US, usually a drug of abuse or a receptor 
antagonist that precipitates withdrawal in drug-depen-
dent animals (see below), during daily conditioning ses-
sions. The CS can eventually elicit responses similar to 
those induced by the US.   

  Intracranial self-stimulation (ICSS)    Intracranial self-
 stimulation (ICSS) is a behavioral procedure that 
 provides a sensitive measure of the effects of addictive 
drugs on brain reward systems. Rats turn a response wheel 
to receive electrical pulses directly into their brain via 
indwelling stimulating electrodes located within compo-
nents of the brain’s reward system. In our experiments, 
the stimulating electrode is located within the posterior 
lateral hypothalamus, targeting the medial forebrain bun-
dle. The intensity of the electrical pulse is varied (accord-
ing to the method of limits) such that the minimal electri-
cal intensity (termed the “reward threshold”) for which 
the animal is prepared to respond can be identi fi ed for 
each rat. Acute administration of major drugs of abuse 
lowers the reward threshold, whereas withdrawal from 
addictive drugs after chronic administration usually el-
evates the reward threshold.   

  Action-outcome (goal-directed) responding    Action-
outcome (goal-directed) responding is behavior directed 
toward achieving a goal, and is under voluntary control 
(i.e., sensitive to the relative value of the goal). Action-
outcome responding is dependent upon the animal learning 
the causal relationship between its actions and the likeli-
hood of achieving the goal.   

  Stimulus–response (habit) responding    Stimulus–response 
(habit) responding usually emerges after goal-directed 
 responding has been repeated on many occasions until such 
responding becomes more habitual and sensitive to goal-
associated conditioned stimuli, and less under voluntary 
control (i.e., insensitive to the relative value of the goal).   

  Precipitated withdrawal    Precipitated withdrawal is the 
process by which withdrawal may be transiently “pre-
cipitated” in drug-dependent animals (or humans) by 
 administration of a compound that antagonizes the actions 
of that particular drug. For example, withdrawal may be 
precipitated in opiate dependent rats by administration of 
the opioid receptor antagonist naloxone.   

  Escalation of drug intake    Escalation of drug intake in rats 
is the process by which extended daily access to a drug 
results in the gradual increase of drug intake over time, 
a process reminiscent of the loss of control over intake 
usually observed in human drug addicts.    
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  Abstract 

 Animal models have provided valuable insights into the brain mechanisms of drug 
 addiction, including the elucidation of neural substrates that support the primary reinforc-
ing effects of widely abused drugs such as cocaine and heroin and the long-term conse-
quences of drug addiction for neurocognitive functioning. In recent years, considerable 
progress has been made in developing animal models that closely resemble the clinical 
features of drug addiction according to published diagnostic guidelines especially in the 
domain of compulsive drug use which represents the  fi nal stage of a progressive series of 
neural and psychological alterations induced by chronic drug exposure. In this chapter, we 
review a number of animal models used in addiction research and discuss their relevance 
and explanatory utility to the different stages of the addiction cycle.            
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  Learning Objectives 

    To understand how animal models can be used to • 
investigate the psychobiological bases of the path-
ways to addiction  
  To gain an appreciation of the behavioural con-• 
structs used to de fi ne compulsive drug seeking and 
taking in animal models of addiction  

  Issues that Need to Be Addressed for Future Research 

    Neural and psychological substrates underlying the • 
shift from initial drug exposure to habitual, compul-
sive patterns of drug intake  
  Comparative effects of stimulant and opiate drugs • 
on neurocognitive functioning  
  Strategies to investigate compulsive heroin and • 
cocaine drug self-administration in animal models  
  The signi fi cance of behavioural traits (e.g. novelty • 
seeking, impulsivity) to the emergence of compul-
sive drug self-administration    

  To appreciate the evolution of such models from • 
theoretical and clinical standpoints  
  To recognise how different animal models can help • 
inform our understanding of the different compo-
nents of the drug addiction cycle    
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   Introduction 

 Drug addiction is a complex brain disease  [  1,   2  ] , affecting 
the motivational  [  3  ] , learning  [  4,   5  ]  and behavioural  control 
systems of the brain  [  6,   7  ] . Despite considerable research we 
still do not understand why individuals become dependent 
on drugs nor do we have effective treatments to reduce the 
substantial social and economic burden of this disorder  [  8  ] . 

 Animal models provide a valuable means to investigate 
the different stages of the drug addiction cycle including 
especially the initiation of drug taking, the maintenance 
phase, which is often accompanied by bouts of drug binge-
ing and escalation, and  fi nally the switch to compulsive 
drug intake de fi ned operationally by an increased motiva-
tion to take the drug, an inability to inhibit drug seeking 
and continued drug use despite negative or adverse 
consequences. 

 Two strategies are generally used when designing animal 
models of drug addiction. First, the    model can address a 
speci fi c symptom, a neurobiological or psychological feature 
or a behavioural construct associated with the pathology. 
These models have been widely developed over the last 
40 years    and have provided substantial information about the 
molecular targets of addictive drugs as well as the neurobio-
logical and psychological adaptations resulting from either 
acute or chronic drug exposure. Indeed, models that focus on 
de fi ned features of drug addiction provide a powerful heuris-
tic framework for determining the brain mechanisms underly-
ing the pathology in question. However, they rarely allow for 
other clinical dimensions of the disorder such as behavioural 
predictive factors or interactions between different symptoms 
of the pathology. Thus, the second type of models are those 
that try to incorporate several symptoms of the pathology in 
humans, thereby providing powerful tools for longitudinal 
studies or even testing pharmacological treatments, but are 
somewhat limited in the identi fi cation of underlying mecha-
nisms. Indeed, the behavioural complexity of these models 
makes it dif fi cult to implement causal investigative studies 
where the end point is well de fi ned. We discuss the 
general utility and application of both modelling approaches 
as complementary tools to investigate the neurobiological 
and psychological mechanisms of drug addiction and its 
vulnerability.  

   Necessity for Animal Models in Drug 
Addiction Research 

 The case for animal experimentation in addiction research is 
compelling. Studies in human addicts are often prone to 
interpretative issues not least due to inter-subject variability 
in drug exposure, the frequent co-abuse of several drugs 

often in combination with alcohol, cannabis and nicotine; the 
regular occurrence of co-morbid brain disorders such as 
depression, conduct disorder and attention-de fi cit/hyperac-
tivity disorder (ADHD) and the dif fi culty in controlling pre-
morbid cognitive and intellectual abilities. Whilst animal 
models can never reproduce the complex social and often 
personal reasons why people abuse drugs they nevertheless 
provide a rigorous means to precisely control drug exposure 
as well as assessing behavioural and cognitive performance 
prior to drug administration. They also enable controlled 
neural manipulations to be made (e.g. using selective neuro-
toxins) and so establish the causal in fl uences of putative neu-
ral loci and, in turn, the cellular and molecular substrates of 
drug addiction. 

 The seminal discovery by Olds and Milner of intra-cranial 
self-stimulation (ICSS) in 1954 marked a major turning point 
for research on the neural mechanisms of addiction  [  9  ] . The 
discovery that dopaminergic projections from the ventral 
tegmental area (VTA) to limbic cortico-striatal structures 
(nucleus accumbens, olfactory tubercle, amygdala, orbitof-
rontal cortex, medial prefrontal cortex) were effective sub-
strates for ICSS sparked considerable interest in the brain 
dopamine systems as neural substrates for the rewarding 
properties of both natural (food) and drug incentives. A few 
years later Weeks developed an operant procedure to deliver 
intravenous morphine infusions to relatively unrestrained 
rats  [  10  ] , a method still widely used in many pre-clinical 
research laboratories today. That research continued on the 
opioid drugs morphine and heroin for some considerable 
time, thereafter, was no surprise given the strong emphasis at 
that time in the DSM-III on the symptomatology of opioid 
dependence and withdrawal. 

 Based on work over a number of years it has now been 
established that a broad range of psychoactive substances 
abused by humans are reinforcing in many lower species 
including planarian  [  11  ]  and  fl ies  [  12,   13  ]  as well as many 
vertebrate species including mice  [  14–  18  ] , rats  [  19–  22  ] , dogs 
 [  23  ]  and non-human primates  [  24–  33  ] . However, it remains 
unclear the extent to which these  fi ndings help inform our 
understanding of drug addiction in humans since it is a brain 
disorder that is clearly far removed from primary reinforce-
ment mechanisms. Indeed, even after the publication of the 
DSM-IV in 1994 and the new diagnostic criteria for compul-
sive drug use that now form the hallmark of the clinical fea-
tures of drug addiction many, if not all, of the early animal 
models focused on the “rewarding” properties of addictive 
drugs and their acute and chronic neurobiological effects. 
Only until relatively recently, however, have animal models 
been developed to measure loss of control over drug intake 
 [  34,   35  ]  and compulsive drug self-administration  [  36–  40  ] . It 
is therefore important to brie fl y de fi ne the purpose and valid-
ity of animal models, and especially animal models of drug 
addiction.  
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   Validity Criteria of Animal Models 

 An animal model is a preparation in one organism that allows 
for the study of one or several aspects of a human condition. 
Thus, a model of drug addiction must provide insights into 
the neurobiological, psychological or etiological mecha-
nisms of the pathology in humans, at least mimicking some 
aspects of the pathology. 

 A model is usually composed of an independent variable 
and a dependent variable. The independent variable is the 
causal manipulation whereas the dependent variable refers to 
the phenotype under investigation  [  41,   42  ] . The selection of 
both variables is generally based upon theoretical aspects 
relative to the aetiology of the pathology (independent vari-
able), and diagnostic criteria or psychological and neurobe-
havioural constructs (dependent variable). The independent 
variable in animal models can be very broad, from a speci fi c 
lesion of the brain to the modi fi cation of a particular gene. 
Similarly the dependent variable can belong to different lev-
els of investigation, such as behaviour, neural systems (dop-
amine levels, for example), gene expression (as measured 
with quantitative PCR or in situ hybridisation) or electrical 
activity of single neurons. Thus, animal models provide stan-
dardised tools to investigate the different levels of integra-
tion of the brain and therefore represent precious tools for the 
investigation of the cellular and molecular substrates of the 
disease under investigation, and especially addiction. 
However, animal models of psychiatric disorders present 
limitations that are worth keeping in mind. First standard 
housing conditions in laboratory facilities do not re fl ect etho-
logical conditions; second the subjective aspects of a psycho-
pathology such as drug addiction are unlikely to be addressed 
in non-human species. For this it has been suggested that 
drug addiction is a pathology unique to humans  [  43  ] . 

  The validation  of animal models of addiction is based 
upon the same principles that have been established for mod-
els in general, namely ful fi lling standard criteria amongst 
which reliability and predictive validity are the most impor-
tant  [  41  ] . However, there are other criteria that have been 
used widely in validating animal models of drug addiction, 
including face validity and construct validity  [  41  ] . Brie fl y, 
 Reliability  refers to the consistency and stability with which 
the independent and the dependent variables are measured. 
Thus, a reliable model of drug addiction must allow for a 
precise and reproducible manipulation of the independent 
variable and an objective and reproducible measure of the 
dependent variable in standard conditions. A further key cri-
terion for the validation of an animal model is its  predictive 
validity . A valid animal model should predict either the ther-
apeutical potential of a compound in humans (pharmacologi-
cal isomorphism) or a variable that may in fl uence both the 
dependent variable of the model and the process under inves-
tigation in humans. 

 Face validity refers to the similarities between the 
 dependent variable of the model, i.e. behaviour in the case of 
drug addiction, and the human condition, i.e. the symptoms 
of the pathology. Thus, face validity may be important in 
designing the model but is unlikely an objective criterion to 
actually assess its validity. Indeed, it is very dif fi cult if not 
impossible to provide an objective criterion to evaluate the 
similarities between the behavioural output of a rat prepara-
tion and drug addiction in humans when the behavioural rep-
ertoire of the two species is so different. Construct validity 
has been increasingly considered in animal models of drug 
addiction. It refers to the ability of a model to take into 
account psychological or neurobiological constructs that 
characterise the speci fi c pathological processes in humans. 
Thus, incentive sensitisation, habit formation or top-down 
prefrontal executive control failure are examples of con-
structs which have been investigated in animal models.  

   Reinforcing Effects of Drugs of Abuse, 
Abuse Liability 

 As previously mentioned all addictive substances show rein-
forcing properties in animals. Indeed, the abuse liability of a 
substance is often measured by its ability to support self-
administration and a conditioned place preference (CPP) 
 [  44  ] . In this section, we brie fl y review the experimental 
designs that have been developed to investigate the reinforc-
ing properties of addictive drugs. These procedures, com-
bined with molecular biology and pharmacology, have been 
crucial in the identi fi cation and functional characterisation of 
the molecular targets of addictive drugs.  

   Reinforcement-Associated Learning 
Mechanisms 

 Addictive substances exert powerful effects on primary and 
secondary (i.e. conditioned) reinforcement mechanisms. As 
instrumental reinforcers they strongly encourage behaviours 
that lead to the availability of a drug, a process subserved by 
stimulus–response associative mechanisms (instrumental 
conditioning). Abused drugs also facilitate Pavlovian condi-
tioning whereby previously neutral stimuli in the environ-
ment become conditioned to the drug, and can predict it, or 
even act as conditioned reinforcers   . In operational terms, a 
reinforcer is a stimulus that increases the probability of a 
response consequent upon its presentation. Thus, all addic-
tive drugs are reinforcers since they are self-administered by 
animals and humans and support CPP (a form of contextual 
Pavlovian conditioning). Pavlovian conditioned reinforcers 
can have powerful motivational effects and support long 
sequences of instrumental drug-seeking behaviour by bridg-
ing delays to future drug reinforcement  [  5,   45–  47  ] .  
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   Conditioned Place Preference 

 CPP has been used extensively to probe the psychological 
 [  48  ]  and neurobiological  [  11,   49  ]  mechanisms underlying 
the rewarding properties of addictive drugs  [  49  ] , as well as 
negative emotional states associated with drug withdrawal 
 [  50  ] . Indeed, through Pavlovian conditioning, the negative 
affective state caused by drug withdrawal can induce a reli-
able conditioned place aversion  [  50,   51  ] . The  fi rst study 
based on the modern paradigm of CPP was reported by Rossi 
and Reid in 1976  [  52  ]  although earlier demonstrations of 
preference for a drug-paired environment was published as 
early as the 1940s  [  49  ] . 

 In this procedure, two different unconditioned stimuli 
(US) are paired with two distinct environments. These con-
textual cues differ in their spatial con fi guration, colour, 
 fl ooring and sometimes even olfactory cues. Brie fl y, the CPP 
procedure involves injecting animals with either the drug in 
question or a control solution, each being administered in a 
different environment often over successive days. The condi-
tioning phase may combine several pairings, ideally accord-
ing to a Latin square and unbiased design such that every 
pairing does not predict subsequent pairings, and that any 
spontaneous bias or preference for a compartment is initially 
controlled for. CPP is then tested during a drug-free choice 
phase where subjects are given access to both compartments. 
Preference for the drug-paired environment is indicative of 
the rewarding properties of the drug. CPP can be established 
not only for addictive drugs  [  53  ]  but also for natural rewards 
such as food, water, sexual partner and novelty  [  49  ] . Based 
on a plethora of studies it is widely accepted that increased 
dopamine transmission is necessary for the establishment of 
CPP  [  54  ] . Although some authors suggest that CPP is a 
model of drug-seeking behaviour (or drug craving), being 
essentially dependent upon Pavlovian associations, CPP 
alone cannot account for the instrumental nature of drug-
seeking and drug-taking behaviour, which is perhaps better 
modelled by drug self-administration procedures.  

   Drug Self-Administration Models 

 Drug self-administration procedures lie at the core of the 
most sophisticated preclinical models of drug addiction that 
have been developed over the last 20 years, ranging from 
relapse to drug taking  [  22,   55  ] , to loss of control over intake 
 [  34  ]  and compulsive drug taking  [  37,   39,   40  ]  (see “Transition 
from Controlled to Pathological Drug-Seeking and Drug-
Taking Behaviour   ” section). 

 Addictive drugs act as reinforcers, in that they increase the 
probability of a behavioural response that leads to their pre-
sentation, through instrumental conditioning. Thus, animals 

can readily detect the contingency between an instrumental 
response and the delivery of a particular drug (e.g. an intrave-
nous infusion of heroin, cocaine, nicotine or THC or a small 
volume of alcohol in a magazine) and respond in an instru-
mental manner to obtain such drugs. The acquisition of drug 
self-administration is a behavioural marker of its reinforcing 
properties 1  and abuse liability  [  44  ] . Indeed, apart from 
LSD, all drugs abused by humans are self-administered by 
animals. 

 Drugs of abuse can be self-administered by a variety of 
routes across preclinical models, including intramuscular, 
intranasal, oral and intravenous  [  56  ] . Drug self-administration 
was initially developed in non-human primates; however since 
the pioneering work of Weeks  [  10  ] , rats have extensively been 
used to investigate the psychological, neural and cellular 
mechanisms underlying drug self-administration. 

 Self-administration procedures can be arranged according 
to different schedules of reinforcement. In  fi xed ratio sched-
ules, the drug is delivered after the completion of a  fi xed 
number of responses by the animal, thereby providing a 
direct relationship between the actual response and drug 
delivery. By contrast, in  fi xed interval schedules, the animal 
is trained to seek the drug for prolonged periods of time 
under the control of contingent presentations of drug-associ-
ated stimuli. Different schedules allow for the investigation 
of different processes of drug-taking or drug-seeking behav-
iour which are beyond the scope of this chapter. However, 
insightful descriptions of, and discussions about, these 
schedules can be found in  [  47,   56–  59  ] . 

 The acquisition of psychostimulant self-administration is 
widely considered to depend on the functional integrity of 
the olfactory tubercle and the shell of the nucleus accumbens 
 [  5  ] . An important role for mesolimbic dopamine in this 
 process was inferred by  fi ndings in freely moving rats that 
dopamine concentration is greatly increased in the striatum, 
and especially the nucleus accumbens, following the self-
administration of drugs commonly abused by humans  [  60  ] . 
This important study supported the in fl uential hypothesis at 
that time that addictive drugs exert their primary reinforcing 
effects and addictive properties through activation of the 
mesolimbic dopamine system  [  61–  63  ] . Although it is now 
clear that increased dopamine release in the nucleus accum-
bens does not provide a suf fi cient account for the addictive 
properties of drugs such as cocaine, alcohol and heroin, dop-
amine still remains one of the most important neurotransmit-
ters in the aetiology of drug addiction, a role underscored by 
its proposed involvement in salience detection and learning 
 [  5,   64–  73  ] . 

   1   A positive reinforcer is a stimulus that increases the probability of a 
behaviour which results in the presentation of the stimulus. Thus, addic-
tive drugs act as positive reinforcers, supporting instrumental responses 
over prolonged periods of time.  
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 In its classic form the drug self-administration paradigm 
has provided valuable insights into the brain substrates medi-
ating drug-taking behaviour, which differ somewhat accord-
ing to the particular drug under investigation  [  19,   20,   74  ] . 
Addictive drugs not only in fl uence the function of the 
mesolimbic dopamine system  [  60  ]  but they also trigger a 
variety of between-systems neuroadaptations and changes in 
gene transcription and function in a number of brain systems 
 [  75–  78  ] , including the nucleus accumbens  [  79,   80  ] , dorsal 
striatum  [  81  ]  and prefrontal cortex  [  79  ] , with important 
effects on stress responsivity  [  44,   82–  84  ]  and epigenetic pro-
cesses in the limbic system  [  85–  88  ] . 

 When one considers working on drug addiction one has to 
keep in mind that studying drug taking behaviour is not a 
way of studying drug addiction. Indeed, as already stated by 
Wise and Bozart  [  89  ]  and quoted by Robinson and Berridge 
 [  90  ] : “To assert that all addictive drugs are reinforcers is to 
do little more than rede fi ne the phenomenon of addiction.” 
… “To identify a drug as reinforcing goes no further than to 
identify the drug as addicting”; indeed, there is an obvious 
gulf between taking a drug on a social basis, as most of us 
often do, at least when one considers a glass of wine, and 
compulsively taking drugs. Thus, animal models of this com-
plex disorder have evolved in recent years to distinguish 
between the ability of most, if not all, addictive drugs, to sup-
port self-administration and the development of dependence 
and compulsive forms of drug taking, which apparently only 
occurs in a small subset of the population  [  91  ] .  

   Psychomotor Sensitisation 

 Behavioural sensitisation is a long-lasting adaptive response 
to psychostimulants, opiates and other classes of drugs  [  90  ]  
characterised by an increased locomotor response to the same 
dose of a given drug after repeated intermittent injections. 
Behavioural sensitisation forms the basis of a prominent the-
ory of drug addiction, namely incentive sensitisation  [  90  ] . 

 Formally described by Segal and colleagues  [  92  ] , behav-
ioural sensitisation has been well characterised for opiates, 
PCP and other drugs of abuse  [  90  ] . Interestingly, behavioural 
sensitisation facilitates the acquisition of low-dose amphet-
amine self-administration  [  93  ]  and CPP  [  94,   95  ] , as well as 
the escalation of cocaine self-administration,  [  96  ] . These 
 fi ndings indicate that sensitisation not only increases the moti-
vational properties of addictive drugs but also facilitates loss 
of control over drug intake, a hallmark of drug addiction. 

 At the neurophysiological level, repeated exposure to 
psychostimulants induces a neurochemical sensitisation of 
the dopaminergic system, characterised by a progressive 
enhancement of drug-induced dopamine release after 
repeated exposure to the same dose of cocaine or amphet-
amine  [  97–  101  ] . This long-lasting neuroadaptation has been 

reported to be measurable in cocaine addicts  [  102  ]  and is 
associated with an increased behavioural response to drug 
challenge which in turn correlates with cellular and molecu-
lar adaptations in the nucleus accumbens  [  98,   103  ] . 

 The sensitised dopamine response to psychostimulant 
administration has been suggested to contribute to the narrow-
ing of the behavioural repertoire of drug addicts who focus on 
drug-seeking and drug-taking behaviours at the expense of 
other sources of reward. Thus, superimposed on the decreased 
basal dopamine levels in the striatum that accompanies with-
drawal from stimulants  [  44  ] , a sensitised dopamine response 
to the drug may ultimately become an important mechanism 
enabling an optimal level of reinforcement in the brain, 
thereby providing stimulant, and perhaps other, addictive 
drugs with the ability to increase dopamine transmission 
suf fi ciently to maintain drug-seeking behaviour  [  6  ] . 

 At the psychological level, behavioural sensitisation has 
been suggested to re fl ect maladaptive learning mechanisms, 
whereby repeated exposure to psychostimulants impacts 
upon Pavlovian incentive mechanisms dependent upon the 
ventral striatum, leading to increased incentive properties of 
drug-associated stimuli and pathological “wanting”, as dis-
tinct from other subjective states such as drug “liking”  [  3,   90, 
  104–  106  ] . 

 Sensitisation of the dopaminergic system has strongly 
been argued to play a role in the pathophysiology of psycho-
stimulant addiction  [  3,   90  ] , but the nature of the psychologi-
cal processes affected by this neuroadaptation is still a matter 
of debate. The “incentive sensitisation” theory emphasises 
Pavlovian mechanisms that in fl uence motivational states, 
potentially via Pavlovian-instrumental transfer (PIT) effects, 
suggested to be one manifestation of drug “wanting”  [  107  ] . 
However, amphetamine or cocaine sensitisation also facili-
tate the development of habitual responding for food  [  108, 
  109  ] , thus indicating that behavioural sensitisation may also 
re fl ect adaptations within the cortico-dorsal striatal circuitry 
that controls instrumental performance  [  45,   66  ] . Additionally, 
the demonstration that repeated cocaine exposure fails to 
induce behavioural sensitisation in Pitx3-de fi cient mice lack-
ing a nigrostriatal pathway  [  110  ]  suggests that the dorsal 
striatum, the locus of stimulus–response learning mecha-
nisms  [  111,   112  ] , may be an important substrate for the 
establishment of a neurobiological process that has been con-
sidered previously to mainly involve the ventral striatum.  

   Transition from Controlled to Pathological 
Drug Intake 

 During the last 10 years, pre-clinical research in drug addic-
tion has attempted to better integrate one or more clinical 
features of drug addiction according to the DSM-IV diagnos-
tic criteria. New phenotypes have been identi fi ed based on a 
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loss of control over drug taking  [  34  ] , reinstatement  [  113  ]  or 
relapse to drug seeking  [  114  ] , compulsive cocaine seeking 
and taking  [  38,   40  ] , and individual vulnerability to drug 
addiction  [  36–  38  ] .  

   Craving and Relapse 

 Drug addicts show a high propensity to relapse, even after 
protracted abstinence  [  115  ] . This hallmark feature of addic-
tion can be modelled in animals using two main proce-
dures: extinction–reinstatement and abstinence–relapse. 
Reinstatement of responding for drug can be induced by 
stress, low doses of the drug itself and by the presentation 
of drug-associated cues  [  55,   113,   116–  118  ] . In the extinc-
tion-reinstatement procedure  [  22,   119  ] , animals experience 
a series of extinction sessions following a short period of 
drug self-administration, leading to a progressive decline 
in responding. Following extinction, responding for drug 
is reinstated by a stressful stimulus, a priming injection of 
drug injection, presentation of a conditioned stimulus (CS) 
or by placing the animal in a drug-associated environment. 
In the abstinence-relapse procedure  [  120  ] , animals are 
given a forced abstinence period after a brief period of drug 
self-administration. They are then maintained in their home 
cage until they are exposed again to the self-administration 
chamber where they are tested under extinction.  

   Escalation of Drug Taking 

 The  fi rst well-established animal model of loss of control over 
drug intake, namely escalation of drug self-administration, is 
based on the fourth diagnostic criterion of drug addiction and 
was developed by Serge Ahmed and George Koob in 1998 
 [  34  ] . Short access (“ShA”) to addictive drugs generally 
results in stable levels of self-administration such that plasma 
drug levels are controlled within an optimal level of rein-
forcement. As mentioned previously, this pattern of self-
administration does not account for the clinical features of 
drug addiction in humans. Ahmed and Koob thus gave 
extended access to cocaine to a group of animals (“LgA”, or 
long access) following a period of moderate exposure (ShA, 
 fi xed ratio 1, one hour a day). A second group of rats received 
short access to cocaine throughout the experiment. 

 Introduction of the long access was immediately associ-
ated with higher drug intake, as compared to ShA rats. In 
other words, the LgA rats escalating their rate of cocaine 
self-administration compared with ShA rats, which main-
tained a constant level of cocaine intake. LgA rats also exhib-
ited higher rates of cocaine self-administration during the 
 fi rst hour of each session associated with the initial loading 
phase. Escalation has also been reported for heroin  [  121  ]  and 
has been associated with an upward shift in the intra-cranial 

self-administration threshold (ICSS), indicative of reward 
dysfunction  [  34  ] . Interestingly, escalation of cocaine self-
administration is not associated with psychomotor sensitisa-
tion but, instead, with a sensitisation of the incentive 
motivational properties of cocaine  [  122  ] , thereby suggesting 
a dissociation between addiction-like behaviour and behav-
ioural sensitisation. Escalation of drug intake has been asso-
ciated with higher resistance to shock-induced suppression 
of drug self-administration and conditioned suppression 
 [  39,   40  ] , and is suggested to be an important contributing 
factor to the subsequent development of compulsive or habit-
ual forms of drug seeking and taking (see below).  

   Second-Order Schedules of Drug 
Reinforcement 

 Second-order schedules of cocaine and heroin self-
administration were initially developed by Goldberg and 
colleagues in non-human primates to assess the in fl uence of 
environmental stimuli on drug self-administration  [  57,   123, 
  124  ] . In second-order schedules of reinforcement, the con-
ditioned stimulus (CS) is presented response-contingently 
under a  fi xed ratio schedule, during an overall  fi xed interval 
or  fi xed ratio schedule for the primary reinforcer. The effect 
of CS presentation is often dramatic, increasing as it does 
responding under a second-order schedule of reinforcement 
for long periods of time. Under such a schedule of reinforce-
ment, a strong contingency exists between the instrumental 
response (controlled by a  fi xed ratio) and the presentation of 
the CS that completely overshadows the relatively weak con-
tingency that is arranged between the instrumental perfor-
mance and the outcome (the drug) that is reinforced only after 
completion of the  fi rst ratio after each interval has elapsed. 
Such schedules therefore facilitate the instantiation of stimu-
lus–response control over instrumental response which is 
separable from the drug itself. In addition, it has been shown 
that omission of CS presentation in second-order schedules 
of reinforcement disrupts cocaine seeking more than food-
seeking behaviour  [  125  ] , suggesting that prolonged psycho-
stimulant seeking is particularly dependent upon conditioned 
reinforcement. Thus, instrumental responding during the  fi rst 
interval of a second-order schedule of reinforcement shows 
face and construct validity with respect to drug seeking in 
humans, which is strongly stimulus bound and seemingly 
dissociated from the unconditioned effects of the drug  [  126  ] . 

 The establishment of a second-order schedule of rein-
forcement is described by Arroyo and colleagues  [  127  ] . Rats 
were initially trained to self-administer cocaine under a con-
tinuous schedule of reinforcement (i.e. FR1). After stabilisa-
tion of responding (5–7 daily 2 h sessions), a second-order 
schedule with  fi xed ratio components of the type FR 

 x 
 (FR 

 y 
 :S) 

was introduced, with initial values of  x  and  y  set to 1, so that 
each active lever press resulted in the presentation of the CS 



796 Animal Models in Addiction Research

and the delivery of 0.25 mg of cocaine. Then  x  and  y  values 
were progressively increased with increments in response 
requirements starting with  x , i.e. FR5(FR1:S) and 
FR10(FR1:S), then  y , i.e. FR10(FR2:S), FR10(FR4:S), 
FR10(FR7:S) and FR10(FR10:S). After stabilisation of 
responding under this FR10(FR10:S) schedule that requires 
100 active lever presses and 10 one second presentations of 
the CS to obtain a cocaine infusion, a  fi nal  fi xed interval 
schedule FI15(FR10:S) was introduced such that a cocaine 
infusion was delivered only following the tenth active lever 
press that occurred when the 15-min interval had elapsed. 
Finally, rats were allowed to perform cocaine-seeking behav-
iour under this schedule for ten days. This acquisition proce-
dure produced robust and stable contingent CS-dependent 
rates of responding under a second-order schedule of rein-
forcement  [  127  ]  and has been used extensively to probe the 
neural mechanisms involved in the acquisition and perfor-
mance of cue-controlled cocaine seeking  [  128–  131  ] . 

 Some recent re fi nements have been made to the establish-
ment of a second-order schedule of drug reinforcement. For 
example, in a study by Lee et al.  [  132  ]  it was shown the 
acquisition period can be reduced to just 11 days. In this 
case, the training phase consisted of three days of FR1 train-
ing, 2 h daily sessions, 30 infusions (0.25 mg cocaine/infu-
sion) followed by the introduction of interval schedules, with 
daily increments: FI 1 min, FI 2 min, FI 4 min, FI 8 min, FI 
10 min, FI 15 min. After three days of training under the 
FI15 schedule, contingent presentations of the CS were 
introduced under a FR10 schedule such that rats now trained 
under a FI15(FR10:S) second-order schedule of reinforce-
ment. This acquisition procedure provides a direct measure 
of the potentiation of responding during interval schedules 
by the contingent presentation of the CS since they are intro-
duced only when responding under a  fi xed interval schedule 
had stabalised. Thus, although the average response rate is 
50–70 during the  fi rst interval of a FI 15 schedule, it reaches 
150–200 when the CS is contingently presented, as described 
by Belin and Everitt in a study addressing intra-striatal 
mechanisms involved in habitual cocaine seeking  [  128  ] . 
Indeed, short- and long-term training under second-order 
schedules of reinforcement for cocaine have been critical 
tools for the establishment of the neural mechanisms involved 
in the transition from newly acquired to well established or 
habitual cue-controlled cocaine seeking.  

   Cue-Controlled Cocaine Seeking 

 The acquisition of cue-controlled cocaine seeking depends 
upon the basolateral nucleus of the amygdala (BLA) 
  [  133–  135  ] , the AcbC  [  130,   136  ]  and orbitofrontal cortex 
 [  137,   138  ] . Performance of cue-controlled cocaine seeking 
depends upon the VTA  [  139  ]  and interactions between the 
BLA and AcbC  [  136  ] . In addition, the nucleus accumbens 

shell mediates the dopamine-dependent potentiating effects 
of cocaine over cue-controlled cocaine seeking  [  130  ] . When 
cue-controlled cocaine seeking becomes well established, or 
habitual, i.e. after several weeks of training under a FI sec-
ond-order schedule of reinforcement, contingent presenta-
tions of CSs increase extracellular dopamine concentration 
in the dorsolateral striatum (DLS) but not in the AcbC or in 
the AcbS  [  129  ] . Moreover, bilateral dopamine receptor 
blockade in the DLS selectively reduces cocaine-seeking 
habits in rats  [  128,   131  ] . 

 Therefore, the acquisition and maintenance of cue-
controlled cocaine seeking involves an apparent shift in the 
locus of control from the nucleus accumbens to the dorsolat-
eral striatum, which, we have hypothesised, re fl ects the 
development of habitual drug seeking  [  5,   45  ] . We have estab-
lished that this progressive ventral to dorsal striatum shift 
depends upon intra-striatal and serial dopamine-dependent 
connectivity, linking the AcbC to the DLS  [  140–  142  ] , that 
has been proposed to be an anatomical substrate for integra-
tive mechanisms linking incentive motivation to cognitive 
processes  [  140,   141  ] . We have recently demonstrated that 
disconnecting the AcbC and impairing dopamine transmis-
sion in the DLS impairs habitual cue-controlled cocaine 
seeking to the same extent as bilateral dopamine receptor 
blockade in the DLS alone  [  128  ] . This asymmetric manipu-
lation does not impair general operant responding when 
instrumental performance for either a natural reward or 
cocaine is still under instrumental goal-directed control 
(Belin D., Besson M. and Everitt B.J., unpublished observa-
tions). Based on this evidence we speculate that after 
extended training under the second order of cocaine rein-
forcement, cocaine seeking becomes established as an incen-
tive habit whereby the Pavlovian incentive in fl uences exerted 
by the BLA over the AcbC, eventually in turn, enable control 
to be subsumed by dopamine-dependent habit mechanisms 
in the dorsal striatum. 

 Although incentive habits may play an important role in 
the pathophysiology of drug addiction, they do not account 
for the different behavioural aspects of the pathology, and 
especially compulsive drug use, i.e. maintained drug use 
despite adverse consequences, which is a hallmark of drug 
addiction  [  143  ] . Only recently have preclinical models of 
compulsive drug self-administration been developed, based 
on the premise that compulsive drug seeking or taking can be 
operationalised as persistent instrumental responding despite 
aversive consequences such as punishment and which only 
emerges after extended drug access.  

   Compulsive Drug Taking 

 A hallmark feature of drug addiction is the development of 
compulsive drug use de fi ned as the continuing abuse of drugs 
despite negative or adverse consequences. To establish 
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whether cocaine seeking devolves eventually to a compulsive 
habit, Vanderschuren and Everitt  [  40  ]  developed a method 
to evaluate whether animals would continue to seek drug (in 
this case cocaine) in the presence of an aversive stimulus 
(i.e. a stimulus previously associated with mild electric foot 
shock). Animals were trained under a “seeking-taking het-
erogeneous chain of reinforcement such that responses on 
one lever—the ‘seeking’ lever   ”—enabled access to a drug 
“taking” lever. When compulsive drug seeking was assessed, 
the aversive stimulus was presented during drug-seeking 
sequences. It was found that cocaine seeking was suppressed 
following short access to cocaine by not following protracted 
access to cocaine. 

 This procedure was recently adapted by Pelloux and col-
leagues  [  39  ] , who introduced a contingent punishment 
schedule of the seeking responses to measure compulsive 
cocaine seeking. When compulsive drug seeking was 
assessed in this study, 50% of the responses on the seeking 
lever resulted in the presentation of mild electric foot-shock; 
the remaining responses resulted in the presentation of the 
taking lever. This study demonstrated important individual 
differences in the development of resistance to punishment, 
con fi rming that only a small subgroup of rats exposed to 
extended access to cocaine develop compulsive drug 
seeking.  

   Animal Models of Addiction-Like Behaviour 

 There are two main strategies when developing preclinical 
models of drug addiction. The  fi rst category refers to models 
developed to understand the psychobiological, neurological, 
cellular and molecular processes involved in a particular 
aspect of the pathology. Therefore, these models speci fi cally 
address one aspect of the pathology, whether a diagnostic 
criterion, such as escalation of intake, resistance to punish-
ment, high motivation for the drug, habitual instrumental 
performance, vulnerability to relapse or impaired cognitive 
 fl exibility. They may also be relevant to in fl uential theories 
such as behavioural sensitisation  [  3,   71,   90,   104  ]  and hedo-
nic allostasis  [  82,   83  ] . Such models generally assume that 
drug exposure triggers rather similar behavioural, neural or 
molecular effects in all the subjects tested. The animal mod-
els of habitual or compulsive drug seeking we have discussed 
so far are good illustrations of this strategy. Nevertheless, it 
is likely that the best example of such animal models remains 
the escalation model  [  34,   35  ] . 

 However, these models cannot address other aspects of 
drug addiction, such as  inter-individual  differences in the 
vulnerability to develop the pathology and their behavioural 
and biological correlates. They also fail to capture the multi-
symptomatic nature of drug addiction. Thus, the second cat-
egory of animal models of drug addiction takes into account 

both inter-individual differences and the complementary 
strategy of meeting diagnostic criteria of the pathology in 
humans according to the DSM-IV. Thus, to be diagnosed as 
“addicted” an individual must ful fi l three out of seven diag-
nostic criteria of drug abuse over the last 12 months. This 
clinical judgement forms the basis of a new pre-clinical ani-
mal model based on vulnerability to addiction-like behaviour 
in the rat  [  36,   37  ] . 

 In this model, three diagnostic criteria, namely (1) an 
inability to refrain from drug seeking, (2) high motivation 
for the drug and (3) maintained drug use despite negative 
consequences, have been operationalised by, respectively, 
(1) drug seeking during periods when the drug is not avail-
able and signalled as such, (2) break points during progres-
sive ratio schedules of reinforcement and (3) persistence of 
self-administration despite punishment by contingent elec-
tric foot-shocks. For each of these three addiction-like cri-
teria animals are ranked according to their score. If a rat’s 
score is included in the 40% highest percentile of the distri-
bution, this rat is considered positive for that addiction-like 
criterion and is given an arbitrary criterion score of 1. Then 
the arbitrary criteria scores for each of the three addiction-
like criteria are added, and consequently four distinct 
groups are identi fi ed according to the number of positive 
scores: 0 criteria, 1 criterion, 2 criteria and 3 criteria rats 
(Fig.  6.1a–c ).  

 This model is based on the comparison of three criteria 
and 0 criteria rats. 3 criteria rats    show high scores for each of 
the three addiction-like criteria and are therefore considered 
“addicted”, whereas 0 criteria rats are considered resistant to 
addiction. 3 criteria rats represent approximately 20% of the 
population exposed to cocaine (Fig.  6.1d ), an a percentage 
remarkably similar to that reported in humans  [  91  ] . Although 
3 criteria rats do not differ signi fi cantly from 0 criteria rats 
in terms of initial rates of cocaine self-administration 
(Fig.  6.1e )  [  38  ] , 3 criteria rats eventually develop higher 
motivation for the drug, an inability to refrain from drug 
seeking, and resistance to punishment  [  36–  38  ] . They also 
show escalation of cocaine self-administration when given 
long access exposure to the drug (Fig.  6.1f ) and therefore 
ful fi l a fourth criterion of addiction, namely an inability to 
control drug intake  [  38  ] . 3 criteria rats also show a high vul-
nerability to relapse in response to non-contingent infusions 
of cocaine (Fig.  6.1g ) or contingent presentations of a drug-
associated stimulus  [  36  ] . Thus, even though selected on 
three addiction-like criteria, after chronic exposure to 
cocaine, 3 criteria rats display important features of clinical 
addiction as de fi ned in the DSM-IV. Moreover, since 
addiction-like behaviour emerges in 3 criteria rats only 
after extended exposure to the drug, these results highlight 
the importance of the  interaction  between a vulnerable phe-
notype and chronic drug exposure in the development of 
compulsive drug self-administration.  
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   Vulnerability to Drug Addiction 

 Like many other psychiatric disorders, we are not all equally 
vulnerable to develop drug addiction. Epidemiological stud-
ies have revealed that between 15 and 35% of the population 
exposed to addictive drugs will develop compulsive drug use 
 [  91  ] . The results described in the previous section illustrate 
very well that inter-individual differences in vulnerability to 
develop compulsive cocaine self-administration can also be 
observed in rats. Thus, in any given population of rats 
exposed to cocaine only some develop addiction-like behav-
iour, thereby demonstrating that animal models provide a 
realistic estimate of risk for addiction in humans. The under-
lying aetiology of the different pathways to addiction is 
likely to involve interactions between a vulnerable pheno-
type, environmental in fl uences and, of course, drug expo-
sure itself (Fig.  6.2 )  [  8,   148  ] . Epidemiological studies in 
human populations have revealed striking associations 

between drug use  [  149,   150  ]  and certain behavioural traits 
 [  151–  166  ] , such as anxiety  [  167–  171  ] , impulsivity  [  155, 
  172,   173  ]  and sensation seeking  [  158,   166,   174–  177  ] . The 
relevance of these traits for animal models of addiction is 
discussed below.   

   Anxiety 

 Anxiety can be assessed in preclinical models using various 
procedures which include the elevated plus maze (EPM) 
 [  178,   179  ] . During the classic 5-min test session on the EPM, 
a variety of behaviours are measured including the ratio of 
open and closed arms entries, time spent in the open and 
closed arms as well as self-grooming which are all indices of 
anxiety. High levels of anxiety including high grooming 
behaviour and a low percentage of time spent in the open 
arms of the EPM have been associated with an enhanced 

  Fig. 6.1    Addiction-like behaviour in the rat. A modelling approach 
for the investigation of addiction-like behaviour in the rat. A key fea-
ture of this model is that some, but not all animals chronically exposed 
to drug self-administration eventually develop one of more behav-
ioural features resembling clinical drug addiction as de fi ned in the 
DSM-IV. Thus, we have operationally de fi ned three addiction-like 
 criteria, namely, (1) an inability to refrain from drug seeking ( a ), 
(2) maintained drug use despite aversive consequences ( b ) and (3) 
increased motivation to take the drug ( c ). Rats showing none of 
these criteria (“0 criteria” rats) are resistant to addiction whereas rats 

that show all three criteria (“3 criteria” rats) are considered “addicted”, 
and represent 15–20% of the population initially exposed to cocaine 
( d ). Importantly, these behavioural differences are not due to differen-
tial rates of cocaine self-administration ( e ). However, when provided 
with longer access to cocaine 3crit rats exhibit an inability to limit 
drug intake ( f ) and a higher vulnerability for relapse, as measured by 
reinstatement of cocaine-seeking behaviour induced by the non-con-
tingent administration of cocaine ( g ). ( a – e ) after Deroche-Gamonet, 
Belin and Piazza 2004, ( f – g ) after Belin, Balado, Piazza and Deroche-
Gamonet 2009       
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 propensity to acquire cocaine CPP  [  180  ]  as well as an 
increased motivation to self-administer cocaine  [  181  ] , but 
see  [  182  ] . Trait anxiety has also been associated with an 
enhanced preference for alcohol  [  183,   184  ] , consistent with 
the notion that alcohol use may self-medicate underlying 
mood disorders related to anxiety and stress  [  185,   186  ] .  

   Sensation Seeking/Novelty Seeking 

 Sensation- and novelty-seeking traits have been the focus of 
a large number of pre-clinical studies on addiction vulnera-
bility (for review, see  [  187  ] ). The pioneering work of Piazza 
and colleagues was the  fi rst to investigate the role of sensa-
tion seeking in this context by measuring the locomotor 
response of rats to an inescapable novel environment  [  93  ] . In 
this model, rats are placed for 2 h in a new environment and 
their horizontal activity is monitored. Based on inter-individual 
differences in locomotor response animals are either selected 
as high (HR) or low responders (LR) according to a median 
division  [  93  ] . HR rats show a greater propensity to acquire 
psychostimulant self-administration  [  93  ]  since they more 
readily self-administer low doses of amphetamine than LR 
rats  [  37,   93  ] . Moreover, HR rats are more vulnerable to the 
induction of behavioural sensitisation produced by repeated 
injections of amphetamine than LR rats. They also show a 
greater propensity for drug-induced neural plasticity  [  188  ]  
and increased stress-evoked dopamine release in the nucleus 
accumbens  [  189  ] . 

 However, sensation seeking does not predict the acquisi-
tion of CPP for addictive drugs, which instead is predicted by 
novelty seeking  [  49,   187,   190  ] , a behavioural trait which is 
dissociable from sensation seeking  [  48,   191  ] . Novelty  seeking 

is normally assessed by measuring the preference of rats for 
a novel versus familiar compartment using a procedure quite 
similar to CPP  [  192  ] . Animals selected as novelty seekers are 
those that fall in the upper quartile range. Unlike animals 
selected from the lower quartile of the population, high novel 
seekers readily develop a CPP to amphetamine  [  193  ] . 

 At the neurobiological level, novelty-seeking behaviour 
has been shown to depend on dopamine receptor function. 
Thus, novelty preference is blocked by the dopamine recep-
tor antagonist haloperidol  [  192  ]  and by the selective dop-
amine D1 receptor antagonist SCH23390  [  194  ] . Additionally, 
studies in humans have revealed that high sensation/novelty 
seekers, as assessed using the Zuckerman sensation seeking 
scale  [  195,   196  ] , have lower platelet monoamine oxidase 
levels than low novelty seekers, suggested that other mono-
amines, in addition to dopamine, may underlie inter-individual 
differences in novelty seeking  [  197  ] .  

   Impulsivity 

 A popular paradigm used to assess impulsivity in rodents is 
the 5-choice serial reaction time task (5-CSRTT), which 
was developed originally as an analogue of the human con-
tinuous performance task of sustained attention  [  198  ] . The 
5-CSRTT requires animals to detect brief  fl ashes of light 
presented pseudo-randomly in one of  fi ve holes and to make 
a nose-poke response in the correct spatial location in order 
to receive a food reward. The rat is thus required to monitor 
a horizontal array of apertures and to withhold from 
responding until the onset of the stimulus. Generally, the 
accuracy of stimulus discrimination provides an index of 
attentional capacity, while premature responses—made 

  Fig. 6.2    Predictive markers of the vulnerability to shift from 
 controlled to compulsive cocaine self-administration. The iden-
ti fi cation of behavioural vulnerability markers underlying the switch 
from controlled to compulsive drug use holds the key to understand-
ing the progressive development of drug addiction in susceptible 
individuals and thus in developing novel therapies. For this purpose 
we have established an addiction severity index in rats (AS) ( d ) that 
takes into account the quantitative severity of each of the addiction-
like criteria (see main text and  [  36  ]  for more details). Based on this 

analysis 0  criteria rats show negative scores, thereby illustrating 
their resistance to addiction whereas 3 criteria rats show high addic-
tion severity scores that exceed one standard deviation of the sam-
pling distribution. The AS may re fl ect the addiction severity index 
in humans  [  144–  147  ]  and carry utility in dimensional analyses to 
investigate relationships between addiction-like behaviour and 
potential predictive markers. The AS also predicts cocaine-induced 
reinstatement, a putative measure of craving ( e ) and binge-like 
cocaine self-administration ( f )  [  36  ]        
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before the presentation of the stimulus—are regarded as a 
form of impulsive behaviour and hence a failure in impulse 
control  [  199,   200  ] . The neural and neurochemical basis of 
impulsivity on the 5-CSRTT has been extensively investi-
gated, involving important contributions from the anterior 
cingulate cortex, infralimbic cortex, nucleus accumbens, 
medial striatum and by the ascending monoaminergic sys-
tems  [  201,   202  ] . More recently, the 5-CSRTT has been used 
to screen for spontaneously high levels of impulsivity in 
rats, a phenotype associated with increased cocaine and 
nicotine self-administration  [  203,   204  ]  and an increased 
propensity to develop compulsive cocaine seeking and tak-
ing  [  37  ] . Interestingly, we have shown using microPET 
brain imaging that high impulsive rats have lower dopamine 
D2/3-binding levels in the ventral striatum as compared to 
low impulsive littermates  [  203  ] , thereby suggesting that 
alteration of dopamine D2/3 receptors in the nucleus accum-
bens may contribute to high impulsivity and vulnerability 
to drug addiction (   Figs.  6.3  and  6.4 ).    

   Predicting the Switch from Controlled 
to Compulsive Drug Use 

 We have used the animal model of addiction-like behaviour 
described in previous sections to investigate potential behav-
ioural markers of vulnerability to develop compulsive 
cocaine taking behaviour. For this we have developed an 

“addiction severity scale” in rats  [  36,   37  ] , which we suggest 
corresponds to the addiction severity index in human addicts 
 [  144–  147,   170,   207  ] . This “addiction severity scale” 
allows for simple dimensional studies such as correlation 

  Fig. 6.3    Triad of in fl uences underlying vulnerability to drug addiction. 
A number of interacting in fl uences are hypothesised to in fl uence the 
pathway to addiction, including biological determinants (genes), drug 
exposure and the environment. Genetic in fl uences may account for up 
to 40% of the vulnerability for drug addiction (for review see  [  44  ] )       

  Fig. 6.4    A shift occurs from impulsivity to compulsivity in the devel-
opment of addiction. High impulsivity can be assessed using the 
5-choice serial reaction time test, a sustained visual attentional test in 
which subjects are required to wait for a visual stimulus before making 
a response. The selection of high impulsive rats on this task is based on 
the performance of well-trained rats on three challenge sessions com-
prising a longer waiting interval before the onset of the trigger stimulus 
 [  37 ,  203 ,  205  ] . A small proportion of rats (<30%) display high level of 

premature responses (i.e. they respond before the stimulus) and are 
thereby deemed to be high impulsive (HI). We have demonstrated that 
after protracted cocaine self-administration (a) HI rats displayed higher 
addiction scores than low impulsive (LI) rats  [  93  ] ). HI rats also develop 
compulsive cocaine self-administration unlike rats exhibiting high and 
low levels of locomotor activity in a novel environment (HR and LR 
phenotypes,  [  93 ,  206  ] ) (b). Moreover, at the population level, impulsiv-
ity predicts compulsive cocaine self-administration (R = 0.42)       
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and regression, and is therefore a useful tool to address pre-
dictive factors in compulsive drug use. 

 Although differential drug exposure is not necessary for 
the development of addiction-like behaviour, we have 
identi fi ed that the early pattern of cocaine self-administration 
(measured by inter-infusion intervals), and sensitivity to the 
incentive properties of cocaine (measured as sensitivity to 
cocaine-induced reinstatement  [  208  ] ), predict the subsequent 
development and severity of addiction-like behaviour. Thus, 
3 criteria rats develop two important features of cocaine 
addiction  [  209,   210  ]  soon after the initiation of cocaine 
self-administration, namely a “binge-like” pattern of self-
administration and increased drug-induced “craving”, the 
latter measured in animal models using the drug-induced 
reinstatement procedure  [  113,   122,   211,   212  ] . 

 We have also established that addiction-like behaviour is 
predicted by impulsivity  [  37  ] , but not the locomotor response 
to novelty, an animal model of sensation seeking  [  213  ]  
related to the vulnerability to acquire drug self-administra-
tion  [  93  ] . Thus, highly impulsive rats, identi fi ed on the basis 
of their level of premature responses during long inter-trial 
intervals in the  fi ve choice serial reaction time test  [  199  ] , 
show much higher scores than low impulsive littermates in 
the rat addiction severity scale after chronic cocaine self-
administration. This difference is attributable to the develop-
ment of compulsive behaviour in high impulsive rats, since 
these animals maintain cocaine self-administration despite 
punishment by contingent mild electric foot shocks  [  37  ] . 
However, high impulsive and low impulsive animals do not 
differ in their locomotor response to a new environment, nor 
in their propensity to acquire cocaine self-administration, a 
behavioural feature that is instead predicted by the high loco-
motor response to novelty  [  37,   93  ] . 

 This evidence suggests that the predisposition to initiate 
drug use is independent of the vulnerability to shift from 
controlled to compulsive drug taking, and therefore provides 
new insights into the various behavioural and psychological 
factors that in fl uence the pathways to addiction. In particu-
lar, the demonstration that the high impulsive trait predicts 
the shift to compulsive drug taking behaviour is of major 
interest since a shift from impulse control failure to compul-
sivity has been suggested to play a major role in the develop-
ment of drug addiction in humans  [  82,   83  ] .  

   Contribution of Animal Models to the 
Understanding of Drug Addiction 

 Animal models of drug addiction have proven particularly 
useful for understanding brain mechanisms associated with 
vulnerability as well as numerous and complex adaptations 
that occur in the brain in response to acute or chronic expo-
sure to the drug. Indeed, addictive drugs produce a range of 

effects on brain structures  [  76,   85,   86,   88,   214–  220  ]  and 
functions  [  101,   137,   221–  233  ]  which are widely suggested 
to contribute to the development of addictive states. 

 Based on this broad set of data animal models of drug 
addiction have been developed either from a Pavlovian point 
of view, as it is the case for the incentive sensitisation theory 
 [  3,   90,   104,   234  ]  which provides an explanation of the high 
motivation that addicts have for the drug, an instrumental 
point of view, as suggested by the habit hypothesis  [  4,   5,   45, 
  46,   71  ] , or a negative-reinforcement view as suggested by 
the hedonic allostatis theory of drug addiction  [  44,   82–  84, 
  235  ] . A detailed discussion of these neuropsychobiological 
theories is beyond the scope of this chapter but a very 
important notion is that they are far from being exclusive. 
Thus, one may consider that drug addiction develops as the 
result of within and between systems adaptations  [  5,   44  ] , 
with modulatory effects on positive and negative reinforce-
ment processes and impaired incentive mechanisms. 
Collectively, these neural and psychological sequelae are 
widely  hypothesised to be exacerbated by drug-induced 
impairment in top-down executive control  [  5  ]  (Fig.  6.5 ).  

 Treatment with stimulant drugs that sensitise DA trans-
mission also facilitates the development of habits over goal-
directed instrumental responses for natural rewards  [  108, 
  109  ] , while orally ingested drug rewards such as alcohol 
and cocaine engage stimulus–response habits more rapidly 
than do natural reinforcers  [  238,   239  ] . Moreover in the 
course of cocaine self-administration, neurobiological alter-
ations initially restricted to the ventral striatum eventually 
spread to encompass the dorsal striatum in non-human pri-
mates  [  240,   241  ] . These data resonate well with the appar-
ent shift from the ventral to the dorsolateral striatum in the 
locus of control over cocaine seeking under a second-order 
schedule of reinforcement  [  128,   131  ] . Thus, drug-seeking 
habits progressively come to dominate drug-seeking behav-
iour and are strongly in fl uenced by Pavlovian incentive 
mechanisms. Hence in the development of drug addiction, 
drug seeking may be viewed as an  incentive habit   [  45  ] . 
Belin and Everitt argue that incentive habits depend at least 
in part upon serial processing between the BLA, the AcbC 
and the ascending dopaminergic systems. Incentive habits 
can be triggered by drug-associated stimuli, withdrawal-
associated stimuli or internal states that in fl uence the moti-
vational value of these stimuli. Therefore, by generating an 
increased incentive value of drug-associated stimuli or a 
withdrawal (including conditioned withdrawal) induced 
drive towards drug taking, incentive sensitisation  [  3,   90, 
  104–  106  ]  and negative affective states  [  44,   82–  84,   235  ]  
may play an important role in the establishment and persis-
tence of incentive habits (Fig.  6.5 ). 

 However, incentive habits alone cannot account for the 
compulsive nature of drug addiction (i.e. drug use that per-
sists despite negative consequences)  [  143  ] . It is instead 
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hypothesised that the development of compulsive drug use 
may re fl ect a loss of prefrontal executive control over incen-
tive habits that underlie drug seeking and taking  [  5,   71,   242  ] . 
Indeed, repeated exposure to drugs of abuse is associated with 
cognitive and behavioural de fi cits related to the PFC includ-
ing those in visual attention, delay discounting, reversal learn-
ing, impulsivity or decision making in both humans  [  155, 
  243,   244  ]  and in animal models of addiction  [  232,   245–  251  ] . 

 Therefore, protracted exposure to addictive drugs may 
diminish the in fl uence of top-down executive control by the 
PFC, thereby facilitating the impact of Pavlovian motiva-
tional in fl uences on instrumental drug-seeking responses 
 [  232,   236,   237,   252  ] . Additionally, by subverting orbitofron-
tal-dependent decision-making processes  [  242,   253  ] , drugs 
of abuse may bias individual choices towards drugs and 
diminish sensitivity to negative feedback, thereby promoting 
compulsive drug seeking  [  5  ] . This view is further supported 
by data in non-human primates self-administering cocaine 
 [  254  ]  in which drug-induced neurobiological alterations 
observed in the ventromedial prefrontal cortex after acute 
exposure to the drug spread to eventually encompass the 
 dorsolateral prefrontal cortex. Such  fi ndings are clearly 
 consistent with parallel alterations in striatal DA function 
discussed earlier and together likely contribute to the emer-
gence of compulsive drug use.      
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  Abstract 

 Individuals differ in their vulnerabilities to becoming dependent on one or more abused 
substances. Not all of the individuals who have opportunities to use addictive substances do 
in fact use them, not all users become regular users or abusers and not all regular users or 
abusers become dependent or addicted. Abundant evidence from family, adoption, and twin 
studies point to large genetic contributions to individual differences in vulnerability to 
develop dependence on addictive substances. Twin data suggests that much of this genetic 
vulnerability is shared by individuals who are dependent on a variety of addictive sub-
stances, though some is likely to be substance speci fi c. 

 Substance-dependent individuals also differ in their abilities to quit use of addictive 
substances and to maintain abstinence. Twin data for abilities to quit smoking provide some 
of the best evidence for genetic in fl uences on abilities to achieve and maintain abstinence 
on an addictive substance. 

 These estimates for overall genetic contributions still leave open a variety of possibilities 
concerning the “genetic architectures” that underlie these “addiction vulnerability” and 
“quit success” phenotypes. Current molecular genetic data relevant to each of these pheno-
types  fi t with the idea that each displays largely polygenic in fl uences. Major gene effects 
have been identi fi ed for alcohol dependence in Asians with the  fl ushing syndrome and for 
low-level cigarette use (“chippers”) with modest signs of physiological nicotine depen-
dence at a chromosome 15 nicotinic receptor locus. Genes identi fi ed in molecular genetic 
studies of “addiction vulnerability” and “quit success” phenotypes partially overlap, as we 
would expect from classical genetic studies, and fall into several functional classes more 
than expected by chance. These data provide a substrate to improve understanding of sub-
stance dependence and the ability to quit smoking. With better understanding of genetic 
in fl uences on these phenotypes, we may be better positioned to improve understanding of 
the large environmental in fl uences on these phenotypes, to personalize treatments, and even 
to personalize prevention strategies for individuals at especial risk.     

      Genetic Contributions to Individual 
Differences in Vulnerability 
to Addiction and Abilities to Quit       
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  Learning Objectives 

    1.    To understand the relative roles of genetic and 
 environmental in fl uences in vulnerability to addic-
tions and abilities to quit smoking.  

   2.    To understand the few large effects at single gene loci.  
   3.    To understand the concept of polygenic genetic 

in fl uences, the large roles that they play in addiction 
vulnerability and quit success and the dif fi culties 
that such genetic architecture poses for developing 
certainty about the involvement of speci fi c genes.  

   4.    To understand the ways in which groups of genetic 
in fl uences, taken together, can make powerful con-
tributions to our understanding of addictions and 
quit success and ability to personalize prevention 
and treatments.     

 

 

  Issues that Need to Be Addressed by Future Research 

    1.    To identify the molecular and biochemical ways in 
which variants in addiction associated and quit- 
success associated genes alter the brain in ways that 
alter addiction and quitting behaviors.  

   2.    To understand the ways in which addiction-related 
gene variants also exert in fl uences on addiction-
associated phenotypes (pleiotropic in fl uences).  

   3.    To understand the roles of epigenetic marks in 
 contributing to individual differences in addiction 
vulnerability and ability to quit.  

   4.    To use genetic information to help match individuals 
to the prevention and treatment strategies that are 
likely to work best for them.  

   5.    To control for genetic in fl uences in ways that expand 
the power of studies of the environmental in fl uences 
on addiction vulnerability and ability to quit.     

 

   Current Views of the “Genetic Architecture” 
for Substance Dependence Phenotypes 

 Current models for the genetic architecture for dependence 
on addictive substances in the population are based on the 
information from (1) family study data (in which risk to rela-
tives of addicted individuals is compared to risks in members 
of the general population), (2) adoption study data (in which 
adoptees’ similarities to biological relatives vs. adoptive 
family members are compared), and (3) twin study data 
(in  which concordance in genetically identical monozygotic 
vs. genetically half-identical dizygotic twins are compared). 

These data are complemented and supplemented by overall 
results from molecular genetic studies, including (1) linkage 
studies that assess the ways that traits and genetic markers 
move together through families and (2) association studies 
of the ways in which traits and genetic markers move together 
through “unrelated” members of the population. 

 Support for the idea that vulnerability to addictions is a 
complex trait with strong genetic in fl uences that are largely 
shared by abusers of different legal and illegal addictive 
 substances  [  1–  4  ]  comes from such classical genetic studies. 
Family studies document that  fi rst-degree relatives (e.g., sibs) 
of addicts display greater risk for developing substance 
dependence than more distant relatives  [  1,   5  ] . Adoption stud-
ies  fi nd greater similarities between levels of substance abuse 
between adoptees vs. biological relatives than adoptees vs. 
members of the adoptive families  [  1  ] . In twin studies, differ-
ences in concordance between genetically identical and 
 fraternal twins also support substantial heritability for vul-
nerability to addictions  [  3,   6–  12  ] . Twin data allows quantita-
tion of the amount, about half, of addiction vulnerability that 
is heritable. Twin data also supports the idea that the environ-
mental in fl uences on addiction vulnerability that are not 
shared among members of twin pairs are much larger than 
those that are shared by members of twin pairs. Analyses of 
these data fractionate the similarity between twins in ways 
that attempt to segregate additive genetic in fl uences (a), 
common environmental in fl uences shared by sibs (c) and 
unique environmental in fl uences that are not necessarily 
shared by sibs (e). In this terminology, e 2  is >> c 2  in virtually 
every such study, supporting the idea that many of the envi-
ronmental in fl uences on human addiction vulnerability are 
thus likely to come from outside of the immediate family 
environment. 

 Not all environments allow the genetic vulnerabilities to 
become dependent on a substance to be expressed. A striking 
example of a shift from a less to more permissive environ-
ment comes from studies of the apparent heritability of 
smoking in Scandinavian twin pairs sampled from different 
birth cohorts. Studies of twins raised in late nineteenth- to 
twentieth century Swedish environments document the pro-
gressively greater emergence of apparent heritable in fl uences 
on smoking in women over this time period  [  13  ] . During this 
time, the initially strong social constraints against smoking 
in women were relaxed. Interestingly, heritability estimates 
in men were similar through this same time period. The 
allelic variants that predispose modern Swedish women to 
smoke are likely to be virtually identical to those present in 
their grandmothers who were environmentally constrained 
against smoking  [  13  ] . This work thus provides one of the 
most striking examples of in fl uences that a strongly nonper-
missive environment can have on the expression of an under-
lying genetic vulnerability. 
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 We are also fortunate to have data from studies of identical 
vs. fraternal twin pairs that evaluate the degree to which one 
twin’s dependence on a substance enhances the chance that 
his or her co-twin will become dependent on a substance of 
a different class. Results of these analyses document that 
many (and probably most) of the genetic in fl uences on addic-
tion vulnerability are common to dependence on multiple 
different substances, though others do appear to be substance 
speci fi c  [  2,   9,   10  ] . 

 Data from linkage studies can identify large effects at 
single gene loci with good sensitivity and speci fi city in ways 
that are highly reproducible. When effects at each single 
locus are small, however, different linkage-based studies 
display results that replicate at about the rates expected by 
chance alone. When we assemble linkage data for depen-
dence on alcohol in individuals with Asian genetic back-
grounds, there is a robust effect of chromosome 4 markers 
at the alcohol dehydrogenase/acetaldehyde dehydrogenase 
locus that are associated with the protective effect of 
“ fl ushing syndrome” variants in members of these popula-
tions. However, there have been no other gene variants 
which reproducibly provide such large single-gene 
in fl uences on vulnerabilities to addictions in members of 
other populations. Our view of the genetic architecture of 
addiction vulnerability in Asian individuals is thus that it is 
composed of the large effect of these chromosome 4 vari-
ants and more modest effects of variants at other loci, while 
there is no single gene variant that appears to provide such 
a strong in fl uence in individuals with African or European 
heritages. 

 Data from association studies of addiction, per se, provides 
little evidence for any very large effect of any single gene. 
However, in studies of the quantity of cigarettes that smokers 
use, a variety of studies have now identi fi ed robust effects of 
variants at a chromosome 15 locus that contains a number of 
nicotinic acetylcholine receptor genes (see below).  

   Current Views of the “Genetic Architecture” 
for Cessation Success Phenotypes 

 Data from classical genetic studies of individual differences 
in abilities to quit are sparser than data from studies of vul-
nerability to become dependent. Nevertheless, twin studies 
do identify substantial differences between monozygotic- 
and dizygotic-twin similarities for the ability to quit smok-
ing. Twin data from several studies strongly support the idea 
that ability to quit smoking can display a robust heritable 
component, accounting for about half of the individual dif-
ferences in this phenotype in recent twin datasets  [  14  ] . It is 
likely that these genetic in fl uences display modest overlap 
with those that in fl uence development of dependence, though 
support for this idea is more indirect  [  14  ] .  

   Potential Molecular Genetic Con fi gurations 
for Substance Dependence and Quit Success 

 One way in which to frame the actual molecular genetics of 
substance dependence and quit success is to consider some 
of the ways in which different genetic and environmental 
components might combine to produce overall vulnerabili-
ties with about half genetic and about half environmental 
in fl uences. 

  Small vs. large effects of most allelic variants that contribute 
to vulnerability . It was conceivable, prior to molecular genetic 
studies, that large effects of variants at a relatively few genes 
could provide the genetic contributions to addiction vulnera-
bility and abilities to quit smoking. If this were so, linkage 
studies would provide major signals based on the ways in 
which these phenotypes moved together with chromosomal 
markers within pedigrees. Unfortunately, most linkage data 
in this  fi eld does not provide such reproducible signals, with 
the exception of data for the chromosome 4 ADH/ALDH 
locus in Asians. Based on this largely negative information, 
our attention is turned toward consideration of relatively 
small contributions from individual allelic variants. 

  Many vs. relatively few allelic variants that contribute to 
 vulnerability . It was conceivable, prior to molecular genetic 
studies, that allelic variants at a relatively small number of 
chromosomal loci could contribute to addiction vulnerability 
and ability to quit smoking. Under these circumstances, many 
or even most of the individuals whose addiction or quit suc-
cess received genetic contributions would be in fl uenced by 
many or even most of the same allelic variants. Under such 
circumstances, many of the allelic variants that in fl uence 
these phenotypes in the general population would be repre-
sented in each individual with these phenotypes. These cir-
cumstances provide the most opportune setting for 
genome-wide association. They also provide the most oppor-
tune setting in which we could use genotypes to predict indi-
vidual vulnerabilities. The simple form of this model demands 
that the variants should be similar in individuals from each 
current racial/ethnic group. Such variants should thus be “old” 
in the sense that they need to have (a) arisen prior to separa-
tion of the modern racial/ethnic groups and (b) to have been 
maintained in the populations that arose from these ancestral 
humans through balancing selection or similar mechanisms 
 [  15  ] . Unfortunately, data from genome-wide association stud-
ies supports only modest number of allelic variants with such 
properties, though they may well provide contributions to 
both quit success and addiction vulnerability phenotypes. 

  Additive vs. interactive effects  of most allelic variants. It is 
conceivable that the in fl uences of many individual allelic 
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variants, and those of many individual environmental 
 contributions, sum in additive fashion, to at least a  fi rst 
approximation. Indeed, most current analyses of twin data 
use mathematical formulations that identify additive genetic 
components, supporting the idea that much of the genetic 
in fl uence on addiction vulnerability and quit success can be 
 fi t, again to a  fi rst approximation, by additive models. Such 
an overall  fi t, however, is not able to exclude numbers of 
interactions between (a) the effects of individual allelic 
genetic variants and (b) genetic and environmental features. 
Indeed, the twin data cited above that documents increasing 
evidence for heritability for smoking in Scandinavian women 
as the environment became increasingly permissive for such 
smoking support a strong G × E interaction between genetic 
and environmental components. 

  Relatively “old” vs. relatively “new” variants . Addiction 
vulnerability and ability to quit smoking could be in fl uenced 
by allelic variants that arose relatively recently in the course 
of human history, and/or those that arose in the more distant 
past. In general, “older” variants are more likely to be com-
mon in human population, and to be present in individuals of 
each of the current racial/ethnic groups. By contrast, “newer” 
variants may be present at strikingly different frequencies in 
individuals from different current racial/ethnic groups. 
“ Common disease/common allele” models   [  16  ]  would sup-
port roles for common variants in these common phenotypes. 
However, for variants that have been maintained in the popu-
lation for long periods of time, we must consider how  genetic 
selection  might have acted in environments that include the 
early African environments experienced small groups of 
early humans. No study of these early environments  fi nds 
any strong evidence for the presence of any potent addictive 
substance, to our knowledge. We thus need to consider the 
ways in which selective processes might have operated in the 
absence of both addictive substances and in the absence of 
selective evolutionary pressures that can be attributed to use 
of addictive substances. For such variants to exert substantial 
effects, it thus also seems likely that many allelic variants 
that in fl uence addiction vulnerability must have provided 
 balancing selection . Balancing selection provides one of the 
few theoretical means for maintaining common allelic vari-
ants over extended periods of time. “In the era of molecular 
population genetics, … balancing selection (refers to) loci 
(that display) levels of nucleotide polymorphism that exceed 
neutral expectation”  [  17  ] . We think of balancing selection as 
providing in fl uences that are favorable in some individuals 
or organs or circumstances and unfavorable in other indi-
viduals or organs or circumstances. 

  Genetic vs. epigenetic in fl uences . Addiction vulnerability 
and ability to quit smoking are both likely to receive contribu-
tions from both classical DNA sequence variations passed 

through the population in classical ways and also from 
 epigenetic marks, including imprinted marks that are passed 
from speci fi c parents to offspring. As family studies improve 
in their resolution, parent of origin effects might help to 
reveal in fl uences of this variety of epigenetic effect. However, 
it is likely that elucidation of most epigenetic in fl uences will 
require studies of their molecular genomic bases. 

  Relatively large vs. relatively small DNA changes . DNA 
 differences from individual to individual include single 
nucleotide polymorphisms (SNPs), insertions/deletions of as 
few as a single base, simple sequence length polymorphisms, 
typically of two, three, or four base pairs repeated many 
times, variable number tandem repeats, often of ca 40 bp, 
and copy number variations, of at least 1,000 bp but typically 
much longer. Large differences in DNA and small-sized dif-
ferences in DNA are each present when we compare any two 
unrelated individuals. Presumably, differences of each of 
these molecular types are likely to contribute to the allelic 
variants that contribute to the heritable elements in the popu-
lation that alter vulnerability to addiction vulnerability and 
ability to quit smoking. 

  Haplotypes vs. single DNA changes . The DNA differences 
from individual to individual that are present in the popula-
tion are inherited as parts of haplotype “blocks,” in which 
multiple DNA variations are inherited together. The allelic 
variation at a speci fi c locus that contributes to a phenotypes 
can thus be considered as a single DNA change (such as a 
change that produces missense variations in the encoded 
protein) or as a haplotype, in which multiple nearby DNA 
variants contribute, as a group, to the phenotype. 

  Simple allelic variation vs. allelic heterogeneity . At any sin-
gle gene locus, it is possible that traits can be in fl uenced by 
only single variants. However, allelic heterogeneity provides 
a mechanism whereby multiple different DNA differences at 
the same locus can each contribute to a phenotype. Different 
missense variations in the CFTR gene can all lead to cystic 
 fi brosis, for example  [  18  ] . It seems likely that at least some 
of the genes in which one variant can provide a basis for 
balancing selection and for addiction vulnerability will also 
manifest other distinct allelic variants that provide the same 
features.  

   Approaches: Genome-Wide Association 

  Genome-wide association  (GWA or GWAS) is now a principal 
method of choice for identifying allelic variants that contrib-
ute to complex genetic disorders, especially those with poly-
genic genetic bases (e.g., derived from effects at many gene 
loci, each with modest effects, as well as from environmental 
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determinants)  [  19–  35  ] . In current applications of genome-wide 
association, alleles at one million SNP markers are assessed 
in cases and controls. These experiments thus ask how phe-
notypes and genetic markers (genotyped approximately 
every 1/1,000,000th of the genome) are found together in 
nominally unrelated individuals (although we are all dis-
tantly related to each other, of course). We and others have 
developed these methods, relying on the increasing densities 
of SNP markers that can be assessed using “SNP chip” 
microarrays of increasing sophistication  [  28–  32,   34,   35  ] . 
Genome-wide association gains power, as densities of 
genomic markers increase. Association identi fi es much 
smaller chromosomal regions than linkage-based approaches. 
Association thus allows us to identify variants in speci fi c 
genes rather than in large chromosomal regions. Genome-
wide association fosters pooling strategies that preserve 
con fi dentiality and reduce costs  [  28–  31,   36–  42  ] . Genome-
wide association provides ample genomic controls. Proper 
genomic controls can minimize the chances that disease vs. 
control differences are confounded by occult strati fi cation, 
such as the strati fi cation that might arise from unintended 
occult ethnic mismatches between disease and control 
samples. 

 Substance dependence was one of the  fi rst complex 
 phenotypes for which replicated association-based genome 
scanning data was reported  [  21,   28–  30,   43,   44  ] . There is now 
a torrent of information from genome-wide association 
studies of both substance dependence and other brain-based 
heritable phenotypes that co-occur with addictions more than 
expected by chance and are thus good candidates to display 
genetic overlaps with addiction (reviewed in  [  45  ] ).  

   Actual Molecular Genetic Observations 
for Substance Dependence 

  Oligogenic effect of chromosome 15 haplotypes on FTND 
dependence among smokers.  The largest single addiction-
related molecular genetic effects in non-Asians is found in 
data that compares heavy smokers with high FTND scores to 
smokers without evidence for dependence by FTND criteria. 
Markers in the chromosome 15 gene cluster that encodes the 
 a 3,  a 5 and  b 4 nicotinic acetylcholine receptors display dif-
ferent allelic frequencies between these heavy vs. light smok-
ers in each of several studies  [  21,   33,   46  ] . This chromosome 
15 locus is likely to provide a good example of “secondary” 
pharmacogenomics, since (1) it is identi fi ed in relation to 
this quantity–frequency related phenotype, (2) it has not 
been identi fi ed as prominently in comparisons between 
FTND dependent and control, nonsmokers and (3) it has not 
been associated as reproducibly with dependence on other 
substances  [  45  ] . Markers in this chromosomal location have 
now been associated with differences between light and 

heavy smokers (and/or with lung cancers whose cell types 
are intimately associated with smoking histories) in samples 
from several international sites, though most of these sam-
ples are from European genetic backgrounds  [  44,   47–  51  ] . 

  Smaller effects of variants at other loci on DSM dependence.  
No GWA or linkage study provides evidence for any other 
effect of this magnitude of variants at any single locus on 
DSM dependence on any substance. On the other hand, com-
parisons of dependent individuals with control individuals 
with modest or no lifetime smoking identify polygenic 
effects of genes at a variety of gene loci. 

 In analyzing data from addiction vulnerability samples, 
we focus here and in recent reviews  [  45  ]  on clusters of 
genomic marker SNPs whose allele frequencies distinguish 
control individuals from those with substance dependence or 
addiction-related phenotypes. We identify chromosomal 
regions that contain clusters of such nominally positive 
results in replicate samples for addiction vulnerability. In the 
analyses presented in this chapter, we focus on addiction-
associated allelic variants that lie in genes. Evolutionarily 
old common haplotypes (e.g., groups of nearby variants that 
travel together through generations) that lie within genes are 
among the most likely to be tagged by SNP markers that are 
represented on current microarrays. Haplotypes that involve 
genes are thus among the most likely variants to exist in cur-
rently reported datasets. It seems reasonable to postulate that 
many of these allelic variants that lie within genes provide 
regulatory variants that alter expression or regulation. Other 
variants are likely to alter mRNA half-lives or mRNA splic-
ing. Variants that alter mRNA splicing could occur at the 
locus of the affected gene ( cis ) or at genes at different loci 
that alter generic mRNA splicing processes ( trans ). It seems 
likely that only a minority of the addiction-associated vari-
ants will involve missense effects on expressed proteins. 

 It also seems likely that many addiction-associated vari-
ants will lie outside of genes, at least as we currently under-
stand them. Loci reproducibly associated with diabetes/body 
mass, for example, lack conventional hallmarks of “genes,” 
such as expressed sequences  [  25  ] . While the analyses in this 
chapter focus on the identi fi cation of variants within genes, 
we should also remain alert for roles for “intergenic” varia-
tions in chromosomal regions that lie between the currently 
understood genes. 

  Samples for genome studies of human addiction vulnerability.  
As we have recently reviewed  [  45  ] , genome-wide associa-
tion data for addiction vulnerability samples from European, 
African and Asian genetic heritages are now available. These 
data come from European-American research volunteers, 
African-American research volunteers, Asian individuals 
who largely presented to emergency facilities with metham-
phetamine psychosis and matched controls, dependent and 
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   Table 7.1    Genes likely to contain variants that in fl uence addiction vulnerability based on their identi fi cation by at least three GWA analyses  [  45  ]  
from six 500k to 1M GWA datasets shown ( p  values from Monte Carlo simulations, not corrected for repeated testing)   

 Gene  chr  bp:start  NIDA IM  NIDA 600k  NIH  ECA  JGIDA  Taiw   p -Value 

 AGBL4  1  48,822,129  6  3  3  0.0026 
 PBX1  1  162,795,561  5  4  3  0.0036 
 PRKCE  2  45,732,547  3  7  3  0.0145 
 GRM7  3  6,877,927  3  3  3  11  0.0119 
 ZNF659  3  21,437,651  3  9  6  0.0033 
 FHIT  3  59,710,076  5  3  15  24  20  8  0.0032 
 GRIK2  6  101,953,675  3  1  4  0.0261 
 SYNE1  6  152,484,516  3  7  20  0.0025 
 PDE1C  7  31,795,772  3  3  9  4  0.0036 
 CSMD1  8  2,782,789  10  15  14  29  25  18  0.0011 
 XKR4  8  56,177,571  3  5  4  5  0.0045 
 FKBP15  9  114,967,620  4  4  4  0.0008 
 FRMD4A  10  13,725,718  3  3  3  5  0.0142 
 MPP7  10  28,382,994  3  3  5  0.0065 
 PCDH15  10  55,250,866  3  11  3  0.0128 
 CTNNA3  10  67,349,937  3  4  4  2  3  0.0283 
 C10orf11  10  77,212,525  3  9  5  0.0128 
 PARVA  11  12,355,679  4  1  3  0.0033 
 LDLRAD3  11  35,922,188  3  3  4  0.0116 
 GRM5  11  87,880,626  5  3  9  0.0043 
 ETV6  12  11,694,055  3  4  3  0.0118 
 SLC2A13  12  38,435,090  6  4  14  0.0001 
 ABCC4  13  94,470,090  4  3  3  0.0048 
 PRKCH  14  60,858,268  5  7  9  0.0006 
 NRXN3  14  77,939,846  3  1  6  0.0694 
 THSD4  15  69,220,842  3  4  3  0.0236 
 CDH13  16  81,218,079  3  6  14  18  17  18  0.0009 
 FHOD3  18  32,131,700  3  8  3  0.0092 
 C20orf133  20  13,924,269  3  21  6  0.0271 
 DSCAM  21  40,306,213  4  3  9  6  0.0046 

nonsmokers, largely of European ancestries and individuals 
sampled as parts of epidemiological studies. 

 These data can be compared to data from studies of indi-
viduals of European ancestries with alcohol dependence 
compared to nondependent controls recruited from the same 
areas. 

 Substance-dependent individuals, when compared to con-
trol individuals, reproducibly display association signals of 
modest sizes that identify genes  [  45,   52  ] . Monte Carlo simu-
lations provide a basis for assessing how often their repro-
ducible association signals might be found by chance. In 
comparison of the data from a number of samples, these sim-
ulations identify convergent data that is virtually never found 
by chance (reviewed in  [  45  ] ). 

 These analyses provide some of the strongest molecular 
genetic support for the classical genetic studies of addiction 
vulnerability. They also provide substantial support for the 
idea that many of the allelic variants that predispose to addic-
tion vulnerability are evolutionarily “old,” since strongly 
convergent  fi ndings are found in comparing substance-
dependent to control individuals of European-, African- and 

Asian genetic backgrounds. These analyses also provide 
support for the idea that dependence on substances of differ-
ent classes is in fl uenced by substantially overlapping genetic 
in fl uences. We have identi fi ed overlaps that are much greater 
than chance for dependence on a number of illegal sub-
stances (including methamphetamine), alcohol and nicotine 
( [  32,   34,   35  ]  and reviewed in  [  45  ] ). None of the results that 
compare substance-dependent vs. control individuals 
identi fi es any gene’s allelic variants that appear to provide 
large effects. These observations are consistent with the fail-
ure of linkage-based studies for substance dependence to 
identify any highly reproducible loci, even though similar 
DSM and Fagerstrom diagnoses were used for linkage. 

 We list some of the genes that are identi fi ed by these 
reproducible  fi ndings in Table  7.1 . It is important to note that 
few of these genes are identi fi ed by results from each study 
and that few display Monte Carlo p value that withstand rig-
orous corrections for multiple testing. While the entire list of 
genes shown in Table  7.1  is very unlikely to have been 
identi fi ed by chance, many of the individual genes in this list 
are likely to have been identi fi ed by chance. These results 
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from polygenic underlying genetic architectures are likely to 
result in continuing debate concerning in fl uence of many of 
these genes by workers in the  fi eld. However, we can make 
increasingly con fi dent statements about the properties of 
these sets of genes as a group, even though the nature of 
these individual genes is likely to be complex for many read-
ers of this chapter. For example, bioinformatic methods now 
allow statistically valid comparisons of the frequencies with 
which we identify genes that fall into certain functional 
classes in comparison to the degree to which we might have 
identi fi ed these classes by chance. These genome-wide func-
tional enrichment analyses provide evidence for overrepre-
sentation of genes of speci fi c functional classes related to 
brain connectivities and neurotransmitter function, as shown 
in Table  7.2 .    

   Actual Molecular Genetic Observations 
for Smoking Cessation 

 Smoking cessation molecular genetics is a more recent area 
in which studies of small numbers of individuals who par-
ticipated in smoking cessation trials are now complemented 
by increasing numbers of studies of individual from larger 
samples who report current smoking vs. those who report 
former smoking and successful abstinence. 

 We have recently reported data from genome-wide asso-
ciation in (a) three samples of smokers who were successful, 
compared to those who were unsuccessful, in clinical trials 
conducted in Philadelphia, Washington DC, Buffalo, 
Providence, and Durham  [  35  ] . These subjects for clinical tri-
als were treated with nicotine replacement or with bupro-
pion, accompanied by standardized behavioral counseling; 
(b) a sample of smokers, ascertained at the NIH, who were 
successful vs. unsuccessful in quitting in the community 
 [  53  ] ; (c) a sample of smokers who were successful vs. unsuc-
cessful in quitting in a trial of denicotinized cigarettes  [  54  ] ; 
and (d) a sample of smokers who were successful vs. unsuc-
cessful in quitting in a study of the effects of different doses 
of “prequit date” NRT (and denicotinized cigarettes) (Uhl et al 
(2009), submitted). We have completed additional analyses 
for smoking cessation in a UK general practice setting and 
in a randomized controlled clinical trial of pre-cessation 

nicotine replacement. Caporaso and colleagues have also 
recently reported several SNPs that display the most nominal 
signi fi cance in comparisons of former to current smokers in 
cancer cohorts  [  55  ] . In pregnant smokers, there is also recent 
data that the chromosome 15 locus variants alter ability to 
quit  [  56  ] . 

 There is remarkably convergent data from comparisons of 
the initial three “smoking cessation success” GWA datasets. 
Nominally positive clustered SNPs from successful vs. 
unsuccessful quitter comparisons from these samples cluster 
together on small chromosomal regions to extents much 
greater than chance  [  35  ] . The Monte Carlo p values for the 
replication for these samples, taken two at a time, were 
0.00054, 0.0016, and 0.00063, respectively. 

 Among the smokers identi fi ed in the NIH samples described 
above  [  53,   57  ] , we were also able to compare data from indi-
viduals who reported lifetime nicotine dependence and cur-
rent smoking when interviewed vs. individuals who reported 
having been nicotine dependent at some time in their lives but 
who achieved abstinence  [  53  ] . The “current smokers” started 
to smoke at age 17 (±4), smoked for 18 (±13) years, consumed 
20 (±13) cigarettes per day and continued to smoke when 
interviewed, while the “quitters” starting smoking at 17 (±3) 
years of age, smoked an average of 20 (±13) cigarettes per day 
for 13 (±11) years but subsequently maintained abstinence 
for 16 (±12) years by the time of interviews. 

 Remarkably, the data from these “community quitter” 
comparison overlapped signi fi cantly with data from quit suc-
cess in two of the three clinical trial samples in  [  35  ]  
( p   £  0.0001). Genes that we have identi fi ed by clusters of 
nominally positive SNPs in both clinical trial and commu-
nity-based samples for the ability to successfully quit smok-
ing include ataxin 2-binding protein 1, CUB and Sushi 
multiple domain 1, Down syndrome cell adhesion molecule, 
protocadherin 15, and the retinoic acid receptor  b . As for a 
number of the other comparisons noted here, a dispropor-
tionate number of these genes thus represent cell adhesion 
molecules. 

 The data for clustered, nominally positive SNPs from the 
UK samples also provide signi fi cant overlap with data from 
prior samples. Overlaps between the clusters of nominally 
positive SNPs from this dataset with previously reported 
results from the initial three quit success samples  [  35  ]  

   Table 7.2    Functional genomic results from evaluating the classes of “addiction vulnerability” genes over- and under-represented in Gene 
Ontology categories [MNB GWA studies, hyprgeomertic tests, BioBase (  http://helixweb.nih.gov/biobase    , TD, GRU (2009) unpublished data)]   

 GO identi fi er  GO term  # Hits in group  Group size 
 Over(+)/under(−) 
representation   p -Value 

 GO:0007268  Synaptic transmission  26  336  +  2.45777E-06 
 GO:0007155  Cell adhesion  49  898  +  4.07463E-06 
 GO:0019226  Transmission of nerve impulse  27  377  +  6.71324E-06 
 GO:0009058  Biosynthetic process  78  4,046  −  4.09647E-05 

http://helixweb.nih.gov/biobase
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identi fi ed 100, 217 and 183 clusters of nominally positive 
SNPs, respectively ( p  < 0.0001 for each comparison). The 
clustered positive SNPs from this work also displayed a 
signi fi cant overlap with clustered, nominally positive SNPs 
from NIH research volunteer samples  [  53  ] . Overlaps with 
these data identi fi ed 78 clusters of nominally positive SNPs 
( p  < 0.0001). Finally, the clusters from the current samples 
identify 68 clusters from comparisons between successful 
and unsuccessful quitters studied in the clinical trials of deni-
cotinized cigarettes  [  54  ] . The overlaps between the clustered, 
nominally positive SNPs from the 25   k results from the 
current sample and the clustered, nominally positive SNPs 
from at least one other sample of successful vs. unsuccessful 
quitters and/or nicotine dependence identify 245 chromo-
somal regions. 

 There were two SNPs that displayed nominally signi fi cant 
differences with the most signi fi cant p values in the work of 
Caporaso and colleagues  [  55  ] ; there were nominally posi-
tive SNPs from our work that lay within 40 kb of each of 
these SNPs. 

 When we seek convergence between genes identi fi ed by 
multiple samples that include recent work with J Rose and 
colleagues, we identify a number of genes. Again, the statis-
tical odds that this entire list of genes is due to chance are 
very low despite the fact that a number of the genes on this 
list are likely to re fl ect false positives (Table  7.3 ). As a group, 
these genes are also expressed in brain more than we could 
expect by chance and provide more representation of speci fi c 
Gene Ontology classes than would be expected by chance 
using hypergeometric tests (Table  7.4 ).    

   Table 7.3    Genes likely to contain variants that in fl uence ability to quit smoking based on their identi fi cation by at least three GWA analyses that 
include recent data  [  45  ]  from 500k to 1M GWA datasets ( p  values from Monte Carlo simulations, not corrected for repeated testing)   

 Gene  ch  bp: start  R II  PIP  V  H  L  R I  B  Bi   p -Value 

 KIF1B  1  10,193,418  5  16  8  0.0005 
 DAB1  1  57,236,167  9  93  7  2  3  0.0021 
 DNM3  1  170,077,261  7  17  3  1  0.0095 
 ASTN  1  175,096,826  6  12  2  1  0.0082 
 CTNNA2  2  79,593,634  6  57  2  2  7  0.0066 
 TCF7L1  2  85,214,245  5  1  2  0.0122 
 RAPGEF4  2  173,308,853  10  6  1  0.0052 
 RBMS3  3  29,297,947  4  11  2  8  0.0068 
 FHIT  3  59,710,076  11  105  7  2  2  0.0033 
 EEFSEC  3  129,355,003  6  17  2  0.0077 
 SLC9A9  3  144,466,754  4  33  2  5  0.0099 
 TP73L  3  190,831,910  3  4  1  1  0.0145 
 LEPREL1  3  191,157,316  9  11  4  2  0.0010 
 FGF12  3  193,342,413  5  5  3  2  0.0175 
 RNASEN  5  31,436,926  6  1  1  0.0094 
 PDE4D  5  58,302,468  4  15  1  0.0428 
 SLC22A5  5  131,733,343  6  8  1  0.0039 
 SLIT3  5  168,025,857  6  24  5  3  3  1  0.0012 
 KCNIP1  5  169,713,459  5  23  3  0.0088 
 KIAA1900  6  97,479,324  6  6  1  0.0125 
 GRIK2  6  101,953,675  2  16  2  2  1  0.0139 
 UST  6  149,110,157  6  41  4  0.0039 
 PARK2  6  161,689,661  6  91  6  2  8  0.0044 
 DGKB  7  14,153,770  4  38  1  0.0262 
 MAGI2  7  77,484,310  6  51  2  1  0.0314 
 SEMA3A  7  83,428,426  12  2  1  0.0024 
 CSMD1  8  2,782,789  6  191  4  10  10  5  12  0.0015 
 DLC1  8  12,985,243  5  17  2  0.0169 
 PSD3  8  18,432,343  18  23  1  0.0013 
 TG  8  133,948,387  4  11  3  0.0123 
 ST3GAL1  8  134,540,312  5  9  2  1  0.0042 
 ZNF406  8  135,559,213  4  21  3  0.0072 
 COL22A1  8  139,669,660  6  21  1  0.0119 
 PTPRD  9  8,307,268  4  42  2  8  2  0.0026 
 KIAA1797  9  20,648,309  5  5  2  0.0214 

(continued)
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 Gene  ch  bp: start  R II  PIP  V  H  L  R I  B  Bi   p -Value 
 PIP5K1B  9  70,510,436  4  51  1  0.0030 
 GABBR2  9  100,090,187  4  19  5  0.0101 
 DIP2C  10  311,432  8  7  3  1  0.0043 
 BICC1  10  59,942,910  4  8  2  0.0244 
 NRAP  10  115,338,573  1  11  1  1  0.0057 
 CASP7  10  115,428,925  11  10  1  2  0.0004 
 SLC1A2  11  35,229,329  7  34  3  3  0.0004 
 SOX5  12  23,576,498  10  48  2  2  0.0053 
 MYBPC1  12  100,512,878  8  4  1  0.0047 
 GPR133  12  130,004,790  4  26  1  0.0090 
 NBEA  13  34,414,456  9  5  1  0.0206 
 LMO7  13  75,092,571  5  23  2  0.0076 
 GPC5  13  90,848,930  1  25  2  1  0.1015 
 GPC6  13  92,677,096  17  40  1  4  0.0013 
 STK24  13  97,902,414  4  22  1  0.0075 
 NPAS3  14  32,478,200  16  70  5  1  <0.0001 
 RGS6  14  71,469,586  32  15  1  4  <0.0001 
 WDR72  15  51,594,652  7  14  2  2  0.0021 
 HMOX2  16  4,466,447  4  1  2  0.0113 
 A2BP1  16  6,009,133  6  181  3  14  12  13  <0.0001 
 CDH13  16  81,218,079  7  160  5  8  3  7  2  <0.0001 
 PRKCA  17  61,729,388  9  21  4  1  0.0036 
 SLC14A2  18  41,448,764  10  11  4  0.0002 
 MYO18B  22  24,468,120  5  32  5  3  1  0.0015 

Table 7.3 (continued)

   Conclusions 

 It is an exciting time to be able to summarize and review the 
rapidly emerging data on the complex genetics of human 
addiction vulnerability, ability to quit and related phenotypes. 
Genome-wide association results for dependence on several 
classes of addictive substances converge with each other in 
striking fashion that is highly unlikely, overall, to be due to 
chance. These data  fi t a genetic architecture for addiction and 
ability to quit smoking that is based on polygenic contribu-
tions from common allelic variants. Such a genetic architecture 
is quite consistent with data from family, adoption and twin 
classical genetic studies. As we note here, there are limitations 

to our current understanding. Few, if any, other individual 
genes are likely to display such reproducible  fi ndings as those 
exerted by the ADH/ALDH observations in Asians and the 
chromosome 15 cholinergic receptor gene cluster  fi ndings for 
smoking quantity/chipper phenotypes. Although we have 
con fi dence in the overall data from groups of genes, small 
effects at other gene loci are likely to provide limited con fi dence 
in results for some time. It is nevertheless reassuring that genes 
which are likely to contain variants that in fl uence both addic-
tion vulnerability and quit success, such as cadherin 13, have 
been identi fi ed reproducibly in many of our studies and those 
of others, suggesting that variants in a number of genes whose 
effects are polygenic but reproducible will be generally 
accepted as addiction association in the relatively near future.      

   Table 7.4    Functional genomic results from evaluating the classes of “quit success” genes over-represented in Gene Ontology categories [MNB 
GWA studies, hyprgeometric tests, BioBase (  http://helixweb.nih.gov/biobase    , TD, GRU (2009) unpublished data)]   

 GO identi fi er  GO term  # Hits in group  Group size 
 Over(+)/under(−) 
representation   p -Value 

 GO:0007154  Cell communication  150  4,357  +  9.13404E-06 
 GO:0007165  Signal transduction  137  3,996  +  0.00003875 
 GO:0015914  Phospholipid transport  5  18  +  6.91349E-05 
 GO:0007155  Cell adhesion  42  898  +  0.000107121 
 GO:0050808  Synapse organization and biogenesis  8  61  +  0.000152339 

http://helixweb.nih.gov/biobase
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  Learning Objectives 

    Pharmacotherapy strategies to treat addiction  • 
  Disul fi ram, moda fi nil, topiramate, and ondansetron • 
are promising medications for cocaine addiction  
  Bupropion, methylphenidate, moda fi nil, and naltrex-• 
one are promising medications for methamphetamine 
addiction  
  Buspirone, nefazadone, marinol, and  fl ouextine are • 
promising medications for cannabis addiction    

 

 

  Issues that Need to Be Addressed by Future Research 

    The role of CB1 antagonist, CRF antagonist, and • 
D3 partial agonist in addiction treatment  
  Subgroup response and biomarkers  • 
  Validation of preclinical model and clinical data    • 

 

   Background/Introduction 

 Over the past two decades, there has been a signi fi cant 
improvement over our understanding of the addictive pro-
cesses which impacted our approach to pharmacological 
treatment. 

 Data emerging from preclinical and clinical studies imply 
that speci fi c medications in the addictive process take on a 
selective role. This would suggest that certain medications 
could be targeted for a speci fi c function involved in the 
addictive process or at a speci fi c phase of treatment. 

  Abstract 

 Addiction is a very serious and very costly public health problem. FDA-approved medications 
are available for alcohol, nicotine, and opiate addiction but not for stimulants or cannabis 
addictions. The focus of this chapter is on the medications to treat illicit substances, mainly 
heroin, stimulants, and cannabis. Currently, psychotherapy is still the primary mode of 
treatment for stimulants and cannabis addiction; however, relapse rates remain high. The 
search for effective pharmacological treatments has yielded some positive signals in proof 
of concept trials. Medications that are being tested in con fi rmatory trials for stimulants 
addiction include bupropion, topiramate, moda fi nil, disul fi ram, ondansetron, and meth-
ylphenidate. For cannabis addiction there have been proof of concept trials that have shown 
ef fi cacy, such as buspirone, nefazadone, and marinol. Early preclinical and clinical data 
suggest that some new molecular entities would be promising for multiple addictions, e.g., 
CB1 antagonists, D3 partial agonists, and CRF antagonists.     
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 For example:
    1.    Withdrawal phase to ameliorate or reduce symptom 

severity.  
    2.    Active use phase to facilitate abstinence.  
    3.    Abstinence maintenance to prevent relapse by modulating 

stress, cue reactivity, and priming effects.  
    4.    Improving cognition (strategic thinking) and strengthening 

frontal inhibitory mechanisms (impulse control and deci-
sion making).     
 There are two caveats worth highlighting on the road to 

medication discovery. The  fi rst being preclinical animal mod-
els of addiction, e.g., self-administration, reinstatement, and 
cue reactivity. These are commonly used to screen compounds 
for their potential as medications. Although these models are 
helpful in selecting compounds, they have very limited pre-
dictive validity especially for stimulants. This is a critical 
issue and will not be fully resolved until an effective medica-
tion is found that can be tested in animals for model valida-
tion. Second, using human laboratory studies to assess safety 
and to test medication effects on the illicit drug of abuse sub-
jective effects or self-administration is also burdened with the 
limitations of the arti fi ciality of the lab setting, and the fact 
that patients recruited for these studies are not treatment seek-
ers or motivated to quit. In order to advance compounds for 
further development, these limitations need to be considered. 
This shifts the burden to the costly outpatient proof of con-
cept trials for proof of ef fi cacy. In order to maximize success 
of these trials, a priori hypotheses for subgroup response and 
the use of biomarkers are greatly stressed. 

 Clinical and preclinical data are emerging and would 
suggest that some marketed medications, e.g., naltrexone, 
lofexidine, and topiramate, and some new molecular entities, 
e.g., corticotropin-releasing factor (CRF) antagonists, CB-1 
antagonists, and D3 partial agonists, could be ef fi cacious in 
targeting the neurobiological processes underlying addiction 
regardless of the illicit drug used. Naltrexone, already 
approved for alcohol and opiate addiction, has shown ef fi cacy 
in proof of concept studies for cocaine  [  1  ]  and methamphet-
amine  [  2  ] . Topiramate dual mechanism of action as a GABA 
agonist and AMPA antagonist has shown ef fi cacy in early 
trials for alcohol, nicotine, food, and cocaine addictions  [  3  ] . 
Preclinical data suggest a role for lofexidine—already 
approved for opiate withdrawal  [  4  ]  in Europe—for stress-
induced relapse to stimulants use  [  5  ]  and in human lab studies 
for cannabis withdrawal and relapse  [  6  ] . 

 Preclinical data for the role of CRF in drug addiction is 
very important especially for relapse  [  7–  9  ] . CRF appears to 
be a mediator of stress-induced reinstatement in rodent 
models. This effect was found not to be unique to only 
cocaine in the rat models of stress-induced relapse  [  10,   11  ]  
but has also been shown in heroin  [  11,   12  ]  and alcohol  [  13  ] . 
These data support the well-known notion that stress is a major 
precipitant of relapse in abstaining patients. 

 Dopamine D3 receptors, cloned in 1990  [  14  ] , are located 
mainly in the accumbens. This dopamine receptor subtype 
was found to be upregulated in postmortem brains of patients 
with cocaine addiction who died of cocaine overdose  [  15  ] . 
D3 agonists exhibit cocaine-like effects in rodents and pri-
mates  [  14,   15  ] . D3 partial agonists have been shown to block 
cue-induced cocaine reinstatement  [  16,   17  ] , cocaine-primed 
cocaine seeking  [  17,   18  ] , and footshock-induced reinstate-
ment of cocaine self-administration in rats  [  19  ] , overall 
suggesting a potential role for D3 antagonists in preventing 
the three triggers of relapse. 

 The cannabinoid-1 (CB-1) receptor antagonists have been 
shown in different animal models to have a potential to treat 
multiple addictions  [  20,   21  ] . CB-1 antagonists act either by 
blocking the subjective/rewarding effects of drugs like THC 
or by blocking the ability of conditioned cues to promote 
reinstatement of drug-seeking behavior in animals, presum-
ably through the endocannabinoid system. Taken together, 
results suggest a role for the cannabinoid system for poly-
substance addiction. 

 Numerous marketed medications have been evaluated for 
ef fi cacy in treating stimulants and cannabis addiction. Below 
we review the data for published trials for stimulants and 
cannabis addiction.  

   Pharmacotherapy of Heroin/Opiates Addiction 

 Opioid addiction, in the form of heroin or prescription opioid 
addiction is a public health priority. According to the National 
Survey on Drug Use and Health of 2007, it has been esti-
mated that in the USA there were approximately 1.7 million 
persons classi fi ed with dependence on or abuse of opioid 
analgesics and 213,000 with dependence on or abuse of 
heroin. Approximately 6% of young adults aged 18–25 used 
prescription analgesics nonmedically. Population estimates 
on receiving treatment for drug addiction show that 558,000 
individuals received treatment for addiction to pain relievers 
and 335,000 for heroin addiction. This appears to be the tip 
of the iceberg, because many more people who are in need of 
treatment do not receive treatment. According to the NSDUH 
estimates, of the illicit drug users who need treatment, only 
17.8% actually receive treatment  [  22  ] . 

 The treatment of opioid addiction may intend to (a) alleviate 
the signs and symptoms of opioid withdrawal, (b) reduce the 
craving for opioids, (c) prevent or reduce the use of illicit 
opioids, (d) prevent opioid use relapse, and (e) prevent the 
psychosocial and medical complications associated with 
illicit opioid use. From the pharmacological perspective, 
opioid addiction can be treated with opioid agonists, opioid 
antagonists, and nonopioid medications. The Food and Drug 
Administration (FDA) has given approval to methadone 
(opioid agonist), buprenorphine (partial opioid agonist) alone 
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and in combination with naloxone (opioid antagonist), 
levomethadyl acetate (LAAM) (opioid agonist), and naltrexone 
(opioid antagonist). Other medications that have been inves-
tigated for the treatment of opioid addiction include alpha2 
agonists (i.e., clonidine and lofexidine),  N -methyl- d -aspartate 
(NMDA) receptor antagonists, tramadol, and corticotropin-
releasing hormone (CRH) antagonists. 

   Methadone 

 Methadone is a synthetic opioid agonist that has been used 
for the treatment of opioid addiction since the 1960s  [  23  ] . 
Methadone can alleviate the signs and symptoms of opioid 
withdrawal, as well as reduce the craving and illicit use of 
opioids. Furthermore, the treatment with methadone can 
improve the medical and psychosocial consequences, and 
mortality associated with illicit opioid use  [  24–  27  ] . 

 Doses of methadone of 20 mg/day orally and higher have 
been shown effective. However, it has been suggested that 
the dose of methadone should be determined on a case-by-case 
basis. For opioid withdrawal, the initial dose is 15–30 mg 
orally and then adjust based upon control of withdrawal. For 
maintenance, it should be determined based on the dose that 
is effective in preventing opioid withdrawal signs or symp-
toms. Usually, the dose ranges from 80 to 120 mg/day, but 
some patients may require even higher doses. 

 Methadone is contraindicated in individuals with bron-
chial asthma, known or suspected paralytic ileus, respiratory 
depression, and hypersensitivity to methadone hydrochlo-
ride. Patients should not drink alcohol while receiving treat-
ment with methadone. Side effects of methadone include 
diaphoresis, constipation, nausea, vomiting, asthenia, dizzi-
ness, lightheadedness, sedation, respiratory depression, and 
cardiovascular problems. Methadone has a black box warn-
ing from the FDA indicating that only approved hospitals 
and pharmacies can dispense oral methadone for the treat-
ment of narcotic addiction and that QT interval prolongation 
and serious arrhythmias (torsades de pointes) have been 
observed during treatment with methadone (although most 
cases involve patients being treated with doses greater than 
200 mg/day). 

 Some concomitant medications that may increase metha-
done’s risk to prolong QT interval include amitriptyline, 
desipramine, sertraline,  fl uvoxamine,  fl uoxetine, nortrip-
tyline, erythromycin, levo fl oxacin, moxi fl oxacin, rifampin, 
spar fl oxacin, haloperidol, mesoridazine, pimozide, prochlo-
rperazine, quetiapine, thioridazine, ziprasidone, as well as 
laxatives, steroids, diuretics. Other medications that may 
interact with methadone include opioid agonists and antago-
nists, antiretroviral medications, anticonvulsants, and mono-
aminoxidase inhibitors. Despite its potential risks, when 
methadone is prescribed under good medical supervision, it 

is a safe and cost-effective medication for the treatment of 
opioid addiction. 

 Methadone is widely used for the treatment of opioid-
dependent pregnant and lactating women, although it is not 
approved for this population. Methadone is an FDA 
Pregnancy Category C. This means that studies in animals 
have revealed adverse effects on the fetus, and there are no 
controlled studies in women. The medication should be given 
only if the potential bene fi t justi fi es the potential risk to the 
fetus. The psychosocial and medical bene fi ts have been well 
documented. Patients stabilized on methadone before preg-
nancy should remain on it. Opioid-dependent patient who 
requires methadone treatment can start with a dose of 
10–30 mg/day with additional doses of 5–10 mg every 4–6 h 
if signs or symptoms of withdrawal syndrome appear. 
Methadone is also recommended for the treatment of opioid 
dependence during the postpartum period. The dose of meth-
adone doses should be similar to the one received prior to 
pregnancy, which is often lower than the dose received dur-
ing the last trimester of pregnancy. Methadone is also 
 recommended for opioid-dependent women who are breast-
feeding. The bene fi ts of breastfeeding well exceed the risks 
of  methadone. Additionally, methadone may help to reduce 
the severity of neonatal abstinence syndrome  [  28,   29  ] .  

   Buprenorphine 

 Buprenorphine is a partial agonist at the mu opiate receptor 
that has less subjective effects and produces less withdrawal 
syndrome than morphine, and can block the subjective 
responses of up morphine. Due to its  fi rst-pass effects, the 
route administration of buprenorphine for the treatment opi-
oid dependence is sublingual  [  30–  32  ] . 

 An article published in 1989 suggested that buprenor-
phine could be a pharmacotherapy for opioid dependence. 
The  fi rst double-blind clinical trial that compared sublingual 
buprenorphine 8 mg/day vs. oral methadone 20 and 60 mg/
day was published in 1992. The results showed that buprenor-
phine was superior to 20 mg/day of methadone in retention 
in treatment and reduction of illicit opiate use  [  33  ] . Then, in 
1998 a study showed that buprenorphine 8 mg/day produced 
signi fi cant reduced illicit opiate use and drug craving  [  34  ] . 
Given the potential abuse liability and diversion of buprenor-
phine alone, it was decided to develop a new formulation of 
the combination of buprenorphine and the opioid antagonist 
naloxone. 

 In October 2002, the FDA approved sublingual buprenor-
phine tablets and buprenorphine/naloxone tablets for the 
treatment of opiate dependence. Subutex ®  (buprenorphine 
hydrochloride) and Suboxone ®  tablets (buprenorphine 
hydrochloride and naloxone hydrochloride) treat opiate 
addiction by preventing symptoms of withdrawal from 
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 heroin and other opiates  [  35  ] . Buprenorphine is a Schedule 
III medication of the US Controlled Substances Act 
classi fi cation. The Drug Abuse Treatment Act of 2000 allows 
quali fi ed physicians prescribe Schedule III, IV, and V opi-
ates for the treatment of opiate dependence. Therefore, pre-
scription of buprenorphine is limited to physicians who meet 
certain qualifying requirements and have noti fi ed the 
Secretary of Health and Human Services (HHS) of their 
intent to  prescribe this product for the treatment of opioid 
dependence  [  35  ] . 

 The appropriate dose and formulation of buprenorphine 
are based on the goals of the treatment and the clinical char-
acteristics of the individual patient. In general, buprenor-
phine alone is indicated for the induction into buprenorphine, 
the treatment of opioid withdrawal, and for patients with 
high levels of opioid dependence. This formulation appears 
to be better tolerated by patients in the  fi rst several days of 
treatment and has less risk of precipitating opioid withdrawal. 
Patients treated with this formulation should have close 
supervision because of the risk of abuse and diversion of this 
formulation. The initial dose of sublingual buprenorphine 
alone is 12–16 mg/day, adjusting the dose in 2–4 mg/day 
increments/decrements depending on the level of opioid 
withdrawal symptoms. 

 The combination of buprenorphine and naloxone is the 
preferred medication for maintenance treatment because 
the opioid antagonist effects of naloxone help to deter 
intravenous abuse by persons dependent on other opiates. 
This is also the preferred formulation when clinical use 
includes unsupervised administration. The daily dose of 
this formulation is 12 mg or higher depending on the 
patient’s level of opioid withdrawal. The dose should be 
adjusted in 2–4 mg/day increments/decrements to a level 
that prevents the emergence of opioid withdrawal syn-
drome. Depending on the individual, the usual daily dose 
of the combination of buprenorphine and naloxone is from 
4 to 24 mg/day  [  36  ] . 

 There is little research about the safety and ef fi cacy of 
buprenorhine for the treatment of opioid-dependent pregnant 
and postpartum women. As with any opioid agonist, 
buprenorphine use during pregnancy is expected to be associ-
ated with neonatal abstinence syndrome (NAS), retardation 
of growth, and respiratory depression (Hytinantti et al. 2008; 
Lee 1994; Cunningham et al. 1993). It is recommended that 
buprenorphine be used during pregnancy only if the bene fi t 
outweighs the potential risk to the fetus. Buprenorphine is 
also being investigated for the treatment of opioid NAS. 

 The safety and ef fi cacy of new formulations of buprenor-
phine that appear to provide long-term buprenorphine deliv-
ery are being investigated for the treatment of opioid 
dependence. Probuphine, a subcutaneous implant of 
buprenorphine, is reported to provide 6 months of stable 
medication blood levels  [  37,   38  ] .  

   Naltrexone 

 Naltrexone is an opioid antagonist that is approved by the 
FDA for the treatment of opioid dependence. The clinical 
evaluation of naltrexone was published in 1978  [  39  ] , but it is 
not widely used by clinicians. Naltrexone should be consid-
ered an adjunct to social and psychological assistance in 
rehabilitation. It appears most ef fi cacious in patients who are 
short-term opioid users, for example, adolescents, opioid-
dependent patients who have been abstinent from opioids 
risk (e.g., released prisoners), patients who recently under-
went medically supervised detoxi fi cation, and patients who 
are highly motivated to stop opioid use. The initiation of nal-
trexone should be after opioid-dependent patients have been 
opioid-free for 7–10 days and do not show clinical manifes-
tation of opioid withdrawal. Multiple induction schedules 
with methadone or buprenorphine have been tested. The 
treatment should be started with a dose of 25 mg the  fi rst day, 
50 mg the second day, and then continue with this daily dose. 
Alternate dose schedules are available. Side effects of nal-
trexone include dysphoria, depression, deep venous throm-
bosis, liver damage, and, if the patient did not have an 
appropriate detoxi fi cation, a naltrexone-precipitated opioid 
withdrawal. 

 The clinical effectiveness of oral naltrexone has been 
unsatisfactory because patients frequently do not adhere to 
the prescribed medication dose regimen. To improve medi-
cations adherence new formulations of Naltrexone has been 
investigated. Depot naltrexone “vivitrol” was recently 
approved for the treatment of alcohol dependence and opi-
oid relapse prevention. Naltrexone implants are still being 
investigated in clinical trials for safety and ef fi cacy 
 [  40–  43  ] .  

   LAAM 

 In the 1970s, studies showed that LAAM administered three 
times a week was effective for the treatment of opioid 
dependence  [  44  ] , and studies conducted in the 1990s sup-
ported its FDA approval  [  45,   46  ] . The recommended dose is 
20–40 mg three times weekly, which may be adjusted by 
increments of 5–10 mg, depending on the clinical observa-
tion of opioid withdrawal. In 2001, postmarketing reports 
showed that LAAM can induce prolongation of the QT 
interval in the electrocardiogram, arrhythmias, torsades de 
pointes, and other cardiac side effects. The same year, the 
manufacturer discontinued the sale and distribution of 
LAAM in the USA and LAAM was also removed from the 
European market. Currently, LAAM has a “black box” 
warning from the FDA.  
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   Tramadol 

 Tramadol is an analgesic with moderate mu agonist opioid 
action that appears to have low abuse potential. It is not 
approved by the FDA for the treatment of opioid dependence 
but given its pharmacological properties it may help to treat 
opioid withdrawal with a low risk of opioid physical depen-
dence. At a dose of 200–400 mg/day, tramadol appears to 
suppress opioid withdrawal signs and symptoms  [  47  ] .  

   Nonopioid Medications 

 Alpha2 adrenergic agonists have been widely used and are 
being investigated for the treatment of opioid dependence. 
Medications such as lofexidine and clonidine appear effec-
tive for the treatment of opioid withdrawal, without the risks 
of opioid agonists such as perpetuating opioid dependence, 
illicit opioid use, medication diversion, and, in particular, the 
cardiac risks of methadone. Currently they are not approved 
by the FDA for this indication. Compared to clonidine, 
lofexidine may have the advantage of producing less hypoten-
sion  [  48,   49  ] . A recently published Phase III clinical trial 
showed that lofexidine can be safely used and is more 
ef fi cacious than placebo for the treatment of opioid with-
drawal symptoms in inpatients undergoing medically super-
vised opioid detoxi fi cation  [  48  ] . 

 The  N -methyl- d -aspartate (NMDA) receptor antagonists 
are being investigated for the treatment of opioid dependence 
because they appear to prevent the development of tolerance 
and dependence to the analgesic effects of morphine. For 
example, memantine has been shown to reduce opioid crav-
ing and the reinforcing effects of heroin. Further research is 
needed to determine the role of NMDA antagonists for the 
treatment of opioid addiction. Thus, NMDA antagonists may 
be useful adjunct medications for the treatment of opioid 
addiction  [  50,   51  ] .   

   Pharmacotherapy of Cocaine Addiction 

 Leading the list for marketed medications tested so far for 
cocaine addiction are disul fi ram, topiramate, moda fi nil, and 
ondansetron with regard to effect sizes and/or consistent 
 fi ndings in multiple trials. These four medications are cur-
rently being pursued in larger phase III con fi rmatory studies. 
The ef fi cacy of disul fi ram is thought to be related to its abil-
ity to inhibit the enzyme dopamine B-hydroxlase responsible 
for the conversion of dopamine to norepinephrine, in turn 
making more dopamine available. This may help in restoring 
the depleted dopamine stores following chronic cocaine use. 
The ongoing work with disul fi ram is exploring the different 

DBH phenotypes and their link to response to disul fi ram. 
However, disul fi ram also inhibits the plasma esterase that 
metabolizes cocaine to BE and leads to an increase in cocaine 
blood levels when coadministered with cocaine  [  52  ] . This 
leads to an increase in HR and BP and makes disul fi ram an 
undesirable medication to pursue for cocaine treatment. 

 Moda fi nil was tested for cocaine addiction because of its 
stimulant effect, and positive effects on improving impulse 
control  [  53  ]  and decision making  [  54  ] . A very similar  fi nding 
to the earlier pilot data conducted by Dackis et al.  [  55  ]  was 
discovered in a recently completed multisite trial of moda fi nil 
for cocaine  [  56  ]  showed an effect only in the nonalcohol 
cocaine-addicted patients and no effect in the codependent 
cocaine alcoholic patients. To date, there are two more trials 
for moda fi nil in progress. The data from these trials will help 
shed more light on the role of moda fi nil in cocaine 
addiction. 

 Ondansetron is approved for nausea and is mostly pre-
scribed for cancer patients receiving chemotherapy. It is 
thought to decrease dopamine release through the 5HT3 
receptor system in the accumbens. It has been shown to be 
ef fi cacious in alcohol addiction  [  57  ] . The proof of concept 
study  [  58  ]  showed that the 8-mg dose was superior to other 
lower doses and placebo in helping patients achieve absti-
nence from cocaine. Currently, ondansetron is being studied 
in larger trials to study its effects on combined cocaine and 
alcohol addiction. 

 Topiramate, a GABA agonist and AMPA antagonist anti-
seizure medication, showed positive effects in treating alco-
hol and nicotine addiction. It is also known to cause weight 
loss. The dual mechanism of action makes it unique among 
other GABA agonists in that it may not only reduce dop-
amine release through its GABA effect but it may also help 
reduce carvings and cue-induced relapse which has been 
shown with other AMPA antagonists  [  59  ] . The proof of con-
cept trial conducted in cocaine  [  60  ]  showed topiramate to 
have a therapeutic effect in the subgroup of patients who 
were able to stop using cocaine for a few days prior to ran-
domization. This makes it a potential medication for low-to-
moderate users with mild withdrawal symptoms and possibly 
for cue-induced relapse prevention. In addition, topiramate’s 
therapeutic effect in alcohol-dependent patients would also 
make it a candidate for dually dependent patients or for poly-
substance addiction. These questions will be answered by 
the ongoing larger con fi rmatory trials. 

 Table  8.1  summarizes most of the conducted double-blind 
controlled trials in the past decade for cocaine addiction.  

 Amantadine and propranolol have shown ef fi cacy in 
helping patients with severe withdrawal symptoms, as 
assessed by the Cocaine Symptom Severity Assessment 
scale (CSSA) devised by Kyle Kampman  [  63  ] . In a follow-
up placebo-controlled study of either medication alone or 
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   Table 8.1    Summary of data on published double-blind, placebo-controlled medication trials for cocaine dependence    

 Author/title  Study  Results 

  [  59  ]  
 A double-blind, placebo-controlled trial 
of moda fi nil for cocaine dependence. 

 62 randomized received a single morning dose 
of moda fi nil (400 mg) or matched placebo. The 
primary ef fi cacy measure was cocaine abstinence 
based on urine BE levels. Secondary measures were 
craving, cocaine withdrawal, retention, and AEs. 

 Subjects treated with moda fi nil provided 
signi fi cantly more cocaine-negative urine 
samples when compared to those of the 
placebo group. 

  [  61  ]  
 Effectiveness of propranolol for 
cocaine-dependence treatment may 
depend on cocaine withdrawal symptom 
severity. 

 108 randomized received 100-mg propranolol or 
matched placebo. Quantitative urinary BE levels 
were the primary outcome measure. 
 Secondary included treatment retention, ASI results, 
cocaine craving, mood and anxiety Sx, cocaine 
withdrawal Sx, and AEs. 

 No difference overall between the two groups 
with the exception of cocaine withdrawal Sxs 
in the propranolol subjects. However, 
propranolol-treated subjects with more severe 
cocaine withdrawal Sxs responded better than 
their placebo counterparts. 

  [  62  ]  
 A double-blind, placebo-controlled trial 
of amantadine, propranolol, and their 
combination for the treatment of cocaine 
dependence in patients with severe 
cocaine withdrawal symptoms. 

 199 randomized received 300 mg/day of amanta-
dine, 100 mg/day of propranolol, a combination of 
300 mg/day, or matching placebo. Cocaine 
abstinence was the primary outcome measure. 

 The odds of cocaine abstinence improved 
signi fi cantly over time in propranolol-treated 
subjects that were highly adherent to study 
medication but not in placebo-treated subjects. 

  [  62  ]  
 A pilot trial of topiramate for the 
treatment of cocaine dependence. 

 40 randomized titrating up to 200 mg daily of 
topiramate. Cocaine abstinence was the primary 
outcome measure veri fi ed by twice weekly 
urine BE. 

 Compared to placebo, the topiramate-treated 
subjects were more likely to be abstinent from 
cocaine compared to placebo-treated subjects. 

  [  63  ]  
 Tiagabine increases cocaine-free urines 
in cocaine-dependent methadone-treated 
patients: results of a randomized pilot 
study. 

 45 randomized to 12 or 24 mg of tiagabine or 
matched placebo. Reduction of use as measured 
by cocaine-free urines. 

 In weeks 9 and 10, cocaine-free urines 
increased from baseline by 33% in subject 
taking 24 mg/day, by 14 % (12 mg/day), by 
14% (12 mg/day), and decreased by 10% with 
placebo-treated subjects. 

  [  64  ]  
 Treatment of cocaine and alcohol 
dependence with psychotherapy and 
disul fi ram. 

 122 randomized with 250–500 mg of disul fi ram vs. 
psychotherapy control (1 of 5 treatments). Duration 
of continuous abstinence from cocaine or alcohol; 
frequency and quantity of cocaine and alcohol use 
by week, veri fi ed by urine toxicology and breatha-
lyzer screens. 

 Disul fi ram treatment was associated with 
better retention in treatment as well as longer 
duration of abstinence from alcohol and 
cocaine use. The two active psychotherapies 
(CBT and TSF) reduced cocaine use over time 
compared to the supportive (CM). 

  [  65  ]  
 Disul fi ram vs. placebo for cocaine 
dependence in buprenorphine-maintained 
subjects: a preliminary trial. 

 20 randomized to 250 mg of disul fi ram vs. matched 
placebo. Duration of abstinence from cocaine 
veri fi ed by urine test. 

 The total number of weeks abstinent from 
cocaine was higher in the disul fi ram group vs. 
placebo-treated subjects. 

  [  66  ]  
 Disul fi ram treatment for cocaine 
dependence in methadone-maintained 
opioid addicts. 

 67 randomized to 250 mg disul fi ram vs. matched 
placebo. Weekly assessments of the frequency and 
quantity of drug and alcohol use, weekly urine 
toxicology screens and breathalyzer readings. 

 Cocaine use was signi fi cantly decreased in 
quantity and frequency in subjects treated with 
disul fi ram as compared to placebo-treated 
subjects. 

  [  67  ]  
 Ef fi cacy of disul fi ram and cognitive 
behavior therapy in cocaine-dependent 
outpatients: a randomized placebo-
 controlled trial. 

 121 randomized to 250 mg/day of disul fi ram or 
matched placebo. Random regression analyses of 
self-reported frequency of cocaine use and results 
of urine toxicology screens. 

 Disul fi ram treated subjects reduced their 
cocaine use more than placebo-treated 
subjects. 

  [  68  ]  
 Desipramine and contingency manage-
ment for cocaine and opiate dependence 
in buprenorphine-maintained patients. 

 160 randomized to 150 mg/day or matched placebo 
(with and without contingency management). 
Cocaine abstinence as veri fi ed by urine test. 

 Cocaine-free and combined opiate and 
cocaine-free urines increased over time in 
those treated with either desipramine or 
contingency management and those receiving 
both had more drug-free urines (50%). 

  [  69  ]  
 Six-month trial of bupropion with 
contingency management for cocaine 
dependence in a methadone-maintained 
population. 

 106 randomized to 300 mg/day of bupropion or 
matched placebo (with and without voucher control 
and contingency management). Reduction of 
cocaine use as tested by thrice-weekly urine 
toxicologic test results for cocaine and heroin. 

 Overall, voucher-based control and bupropion 
had fewer cocaine-positive urine drug screens 
than had the other groups. 

  [  70  ]  
 Nefazodone treatment of cocaine 
dependence with comorbid depressive 
symptoms. 

 69 randomized to 200 mg (b.i.d) of nefazodone or 
matching placebo. Cocaine use measured by urine 
BE and self-report. 

 Median weekly BE declined in the nefazadone 
group and scores for strength of cocaine 
craving decreased compared to placebo. 

(continued)
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 Author/title  Study  Results 
  [  71  ]  
 A double-blind, placebo-controlled trial 
of reserpine for the treatment of cocaine 
dependence. 

 119 randomized to 0.5 mg/day of reserpine or 
matching placebo. Cocaine use as determined by 
self-report con fi rmed with urine BE, cocaine 
craving, ASI, and CGI scores. 

 No signi fi cant differences between reserpine 
and placebo. 

  [  72  ]  
 A double-blind, placebo-controlled trial 
of tiagabine for the treatment of cocaine 
dependence. 

 140 randomized to 20 mg/day of tiagabine or 
matching placebo. Cocaine use as determined by 
self-report con fi rmed with urine BE, qualitative 
and quantitative urine toxicology measures. 

 Qualitative urine toxicology results suggest a 
possible weak signal for tiagabine in reducing 
cocaine use. 

  [  73  ]  
   Multicenter trial of baclofen for 
abstinence initiation for severe cocaine 
dependence. 

 160 randomized to 60 mg of baclofen (max dose). 
Cocaine use as determined by self-report con fi rmed 
by urine BE. 

 No signi fi cant effect between baclofen over 
placebo-treated subjects. 

 Randomized, placebo-controlled trial of 
cabergoline for the treatment of cocaine 
dependence. 

 70 randomized to 0.5 mg/wk of cabergoline or 
matched placebo. Retention, self-report, cocaine 
use veri fi ed by urine drug screen, HAM-D, 
cocaine craving, and CGI rating. 

 Cabergoline reduced craving ratings over 
placebo-treated subjects. 

  [  74  ]  
 Double-blind, placebo-controlled trial of 
selegiline transdermal system (STS) for 
the treatment of cocaine dependence. 

 300 subjects to 20 mg of selegiline. Self-reported 
cocaine use substantiated by urine BE. 

 There was no effect of selegiline over 
placebo-treated subjects. 

  [  75  ]  
 Citalopram combined with behavioral 
therapy reduces cocaine use: a double-
blind, placebo-controlled trial. 

 76 randomized to 20 mg/day of citalopram or 
matched placebo (with cognitive management 
and cognitive behavioral therapy). Reduction 
in cocaine-positive urines. 

 Cocaine-treated subjects showed a signi fi cant 
reduction in positive urines during treatment as 
compared to placebo-treated subjects. 

  [  58  ]  
 A preliminary randomized double-blind, 
placebo-controlled study of the safety 
and ef fi cacy of ondansetron in the 
treatment of cocaine dependence. 

 Cocaine use by urine BE.  The 8 mg/day group had the lowest drop out 
and greater rate of negative urine BE ( p  = 0.02) 
compared to placebo. Ondansetron was well 
tolerated with no serious adverse events. 

Table 8.1 (continued)

their combination, only propranolol showed ef fi cacy in the 
medication adherent group analysis and not the intent-to-
treat analysis. The combination did not prove to be superior 
to either alone  [  64  ] .  

   Clinical Trials in Methamphetamine Addiction 

 In contrast to cocaine, methamphetamine enters the presyn-
aptic neurons where it exerts its main action of reversing 
the vesicular monoamine transporter-2 (VMAT), thus 
impeding the incorporation/packaging of neurotransmitters 
into vesicles and causing the rapid ef fl ux of intravesicular 
monoamines causing extremely high concentrations of 
cytosolic monoamines and release into the extracellular 
space. Methamphetamine also has a weak inhibitory effect 
on monoamine oxidase (MAO) thereby interfering with 
monoamine metabolism. 

 Bupropion has been shown in two clinical studies 
(Table  8.2 ) to be ef fi cacious in facilitating abstinence in 
mild-to-moderate methamphetamine addicts, further 
con fi rmatory studies are underway. Moda fi nil has shown 
ef fi cacy in a small double-blind, placebo-controlled trial at 
a dose of 200 mg/day in methamphetamine addicts  [  87  ] . 
Another double-blind, placebo-controlled study  [  88  ]  
showed an effect on maximum days abstinent in patients 
who were compliant with their medication. Methylphenidate 
(concerta) has been shown in a small pilot study to reduce 
amphetamine use  [  89  ] . Naltrexone has been shown to facili-
tate abstinence in patients with amphetamine addiction. 
These four medications are being studied in large 
con fi rmatory studies.  

 The unique effect of MA on the VMAT2 makes lobeline, 
a VMAT2 inhibitor, a candidate for testing. Indeed preclini-
cal studies showed that lobeline blocks methamphetamine 
self-administration  [  90  ] .  



   Table 8.2    Summary of data on published double-blind, placebo-controlled medication trials for methamphetamine dependence   

 Author/title  Study  Results 

  [  76  ]  
 Bupropion reduces 
methamphetamine-induced 
subjective effects and 
cue-induced craving. 

 26 participants were enrolled and 20 completed ( n  = 10 
placebo and  n  = 10 bupropion), parallel groups design. To 
assess the impact of bupropion treatment on the subjective 
effects produced by MA in the laboratory, and to assess the 
effects of bupropion treatment on craving elicited by 
exposure to videotaped MA cues. 

 Bupropion treatment was associated with reduced 
ratings of “any drug effect” ( p  < 0.02) and “high” 
( p  < 0.02) following MA administration. There was 
also a signi fi cant bupropion-by-cue exposure 
interaction on General Craving Scale total score 
( p  < 0.002) and on the Behavioral Intention subscale 
( p  < 0.001). Overall, data revealed that bupropion 
reduced acute MA-induced subjective effects and 
reduced cue-induced craving. 

  [  77  ]  
 A controlled trial of 
imipramine for the Tx of 
methamphetamine 
dependence. 

 31 subjects randomized two-dose study of either 10 or 
150 mg/day of imipramine for 180 days. Test ef fi cacy of 
imipramine as a Tx for MA dependence and establish 
feasibility of conducting controlled clinical trial at the 
clinic. 

 Retention in Tx was signi fi cantly longer for subjects 
treated with 150 mg of imipramine compared to 
control (median days: 33.0 vs. 10.5). No consistent 
differences in percent of urine samples positive for 
MA, Beck Depression Inventory scores, or craving. 

  [  78  ]  
 Randomized, placebo-
controlled trial of baclofen 
and gabapentin for the 
treatment of methamphet-
amine dependence. 

 16-week, randomized, placebo-controlled, double-blind 
trial of two GABAergic medications, baclofen (20 mg tid) 
and gabapentin (800 mg tid). Baclofen ( n  = 25) gabapentin 
( n  = 26), placebo ( n  = 37), clinic thrice weekly with 
psychosocial counseling, complete assessments, and urine 
samples. 

 No statistically signi fi cant main effects for baclofen 
or gabapentin in reducing methamphetamine use 
were observed using a generalized estimating 
equation (GEE). 
 A signi fi cant Tx effect was found in post hoc analyses 
for baclofen relative to placebo, but not gabapentin, 
among participants who reported taking a higher 
percentage of study meds (signi fi cant Tx group by 
medication adherence in GEE model of MA use). 

  [  79  ]  
 Randomized, placebo-
controlled trial of sertraline 
and contingency manage-
ment for the treatment of 
methamphetamine 
dependence. 

 Participants completed a 2-week, nonmedication baseline, 
randomized to one of four conditions for 12 weeks: 
sertraline plus CM ( n  = 61), sertraline only ( n  = 59), 
matching placebo plus CM ( n  = 54), or matching placebo-
only ( n  = 55). Thrice weekly clinic visits for data collection, 
medication dispensing, and relapse prevention groups. 
 1. Evaluate the ef fi cacy of sertraline (50 mg bid) and 
contingency management (CM) for the Tx of MA 
dependency. 2. MA urine drug screening and self-reported 
days of use, retention, drug craving, and mood symptoms. 

 No statistically signi fi cant main or interaction effects 
for sertraline or CM in reducing methamphetamine 
use were observed using a generalized estimating 
equation (GEE), although post hoc analyses showed 
the sertraline-only condition had signi fi cantly poorer 
retention than other conditions (chi-sq) (3) = 8.40, 
 p  < 0.05). Sertraline conditions produced 
signi fi cantly more adverse events than placebo 
conditions. Signi fi cantly higher proportion of 
participants in CM conditions achieved three 
consecutive weeks of MA abstinence than those in 
the non-CM conditions. 

  [  80  ]  
 A preliminary randomized, 
double-blind, placebo-
controlled study of the 
safety and ef fi cacy of 
ondansetron in the treatment 
of methamphetamine 
dependence. 

 150 methamphetamine-dependent men and women 
received ondansetron (0.25 mg, 1 mg, or 4 mg b.i.d.) or 
placebo over 8 weeks. Subjects provided urine three times 
weekly and were enrolled in cognitive behavioral therapy 
three times weekly. Primary outcome was number of 
methamphetamine nonuse days as assessed by urine 
analysis. Secondary outcomes include decreasing 
methamphetamine use, withdrawal, craving, and ASI. 

 Ondansetron was well tolerated. No group differ-
ences were statistically signi fi cant between any of 
the three doses of ondansetron and placebo on the 
primary or secondary outcomes. 

  [  81  ]  
 Effects of acute topiramate 
dosing on methamphet-
amine-induced subjective 
mood. 

 Tested in 10 meth-dependent individuals (3 females) 
whether low- or high-dose (15 or 30 mg i.v.) meth-induced 
positive subjective effects and reinforcement can be 
antagonized by low- or high dose (100 or 220 mg orally). 
Hypothesis is that mechanistically, topiramate’s therapeutic 
effects are due to inhibition of cortico-mesolimbic 
dopamine function, the primary substrate that governs the 
acquisition, maintenance, and reinstatement of goal-
directed behavior toward seeking abused drugs. 

 MA administration was associated with orderly, 
prototypical, and signi fi cant increases on measures of 
stimulation, euphoria, craving, and reinforcement. 
Some dysphoric symptoms emerged. Topiramate 
alone showed nonsigni fi cant trend toward mild 
reductions in positive mood and reinforcement. 
Topiramate appeared to accentuate the appreciation of 
MA-induced stimulation and euphoria signi fi cantly, 
but not for craving or reinforcement. Combination of 
topiramate and MA appeared to be safe and well 
tolerated. Few adverse events. Acute dosing with up 
to 200 mg topiramate appeared to enhance, rather 
than attenuate the positive subjective effects of MA. 

  [  82  ]  
 A comparison of aripipra-
zole, methylphenidate, and 
placebo for amphetamine 
dependence. 

 53 randomly assigned to receive aripiprazole (15 mg/day), 
slow-release methylphenidate (54 mg/day) or placebo for 
20 weeks. Intent-to treat analysis. Outcome measure was 
the proportion of amphetamine-positive urine samples. 

 Study terminated prematurely due to unexpected 
results of interim analysis. Patients allocated to 
aripiprazole had signi fi cantly more amphetamine-
positive urine samples than patients in the placebo 
group (odds ratio = 3.77, 95%CI = 1.55–9.18), 
whereas patients who received methylphenidate had 
signi fi cantly fewer amphetamine positive urine 
samples than patients who had received placebo 
(odds ratio = 0.46, 95% CI = 0.26–0.81). 

(continued)



 Author/title  Study  Results 

  [  83  ]  
 Methamphetamine-
amlodipine interactions: 
preliminary analysis. 

 Nine subjects (6 males and 3 females) underwent 2 two-day 
sessions in each of which they received 30-mg immediate 
release oral-d methamphetamine hydrochloride after 
premedication with amlodipine 20 mg or placebo. To 
examine the subjective and physiological effects of 
oral- d -methamphetamine after acute premedication with 
amlodipine. 

 MA produced signi fi cant increases over time in 
systolic and diastolic blood pressure, heart rate, 
ARCI, MBG and A scores and POMS Vigor, 
Arousal, and Positive Mood scores. No other 
treatment-related differences emerged in subjective 
responses such as euphoria hyperactivity, with the 
exception of signi fi cantly higher POMS arousal 
scores in the amlodipine group; levels did not differ 
in the two groups. 

  [  84  ]  
 Methamphetamine 
quantitative urine concen-
trations during a controlled 
trial of  fl uoxetine treatment: 
preliminary analysis. 

 Eight-week randomized, controlled, parallel group design 
with a 1-week single-blind placebo lead-in followed by 7 
weeks of double-blind  fl uoxetine 40 mg per day or placebo. 
Mean age was 35, 42 (70%) were males, and 9 (15%) were 
HIV seropositive. Subjects had used MA an average of 7.1 
years. Urine MA and amphetamine concentrations, 
measured by gas chromatography, were available for the 
 fi rst 30 subjects. Evaluate the use of quantitative urine MA 
concentrations as the primary outcome measure in 
pharmacotherapy trials in MA dependence. 
 Attempted to answer the following questions: 
Characteristics of quantitative urine MA levels in outpa-
tients undergoing pharmacotherapy research. Is quantitative 
urine MA a valid measure of MA use? Does it correlate 
with self-reports of use, and with what self-reports does 
urine MA best correlate? 

 Mean urine MA concentrations at each assessment 
point ranged from 647 to 23,676 ng/ml, and 
individual sample values ranged from 0 to 
336,559 ng/ml. 
 Analysis of the relationship between urine metham-
phetamine levels and various self-reported measures 
of MA use showed signi fi cant and strong correla-
tions between MA levels and self- reported measures 
of MA use (nonparametric Kendall’s tau,  p  < 0.05). 
Correlations were signi fi cant for self-reported days, 
grams, and dollars worth of MA used at intake and 
in each of the 8 weeks of the clinical trial. Kendall’s 
correlations ranged from 0.33 to 0.84, and averaged 
0.63 for these measures. 

  [  85  ]  
 Effects of Naltrexone on the 
subjective response to 
amphetamine in healthy 
volunteers. 

 Used the visual analog scales assessing subjective effects 
over 7 h. Assessed effects of opioid antagonist, naltrexone’s 
subjective response to an oral dose of dexamphetamine 
(30 mg) in 12 healthy volunteers in double-blind, 
placebo-controlled design.
Study measurements included: visual analog scale, 
monitoring of blood pressure, heart rate, skin conduction, 
and speed of reading. To evaluate the effect of pretreatment 
with naltrexone on the subjective response to amphetamine. 

 Preliminary evidence indicate that naltrexone is well 
tolerated in healthy human subjects and may reduce 
the reinforcing effects of amphetamine via modula-
tion of the opioid system. 

  [  2  ]  
 Naltrexone for the treatment 
of amphetamine depen-
dence. A randomized, 
placebo-controlled trial 

 12 weeks of treatment. 80 participants were randomized to 
placebo or (50 mg) naltrexone. Subjects visited the clinic 
twice weekly to receive medication and relapse prevention 
therapy and provide urine samples. The main outcome 
measure was abstinence from amphetamine use as 
indicated by the total number of negative amphetamine 
urine samples during the 12 weeks of treatment. 

 This trial demonstrated the ef fi cacy of naltrexone in 
reducing amphetamine use in amphetamine 
dependent individuals. 

  [  86  ] 
Bupropion for the treatment 
of methamphetamine 
dependence. 

 12 weeks of treatment and a 30-day follow-up. 72 
participants were randomized to placebo and 79 to 
bupropion Sustained Release 150 mg twice daily. Patients 
were asked to come to the clinic three times per week for 
assessments, urine drug screens, and 90-minute group 
psychotherapy. The primary outcome was the change in 
proportion of participants having a methamphetamine-free 
week. Secondary outcomes included: urine for quantitative 
methamphetamine, self-report of methamphetamine use, 
subgroup analyses of balancing factors and comorbid 
conditions, addiction severity, craving, risk behaviors for 
HIV, and use of other substances. 

 The GEE regression analysis showed that overall, the 
difference between bupropion and placebo groups in 
the probability of a nonuse week over the 12-week 
treatment period was not statistically signi fi cant 
( p  = 0.09). Mixed model regression was used to allow 
adjustment for baseline factors in addition to those 
measured (site, gender, level of baseline use, and 
level of symptoms of depression). This subgroup 
analysis showed that bupropion had a signi fi cant 
effect compared to placebo, among males who had a 
lower level of methamphetamine use at baseline 
( p  < 0.0001). Co-morbid depression and ADHD did 
not change the outcome. 

 Moda fi nil for the treatment 
of methamphetamine 
dependence. 

 210 patients randomized to moda fi nil 200mg, 400mg, 
or placebo for 12 weeks. The primary outcome measure 
was methamphetamine non-use week. 

 Regression analysis showed no signi fi cant difference 
between either moda fi nil group (200 or 400mg) 
However, an ad-hoc analysis of medication 
compliance, did  fi nd a signi fi cant difference in 
maximum duration of abstinence (23 days vs. 
10 days, p=0.003), between those having the top 
quartile of compliance (>85% of urines were 
positive for moda fi nil, N=36), and the lower three 
quartiles of moda fi nil 200 and 400mg groups 
(N=106). 

Table 8.2 (continued)
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   Pharmacotherapy of Cannabis Addiction 

 Tetrahydrocannabinol (THC) is the most clinically signi fi cant 
of all the cannabinoids. It exerts its effects through the CB1 
and CB2 receptors. CB1 receptors are located mainly in 
brain, spinal cord, and peripheral tissue, while CB2 are 
mainly in immune cells  [  91  ] . The effects on the CB1 can 
be blocked by the CB1-selective antagonist SR-141716 
 [  92,   94  ] . 

 Clinical studies for cannabis addiction have focused on 
the treatment of the well-documented withdrawal symptoms 
 [  94–  96  ]  of anxiety, depression, irritability, marijuana crav-
ing, decreased quantity and quality of sleep, and decreased 
food intake compared to baseline conditions. This effort has 
been led by Haney and others in a human lab setting to the 
effects of medications on marijuana withdrawal symptoms. 
Medications tested in this paradigm included marinol, bupro-
pion, valproic acid, and nefazadone. 

 Recent research has focused on the development of a 
human laboratory studies designed to characterize and test 
the effects of potential treatment medications on marijuana 
dependence and relapse  [  6  ] . 

 The cannabinoid agonist, dronabinol/marinol, was tested, 
and compared to placebo, oral THC signi fi cantly improved 
anxiety, misery, chills, self-reported sleep disturbance, and 
reversed the anorexia and the weight loss associated with 
marijuana withdrawal with no intoxicating effects. Sustained-
release bupropion (0, 300 mg/day) substantially  worsened  
mood ratings (irritability, depression) and ratings of sleep 
compared to maintenance on placebo  [  97  ] . Similarly, the 
mood stabilizer, divalproex (1,500 mg/day), signi fi cantly 
worsened mood ratings (irritability, edginess, anxiety), sleep, 
and cognitive performance in marijuana smokers  [  98,   99  ] . 
These data do not support the use of either bupropion or 
divalproex to treat marijuana withdrawal. 

 Nefazodone (0, 450 mg/day), an antidepressant that effec-
tively treats anxiety and has sedative side effects, was found 
to signi fi cantly decrease ratings of anxiety and muscle pain 
compared to placebo, but had no effect on other symptoms of 
withdrawal, such as irritability  [  100  ] . 

 Two    clinical studies with the CB1-cannabinoid receptor 
antagonist, rimonabant, showing blockade of the “drug high,” 
“stoned,” and “drug strength” and reduction in heart rate, 
suggest that THC effects are mainly CB1 mediated  [  101  ] . 

 It is too early to tell whether an agonist or antagonist 
approach will prove to be more bene fi cial in the management 
of marijuana dependence; however, it is possible that each 
will have a role in treatment, where an agonist may be indi-
cated initially to control withdrawal symptoms and facilitate 
abstinence and an antagonist will be mainly used for relapse 
prevention, similar to the methadone/naltrexone approach 
for the treatment of heroin addiction. 

 Other medications tested include buspirone administered 
in an open label fashion to 11 subjects undergoing treatment 
for marijuana dependence  [  102  ] . Participants reported using 
marijuana on 76.9% of days prior to treatment and 38.9% of 
days while on buspirone ( p  = 0.004). Large-scale double-
blind studies are underway to test the pilot  fi ndings. 

 Lithium (500 mg, bid) was administered to 20 adolescent 
marijuana abusers in an impatient setting for up to 7 days. 
Decreased anger, improved mood, and decreased anxiety 
were reported  [  103  ] . Interestingly, there is evidence that lith-
ium modulated the cannabis withdrawal syndrome via an 
oxytocin release mechanism  [  104  ] . 

 A subgroup analysis of depressed marijuana smokers in 
a double-blind, placebo-controlled trial of the antidepres-
sant  fl uoxetine noted that the placebo group had almost 20 
times the amount of marijuana uses as the  fl uoxetine group 
 [  105  ] . 

 The data from these pilot studies suggest that more rigor-
ous double-blind, placebo-controlled studies with  fl uoxetine 
and lithium should be performed.  

   Conclusions/Summary 

 Progress in stimulants pharmacotherapy has made some 
strides over the past two decades. Multiple marketed medi-
cations are in con fi rmatory trials for stimulants and cannabis 
addiction. Many other new molecules are in early develop-
ment and hold promise for polysubstance addiction. 

 Patient demographics and clinical characteristics including 
patterns of use seem to be an important factor in predicting 
outcome. Baseline use has always been thought of as one of 
the strongest predictors of outcome, this was very obvious in 
the data from the cocaine topiramate study and the bupropion 
study for methamphetamine dependence where burpropion 
was found to be ef fi cacious only in the group with low-to-
moderate use at baseline. More recently data from alcohol and 
nicotine studies highlight the role of pharmacogenomics as a 
very promising tool in predicting outcome  [  106,   107  ] . 

 Genetic and clinical biomarkers predicting outcome could 
only improve our results and are being incorporated in many 
ongoing addiction trials to help elucidate subgroup response. 

 In this age of personalized medicine pharmacogenomics 
and biomarkers are a must in every clinical trials. 

 Recent data from cocaine studies suggest that the effect of 
the medication could be synergized when combined with 
contingency management (CM). Two separate studies, one 
using bupropion and one using desipramine, in opiate-depen-
dent cocaine abusing population showed an enhanced effect 
of the combination of medication plus CM than each treat-
ment arm alone  [  99,   100  ] . 

 Although most drug addicts would cite a drug of choice, 
most use more than one drug. This could be good or bad news. 
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Having a polysubstance dependence could lead to treatment 
resistance as in the case of the recently completed moda fi nil 
study for cocaine addiction where the alcohol/cocaine- 
codependent group showed no response to moda fi nil. 

 On the other hand the good news is that medications that 
address common mechanisms in addiction could help poly-
substance addicted patients. Further studies will tell.      
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  Abstract 

 This chapter  fi rst discusses the prevalence of alcohol use and the patterns of alcohol use in 
different countries worldwide. Criteria for alcohol use disorders (AUDs; alcohol abuse and 
dependence) are described. The acute and chronic effects of alcohol on the human periph-
eral and central nervous system are outlined. Unintentional and intentional injuries due to 
alcohol use are a considerable part of the disease burden of alcohol use, and comprise traf fi c 
accidents, alcohol poisoning, cancer, and liver disorders. Chronic heavy alcohol use is asso-
ciated with negative health effects such as gastrointestinal abnormalities, and with struc-
tural and functional brain abnormalities. These negative health effects are higher when 
heavier alcohol use is present. Negative effects on cognitive functions have been reported 
for heavy alcohol use, but results are less evident for moderate alcohol use. The potential 
bene fi cial effects of light alcohol use (mostly de fi ned as a maximum of 7 drinks per week, 
spread evenly) are suggested to have some health bene fi ts. Risk factors associated with 
AUDs are discussed at the genetic, psychological, and environmental level. Effective 
 psychosocial and pharmacological interventions for AUDs are outlined.            
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  Learning Objectives 

    Alcohol use has a high spread of regular use across • 
the world.  
  Alcohol use disorders (AUDs) are most prevalent in • 
older adolescents and young adults; however, a small 
percentage of individuals with AUDs have chronic 
(intermittent) alcohol problems across the lifetime.  

  Heavy alcohol use has been related to increased • 
health problems (gastrointestinal, brain abnormali-
ties, and cognitive functions), whereas light alcohol 
use has been related to some bene fi cial health 
effects. Mixed evidence is present regarding moder-
ate alcohol use, and amount and patterns of drink-
ing in fl uence health effects.  
  Risk factors associated with AUDs exist on a • 
genetic, psychological, and environmental level, 
and interactions between risk factors in fl uence the 
development of alcohol use patterns and AUDs.  
  Effective treatment for alcohol dependence gener-• 
ally consists of psychosocial interventions, or a 
combination of psychosocial and pharmacological 
interventions.    
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      Background 

 Alcohol has been consumed as a beverage since antiquity and 
continues to be used in diverse cultures in industrialized and 
nonindustrialized countries. Beer was brewed in Egypt about 
3700 years  bc . Unger  [  1  ]  notes that in the middle ages, beer 
was consumed more than water, since it was cleaner than 
water and less likely to transmit diseases or cause poisoning. 
In the middle ages, the process of distillation was invented 
 [  2  ] , and spirits (beverages with very high ethanol concentra-
tions) could be consumed. In the eighteenth century, alcohol 
use was seen as a large social problem in London, England, 
where the “gin epidemic” broke loose, after prices for dis-
tilled drinks were lowered considerably  [  3  ] . 

 Thus alcohol consumption can be viewed as an enduring 
and global issue. When attempting to quantify alcohol con-
sumption across populations, it is useful to have metrics to 
aid comparisons. First, persons can be de fi ned as alcohol 
users, or nonusers (abstainers). Among users, there can be 
considerable variability in patterns of consumption and with 
negative consequences of consumption. From a clinical and 
public health perspective, it is useful to consider AUDs, syn-
dromes associated with problematic consumption. The risk 
factors for excessive consumption, negative consequences, 
and AUDs are diverse and include both individual factors 
(e.g., ethanol metabolism, personality, and beliefs about 
alcohol) and environmental factors ranging from prenatal 
exposures to broad social in fl uences. In this chapter, alcohol 
use, its actions on the human body, AUDs, and associated 
risk factors are discussed. 

   Alcohol Use 

 In most Western countries, either in Europe or in North 
America, a high percentage of people have consumed alco-
hol in their lifetime, or have done so in the last year. For 
instance, in the USA, past year alcohol consumption level 
lies at 70% of the adult population  [  4  ] , whereas in European 
countries like Germany, Denmark, and France, about 90–97% 
of the adult population used alcohol in the previous year; in 
the UK, Ireland, Italy, and Sweden, these numbers were 
80–90%. Initiation of alcohol use usually occurs in adoles-
cence: In the USA, approximately two-thirds of 18- to 
20-year olds report alcohol consumption in the past year. In 
European countries, proportions of alcohol use among 
15-year olds differ widely: from 50% of 15-year olds in the 
UK, Denmark, and the Netherlands, to 10–20% of 15-year 
olds in Ireland, France, Sweden, and the Baltic countries  [  5  ] . 
Considerable variation exists between persons in how fre-
quently they consume alcohol and the amount of alcohol 
they consume on each occasion. Frequency and quantity of 
consumption can be de fi ned as the consumption of pure etha-
nol per year per person; however, individuals often differ in 
patterns of use, leading some researchers to measure volume/
variability in order to resolve further an individual’s drinking 
pattern, by using “graduated frequency” approaches (1–2 
drinks, 3–4 drinks, 5–6 drinkers, etc.)  [  6  ] . 

 Total volume of alcohol consumption (pure alcohol) in 
those who consume alcohol lies at 8.5 L in the USA, 12.6 L 
in the European union varying from 8–10 L in Italy and 
Sweden, to 15–20 L in many eastern European countries, 
e.g., Hungary, Lithuania, Latvia, and Slovakian Republic. 
Consumption lies lower in Asian, African, Paci fi c, and 
African regions, with higher income countries consuming 
more alcohol than lower income countries, and countries 
with a majority Muslim population consuming less alcohol 
 [  5,   7  ] . 

 Heavy alcohol use can generally be de fi ned as alcohol use 
exceeding a certain standard of moderate drinking (e.g., 
exceeding a certain daily volume or a certain quantity per 
occasion). De fi nitions of heavy alcohol use differ between 
surveys, and are therefore not always comparable. In the 
USA, 6.4% of men and 5% of women who drink can be 
de fi ned as heavy drinkers (drinking more than 40 g of pure 
alcohol per day for men, and 20 g of pure alcohol per day for 
women;  [  7  ] ). Using the same de fi nition    of heavy drinking, 
higher rates are present in countries like Germany (11.2% in 
males and 11.3% in females), France (16.6% in males and 
7.8% in females), Japan (16.9% in men, 9.3% in women), 
Brazil (17.8% in males, 18.2% in females), the Czech 
Republic (25.7% in males, 12.5% in females), and compa-
rable rates are present in countries like Israel (5.9% in males, 
4.7% in females) and Finland (5.8% in males, 3.4% in 
females), and lower rates are present in less-developed 

  Issues that Need to Be Addressed by Future Research 

    Interactions between genetics and endophenotypes • 
(biological markers of the phenotype of AUDs) are 
a promising  fi eld of research. Future research is 
expected to result in speci fi c predictions for sub-
groups of individuals with AUDs, characterized by 
speci fi c phenotypes (e.g., differential pharmaco-
logical interventions based on genotypes or 
endophenotypes).  
  Prospective research is needed to clarify which risk • 
factors in fl uence desistence or persistence of AUDs 
from late adolescence into adulthood.  
  Research in the above-mentioned  fi elds could lead • 
to the development of targeted intervention and pre-
vention strategies and better patient-treatment 
matching.    
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 countries in Africa (e.g., Ghana: 1.9%), India: 1.4%, and 
Dominican Republic: 2.1%  [  7  ] .  

   Alcohol Use Disorders: De fi nition and Prevalence 

 The Fourth edition of the Diagnostic and Statistical Manual 
(DSM-IV) of American Psychiatric Association  [  8  ]  describes 
two major forms of AUDs: (1) alcohol abuse and (2) alcohol 
dependence. Alcohol dependence is de fi ned by a maladap-
tive pattern of [alcohol] use, leading to clinically signi fi cant 
impairment or distress, as manifested by three (or more) of 
the following symptoms occurring during the same 12-month 
period: (1) tolerance, (2) withdrawal, (3) drinking alcohol in 
larger amounts or over a longer period than intended, (4) a 
persistent desire or unsuccessful efforts to cut down or con-
trol alcohol use, (5) spending a great deal of time obtaining 
alcohol, using it, or recovering from its effects, (6) important 
social, occupational, or recreational activities are given up or 
reduced because of substance use, (7) continued use of alco-
hol despite knowledge that alcohol either causes or exacer-
bates a persistent or recurrent physical or psychological 
problem. A diagnosis of alcohol abuse is met when a 
 maladaptive drinking pattern characterized by one of the 
 following is present: (1) a failure to ful fi ll major role obliga-
tions at work, school, or home, (2) recurrent alcohol use in 
situations in which it is physically hazardous, (3) recurrent 
alcohol-related legal problems, and (4) continued alcohol 
use despite having persistent or recurrent social or interper-
sonal problems caused or exacerbated by alcohol. Within the 
DSM-IV, alcohol abuse is a residual category that is super-
seded by a current or past diagnosis of alcohol dependence. 

 In the USA, prevalence studies on AUDs have been con-
ducted in the last 25 years. In the USA, AUDs show a peak 
prevalence in late adolescence and early adulthood, suggest-
ing that AUDs can be considered a developmental disorder 
of young adulthood, for the larger part of those with AUDs 
 [  9  ] . The most recent study the National Epidemiologic 
Survey on Alcohol and Related Conditions, or NESARC 
 [  10–  12  ] , indicates a 30.3% lifetime and 8.5% past year prev-
alence of AUDs. In many European countries, past-year 
prevalence of alcohol dependence is estimated at 4–5% for 
most countries, but has been reported to be higher in France 
(8.7%); past-year prevalence of alcohol dependence in 
Canada was estimated at 2.6%; AUDs in China are estimated 
at 5% and in Israel at 4.2%  [  13–  17  ] . The high prevalence of 
AUDs places them among the most common mental disor-
ders in the general population of many countries.   

   Acute Effects of Alcohol: Alcohol as a Drug     

  Alcohol Use: Absorption, Distribution, and Breakdown 

 An alcoholic beverage contains ethanol, commonly 
known as alcohol. The chemical structure of ethanol is 
depicted in Fig.  9.1 . For reasons of clarity, we will 
refer to alcohol when discussing the absorption, distri-
bution, and breakdown of ethanol.  

 Alcohol absorption in the body takes place in the 
stomach and intestines. Through uptake in the blood-
stream, alcohol is dispersed throughout the body and 
affects both the peripheral and the central nervous sys-
tem. The speed of distribution of alcohol in the body 
depends on the speed of drinking alcoholic beverages, 
and the relative alcohol content in the beverage. 
Additional effects that in fl uence the absorption rate are 
stomach contents (when alcohol is consumed on a full 
stomach, absorption in the blood stream is slowed 
down compared to alcohol consumption on an empty 
stomach) and previous alcohol use pattern. Alcohol is 
a psychoactive drug with a depressant effect. This 
means that alcohol dampens perception, slows reaction 
times, and diminishes accurate motor responding. The 
blood alcohol concentration (BAC) that results from 
consuming a certain amount of alcohol depends on the 
amount of body  fl uid and body weight: less body  fl uid 
results in a higher BAC. Because women have a rela-
tively lower proportion of body  fl uid compared to their 
body weight than men, a similar amount of alcohol 
affects a woman more than a man, when they have a 
similar body weight. BAC is often expressed in % or 
‰, where the level of alcohol is expressed as a mass of 
alcohol per volume of blood, e.g., 1/1000 (‰) g/
mL = 1 mg/mL, or 1/100 (%) g/mL = 1 cg/mL. Because 
1 mL of blood is equivalent to 1.06 g, units by volume 
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  Fig. 9.1    Ethanol       

(continued)
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   Effects on Health 

   Alcohol Use: Acute and Chronic Effects 
on the Central Nervous System 

 Alcohol affects several    of the major neutrotransmitter sys-
tems in the brain, including catecholaminergic systems (e.g., 
the dopamine system), GABAergic systems, glutaminergic 
systems, serotonergic systems, and neuropeptides such as 
opioid peptides, endorphins, and enkephalins. Most of its 
intoxicating effects can be related to effects on one or more 
of these systems, with an initial action at ligand-gated ion 
channel receptors such as GABA and glutamate. In addition, 
protracted alcohol use disturbs the homeostasis of intracel-
lular processes, resulting in a long-term dysregulation of 
glutamatergic, opioid peptide, and dopaminergic neurotrans-
mission and the brain antistress neuropeptide Y (NPY) 
 system  [  18–  21  ] . 

 Dopamine, serotonin, GABA, and endogenous opiates 
are thought to be associated with the reinforcing effects of 
alcohol  [  22  ] . Alcohol’s effect on GABA, the primary inhibi-
tory neurotransmitter in the human brain, is related to the 
anxiolytic, sedative, and motor impairment effects of alcohol 
 [  23,   24  ] . Glutamate is a major excitatory neurotransmitter in 
the central nervous system, and alcohol impairs memory, 
cognition, and motor functioning through glutamatergic 
actions affecting  N -methyl- d -aspartate (NMDA) and 
 a -amino-3-hydroxy-5-methyl-4-isoxazole propionic acid 
(AMPA) receptor sites  [  25–  27  ] . 

 Most of the chronic effects of alcohol on the different 
neurotransmitter systems are in the opposite direction of 
their acute effects. For example, while alcohol acutely 
increases activity in the dopamine, serotonin, GABA, and 
opiate systems and decreases activity in the glutamate 
 system, chronic effects re fl ecting neuroadaptation tend to be 
the reverse  [  21,   28  ] . Upregulation of NMDA receptors in 
response to chronic inhibition by alcohol to withdrawal has 
been related to cognitive de fi cits associated with alcohol 
dementia and Wernicke–Korsakoff syndrome, and cell death 
through chronic augmentation of postsynaptic neurons (an 
effect known as excitotoxicity)  [  29  ] . 

   Acute Effects 
   Unintentional and Intentional Injury 
 Alcohol is associated with a higher risk of both unintentional 
injuries (e.g., fatal and nonfatal motor vehicle traf fi c crashes, 
and falls) and intentional injuries (e.g., physical aggression, 
and suicidal and parasuicidal behavior). Increases in the risk 
of injury are already present at low BACs: measurable decre-
ments in driving performance were reported at levels as low 
as 0.01 g/100 mL  [  30  ] . The risk of injuries increases expo-
nentially when BACs increase, with male drivers having a 
higher risk compared to female drivers, and younger drivers 
having higher risks compared to older drivers  [  31,   32  ] . Recent 
meta-analyses and review articles indicate that alcohol use is 
associated with high levels of traf fi c injuries, both fatal and 
nonfatal: 40% of motor vehicle accidents and 30–50% of 
accidental drowning accidents are associated with alcohol 
use in the USA, Canada, and Australia  [  7,    33–  36  ] . Intentional 
injuries and their relation to alcohol use are harder to esti-
mate, since subjective expectations regarding alcohol and 
aggression in fl uence the effect of alcohol on aggressiveness 
 [  37  ] . Studies on alcohol use and violence have repeatedly 
shown an association between violence preceded by alcohol 
use, with higher BACs associated with more severe forms of 
violence  [  38–  40  ] . More detailed  discussions of the relation 
between alcohol and unintended and intended injury can be 
found in Chapters 38 (Drug Use and Abuse and Human 
Aggressive Behavior), 39 (Suicidal Behavior in Alcohol and 
Drug Abuse), and 44 (Drugs of Abuse and Traffi c Safety) of 
this book.  

are similar but not identical to units by mass. A BAC 
rating of 0.2% re fl ects serious intoxication, and 0.40% 
is the LD 

50
 , the dose that is lethal for 50% of adults. 

 Alcohol is metabolized primarily in the liver. The 
breakdown of one standard drink (please note that 
standard drinks vary across countries: in the USA, a 
standard drink contains 14 g of pure alcohol, UK: 
7.9 g, Australia: 10 g, and France: 12 g) alcoholic bev-
erage takes about 1–1.5 h (about 0.017%/h), but can be 
quicker or slower primarily depending upon individual 
differences in ethanol metabolism. The process of 
alcohol metabolism cannot be enhanced by drinking 
coffee or eating. About 95% of excretion of alcohol in 
the human body takes places through metabolism in 
the liver, 1–3% is excreted in urine, and 1–5% is evap-
orated through the breath. A  minimal amount is 
excreted through sweating. Metabolism of alcohol 
starts as soon as alcohol is absorbed in the stomach and 
liver. Alcohol is  fi rst broken down into acetaldehyde 
by alcohol dehydrogenase    (ADH). Acetaldehyde is a 
toxic substance, which is metabolized into (nontoxic) 
acetyl-CoA by acetaldehyde dehydrogenase. Alcohol 
is also metabolized in non-liver tissues by the enzymes 
cytochrome P450 (CYP450) and catalase, for instance 
in the brain. Alcohol is metabolized at a constant rate, 
since alcohol saturates the enzymes’ capacity to break-
down alcohol fully (even when only one alcoholic bev-
erage is consumed). 

(continued)
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   Alcohol Poisoning 
 Alcohol poisoning is characterized by mental confusion, 
unconsciousness, or coma; vomiting; seizures; slow or irreg-
ular breathing; hypothermia; and pale or blue skin color. 
Toxicity of alcohol poisoning is due to a build-up of meta-
bolic products of ADH and aldehyde dehydrogenase. 

 Alcohol poisoning or an alcohol overdose can lead to irre-
versible brain damage. Patients of alcohol poisoning need 
continued care, which can include a variety of treatments and 
tests, such as monitoring for clear airways to prevent chok-
ing, oxygen therapy to dilute alcohol in the body, IV and 
vitamins to keep the patient hydrated, and a kidney dialysis 
to prevent permanent kidney damage. Alcohol poisoning has 
risen steeply from the 1970s until 2002 in Eastern European 
countries and Russia  [  41,   42  ] . The in fl uence of level of alco-
hol consumption patterns on acute risk of fatal injuries and 
alcohol poisoning is not well known at present.   

   Chronic Effects 
   Alcohol Use: Chronic Effects on Gastrointestinal 
Functions 
 Alcohol use is associated with more than 60 medical condi-
tions, and for most of these, the risk increases with increased 
alcohol consumption  [  43,   44  ] . Moderate and heavy alcohol 
use affects the stomach, liver, and intestines. Heavy use is 
associated with damage to the mucous membrane of the 
stomach, the liver, and the brain. Chances for developing 
liver disorders and cancer of the throat, esophagus, stomach, 
liver, and intestines increase with heavier alcohol use (see 
Chap. 35 on alcohol and cancer). The relation between 
 cirrhosis mortality and population drinking levels is well 
established  [  45  ] . Alcohol use during pregnancy can lead to 
abnormal development of the fetus, birth defects, and fetal 
alcohol syndrome (see Chap. 36 on alcohol and fetal alcohol 
spectrum disorders). Alcohol affects the action of many 
drugs (both illegal substances and prescription drugs), and 
caution should be taken when alcohol is combined with med-
ication use. 

 Positive effects of light alcohol use (one standard drink 
every 2 days) have also been reported. Light to moderate 
alcohol use appears to decrease the risk of coronary artery 
diseases, type 2 diabetes  [  46–  48  ] , and ischemic stroke  [  49  ] , 
compared to that in abstainers. These positive effects seem to 
be present only when light alcohol use is spread evenly, and 
drinking large amounts in short periods is avoided  [  43,   44  ] . 

 Worldwide, alcohol use is associated with 4% of the 
global disease burden, and the diseases and deaths that are 
associated with alcohol use are comparable to the global 
 disease burden for smoking (4.1%) and high blood pressure 
(4.4%)  [  44  ] .  

   Heavy Alcohol Use: Effects on Brain Structure 
 Numerous studies have associated prolonged alcohol abuse 
and dependence with cerebral gray and white matter abnor-
malities: Alcohol dependence is associated with larger vol-
umes of cortical sulci and lateral and third ventricles, and 
reductions in gray and white matter volume compared to 
that in healthy controls, and this relation holds for both men 
and women with AUDs  [  50,   51  ] . The dorsolateral prefron-
tal cortex, an area related to regulation of emotions and 
behavior, or executive functions, is especially affected  [  50–
  52  ] . Gray matter reductions are present in nontreatment-
seeking AUD groups and in heavy drinkers, whereas white 
matter abnormalities seem to be present more often in treat-
ment-seeking alcohol dependent populations  [  52–  57  ] . 
Direct comparisons of alcohol-dependent groups in treat-
ment and heavy drinkers suggest that the degree of brain 
atrophy and neuronal and membrane injury in alcohol-
dependent patients in treatment is more severe than that of 
alcohol-dependent persons in the general population  [  58  ] . 
Smoking interacts with the effects of alcohol use on the 
brain; smoking heavy drinkers have higher gray matter 
reductions than nonsmoking heavy  drinkers  [  53,   59  ] , and 
smoking adversely affects cerebral perfusion in alcohol-
dependent patients  [  60  ] . Studies on the effects of light to 
moderate alcohol use are scarce: one MRI study reported 
increased gray matter volumes and decreased white matter 
volumes in a large MRI study of male light alcohol users 
(mean of 7–8 drinks a week), but not for female light alco-
hol users  [  61  ] . 

 There is both preclinical  [  62–  65  ]  and clinical research 
 [  66,   67  ]  suggesting that adolescence is a period of height-
ened vulnerability to alcohol-related brain damage. Clinical 
studies in adolescents with AUDs show that diminished gray 
matter in prefrontal cortex, thalamus, hippocampus, and 
abnormalities of the corpus callosum are associated with 
heavy alcohol use in adolescence  [  68–  70  ] . Subgroups at high 
risk for developing AUDs (e.g., high on externalizing symp-
toms; family history positive for alcoholism) also show 
abnormalities in gray matter volumes of the frontal, cingu-
late, and parahippocampal gyri; amygdala; thalamus; and 
cerebellum  [  71,   72  ] , indicating that some of the abnormali-
ties in gray matter volume may be a pre-existing risk factor 
for the development of alcohol dependence.  

   Effects on Cognitive Brain Functions 
 The effects of light and moderate alcohol use on cognitive 
functions have been studied in a couple of studies in older 
adults predominantly. In adults over the age of 70 years, light 
alcohol use (one drink a day or less) was associated with bet-
ter neurocognitive functions in women  [  73,   74  ] , but not in 
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men  [  73  ] ; however, another study found positive effects of 
similar amounts of alcohol in a sample of male veterans  [  75  ] . 
Light to moderate alcohol use in middle age and at an older 
age seems to be related to better episodic memory, psycho-
motor speed, and executive function, especially in nonsmok-
ers  [  76  ] . In a review of the literature, Parsons and Nixon 
conclude that increasing negative cognitive effects of alco-
hol use are present, starting from some cognitive de fi cits at 
 fi ve to six US standard drinks a day, to mild cognitive de fi cits 
when 7–9 standard drinks are used, to moderate and severe 
cognitive de fi cits, comparable to those with alcohol depen-
dence, at levels of 10 or more drinks a day  [  77  ] . 

 The effects of chronic heavy alcohol use and of AUDs on 
cognitive functions have been well established. Chronic 
alcohol use is associated with diminished neurocognitive 
performance in persons with AUDs  [  51,   78–  81  ] ; in general 
memory functions, visuospatial learning executive functions 
such as attention, planning, inhibition, and cognitive 
 fl exibility are affected in persons with AUDs  [  82  ] . The 
effects of alcohol dependence can be exacerbated by smok-
ing  history  [  79  ] .  

   Korsakoff’s Syndrome 
 Korsakoff’s syndrome is a chronic brain disease character-
ized by retrograde amnesia (inability to recall remote memo-
ries) and anterograde amnesia (inability to develop new 
memories). Korsakoff’s syndrome is related to nutritional 
de fi ciencies such as thiamine de fi ciency and vitamin B 
de fi ciency that accompany chronic heavy alcohol use, when 
insuf fi cient other nutrients are taken besides alcohol  [  83–  85  ] . 
Korsakoff’s syndrome often occurs together with Wernicke 
encephalopathy, a disorder characterized by neurological 
signs such as ataxia, nystagmus, and confusion. Improved 
nutrition, including vitamin supplementation and abstinence 
of alcohol, will help in reducing some of the signs of both 
Wernicke’s and Korsakoff’s syndrome, but the amnesia asso-
ciated with Korsakoff’s syndrome resolves in only about 
20% of the patients  [  84  ] , and it therefore is a condition with 
severe consequences for daily life and the ability to live 
independently.     

   Etiology 

   Risk Factors for Developing Alcohol 
Use Disorders: Biopsychosocial In fl uences 

   Personality and Comorbidity 
 There is no speci fi c relation between alcohol use or AUDs 
and a speci fi c constellation of personality traits. However, 
several personality traits have been associated with the devel-
opment of alcohol use and AUDs. Three personality dimen-
sions that are frequently discussed in the literature on alcohol 

and personality are neuroticism/negative emotionality, 
impulsivity/disinhibition, and extraversion/sociability. 

 The relation between alcohol-dependent patients in treat-
ment and neuroticism/negative emotionality has been estab-
lished in several lines of research. High rates of anxiety and 
depression are found in alcohol-dependent samples  [  86–  88  ] , 
and individuals with AUDs tend to score higher on self-
report measures of neuroticism and negative emotionality 
than nonalcoholic controls, both in cross-sectional and in 
prospective studies  [  89–  93  ] . 

 Individuals who meet AUD criteria score high on both 
self-report and behavioral (laboratory) measures of impul-
sivity  [  94–  98  ] . In addition, alcohol-dependent    persons have 
higher rates of Cluster B personality disorders, such as 
 antisocial  [  99,   100  ]  and borderline personality disorder 
 [  101–  103  ] , and it seems likely that there are reciprocal 
in fl uences between consumption and personality pathology. 
Genetic variance in behavioral undercontrol accounts for a 
signi fi cant proportion of the genetic variance in alcohol 
dependence  [  104  ] . Disinhibition and impulsivity have also 
been related to high-risk subgroups; e.g., children of alcohol-
dependent parents exhibit high levels of externalizing and 
disinhibited behaviors  [  105,   106  ] . In addition, disinhibited 
traits were related prospectively to AUDs in high-risk sam-
ples  [  107–  109  ] . 

 Extraversion/sociability has been related to age of onset 
of alcohol use, rather than to AUDs  [  110  ]  and to alcohol con-
sumption among social drinkers  [  111–  113  ] . 

 Persons with AUDs are at a higher risk for a variety of 
Axis I and Cluster B Axis II disorders, but the relative 
strength of this association differs as a complex function of 
age and transitional life events  [  114  ] ; comorbidity is higher 
when it concerns alcohol dependence than when alcohol 
abuse is involved, and comorbidity is lower in college stu-
dent samples  [  115,   116  ] .  

   Genetics 
 Genetic vulnerability factors are not speci fi c for AUDs, but 
are related to substance dependence in general, and even 
seem to extend to “behavioral addictions” such as pathologi-
cal gambling  [  117–  120  ] . The strong familial relation of 
AUDs has long been established in twin and adoption studies 
(for a review, see  [  121  ] ). Multiple genes are responsible for 
the genetic effect, but the nature of the genetic vulnerability 
is not clear yet. A recent quantitative linkage study indicated 
that genes on chromosomes 1, 2, and 10 were related to alco-
hol dependence  [  119,   122  ] . Genetic in fl uences on AUDs 
seem to be mediated by individual differences that relate to 
ethanol metabolism. Genes related to the breakdown of alco-
hol (ADH2, ADH3, ALDH2 genes) are related to diminished 
risk for AUDs in Asian populations  [  123,   124  ]  and have 
recently also been related to diminished risk for AUDs in 
African Americans  [  125  ] . It is unclear at present how this 
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genetic variation is relevant in other populations, since the 
prevalence of this gene is very low in Caucasians, for 
example. 

 Other genes that have been proposed as candidate genes 
related to AUDs are genes that in fl uence neurotransmitter 
functioning, such as genes related to    GABA transmission 
(GABRA2, GABRG1). Speci fi cally, the GABRA2 gene has 
been related to a higher risk for AUDs in adults and for the 
onset of AUD symptoms in young adulthood  [  126–  128  ] . The 
GABRA2 gene has been related to subjective and objective 
effects of alcohol (e.g., body sway, motor coordination, and 
hedonic value of alcohol), and this gene may be related to 
AUDs through this biobehavioral mechanism  [  129,   130  ] . The 
GABRG1 gene has been suggested to be related to AUDs 
both dependent on the GABRA2 haplotype  [  131  ]  and inde-
pendent of the GABRA2 genotype  [  132  ] . Other genes, such 
as those related to NMDA receptors (an excitatory glutamate 
receptor known to be extremely sensitive to alcohol in physi-
ological doses), cyclic AMP genes, serotonine and dopamine 
transporter genes, and genes relating to the metabolism of 
serotonine and dopamine (e.g., COMT and MAO), have been 
proposed  [  133–  137  ] . The recent studies indicating the 
GABRA2 and GABRG1 genes in relation to AUD risk in 
several independent studies seem to be important clues for 
future research into the relation between brain function and 
AUD risk. 

 Endophenotypes have been proposed as a promising 
approach for understanding the genetics of AUDs. 
Endophenotypes are biological markers lying in between 
genotype and a behavioral phenotype (e.g., heavy alcohol or 
drug use and dependence). It has been proposed that the study 
of endophenotypes will provide a link between genotype and 
related phenotypes. Recent studies have linked endopheno-
types such as functional brain responses to addiction-related 
cues to speci fi c genetic markers. For example, Hutchison and 
colleagues  [  138  ]  examined the role of the D 

4
  dopamine recep-

tor gene (DRD4) in relation to craving and responses to alco-
hol and tobacco (or related cues), and reported individual 
differences in alcohol-related craving, which was associated 
with different variants of the DRD4 gene for both substances. 
In another study, Filbey and colleagues investigated brain 
responses in a functional magnetic resonance imaging (fMRI) 
study  [  139  ] . Alcohol cues prior to alcohol priming resulted in 
a larger orbitofrontal, anterior cingulate, and striatal brain 
response in individuals with the DRD4 VNTR >7 repeat 
allele (DRD4.L), compared to that in individuals with DRD4 
<7 repeats (DRD4.S). In addition, individuals with at least 
one copy of the OPRM1 + 118 G allele had greater brain 
responses in mesocorticolimbic areas both before and after 
alcohol priming compared with homozygous OPRM1 + 118 
A allele individuals, and both in DRD4.L and OPRM1 + 118 
G groups, striatal brain responses correlated with greater fre-
quency and quantity of alcohol use. 

 These  fi ndings provide intriguing data on the relevance 
of speci fi c genes for in fl uencing responsivity to alcohol 
cues, and alcohol consumption, which in fl uence alcohol 
(and other drug) seeking. Clinical studies show that in 
substance- dependent patients, higher brain responsivity to 
drug cues, and lower prefrontal brain activity during a deci-
sion-making task can predict relapse in substance depen-
dence with a high accuracy  [  140,   141  ] . A recent study by 
Wrase and colleagues indicated that smaller amygdala vol-
umes were related to a higher relapse rate in alcohol-depen-
dent patients  [  142  ] . These studies show that the study of 
endophenotypes and their relation to genotypes is a promis-
ing area for future research on factors that in fl uence alcohol 
and drug sensitivity, cue reactivity, and relapse. Future 
research may result in developing risk pro fi les of genotypes 
and endophenotypes.  

   Environment 
 Environmental in fl uences on AUDs can be distal in fl uences 
such as peer in fl uences and parenting practices, and proximal 
in fl uences such as prenatal exposure to alcohol, or the effects 
of drinking contexts on acute alcohol use. For the effects of 
prenatal alcohol exposure, we refer to Chap. 36 (Fetal Alcohol 
Spectrum Disorder). Below, we discuss the effects of familial 
environment (parental substance use and parenting practices) 
and peer in fl uences on alcohol use and AUDs.  

   Familial Environmental In fl uences 
 It is well known that children of parents with AUDs (children 
of alcoholics; COAs) are at a higher risk to develop AUDs in 
adolescence and adulthood. About half of this association, 
however, is not determined by environment, but by genetic 
vulnerability (Kapprio et al. 2002; Rose et al. 2001; Viken et al. 
1999). Twin research shows that the majority of these environ-
mental in fl uences are unique, and thus, not shared between 
offspring, and thus, the role of shared familial environment on 
COAs’ alcohol use patterns and alcohol problems remains 
unclear. Gene–environment interactions have been established 
for AUDs. A study in offspring of twins    reported that environ-
mental in fl uence of growing up in a family with a parent with 
an AUD in fl uences the AUDs in offspring, dependent on their 
genetic vulnerability for AUDs  [  143  ] . Environmental in fl uences 
on drinking behavior of COAs seem to be partially related to 
modeling of alcohol use behavior, since research  fi ndings on 
the in fl uence of active drinking behavior of parents or active 
AUDs versus remitted AUDs and in fl uences on AUDs in off-
spring have been mixed  [  144–  146  ] . 

 Parenting practices have been associated with alcohol use 
in adolescents and young adults, at several levels. For instance, 
at the level of speci fi c alcohol parenting practices, Spijkerman 
and colleagues found in a study among 1,344 adolescents and 
their parents that applying strict rules about alcohol use and 
constructively discussing alcohol use are associated with 
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lower heavy drinking patterns, whereas parental alcohol use 
promotes adolescents’ alcohol use  [  147  ] . Several studies on 
general parenting practices indicate that higher behavioral 
control is related to alcohol-speci fi c rule enforcement  [  148  ]  
and that authoritative parenting style (characterized by high 
warmth and behavioral control) protects adolescents from 
negative outcomes such as the development of alcohol and 
substance use problems  [  149,   150  ] . Poor parental monitoring 
has also been found to put children at risk for association with 
substance-using peers, and association with substance-
abusing peers is a critical risk factor for early onset alcohol 
use and the development of AUDs  [  151  ] .  

   Peer In fl uences 
 When children grow older, the in fl uence of peers on behav-
iors like alcohol use increases, whereas parental in fl uence 
decreases. Socialization, the shaping of alcohol use by 
in fl uence from peers or a peer group, is one factor in peer 
in fl uences on alcohol use. For instance, af fi liations with alco-
hol-using peers encourage alcohol use through social learn-
ing, peer group pressure, modeling, and social facilitation 
 [  152–  155  ] . Another factor in peer in fl uences is selection: this 
occurs when adolescents seek af fi liation with peers who dis-
play similar patterns of substance use or deviant behavior 
(self-selection), or when environmental selection occurs, 
such as in transitioning from high school into college  [  153, 
  155  ] . Studies show that involvement with peers who use 
alcohol and engage in deviant behavior is a predictor of the 
development of AUDs in adolescence  [  156  ] . Coming from a 
disadvantaged environment or a disrupted family, and having 
a predisposition toward antisocial behavior predict AUDs, 
and these factors are also associated with selection into devi-
ant peer groups, a risk factor for AUDs in itself  [  157–  159  ] .    

   Treatment of Alcohol Use Disorders 

 In general, treatment for substance dependence involves 
a combination of several psychosocial interventions, which 
can be combined with pharmacological interventions. 
Treatment of AUDs can be preceded by a detoxi fi cation, 
depending on severity of alcohol dependence. Personality 
and Substance Misuse and Pharmacotherapy of Addiction 
are discussed in depth in Chapters 4 and 8. A short descrip-
tion and discussion of psychological and pharmacological 
interventions in AUDs are presented below. 

   Detoxi fi cation: Symptoms, Medication 

 The  fi rst stage of treatment for alcohol dependence 
often  consists of alcohol detoxi fi cation, in order to prevent 
complications during detoxi fi cation, and to diminish 

 symptoms and adverse effects associated with detoxi fi cation. 
Symptoms can develop within several hours after last alco-
hol use, and usually show a peak 24–36 h after abstinence. 
Symptoms that can be experienced during alcohol 
detoxi fi cation are anxiety, restlessness, sleeplessness, sweat-
ing, nausea, vomiting, tremors, heightened blood pressure, 
and an increased heart rate  [  20  ] . Alcohol detoxi fi cation is 
estimated to take a week, although sleep disturbances and 
psychological withdrawal symptoms can persist much lon-
ger  [  160  ] . 

 Monitoring of alcohol-dependent patients during 
detoxi fi cation is especially relevant because serious effects 
as delirium, epileptic insults, or dehydration can be present. 
If an alcoholic delirium occurs (usually after 3–5 days of 
abstinence), it is characterized by severe sympathetic 
hyperactivity (e.g., severe perspiration, fever, tachycardia, 
and hypertension). Medications used in detoxi fi cation usu-
ally consist of slow-acting benzodiazepines (e.g. diazepam, 
clorazepine, or chlordiazepoxide), which are dosed based 
on symptoms or according to a  fi xed dose   [  161 – 165  ] . 
Dosage of benzodiazepines depends on the severity of the 
detoxi fi cation symptoms, and should take in consideration 
that benzodiazepines can build up in persons with dimin-
ished liver functioning. When severe liver dysfunctioning 
is present, benzodiazepines with a short half-time should 
therefore be considered (e.g., oxazepam and lorazepam) 
 [  160,   166  ] . Next to benzodiazepines, haloperidol is used to 
diminish restlessness and to lower the chance of epileptic 
insults. Thiamine and vitamin B suppletion is used to avoid 
the development of Wernicke’s syndrome  [  167  ] , and should 
be continued for a longer period after detoxi fi cation 
(1 month to 3 months), depending on thiamine and vitamin 
B de fi ciencies.  

   Psychosocial Interventions for Alcohol 
Use Disorders 

 A range of psychosocial interventions has been imple-
mented in the treatment of AUDs. These interventions 
range from brief interventions by primary health care pro-
viders to intensive residential treatment. Brief interventions 
for AUDs are effective in reducing drinking levels, and 
regarding cost-effectiveness of brief interventions tends to 
be very high  [  168–  170  ] . A recently developed type of brief 
intervention, motivational interviewing [MI], is designed 
to enhance the readiness of individuals to change their 
behavior on their own and/or undertake more formal treat-
ment. MI can be a useful intervention for drinkers who 
have not yet recognized the problematic nature of their 
drinking. There is a long  history of behavioral approaches 
to alcohol treatment, and contingency management is a 
new promising approach that seems to be more effective 
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in promoting abstinence, compared to other treatment 
 methods (for a review, see  [  171  ] ). 

 In cognitive behavior therapy (CBT), the focus is to 
learn new skills to cope with problems and to change 
harmful behavior patterns by employing a wide range of 
behavioral and cognitive techniques, although it is not 
clear what speci fi c factors account for treatment effective-
ness  [  172  ] . CBT focuses on processes such as learning 
adaptive behavioral strategies to cope with alcohol craving 
and with stressful situations that result in a high chance of 
relapse (e.g., distraction strategies, leaving the situation, 
or calling a friend), and identifying and reducing irratio-
nal, erroneous, or self- defeating thought patterns about 
alcohol use. One type of CBT that has received consider-
able support is relapse prevention training where there is a 
strong explicit focus on  situations most likely to result in 
relapse  [  173,   174  ] . 

 Like cognitive behavioral therapies, twelve-step mod-
els provide a range of coping behaviors but view alcohol 
dependence as a spiritual disease and medical disease. 
Twelve-step programs outline 12 consecutive activities 
that individuals with AUDs should achieve during the 
recovery process. Twelve-step models view alcoholism as 
a disease which can be controlled, but can never be cured, 
and therefore, twelve-step models focus on abstinence, 
rather than diminishing alcohol use. Similarities between 
twelve-step models and CBT lie in the development of 
coping skills to resist alcohol craving and urges. The com-
bination of a twelve-step    program combined with CBT 
has not been studied extensively in randomized control 
trials: one study found that a combination of professional 
treatment and a twelve-step program led to better treat-
ment results than a twelve-step program alone  [  175  ] . 
A nonrandomized trial found that a twelve-step approach 
was more effective  [  176  ] . Twelve-step models seem to be 
more effective compared to CBT and motivational 
enhancement therapy in a subgroup of individuals with 
AUDs who have a social network which is highly sup-
portive of drinking  [  177  ] . This interaction is likely related 
to the fact that twelve-step models provide an alternative 
social network not supportive of drinking. More random-
ized controlled  trials have to be done to compare potential 
differences in treatment effectiveness of twelve-step mod-
els and other psychosocial treatments  [  178  ] . 

 Family and couple therapy is sometimes employed in the 
treatment of AUDs, in order to engage the immediate social 
environment as a support system for change, and to address 
interpersonal communication and the role it has in the 
addictive behavior. A recent review reported that behavioral 
couple therapy was associated with better outcome (fre-
quency of use, consequences of use, and relationship satis-
faction) than individual behavioral therapy, especially at 
follow-up  [  179  ] .  

   Pharmacological Interventions for Alcohol 
Dependence 

   Anticraving Medication (Naltrexone, 
Acamprosate, Topiramate) 
 Two anticraving medications (acamprosate, oral naltrexone, 
and the once-monthly injectable, extended release naltrex-
one) have received approval for the treatment of alcohol 
dependence in the USA and European countries  [  180  ] . 
Acamprosate is thought to act by normalizing protracted 
dysregulation of NMDA-mediated glutamatergic neurotrans-
mission, a result of chronic heavy alcohol use and with-
drawal. The safety and ef fi cacy of acamprosate have been 
established in several clinical trials (for a review, see  [  181, 
  182  ] ), although not all studies  fi nd positive effects: a large 
clinical trial did not  fi nd any effects of acamprosate alone, or 
in combination with naltrexone and/or CBT, compared to 
placebo  [  183  ] . Naltrexone is an opioid antagonist which is 
thought to reduce alcohol craving by blocking the mu-opioid 
receptors, and thereby reducing the rewarding properties of 
alcohol and other psychoactive substances  [  184  ] . Naltrexone 
has been shown to be effective in reducing relapse and dimin-
ishing percent of drinking days, when combined with several 
interventions, ranging from medical management to CBT 
( [  183  ] , for a review, see  [  185  ] ). A promising off-label phar-
macological intervention for alcohol dependence is topira-
mate, which is thought to reduce the reinforcing effects of 
alcohol by facilitating gamma-aminobutyric acid function 
and inhibiting glutaminergic pathways in the corticome-
solimbic system. Several clinical trials show the ef fi cacy of 
topiramate above placebo  [  186–  188  ] . Another off-label phar-
macological intervention for AUDs that recently has been 
studied is baclofen, a GABA-B receptor agonist. Some  fi rst 
studies show effectiveness of baclofen over placebo  [  189, 
  190  ] , but null- fi ndings are reported as well  [  191  ] . Therefore, 
the effectiveness of baclofen has to be studied in large 
 clinical trials to demonstrate clearly the ef fi cacy of baclofen 
and to ascertain whether ef fi cacy is in fl uenced by certain 
AUD characteristics such as severity and alcohol depen-
dence subtype  [  192  ] .  

   Aversive Medication 
 Disul fi ram is an FDA-approved aversive medication for 
treatment of alcohol dependence. It inhibits the action of 
aldehyde dehydrogenase, thus preventing the breakdown of 
alcohol into acetate, resulting in nausea, vomiting, headache, 
and chestpain when alcohol is taken. The mechanism of 
disul fi ram thus is an aversive response to alcohol consump-
tion, even at a low level of alcohol consumption. Nonadherence 
tends to be high to very high in clinical trials of disul fi ram, 
and reviews suggest that supervised prescription of disul fi ram 
is needed to increase adherence  [  180,   193  ] . A severe side 
effect of disul fi ram is the rare and idiosyncratic but  potentially 
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fatal hepatotoxicity that can occur with disul fi ram  [  194  ] . For 
a more recent discussion on the use of disul fi ram in AUDs, 
see  [  195–  198  ] .        
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  Abstract 

 Tobacco use is the leading cause of preventable mortality worldwide, and nicotine (a small 
tertiary amine consisting of a pyridine and pyrrolidine ring) is the primary psychoactive con-
stituent in tobacco. When inhaled, nicotine reaches the brain within 7–10 s, with peak blood 
levels occurring within a few minutes. In the USA, the prevalence of smoking among adults 
is just under 20%, although over half of all ever-smokers have now quit. Nicotine dependence 
is characterized by tolerance, withdrawal symptoms (e.g., irritability, depression, restless-
ness, insomnia, anxiety, hunger and poor concentration, as well as craving), and compulsive 
use. Tobacco use and dependence are more prevalent among psychiatric patients and persons 
with certain medical conditions, including HIV and chronic pain. Smokers often report that 
cigarettes enhance both their mood state and their cognitive functioning (e.g., attention); 
however, it is dif fi cult to determine if these are actual nicotine onset effects, relief of nicotine 
withdrawal effects, or psychological expectancy (i.e., placebo) effects. Treatments for tobacco 
use include seven FDA-approved pharmacotherapies (nicotine gum, patch, nasal spray, 
inhaler, and lozenge, plus bupropion, and varenicline) with roughly similar ef fi cacies. In addi-
tion, behavioral counseling enhances ef fi cacy rates. Even minimal counseling, such as brief 
physician advice, signi fi cantly increases the odds of cessation, but more intensive counseling 
produces greater effects. Other options include self-help and telephone quitlines.               

      Nicotine       

     Erika   B.   Litvin   ,    Joseph   W.   Ditre   ,    Bryan   W.   Heckman   , 
and    Thomas   H.   Brandon         

  10

    E.  B.   Litvin   •     B.  W.   Heckman   •     T.  H.   Brandon   (*)
     Tobacco Research & Intervention Program, H. Lee Mof fi tt 
Cancer Center ,  University of South Florida ,   4115 E. 
Fowler Avenue ,  Tampa   FL   33617 ,  USA    
e-mail:  Thomas.Brandon@Mof fi tt.org  

     J.  W.   Ditre  
     Department of Psychology ,  Texas A&M University , 
  College Station ,  TX   77843 ,  USA    

  Learning Objectives 

    Tobacco use is the leading cause of preventable • 
mortality worldwide, killing over  fi ve million peo-
ple annually.  
  Tobacco smoking is associated with increased risk • 
of lung and other cancers, coronary heart disease, 

peripheral vascular disease, chronic lung disease, 
stroke, and pneumonia.  

  Approximately 20% of US adults continue to • 
smoke.  
  Nicotine is the addictive agent in tobacco. The • 
essential features of nicotine dependence are toler-
ance, withdrawal symptoms, and compulsive use.  
  Nicotine typically acts as a stimulant within the • 
central and peripheral nervous system, but large 
doses can produce effects similar to a depressant.  
  Nicotine dependence is associated with several psy-• 
chiatric disorders, including major depression, anx-
iety, substance abuse, and schizophrenia.  
  Although acute effects of nicotine include apparent • 
cognitive and affective enhancement, it is dif fi cult 
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 Nicotine is believed to be the primary psychoactive constitu-
ent in tobacco smoke  [  1  ] . Whereas the psychoactive effects 
of nicotine are more subtle than other drugs of abuse, ironi-
cally the likelihood of the development of dependence and 
the morbidity and mortality associated with tobacco prod-
ucts is far greater. Although tobacco use rates have declined 
steadily since the 1960s, nicotine remains one of the most 
heavily used substances in the USA, and tobacco use is the 
leading preventable cause of death worldwide  [  2  ] . This chap-
ter reviews the use and abuse of nicotine, including long-
term consequences of use, prevalence of use and the 
development of tolerance and dependence, acute physiologi-
cal and psychological effects, and treatment considerations. 
Given that cigarette smoking is by far the most widely used 

method for nicotine delivery, the majority of this chapter 
focuses on smoked tobacco.  

   Nicotine and Tobacco Preparations 

 Although cigarette smoking has been the most popular 
method of nicotine self-administration since the early twen-
tieth century, nicotine is also commonly derived from the 
smoke of other tobacco preparations (e.g., cigars, pipes, hoo-
kahs, bidis, and kreteks) and from smokeless tobacco (e.g., 
chewing tobacco and snuff). Hookahs (or water pipes) have 
been gaining in popularity among young adults in the USA. 
Hookahs vary in size, shape, and composition, and hookah 
tobacco is available in a variety of  fl avors  [  3  ] . Bidis are 
small, hand-rolled cigarettes that consist of tobacco wrapped 
in the leaves of plants native to Asia  [  4  ] . Kreteks (or clove 
cigarettes) typically contain a combination of tobacco, 
cloves, and other additives  [  5  ] . Both bidis and kreteks have 
been found to contain higher concentrations of nicotine, tar, 
and carbon monoxide than conventional cigarettes  [  4,   5  ] . 
With respect to smokeless preparations, chewing tobacco is 
commonly used in a loose leaf form, whereas snuff is  fi nely 
ground tobacco that may be dry, moist, or delivered in 
pouches. Although snuff can be inhaled through the nose, 
most users place the tobacco between their cheek and gum.  

   Tobacco-Related Mortality 

 Tobacco use is the single most preventable cause of death in 
the world today, killing an average of more than  fi ve million 
people each year  [  2  ] . Furthermore, worldwide smoking-
related mortality is estimated to reach ten million annually 
by 2030, with 70% of these deaths occurring in developing 
countries  [  6  ] . In the USA, tobacco smoking accounts for an 
estimated 443,000 deaths each year, including about 38,000 
from secondhand (or environmental) tobacco smoke expo-
sure  [  7,   8  ] . Thus, US mortality data indicate that tobacco use 
is responsible for more annual American deaths than HIV, 
motor vehicle injuries, illegal drug use, alcohol use, murders, 
and suicides combined  [  7,   9  ] . On average, smokers die 13–14 
years earlier than nonsmokers  [  7  ] , and for every person who 
dies of a smoking-related disease, 20 more people develop at 
least one serious smoking-related illness  [  10  ] . Excluding 
deaths from residential  fi res and adult deaths from second-
hand smoke, tobacco smoking accounts for approximately 
5.1 million years of potential life lost each year  [  8  ] . Tobacco 
use is also associated with tremendous societal costs, includ-
ing about $193 billion in annual medical expenses and lost 
productivity, or about $3,750 per adult smoker  [  8,   11  ] . 
Healthcare costs associated with exposure to secondhand 
smoke average $10 billion annually  [  12  ] .  

  Issues That Need to Be Addressed by Future Research 

    Parsing the degree to which acute nicotine effects • 
(e.g., cognitive and affective enhancement) are the 
product of (a) direct nicotine onset; (b) offset of 
nicotine withdrawal; and (c) psychological expec-
tancy effects.  
  Determining if the comorbidity of nicotine depen-• 
dence and psychiatric disorders represents self-
medication for speci fi c psychiatric symptoms, and 
the development of targeted treatments for these 
smokers.  
  The development of personalized medicine for treat-• 
ing nicotine dependence, based on genetic, physio-
logical, or psychological individual differences.  
  The development of novel behavioral interventions, • 
particularly those that complement or synergize 
with pharmacotherapy effects.    

to rule out simple reversal of withdrawal-induced 
de fi cits in these areas.  
  For comprehensive, empirically based recommen-• 
dations on smoking cessation strategies, see the U.S. 
Public Health Service’s Clinical Practice Guideline 
on Treating Tobacco Use and Dependence.  
  The seven FDA-approved pharmacotherapies for • 
treating tobacco dependence include  fi ve nicotine 
replacement therapies (gum, patch, nasal spray, 
inhaler, and lozenge), plus bupropion and varenicline.  
  Behavioral counseling improves the ef fi cacy of phar-• 
macotherapy in a dose–response manner. However, 
even minimal interventions, such as brief physician 
advice, signi fi cantly increase abstinence rates.    
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   Tobacco-Related Health Effects 

   Tobacco Smoking 

 Tobacco smoking harms nearly every organ of the body and 
causes a wide range of diseases, including several forms of 
cancer  [  6,   13  ] . Diseases causally linked with tobacco use 
include: chronic obstructive pulmonary disease, coronary heart 
disease, peripheral vascular disease, chronic lung disease, pep-
tic ulcers, stroke, abdominal aortic aneurysm, cataract, pneu-
monia, and periodontitis  [  6  ] . Relative to nonsmokers, smokers 
are ten times more likely to develop peripheral vascular dis-
ease  [  14  ] ; twice as likely to suffer from a stroke  [  15  ] ; and up to 
four times more likely to develop coronary heart disease  [  16  ] . 
Smoking is also known to cause cancers of the oral cavity, 
larynx, pharynx, esophagus, cervix, bladder, kidney, lung, 
pancreas, and stomach, as well as acute myeloid leukemia. 
Tobacco smoking is responsible for about 85% of all lung can-
cer deaths, and the risk of dying from lung cancer is about 23 
times greater for male smokers and about 13 times greater for 
female smokers relative to male and female never-smokers 
 [  13  ] . Rates of tobacco-related cancer vary considerably by 
race and ethnicity but are generally greatest among African-
American men  [  17  ] . It is important to note that many adverse 
health effects of tobacco smoking are considered reversible, 
with treatments for smoking cessation identi fi ed as some of 
the most cost effective of all healthcare interventions  [  6  ] .  

   Smokeless Tobacco and Secondh and 
Smoke Exposure 

 Smokeless tobacco contains numerous carcinogens and is 
known to increase the risk for developing cancer of the oral 
cavity  [  18  ] . In addition, several oral health problems (e.g., 
leukoplakia and recession of the gums) are strongly associ-
ated with smokeless tobacco use  [  19  ] . Secondhand smoke 
exposure is known to have immediate adverse effects on the 
cardiovascular system and is a causal agent in the develop-
ment of coronary heart disease  [  20  ] . Secondhand smoke has 
also been found to cause lung cancer among never-smokers, 
with approximately 3,000 lung cancer deaths attributable to 
secondhand smoke exposure each year  [  20  ] .   

   Prevalence of Tobacco Use 

   Tobacco Smoking 

 Despite treatment advances and the widely known health 
consequences of tobacco use, approximately 20.6% of all 
U.S. adults (46 million people) continue to smoke cigarettes 

 [  21  ] . Furthermore, about 20% of America’s youth are 
classi fi ed as current smokers by the time they complete high 
school  [  22  ] . The prevalence of tobacco smoking by age is 
estimated to be 21.4% for persons 18–24, 23.7% for persons 
25–44, 22.6% for persons 45–64, and 9.3% for persons 65 or 
older  [  21  ] . Smoking rates also vary by gender, ethnicity, edu-
cation, and income  [  21  ] . For example, tobacco smoking is 
more prevalent among men (23.1%) than women (18.3%), 
and among American Indians/Alaska Natives (32.4%), rela-
tive to Caucasians (22.0%), African Americans (21.3%), 
Hispanics/Latinos (15.8%), and Asian Americans (9.9%). 
The prevalence of smoking is also inversely related to educa-
tional attainment and economic status. Whereas 41.3% of 
adults with only a General Education Development (GED) 
diploma smoke, only 5.7% of those with a graduate college 
degree do. Likewise, the prevalence of smoking for those 
with incomes below versus above the poverty line is 31.5% 
versus 19.6%, respectively.  

   Smokeless Tobacco 

 Although smokeless tobacco use is much less prevalent 
than smoking, adolescents who use smokeless tobacco are 
more likely to become regular cigarette smokers  [  19  ] . An 
estimated 3.5% of US adults are current smokeless tobacco 
users, including 6.8% of men and 0.4% of women  [  23  ] . 
Smokeless tobacco use is most common among American 
Indians/Alaska Natives (5.4%), followed by Caucasians 
(4.5%), African Americans (1.4%), Hispanics/Latinos 
(1.1%), and Asian Americans (1.1%). In addition, approxi-
mately 8% of high school students and 4% of middle 
school students are classi fi ed as current smokeless tobacco 
users  [  22  ] .  

   Comorbid Psychiatric Disorders 

 Psychiatric disorders are more common among smokers than 
in the general population  [  24  ] . Persons diagnosed as nicotine 
dependent are more likely to present with major depression, 
anxiety, and substance abuse/dependence disorders  [  25,   26  ] . 
In fact, it has been estimated that individuals with psychiatric 
or substance use disorders account for approximately 44% of 
all cigarettes smoked in the USA  [  27  ] . Of all persons seeking 
treatment for tobacco dependence, about 30–60% of persons 
report a history of depression  [  28,   29  ] . In addition, tobacco 
smokers account for up to 80% of all individuals who abuse 
drugs and alcohol  [  30–  32  ] . Speci fi cally, tobacco smoking 
has been associated with increased rates of alcohol, canna-
bis, and cocaine dependence  [  33,   34  ] . Finally, personality 
disorders (e.g., schizotypal and borderline) are also 
signi fi cantly more common among tobacco users  [  35  ] .  
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   Comorbid Medical Disorders 

 The recently updated U.S. Department of Health and Human 
Services’ Clinical Practice Guidelines for Treating Tobacco 
Dependence identi fi ed smokers with comorbid medical con-
ditions (e.g., cancer, cardiac disease, chronic obstructive pul-
monary disease, diabetes, and asthma) as important targets 
for tobacco cessation because smoking is known to exacer-
bate these conditions  [  29  ] . It has been suggested that clini-
cians treating smokers with these conditions should consider 
integrating tobacco dependence interventions into chronic 
disease management programs because patients may bene fi t 
from this “teachable-moment” or “window of opportunity” 
 [  29,   36  ] . In addition, both HIV-positive individuals  [  37,   38  ]  
and persons who live with chronic pain  [  39–  42  ]  are more 
likely to smoke tobacco than the general population. HIV-
positive smokers have higher mortality rates and report lower 
quality of life than HIV-positive nonsmokers  [  43,   44  ] , and 
chronic pain patients who smoke present with more maladap-
tive pain behaviors than treatment-seeking nonsmokers  [  41  ] .   

   Nicotine and Tobacco Dependence 

   Course 

 Although the prevalence of tobacco use in the USA has been 
closely monitored, less is known about the epidemiology of 
nicotine  dependence   [  45  ] . Greater than 80% of adult smokers 
initiate tobacco use prior to age 18  [  46  ] . Common correlates 
of daily smoking and lifetime/current nicotine dependence 
among young adults include: low education, parental and 
peer smoking, novelty seeking, early age of smoking onset, 
pleasurable initial smoking experiences, and Hispanic eth-
nicity  [  45  ] . On the other end of the spectrum, although 70% 
of adult smokers report a desire to quit using tobacco  [  47  ] , 
only about 40% of smokers attempt to quit each year (with 
younger smokers more likely to try)  [  48  ] . Unfortunately, 
relapse is the most common outcome of these quit attempts, 
with 95–98% of those who quit on their own  [  49  ]  and 70–85% 
of those who receive psychological and/or pharmacological 
treatment  [  29  ]  resuming tobacco use within 1 year. 

 There is no consensus as to whether current tobacco 
smokers may be more tobacco dependent than earlier popu-
lations of smokers  [  50  ] . However, a recent report indicates 
that nicotine dependence has reached a 15-year high, with 
nearly 75% of persons currently seeking treatment for 
tobacco dependence categorized as highly nicotine depen-
dent  [  51  ] . Consistent with this conclusion, analyses of pub-
lished clinical trials of smoking cessation interventions have 
revealed a steady drop in cessation rates over the past two 
decades, suggesting that smokers are becoming increasingly 
dif fi cult to treat  [  52,   53  ] . 

 Taken together, cessation data indicate that few tobacco 
users achieve permanent abstinence during an initial quit 
attempt, but that most users cycle through periods of remis-
sion and relapse for many years  [  29  ] . Thus, nicotine and 
tobacco dependence may best be conceptualized as a chronic 
relapsing disorder that requires consistent, ongoing care.  

   Tolerance and Withdrawal 

 Nicotine dependence and withdrawal can develop with use 
of all tobacco preparations (e.g., cigarettes, chewing tobacco, 
snuff, pipes, and cigars) and nicotine replacement medica-
tions  [  54  ] . The relative capacity for these products to pro-
duce dependence or withdrawal is primarily dependent on 
the amount of nicotine they contain and how rapidly the nic-
otine is delivered to the brain. The essential features of nico-
tine dependence as described in both the ICD-10 and the 
DSM-IV are tolerance (i.e., smoking more over time to 
obtain the same effects), withdrawal symptoms (e.g., 
irritability, depression, restlessness, insomnia, anxiety, hun-
ger, and poor concentration), and compulsive drug taking 
 [  54,   55  ] . Withdrawal symptoms have been observed as early 
as 30 min after the last cigarette  [  56  ] . Although withdrawal 
typically peaks within the  fi rst few days of abstinence, and 
subsides over the following 2 weeks, considerable deviation 
from this pattern has been found for a substantial subset of 
smokers  [  57  ] .  

   Psychology of Nicotine Dependence 

 Multiple psychological constructs have been proposed to 
account for tobacco use and dependence  [  58  ] . Among the 
most prominent constructs included in models of tobacco 
and other drug use are basic learning principles such as posi-
tive reinforcement from the pleasurable effects of smoking, 
negative reinforcement from withdrawal relief and other 
stress relief, and classical conditioning, which involves the 
association of smoking with stimuli that are often paired 
with smoking. 

 Classical conditioning models of addiction suggest that 
during self-administration of substances such as nicotine, 
cues reliably paired with substance use or withdrawal may 
come to elicit craving and a variety of physiological, psycho-
logical, and behavioral responses capable of motivating 
ongoing drug use and increasing the probability of relapse 
 [  59–  61  ] . Considering that tobacco use occurs in a variety of 
situations and contexts, an extensive array of cues may 
potentially become associated with nicotine self-administra-
tion. Cues that are most commonly associated with tobacco 
use include paraphernalia such as cigarettes, lighters, and 
ashtrays. However, cues that may come to trigger tobacco 
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use can also be more distal (e.g., environments in which 
tobacco consumption commonly occurs) and internal (e.g., 
withdrawal symptoms, mood states, somatic sensations). In 
terms of tobacco research, cue reactivity assessments enable 
researchers to examine tobacco users’ physiological and 
subjective reactions to cues and situations that are consid-
ered high risk for relapse  [  62,   63  ] . Indeed, research indicates 
that the extent to which a tobacco user experiences cue-elic-
ited reactivity may be predictive of cessation success and 
posttreatment relapse to smoking  [  64–  66  ] . 

 Additionally, cognitive models have stressed the role of 
automatic processes involved with drug use, suggesting that 
the experienced smoker requires very little controlled cogni-
tive effort to seek out and smoke a cigarette  [  67  ] . An 
in fl uential motivational construct in the addiction  fi eld has 
been outcome expectancies, which refer to the user’s expected 
consequences from consuming a substance. Expectancies 
are posited to represent a fundamental causal link involved 
with drug use initiation, maintenance, cessation, and relapse, 
and they do not necessarily function in conscious awareness 
 [  68,   69  ] . With respect to smoking, commonly held and moti-
vationally potent expectancies include those related to posi-
tive reinforcement (e.g., positive mood, social facilitation), 
negative reinforcement (e.g., reduction of negative mood), 
and appetite/weight control  [  70  ] .   

   Acute Physiological Effects of Nicotine 

 Nicotine produces complex, dose-related acute physiologi-
cal consequences on both the central and peripheral nervous 
systems as a result of nicotine binding to nicotinic acetylcho-
line receptors (nAChRs), which are found in the central ner-
vous system (CNS) as well as the autonomic ganglia, the 
neuromuscular junction, and several non-neuronal tissues 
 [  71  ] . The nAChRs are ligand-gated ion channels comprised 
of  fi ve individual subunits joined together to form a central 
pore consisting primarily of alpha and beta type subunits. 
Alpha type subunits can be further differentiated into nine 
isoforms ( a 2 to  a 10) and beta subunits into three isoforms 
( b 2 to  b 4), leading to an assortment of subunit combinations 
within the brain  [  72  ] . At least 12 unique types of nAChRs 
have been identi fi ed. The heteromic  a 4 b 2 receptor subtype 
is the most abundant type, and these receptors may be the 
primary site of action mediating nicotine dependence. In 
addition to receptor subtype, receptor subunit location (pre-
synaptic, axonal, and postsynaptic) and composition are also 
determining factors for how nicotine will affect neurotrans-
mitter release and contribute to the complexity of the effects 
of nicotine  [  73  ] . 

 Depending on the amount consumed, nicotine can act as a 
stimulant or depressant. Low doses produce arousal and an 
increase in heart rate or blood pressure, indicating central or 

peripheral nervous system stimulation. On the other hand, 
bradycardia and hypotension can be a result of high doses of 
nicotine. Physiological tolerance to nicotine can develop 
rapidly, beginning with consumption of the  fi rst cigarette. 
For example, many smokers will develop a partial tolerance 
to the acceleration of heart rate produced by nicotine within 
1 day  [  74  ] . 

   Central Nervous System 

 Nicotine stimulates presynaptic nAChRs throughout the 
brain, including regions of the thalamus, amygdala, hip-
pocampus, midbrain, cingulated cortex, basal ganglia, cer-
ebellum, and various other areas in the cerebral cortex  [  75  ] . 
As nicotine binds to these sites, positively charged ions 
(primarily sodium, potassium, and calcium) are allowed to 
enter the cell. These cations then activate voltage-depen-
dent calcium channels, resulting in further in fl ux of cal-
cium and subsequently altered electrical activity, which 
increases the probability of depolarization and neurotrans-
mitter release  [  73  ] . 

 Nicotine may in fl uence the action of a variety of neu-
rotransmitters, including acetylcholine, dopamine, norepi-
nephrine, serotonin, glutamate and  g -aminobutyric acid 
(GABA), as well as endorphins. Dopamine is thought to be 
of particular importance to the understanding of nicotine 
dependence. Nicotine leads to dopamine release in the cor-
pus striatum, frontal cortex, and mesolimbic pathway. 
More speci fi cally, nicotine-induced increases in dopamine 
within the ventral tegmental area of the midbrain, and the 
nucleus accumbens appear to be critical to the rewarding 
effects of nicotine  [  73,   76  ] . Activation of dopaminergic 
neurons within this system is further modulated by the 
effects of nicotine on inhibitory GABA and excitatory glu-
tamate inputs  [  77  ] . 

 Imaging techniques have been instrumental for aiding in 
the understanding of the acute effects of nicotine in the brain 
(e.g., functional magnetic resonance imaging, positron emis-
sion, single photon emission computed tomography, and 
autoradiography). Researchers have reliably demonstrated 
that nicotine administration leads to a decrease in global 
brain activity in human cigarette smokers  [  78,   79  ] . With 
respect to the effects of nicotine on regional activity in smok-
ers, studies have commonly found relative increases in activ-
ity in the prefontal cortex (including the dorsolateral 
prefrontal cortex, medial frontal, and orbitofrontal gyri), 
thalamus, and visual system (see  [  80  ] ). These  fi ndings are 
consistent with the idea that nicotine activates cortico-basal 
ganglia-thalamic circuitry  [  81  ] , which may play a critical 
role in the subjective effects of smoking. Animal studies 
have provided convergent evidence concerning these effects 
of nicotine on brain activity  [  80  ] .  
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   Peripheral Nervous System 

 Nicotine is primarily responsible for the hemodynamic 
effects of smoking  [  82  ] . A sympathomimetic drug, nicotine 
leads to increased plasma levels of catecholamines, includ-
ing norepinephrine and epinephrine  [  83  ] . This release of cat-
echolamines locally by neurons and systemically from the 
adrenal gland contributes to increases in heart rate up to 
15 bpm and increases in systolic blood pressure up to 
5–10 mmHg following nicotine administration  [  82  ] . 
Additionally, myocardial contractility is ampli fi ed as nico-
tine is consumed. Together, these alterations in heart rate, 
blood pressure, and contractility result in changes in myocar-
dial work, increasing coronary blood  fl ow by up to 40% in 
healthy individuals  [  84  ] . Additionally, acute nicotine admin-
istration can lead to vasodilation or vasoconstriction, depend-
ing on the vascular bed location. For example, vasodilation 
occurs in skeletal muscle, whereas vasoconstriction occurs 
in the skin  [  82  ] .   

   Acute Psychological Effects of Nicotine 

 As previously mentioned, tobacco users hold strong expec-
tancies, or beliefs, that acute nicotine administration confers 
psychological bene fi ts (e.g., mood and cognitive perfor-
mance enhancement). In contrast to users’ beliefs, studies 
that have investigated the  actual  acute psychological effects 
of nicotine have produced inconsistent results that are 
dif fi cult to summarize brie fl y. A variety of methodological 
challenges and controversies complicate the interpretation of 
these  fi ndings. For example, many studies have lacked pla-
cebo control conditions, have not assessed pre-nicotine 
administration (i.e., baseline) status, and have employed 
small sample sizes resulting in possibly inadequate statistical 
power  [  85,   86  ] . Additional procedural considerations include 
the amount and timing of nicotine dosing and the route of 
administration (i.e., cigarette, intravenous, subcutaneous, 
patch, nasal spray, or gum), whether dosing is standardized 
or individualized, how mood is manipulated and measured, 
task dif fi culty and complexity, and other situational factors 
 [  85–  88  ] . Finally, individual participant variables, such as the 
strength of their preexisting expectancies about the effects of 
nicotine, which may exert a placebo effect, variation in nico-
tine exposure history, pre-existing differences in mood and/
or cognitive abilities in smokers versus never-smokers, per-
sonality traits and psychological disorders, and baseline psy-
chological state (e.g., baseline level of negative affect) may 
in fl uence outcomes  [  85,   86,   89  ] . 

 Importantly, many studies have not controlled for nico-
tine withdrawal status, and therefore it has been dif fi cult to 
disentangle the absolute effects of nicotine from reversal of 

withdrawal-induced de fi cits. Studies that have included non-
deprived smokers and nonsmokers have provided a more 
direct test of the effects of nicotine  [  85,   86,   90  ] . However, 
even these designs are not without controversy, as null results 
may indicate ceiling effects or that bene fi ts only occur after 
tolerance is acquired  [  86  ] . Newer imaging technologies that 
have begun to reveal the physiological effects of nicotine 
that underlie psychological responses may help resolve some 
of this controversy  [  86,   88,   91  ] . 

   Cognitive Performance 

 Consistent with smokers’ self-reports, nicotine withdrawal is 
often characterized by objectively quanti fi able decreases in 
attention and concentration (e.g.,  [  92,   93  ] ) that may emerge in 
as little as 30 min after smoking  [  56  ] . More speci fi cally, nico-
tine deprivation appears to impair sensory abilities such as 
critical  fl icker frequency (highest frequency at which an indi-
vidual can detect  fl icker in a  fl ickering light source), simple 
psychomotor speed (i.e.,  fi nger tapping), and accuracy and 
reaction time in tests of sustained attention. Nicotine admin-
istration effectively reverses these de fi cits  [  85,   94,   95  ] . 

 Above and beyond withdrawal-reversal, chronic nicotine 
consumption is consistently negatively associated with cog-
nitive performance, whereas experimental human studies 
indicate that acute doses of nicotine may enhance perfor-
mance in some domains  [  87,   90  ] . A recent meta-analysis 
demonstrated evidence for acute absolute enhancement 
effects of nicotine on  fi ne motor abilities (e.g.,  fi nger tap-
ping), attentional capabilities including accuracy and reac-
tion time in alerting attention as well as reaction time in 
orienting attention, accuracy of short-term episodic memory 
recall, and reaction time in working memory tasks  [  90  ] . 
Nicotine does not appear to have a strong impact on accuracy 
of responding in timed tasks or on logical reasoning, prob-
lem solving, arithmetic, or other types of memory tasks  [  87  ] , 
and effects that have been found in these higher order 
domains may be mediated by effects on attention  [  96  ] . 
However, not all studies have found this pattern of effects, 
with some studies  fi nding no effects or even that nicotine 
may impair performance in some areas, and absolute 
enhancement effects may differ for nonsmokers lacking pre-
vious nicotine exposure versus experienced smokers who 
have developed a tolerance to nicotine (for reviews, see  [  85, 
  87,   90  ] ). Furthermore, the clinical signi fi cance of these 
effects, and whether they represent direct effects or effects 
mediated by other factors such as general arousal or mood 
(see  [  89  ] ), remains under debate  [  85,   87,   88  ] . 

 One contemporary view is that nicotine may result in 
 cognitive improvements among individuals with nicotine-
relevant cognitive de fi cits, which may in part account for 
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null and even negative  fi ndings among normal populations 
 [  88,   96,   97  ] . For example, it is well documented that indi-
viduals with disorders that affect attentional control, such as 
attention-de fi cit hyperactivity disorder (ADHD)  [  98,   99  ]  and 
schizophrenia  [  100  ] , smoke at much higher rates and are 
more severely nicotine dependent than the general popula-
tion. Growing empirical evidence suggests that nicotine may 
confer differential bene fi ts on these individuals such that 
nicotine use effectively serves as a form of self-medication 
that ameliorates attentional control-related de fi cits  [  88,   97, 
  101  ] . Subclinical individual differences in cognitive abilities 
(e.g.,  [  102  ] ) and schizophrenia-spectrum traits (for a review 
see  [  88  ] ), as well as genetic differences in dopamine function 
(e.g.,  [  103  ] ) ultimately may be the substantive source of nic-
otine effects on cognition among people with these 
disorders. 

 The relationship between nicotine use and age-related 
cognitive impairments has also been explored. Tobacco 
smoking is consistently identi fi ed as a protective factor in the 
development of Parkinson’s disease, a movement disorder 
that often includes cognitive symptoms  [  104  ] . Early studies 
also suggested a protective effect of smoking on Alzheimer’s 
disease and other dementias, but a recent meta-analysis indi-
cated that smoking is associated with an increased risk of 
dementia  [  105  ] . 

 Many of the drugs currently being examined in relation to 
mild cognitive impairments and dementias associated with 
aging involve nicotine-related compounds (i.e., drugs that act 
on nicotine acetylcholine receptors). Treatment with nicotine 
via a skin patch or gum may have limited acute bene fi ts for 
individuals with cognitive disorders, including Parkinson’s, 
Alzheimer’s, ADHD, and schizophrenia, but many studies 
have been small and uncontrolled. Whether the bene fi ts per-
sist in the long-term, especially considering other data sug-
gesting that chronic nicotine use is associated with cognitive 
decline, remains to be demonstrated  [  96,   97,   106,   107  ] .  

   Mood and Other Subjective Effects 

 A recent extensive systematic review and meta-analysis were 
conducted regarding the subjective effects of various forms 
of nicotine  [  86,   108  ] . The conclusions drawn from these 
reviews indicated that smoking a cigarette with an intermedi-
ate nicotine yield produces positive effects such as pleasure 
and enjoyment in signi fi cantly deprived (i.e., greater than 
2 h) smokers; however, in this case withdrawal relief cannot 
be distinguished from absolute effects. Across methods of 
nicotine administration, there was some evidence for a linear 
dose–response relationship for arousal, head rush, and 
euphoria among deprived smokers. Somewhat surprisingly 
and inconsistent with smokers’ beliefs, there was far less 

 evidence for relaxing, calming, or tension-reducing effects. 
Additionally, some studies found no effects of nicotine, and 
adverse effects tended to be found at intermediate and high 
doses and with certain forms of nicotine. Among minimally 
deprived smokers, these reviews revealed few effects of nic-
otine on subjective experience, although there were far fewer 
studies in this area and methodological problems prevented 
 fi rm conclusions. In contrast to  fi ndings among smokers, 
nicotine produced mainly aversive subjective effects in nico-
tine-naive individuals. Never-smokers who received intrave-
nous nicotine reported fatigue, dysphoria, and decreased 
alertness and calmness. Nicotine nasal spray and gum pro-
duced a mix of effects including head rush, euphoria, 
increased tension and confusion, and decreased relaxation 
and vigor Nicotine patch, a slower method of absorption, 
appeared to have less impact on subjective experience in 
never-smokers, with two studies reporting some evidence for 
improved mood. 

 The relationship between tobacco use and negative affect 
is complex, may be reciprocal, and is not yet fully under-
stood  [  109  ] . In any discussion about the effects of nicotine 
on negative affect, it is important to also acknowledge the 
reverse; that is, the effects of negative affect on smoking 
behavior. Depression, negative life experiences, and life 
stress have been found to predict initiation of tobacco use, 
progression to daily smoking, and the development of nico-
tine dependence (for a review, see  [  109  ] ). Smokers also gen-
erally report higher levels of stressful life events and negative 
affect than nonsmokers and are more likely to suffer from 
depression and some anxiety disorders than nonsmokers. 
Negative affect is even more tightly linked to cessation out-
comes, as both acute negative affect (e.g., stressful situation) 
and chronic negative affect (e.g., depression) are robust pre-
dictors of smoking relapse  [  110–  113  ] . These  fi ndings may be 
largely attributable to smokers’ aforementioned expectancies 
about the stress-relieving properties of cigarette smoking 
 [  114,   115  ] . 

 Despite smokers’ beliefs and self-reports, there is less 
clarity about (1) whether acute, situational increases in nega-
tive affect  actually  prompt smoking behavior among con-
tinuing (i.e., not trying to quit) smokers  [  116,   117  ] , and 
conversely, (2) whether nicotine reduces negative affect 
independent of withdrawal relief  [  109,   118  ] . With respect to 
the  fi rst question, both experimental and naturalistic studies 
have produced mixed results on the role of negative affect 
motivating smoking behavior. However, these divergent 
 fi ndings might be reconciled if smokers use cigarettes to 
fend off anticipated or early signs of negative affect, and if 
they often detect negative affect preconsciously  [  119  ] . As to 
the second question, placebo-controlled studies (i.e., com-
paring responses to regular cigarettes vs. denicotinized 
 cigarettes) have determined that self-reported reduction in 
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negative affect can be attributed to both the pharmacological 
effects of nicotine and to smokers’ expectations that smok-
ing will improve their mood  [  120,   121  ] . Variation in proce-
dures used to induce and measure negative affect also 
in fl uences study results  [  122  ] . Furthermore, other non-
pharmacological factors such as the ritual of lighting and 
holding the cigarette and deep breathing during puf fi ng may 
have calming properties and contribute to subjectively 
experienced negative affect relief. 

 Contemporary views suggest that nicotine may also serve 
as a form of self-medication for individuals with emotional 
disorders  [  91  ] . About 40–50% of individuals with major 
depressive disorder (MDD), bipolar disorder, panic disorder, 
generalized anxiety disorder (GAD), and postraumatic stress 
disorder (PTSD) are current cigarette smokers, compared to 
only 20% of the general population  [  27  ] . Some evidence 
suggests that nicotine may reduce feelings of depression and 
anxiety in both smokers and nonsmokers diagnosed with 
these disorders (for a review, see  [  91  ] ). 

 In summary, a broad survey of relevant literatures, includ-
ing both animal and human brain and behavioral studies, 
suggests that nicotine may enhance some aspects of cogni-
tion  [  88,   90  ]  and subjective experience  [  86  ] . These bene fi ts 
may more pronounced and constitute self-medication in 
individuals with attentional and emotional dif fi culties  [  91  ] . 
Ultimately, the attentional and mood-enhancing effects of 
nicotine may converge, as there is evidence that nicotine may 
contribute to the relief of negative affect by narrowing atten-
tional focus onto competing stimuli and away from aversive 
internal states such as stress and anxiety  [  123–  127  ] .   

   Treatment of Nicotine Dependence 

 There are an increasing number of options available for the 
treatment of nicotine dependence. As noted above, nicotine 
dependence is a chronic, relapsing disorder, and treatment 
should be approached from this perspective. The U.S. Public 
Health Service’s Clinical Practice Guideline on Treating 
Tobacco Use and Dependence  [  29  ]  is a comprehensive 
review of smoking cessation research, with recommenda-
tions based on numerous meta-analyses. It is the best resource 
for evaluating currently available treatments, and therefore it 
is the basis for most of the conclusions that we present here. 

   Pharmacotherapies 

 To date, there are seven FDA-approved medications that 
reliably increase long-term abstinence rates. These include 
 fi ve nicotine replacement therapies (NRT) (gum, transdermal 

patch, inhaler, nasal spray, and lozenge), and two  non- nicotine 
medications (bupropion SR, and varenicline). NRTs are 
designed to wean smokers gradually off nicotine in a manner 
that reduces the severity of withdrawal symptoms and crav-
ings to smoke. They are typically used during the  fi rst 8–12 
weeks of tobacco abstinence. Although the products vary in 
their routes of nicotine delivery (with the patch providing the 
most consistent delivery and stable blood levels), their 
ef fi cacy levels are roughly equivalent, with odds ratios of 
approximately 2.0 compared to placebo, producing 6-month 
abstinence rates of approximately 20–25%  [  29  ] . Thus, choice 
of NRT can be based on patient preference and availability 
(gum, patch, and lozenge are available over the counter). 
These products have relatively mild side-effect pro fi les that 
are primarily related to their route of administration (e.g., 
skin irritation from the patch, nasal passage irritation from 
the spray). 

 Bupropion, which is also prescribed as an antidepressant, 
appears to function by inhibiting the neuronal reuptake of 
dopamine and norepinephrine. Unlike NRTs, the smoker 
begins taking bupropion 1 week prior to the target quit-
smoking day. Contraindications include a history of seizure 
disorders or factors known to increase the risk of seizures 
(e.g., bulimia or anorexia nervosa, serious head trauma, 
alcoholism). The ef fi cacy of bupropion is similar to the 
NRTs  [  29  ] . 

 Varenicline is a partial nAChR agonist. It reduces with-
drawal symptoms and cravings, and it may also reduce the 
satisfaction obtained from smoking. As with bupropion, the 
patient begins varenicline use approximately 1 week prior to 
quitting smoking. Odds ratios for varenicline to date are 
higher than for the other smoking cessation medications, 
with this drug approximately tripling the odds of quitting 
smoking  [  128–  130  ] . Although the primary side effect of 
varenicline is nausea, the drug is receiving renewed scrutiny 
due to post-marketing reports of changes in behavior, agita-
tion, depressed mood, suicidal ideation, and actual suicidal 
behavior. Consequently, the FDA issued a  Boxed Warning  in 
2009  [  131  ] , and product labeling was revised to alert patients 
and healthcare providers to the possibility of these neuropsy-
chiatric effects. Then in 2009, the FDA issued an advisory 
for both varenicline and bupropion and required boxed warn-
ings about neuropsychiatric symptoms on both products. 
Follow-up studies are ongoing to quantify the frequency of 
these adverse reactions. Meanwhile, physicians and patients 
must weigh the potential health bene fi ts associated with the 
greater ef fi cacy of this product against the serious but appar-
ently rare potential risks that have been reported. 

 Recent research reviewed in the Clinical Practice 
Guideline also supports the use of combination pharmaco-
therapy. Speci fi cally, evidence supports the use of the 
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 nicotine patch combined with either another NRT or bupro-
pion SR, which might be considered for highly nicotine- 
dependent patients or those unable to quit with a single 
medication (e.g.,  [  132,   133  ] ).  

   Behavioral Counseling 

 An unfortunate consequence of the progress over the past 25 
years in the development of pharmacotherapies for treating 
nicotine dependence has been that both patients and provid-
ers increasingly fail to recognize the bene fi ts of counseling. 
The most recent Clinical Practice Guideline  [  29  ]  clari fi es 
that the highest rates of cessation tend to be achieved with a 
combination of medication and counseling. These two strate-
gies tend to complement each other, with medication reduc-
ing the severity of withdrawal symptoms and nicotine 
cravings, while counseling teaches information and cessa-
tion-related skills, as well as providing social support and 
motivational enhancement. 

 Counseling approaches can be ordered by level of inten-
sity, ranging from very brief physician advice, through very 
intensive multi-session individual or group counseling. 
In general, there is a monotonic relationship between the 
level of intensity and the ef fi cacy of counseling interventions 
 [  29  ] . Nevertheless, even as few as 3 min of physician advice 
and assistance can produce signi fi cant increases in cessation 
rates (with 6-month abstinence of approximately 13–14%), 
which may cumulatively produce dramatic effects at the 
population level. See the Clinical Practice Guidelines for 
speci fi cs about the “5 A’s” of brief counseling: Ask, Advise, 
Assess, Assist, and Arrange Follow-up  [  29  ] . 

 At the most intensive end of the counseling continuum, 
smoking cessation clinics often provide 4–8 weeks of coun-
seling that involves: teaching smokers the nature of nicotine 
addiction, including the symptoms and time course of nico-
tine withdrawal; training in recognizing and avoiding high-
risk situations that “trigger” urges to smoke; training in 
cognitive and behavioral skills to cope with cravings to 
smoke; and training in how to respond to an initial smoking 
slip or “lapse” should it occurs, so that it does not progress to 
a full relapse to regular smoking. In addition, intensive coun-
seling usually includes valued social support and motiva-
tional encouragement. Intensive counseling without 
pharmacotherapy can produce abstinence rates in the range 
of 15–25%  [  29  ] . Treatment manuals are available  [  134  ] . 

 Two nontraditional modalities for providing behavioral 
counseling include self-help and telephone quitlines. Self-
help refers to the provision of informational materials 
(traditionally in the form of pamphlets and brochures, but 
increasingly provided via video or Internet websites). In 

general, self-help interventions for smoking cessation have 
produced very low ef fi cacy  [  135  ] , but there is emerging 
evidence that increasing the focus of self-help materials 
may enhance their ef fi cacy. For example, self-help book-
lets written speci fi cally for individuals who had recently 
quit smoking, with a goal of reducing smoking relapse, 
have been found to be ef fi cacious and highly cost effective 
 [  136,   137  ] . Moreover, interventions that are computer 
tailored to the demographic and psychological characteris-
tics of each individual smoker usually show slightly supe-
rior ef fi cacy compared to standard, untailored self-help 
materials  [  135  ] . 

 Telephone quitlines represent the second nontraditional 
counseling modality. These quitlines are now available in 
each state and can be accessed through a single telephone 
number (1-800-QUITNOW). Individual quitlines differ in 
the services that they provide (e.g., provision of materials, 
local referrals, and pharmacotherapy), but they all offer some 
degree of counseling  [  138  ] . Two recent meta-analyses con-
cluded that quitlines were ef fi cacious, which translates into 
differential long-term abstinence rates of at least 3–5% 
 [  29,   139  ] . 

 Although the less intensive forms of counseling (includ-
ing brief physician advice, self-help, and telephone quitlines) 
produce lower cessation rates than more intensive behavioral 
counseling, this must be balanced against the much higher 
potential reach of these interventions. Therefore, with 
suf fi cient dissemination, such minimal intervention may 
nevertheless produce signi fi cant public health impact.   

   Conclusions 

 Tobacco exacts the greatest personal and economic toll in 
our society of any addictive drug. Fortunately, the prevalence 
of tobacco use has been declining over the last half century 
in the USA, although the remaining smokers may be more 
tobacco dependent and challenging to treat. Smokers per-
ceive various acute bene fi ts of tobacco use, such as cognitive 
and mood enhancements, but these are dif fi cult to disentan-
gle from the relief of nicotine withdrawal symptoms caused 
by smoking itself. There has also been substantial progress in 
the development of treatments for nicotine dependence, par-
ticularly in the area of pharmacotherapy. Although these 
medications tend to double or triple abstinence rates, quitting 
success can be further enhanced with some form of behav-
ioral counseling. Thus, healthcare providers should regularly 
advise smokers to quit, and then either provide counseling or 
refer their smoking patients to a local cessation specialist or 
a telephone quitline. The cumulative public health impact of 
such consistent actions would be substantial.      
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  Abstract 

 Cannabis is the world’s most widely used illicit drug with 5–15% of young people in many 
western countries being regular cannabis users. Until the 1990s, the prevailing medical 
opinion was that cannabis use was nonaddictive and caused no long-term harm to health, 
brain, and brain function. This attitude has changed since, and current consensus is that 
regular cannabis use can result in dependence, increases the risk of using other illicit drugs, 
and is associated with increased mental health problems. However, it is still uncertain if 
these relationships are causal. There is, however, a steady increase in the number of people 
seeking help for cannabis-related problems. The increase in treatment demands has been 
linked to the high potency of nowadays cannabis products which may increase the risk of 
abuse and dependence. Cannabis affects the brain by interacting with the endogenous can-
nabinoid system which exists of cannabinoid receptors and their endogenous ligands. Acute 
intoxication with cannabis causes marked changes in subjective mental status (feeling high) 
and impairs cognition. These effects are accompanied by a number of bodily effects such as 
increased heart rate. The acute effects of cannabis on behavior, mood, and cognition are 
dose-dependent and biphasic (e.g., U-shaped pattern). There is still controversy regarding 
the persistence of effects of cannabis use on behavior, cognition, brain, and brain function 
once drug use has stopped. There is some evidence for subtle persisting effects, but these 
effects have predominantly been observed in certain vulnerable populations, i.e., individu-
als with either very long and very heavy exposure and/or very early onset of cannabis use, 
and/or comorbid conditions such as psychopathology.            

      Cannabis       

     Gerry   Jager         

  11

    G.   Jager ,  Ph.D.   (*)
     Division of Human Nutrition ,  Wageningen University ,
  Room 302A, Bomenweg 2 ,  6703 HD   Wageningen ,  The Netherlands  

   Division of Human Nutrition ,  Wageningen University ,
  Courier 62 ,  PO Box 8129,   6700 EV   Wageningen ,  The Netherlands    
e-mail:  gerry.jager@wur.nl   

  Learning Objectives 

    Cannabis has an addictive potential with cannabis • 
dependence being a formal DSM-IV diagnosis  
  Acute cannabis intoxication results in marked • 
changes in subjective mental status (feeling high), 
mood, and cognition that affect everyday activities 

such as driving a car, operating machinery, and 
school performance  
  The evidence for long-term effects of cannabis use • 
that persist after prolonged abstinence is still 
controversial  
  Frequent cannabis use is associated with increased • 
risk for abuse and dependence, increased use of 
other illicit drug, and increased risk for mental 
health problems. Whether these relationships are 
causal is not yet clear  
  Cannabis is not only a potentially harmful drug but • 
also a potentially useful remedy in the treatment of 
a series of neurological and other diseases    
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   Introduction 

 The popularity of drugs is subject to trends, and their 
 popularity waxes and wanes. Some drugs, however, never 
disappear completely and boast an ancient tradition. 
Cannabis is certainly one of them, being a natural drug that 
has been used for thousands of years across many cultures. 
The drug has been employed in religious rites and as a med-
icine in the ancient Middle East. Much later, in the nine-
teenth century it reached a position of prominence within 
Western Medicine, but then fell in disgrace in the twentieth 
century when concern about the dangers of abuse led in 
1937 to the banning of cannabis for further medicinal use in 
the USA  [  1–  3  ] . Despite worldwide suppression, recreational 
cannabis use has regained enormous popularity since the 
1960s and the drug has remained easily obtainable in most 
countries ever since  [  4  ] . Until the 1990s, the prevailing 
medical opinion was that smoking cannabis was nonaddic-
tive and caused no long-term harm to health. This attitude 
has changed since, and in the past two decades cannabis has 
re-emerged not only as a potentially harmful drug but also 
as a potentially useful remedy. The result is intense debate 
on the one hand on the negative consequences of cannabis 
use for mental health, the brain and brain function, and its 
addictive potential. On the other hand, cannabis has been 
rediscovered as a drug with therapeutic potential in the 
treatment of a series of neurological and other diseases 
 [  5–  8  ] . 

 This chapter will review use and abuse of cannabis, its 
addictive potential, how cannabis works in the brain, and 
how the drug affects brain function and behavior. The effects 
of cannabis on physical and mental illnesses will only be 

touched upon where relevant, as these topics are covered 
elsewhere in this book. There will be, however, a brief out-
line of cannabis as a medicine and its therapeutic potential.  

   Use and Abuse of Cannabis 

 From all psychoactive substances, cannabis has the disrepu-
table status of being the third most used substance world-
wide, after alcohol and tobacco. In Europe, it is conservatively 
estimated that cannabis has been used at least once (lifetime 
prevalence) by approximately one quarter of the adult popu-
lation (i.e., more than 70 million European adults). In the 
USA, Canada and Australia, these  fi gures are even higher as 
they reach about 40% of the adult population (see Tables  11.1a  
and  11.1b )  [  9  ] . Cannabis use is notably high among young 
people. In the 15- to 24-year age range, prevalence estimates 
range from 25 to 45% for most countries (for details see 
EMCCA Annual Report 2007  [  14  ] ). Rates of lifetime and 
last-year use of cannabis have been consistently rising since 
the 1990s, with disproportionate strong increases in juve-
niles. Some of the more recent data available from surveys 
suggest that this upward trend is now leveling off, albeit at 
historical high levels  [  9,   14  ] .   

   Special Groups 

 As mentioned above, in the general population, use of can-
nabis is more prevalent among adolescents and young adults. 
As with many drugs of abuse, cannabis is used more often by 
males than by females, although this distinction tends to dis-
appear among the younger users. Geographically, cannabis 
use occurs more often in urban compared to rural areas, 
which has very likely to do with accessibility. 

 In distinct groups of the general population, cannabis use 
seems to be the rule rather than the exception. These groups 
include the homeless, the detained, people with a (speci fi c) 
mood, anxiety or alcohol disorder, and special groups of juve-
niles and young adults, such as marginalized youth, young 
drifters, school dropouts, and juveniles in detention  [  9  ] .  

   Use, Abuse, and Dependence 

 With regard to patterns of cannabis use it is a general trend 
that many users restrict themselves to occasional use and dis-
continue after a short experimental period, usually during 
adolescence or young adulthood, and rates of use generally 
decline as individuals grow older. Of more concern is the 
number of individuals that continues use after this initial 
period and progresses from chronic regular use to abuse and 
 fi nally to cannabis-related substance use disorders. Currently, 

  Issues that Need to Be Addressed by Future Research 

    Future research into the addictive potential of can-• 
nabis must focus on factors that affect the transition 
from occasional use to abuse and dependence  
  Additional research is needed on risk and protective • 
factors (genetic pro fi le, age, gender, ethnicity, life-
style, use of other substances, etc.) that may enhance 
or reduce the negative consequences of cannabis use  
  Longitudinal and prospective studies are needed to • 
resolve the controversy on persisting effects of can-
nabis use after prolonged abstinence  
  Preclinical and clinical research into the therapeutic • 
properties of both plant-derived and synthetic 
 cannabinoids is valuable as these substances may 
provide lead compounds for development of future 
psychopharmacological interventions for many 
CNS disorders    
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there is little information on the continuation rates for can-
nabis use, but the following  fi gures illustrate the extent of the 
problem. A crude estimation made by EMCDDA in 2004 
suggests that around 1% of European adults, or about three 
million people, are daily or almost daily cannabis users  [  15  ] . 
Estimates from 2004 and 2005 indicate that 1.7% of the U.S. 
population met DSM-IV (Diagnostic and Statistical Manual 
of Mental Disorders, fourth edition) criteria for cannabis 
abuse or dependence during the year preceding the survey 
 [  10  ] . Others estimated that in the United States, 9.1% of the 
people that reported lifetime use of cannabis transitioned to 
dependence  [  11  ] . The transition from occasional use to abuse 
and dependence is affected by many different and complex 
factors. Yet, there is a clear need to better understand the 
factors associated with continuing (or discontinuing use of 
cannabis. 

 The distinction between frequent use, abuse and cannabis 
dependence is somewhat blurred, but according to the inter-
national psychiatric classi fi cation system DSM-IV, both 
abuse and dependence are associated with a pattern of use 
and intoxication that interferes with normal everyday func-
tioning (i.e., problems at school or work, risk-taking behav-
ior such as driving when intoxicated, legal and  fi nancial 
problems, and social, psychological and health problems). In 
addition to these cannabis use-associated problems, cannabis 
dependence is characterized by a context of compulsive use, 
the inability to stop or regulate use despite negative conse-
quences, and withdrawal symptoms. The addictive potential 
of cannabis is low, compared to nicotine, alcohol, and other 
drugs of abuse. However, the risk of dependence increases 
with duration and frequency of use, consumption of cannabis 
products with high potency (i.e., high concentrations of 

   Table 11.1a    Cannabis use in the general population of a number of EU-15 member states 
and Norway: age group 15–64 years   

 Country  Year  Ever use (%)  Recent use (%)  Current use (%) 

 Spain  2003  29  11  8 
 France  2000  23  8  4 
 Netherlands  2005  23  5  3 
 Ireland  2002/2003  18  5  3 
 Austria  2005  20  8  4 
 N. Ireland  2002/2003  17  5  – 
 Luxembourg  1998  13  –  – 
 Finland  2004  13  3  2 
 Norway  2004  16  5  2 
 Belgium  2001  11  –  3 
 Greece  2004  9  2  1 
 Portugal  2001  8  3 

  A precise comparison between countries is hampered by differences in survey year, 
 measuring methods, and sampling. Percentage of ever users, recent (past year), and current 
(past month). – not measured  

   Table 11.1b    Cannabis use in the general population of a number of EU-15 member states and 
Canada, the USA and Australia: other age groups a    

 Country  Year  Age (years)  Ever use (%)  Recent use (%)  Current use (%) 

 Canada  2004  15+  45  14  – 
 USA  2005  12+  40  10  6 
 Australia  2004  14+  34  11  7 
 Denmark  2000  16–64  31  6  3 
 UK  2004  ?  30  10  6 
 Germany  2003  18–59  25  7  3 
 Italy  2003  15–54  22  7  5 
 Sweden  2005  16–64  12  2  1 

   Source : NDM Annual Report 2006  [  9  ]  
 A precise comparison between countries is hampered by differences in survey year, measuring 
methods, and sampling. Percentage of ever users, recent (past year), and current (past month) 
  a Drug use is relatively low in the youngest  [  10–  13  ]  and oldest age groups (>64). Consumption 
 fi gures in studies with respondents younger and/or older than the EMCDDA standard may be 
lower than  fi gures in studies that do use the EMCDDA standard. The opposite is true for studies 
with a more limited age span. − not measured  
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delta9-tetrahydrocannabinol (THC)), and co-use of other 
substances. Unlike cannabis dependence which is included 
in the DSM-IV as a diagnostic category, there is still contro-
versy regarding the existence of a clinically signi fi cant can-
nabis withdrawal syndrome. The syndrome, however, has 
been described by several authors as a separate entity that is 
characterized by restlessness, loss of appetite, irritability and 
insomnia that begins less than 24 h after discontinuation of 
the drug, peaks between 2 and 4 days after cessation, and 
lasts for 7–10 days  [  12,   13,   16  ] . 

 In recent years, concern is growing about the increase in 
the number of people seeking help for cannabis-related 
problems. Data on treatment demands for Europe, the USA, 
and Australia (surveys 2005) indicate that cannabis was the 
primary reason for entering treatment in about 20% of all 
cases. When comparing these rates to those from older sur-
veys (1999), the total numbers of cannabis treatment 
demands have approximately trebled. The increase in treat-
ment demands has been linked to the stronger potency of 
nowadays cannabis products which may increase the risk of 
abuse and dependence. Potency is determined by the content 
of THC, and in recent years increasingly potent forms of 
weed and hashish have been on the market, with percentages 
of THC up to 20% (compared to about 7% in 2000). 
However, when looking at the characteristic pro fi le of peo-
ple nowadays entering outpatient treatment for cannabis 
use, i.e., young, male, still in education, it seems unlikely 
that increased potency is the only factor affecting treatment 
demands  [  9,   14  ] .   

   How Cannabis Works in the Brain 

   The Endocannabinoid System 

 Our current understanding of how cannabis affects the brain 
started in the early 1960s with the identi fi cation of the 
chemical structure of delta9-tetrahydrocannabinol (THC), 
the major psychoactive ingredient in cannabis  [  17  ] . This 
discovery stimulated the development of a whole range of 
structurally similar compounds  [  18  ] . Studies of the neuro-
biological effects of THC and its analogs  [  19,   20  ]  and the 
availability of a radioligand that allowed mapping of can-
nabinoid receptors in the brain  [  21  ] , eventually led to the 
subsequent identi fi cation of an orphan G-protein-coupled 
receptor as the site of action for both plant-derived and syn-
thetic cannabinoids. This receptor was later named the can-
nabinoid 1 (CB1) receptor  [  22  ] . To date, two cannabinoid 
receptors have been identi fi ed and cloned, the CB1 receptor, 
which constitutes the most abundant receptor in the 
 mammalian brain and is the primary site of action for THC. 
A second cannabinoid receptor (CB2) is primarily expressed 
in peripheral tissues, mainly in the immune system. Over the 
years, pharmacological evidence is accumulating that one or 

more additional receptors do exist  [  23,   24  ] . The discovery 
of the cannabinoid receptors prompted a search for their 
endogenous agonists, i.e., naturally occurring THC-like 
molecules or endocannabinoids. The best known endocan-
nabinoids so far are anandamide (arachidonoylethanol-
amide) and 2-AG (2-arachidonylglecerol) but there are 
several  others,  including noladin ether, virodhamine, and 
 N -arachidonoyldopamine  [  25  ] . 

 Endocannabinoids represent a new class of neurotrans-
mitters, also referred to as neuromodulators. Unlike other 
neurotransmitters, endocannabinoids are not stored in cell 
vesicles but rather synthesized by the cell on demand. They 
are released from the postsynaptic neuron, and then diffuse 
retrogradely across the synaptic cleft to stimulate CB1 recep-
tors on the presynaptic neuron, where they inhibit the release 
of fast-acting amino acid neurotransmitters, predominantly 
GABA ( g -aminobutyric acid) and glutamate  [  2,   8  ] . 
Endocannabinoids are synthesized by principal outcome 
neurons, such as pyramidal neurons in the hippocampus and 
the neocortex, dopaminergic neurons in the midbrain, 
medium spiny neurons in the striatum, and Purkinje cells in 
the cerebellum. It is thought that endocannabinoid retrograde 
signaling allows these neurons to “ fi ne-tune” their own excit-
atory (glutamatergic) and inhibitory (GABA-ergic) inputs 
 [  26–  28  ] . 

 It is important to mention that unlike the subtle and locally 
restricted effects of endocannabinoids, acute administration 
of exogenous cannabinoids such as THC activates CB1 
receptors in a massive nonlocalized way. Consequently, acute 
administration of THC and other exogenous cannabinoids 
markedly disrupts, or indeed  fl oods, normal CB1-receptor-
mediated neuronal signaling, resulting in the psychological, 
cognitive, and behavioral effects of cannabis.  

   Rewarding and Reinforcing Properties 

 The rewarding and reinforcing properties of most drugs that 
are abused by humans can be easily demonstrated in animals 
using the techniques of drug-induced conditioned place pref-
erence; a behavioral test paradigm in which laboratory ani-
mals, when given a choice, prefer one compartment in a box 
above another when this compartment has been repeatedly 
paired with the experience of receiving the drug under inves-
tigation. Another technique used is drug self-administration, 
where the animals are willing to work, for example by press-
ing levers, to self-administer the drug intravenously or by 
intracranial self-stimulation. Initially, these phenomena 
could not be shown in animals for THC, which led to the 
belief that cannabinoids were nonaddictive. However, it now 
appears that the initial negative studies were lacking the 
appropriate conditions to demonstrate the rewarding and 
reinforcing properties of cannabinoids. For example, the  fi rst 
exposure to THC, especially in high doses, often involves 
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aversive reactions that mask its rewarding effects. Therefore, 
a key factor in animal experiments may be the use of low 
THC doses, and under these conditions it has been demon-
strated that animals reliably will self-administer THC 
  [  29–  31  ] . Other studies have found that THC can produce 
conditioned place preference in mice and rats  [  32,   33  ] , but 
that in mice the rewarding properties of THC could only be 
demonstrated after the mice had been preexposed to THC at 
least once in their home cage. Thus, under appropriate condi-
tions it can be demonstrated that THC and related cannabi-
noid agonists have an addictive potential and ful fi ll the 
reward-related behavioral criteria for drugs of abuse. 

 Another key feature of all addictive drugs is their ability 
to increase dopamine levels in the mesolimbic dopaminergic 
reward pathway, which is part of the brain reward circuitry 
and is involved in the rewarding and reinforcing effects of 
addictive drugs. 

 In animals, it has been demonstrated that THC increases 
striatal dopamine neurotransmission  [  34  ] . Whether this is 
also true for humans is still debated, but a recent imaging 
study yielded supportive evidence by demonstrating that 
THC inhalation in human volunteers indeed induced dop-
amine release in the striatum  [  35  ] . Taken together, evidence 
is accumulating that THC shares a potentially addictive 
property with other drugs of abuse.  

   Tolerance 

 For many drugs of abuse, regular use quickly leads to 
 powerful tolerance as well as physical and psychological 
dependence. Animal studies have shown that repeated admin-
istration of THC or other cannabinoid agonists also induces 
profound tolerance for the drug’s physiological and behav-
ioral effects  [  31  ] . This tolerance has been mainly attributed 
to functional and pharmacodynamic adaptations of the cen-
tral nervous system that re fl ect a decreased sensitivity to the 
effects of the drug, such as desensitization and reduction in 
density of CB1 receptors  [  36  ] . Interestingly, animal studies 
show that tolerance rapidly develops for many effects of can-
nabinoids, such as the hypothermic, analgesic, and locomo-
tor effects, but not to all  [  31  ] . For example, in an animal 
study, rats showed tolerance to several central effects of THC 
but not to the behavioral effects of THC in a working mem-
ory test (T-maze performance)  [  37  ] . There are similar reports 
in humans. It has been demonstrated that the pleasurable 
effects of cannabis (the subjective “high”) remained similar 
in heavy or frequent users compared to light or infrequent 
users, whereas the chronic users were much less affected 
than the infrequent users by the sedative effects of the drug 
 [  38  ] . Together, preclinical and clinical  fi ndings indicate that 
tolerance to the effects of THC can develop differentially, 
depending on the brain area, the function, and the behavioral 
effects under investigation.  

   Dependence and Withdrawal 

 The belief that cannabis had no addictive potential was, in 
part, based on observations that withdrawal of the drug did 
not result in spontaneous physical withdrawal symptoms 
either in animals or in humans. However, epidemiological 
surveys showed that approximately one in nine cannabis 
users meet the clinical criteria for dependence as described 
by the International Classi fi cation of Mental Disorders 10 
(ICD 10) or DSM-IV  [  39  ] . 

 In recent years, attitudes have changed markedly. 
Researchers recognized that the absence of withdrawal 
symptoms might have been due to the long elimination half-
life of THC, that is, the slow and gradual break down of THC 
in the body. As a result, cannabinoid receptors remain par-
tially occupied for a signi fi cant period of time even after ter-
mination of drug administration  [  40  ] . After the development 
of the CB1 antagonist SR141716A (Rimonabant), a drug that 
blocks and inactivates the CB1 receptors, thereby preventing 
the action of lingering cannabinoids, the existence of depen-
dence and withdrawal symptoms in animals could be demon-
strated convincingly through the approach of precipitated 
withdrawal. In precipitated withdrawal, animals are treated 
chronically with THC for some time, and then are challenged 
with SR141716 at the same time THC administration is 
ended. Administration of the antagonist immediately blocks 
all CB1 receptors, despite the continued presence of THC, 
and results in relapse  [  41  ]  or in an abstinence syndrome in 
the animals  [  42,   43  ] . 

 In summary, based on the latest insights cannabis should 
be considered as a drug with an addictive potential; albeit    the 
conditions for this addictive potential to emerge are some-
what different than those known from the “typical” addictive 
drugs such as amphetamines and opiates where tolerance, 
dependence and withdrawal are robust phenomena after 
repeated use.   

   Effects of Cannabis on Behavior, Mood, 
Cognition, and Brain Function 

 Any summary of the acute and long-term effects of cannabis 
on behavior, mental status, and cognitive function is neces-
sarily an oversimpli fi cation. Many of the central nervous 
system effects of THC and other cannabinoids are biphasic 
and bidirectional, meaning they depend on dose, time frame, 
the user’s prior experience with the drug, the user’s expecta-
tions of the drug, degree of tolerance, mode of administra-
tion, personality, and various other environmental and 
individual factors. This can explain why the acute subjective 
effects in normal subjects can range from euphoria, relax-
ation, heightened perception, and hyperactivity to depressed 
mood, anxiety, paranoia, sedation, perceptual disorganiza-
tion, and motor de fi cits. It is beyond the scope of this chapter 
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to fully cover the diversity of effects of cannabis under vari-
ous conditions and at different doses. For the interested 
reader, I recommend some books and book chapters dedi-
cated to these topics  [  44–  47  ] . The aim of the present chapter 
is to present an overview of the “typical” effects of cannabis 
on behavior, mood, cognition, and brain function, where the 
reader has to keep in mind that these typical effects may vary 
according to the context in which cannabis use takes place. 

   Distinction Acute and Nonacute 

 When discussing the effects of cannabis use, a distinction can 
be made between the acute, pharmacological effects 
(i.e., when someone is under the in fl uence of THC), and the 
nonacute effects (i.e., when subjects are sober). However, the 
distinction between acute and nonacute effects of cannabis 
use is not straightforward and merely a matter of de fi nition. 
The psychotropic effects of THC wear off after approximately 
4 h after administration (see Box  11.1 ), but THC and its 
metabolites, some of which are also psychoactive, can linger 
in the body for some period of time. THC is soluble in fat and 
thus is stored in adipose tissue after repeated use with slow 
release into the bloodstream afterwards and, therefore, slow 
elimination. Presence of THC and its metabolites can vary 
from a couple of days (after single administration in naive 
users) up to 2–3 weeks (in chronic daily users)  [  48  ] . Whether 
this residue also remains in the central nervous system and 
whether it is still psychoactive is largely unknown. Apart 
from the remaining residue, assessment of residual effects of 
cannabis on mood, behavior, and cognition is also compli-
cated by withdrawal symptoms that may be experienced by 
chronic users and can persist for several days. Withdrawal 
symptoms likely affect mood, behavior, and cognitive func-
tioning of recently abstinent cannabis users, and may cause 
them to get temporarily worse before they get better  [  49  ] .   

   Acute Effects of Cannabis Use 

   Mood, Behavior, and Bodily Sensations 

 Acute intoxication with cannabis causes marked changes in 
subjective mental status. As summarized in Iversen (2000) 
 [  1  ] , there are four stages: the “buzz,” the “high,” “being 
stoned,” and “the come-down.” The buzz is a short initial 
period during which the user may feel lightheaded or slightly 
dizzy, and tingling sensations in the extremities and other 
body parts can be experienced. The “high” is characterized 
by euphoria, exhilaration and unrestrained behavior, for 
example, giggling. The “high” progresses into “being stoned” 
when the user usually feels relaxed, calm, happy, and in a 
dreamlike state. When used in a social setting, the “high” is 

often accompanied by infectious laughter, talkativeness, and 
increased sociability  [  50–  52  ] . After approximately 4 h, these 
sensations diminish and the “come-down” sets in  [  1,   40  ] . 

 The effects on mood are accompanied by a number of 
bodily effects, such as an increase in heart rate, a decrease in 
blood pressure when standing (postural hypotension; which 
may explain the initial feeling of “light-headedness”), and 
increases in the release of various catecholamine neurotrans-
mitters, among which norepinephrine (adrenalin), responsi-
ble for phenomena like a dry mouth, pupil dilatation, and 
redness of the retina due to vasodilation of small vessels in 
the eye  [  53  ] . 

 Unpleasant psychological reactions after cannabis intoxi-
cation are reported less often but do occur, ranging from a 
feeling of anxiety or depressed mood, dizziness, to full-
blown panic attacks. These effects are most often reported by 
naive or inexperienced users who are unfamiliar with the 
effects of cannabis. For example, in healthy young users the 
cardiovascular effects such as increased heart rate and pos-
tural hypotension are unlikely to be of any clinical 
signi fi cance, but they may increase discomfort and anxiety if 
they are misinterpreted as symptoms of a serious adverse 
event (i.e., fear of going mad or getting a heart attack), which 
may trigger a panic attack. 

 Psychotic symptoms, such as delusions and hallucina-
tions do occur only at rare occasions, usually at very high 
doses of THC. In susceptible individuals, i.e., with comorbid 
conditions, these serious adverse events can occur at lower 
doses  [  54  ] .  

   Acute Effects of Cannabis on Cognition 

 The most consistently demonstrated effect of acute cannabis 
intoxication on cognition is memory impairment. Speci fi cally, 
when subjects are presented with new information when 
intoxicated, they show de fi cits in their ability to spontane-
ously recall (both immediately and after a delay) the infor-
mation. In contrast, their ability to recall information that 
was presented prior to cannabis use (i.e., when sober) is typi-
cally intact. Similarly, no de fi cits are found in recalling 
remote events or semantic knowledge  [  50,   55  ] . Intriguingly, 
across all memory paradigms tested, whether they involve 
wordlists, prose, or nonverbal stimuli, subjects under the 
in fl uence of THC display a tendency to produce more intru-
sion and false-positive errors when recalling information 
 [  55  ] . This could be related to a loosening of association 
induced by cannabis intoxication, which may result in 
becoming lost in reverie and fantasy. 

 Acute effects of cannabis use on other cognitive functions 
include impaired decision-making, increased impulsivity, 
impaired sustained attention, and impairments in motor 
skills, reaction time and motor coordination, for example in 
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studies investigating tracking and driving skills. The results, 
however, remain somewhat mixed, as some of the reported 
effects could not be replicated. Also, effects are dependent 
on dose, with higher doses of THC (i.e., 15 mg oral dose), 
but not lower doses (i.e., 7.5 mg) producing poorer perfor-
mance on several tasks  [  56–  59  ] . Interestingly, it has been 
shown that signi fi cant prior cannabis use may reduce the 
acute adverse cognitive effects of cannabis, implicating that 
experienced frequent users develop behavioral, in this case 
cognitive tolerance to some extent  [  60  ] .  

   Acute Effects of Cannabis on Brain Function 

 A whole range of investigations has been conducted to exam-
ine the acute effects of cannabis on brain functioning, using 
various neuroimaging techniques such as single photon emis-
sion computer tomography (SPECT), positron emission 
tomography (PET), and functional magnetic resonance imag-
ing (fMRI). Together, these studies have yielded several con-
sistent  fi ndings. With regard to brain metabolism and 
perfusion,  fi ndings indicate increases in cerebral blood  fl ow 
(CBF) and brain metabolism throughout the cortex during 
acute cannabis intoxication. When looking at regional effects, 
increased regional CBF is reported most often in frontal, 
 limbic, paralimbic, and cerebellar brain regions. These 
regional changes in brain perfusion and metabolism are 
broadly consistent with the cognitive, behavioral and subjec-
tive effects of acute cannabis intoxication, as these brain 
areas are critically involved in memory and executive func-
tioning, locomotor functions, and mood regulation  [  50,   61, 
  62  ] . Studies examining the acute effects of THC on 
 neurocognitive functioning during a cognitive challenge, 
i.e., when subjects are engaged in speci fi c cognitive tasks, 
are still very few. O’Leary and colleagues  [  63  ]  performed a 
PET study in which subjects were asked to perform a dichotic 
listening task after cannabis administration. The results 
showed typical patterns of increased CBF in frontal, limbic 
and cerebellar regions, but decreased CBF in temporal 
regions important for auditory attention, whereas task per-
formance was not affected  [  63  ] . Recently, the  fi rst pharma-
cological functional MRI studies on the neural basis of 
THC-mediated changes in  cognitive brain function were 
published  [  64,   65  ] . Pharmacological fMRI is a powerful tool 
to assess the effects of a direct pharmacological challenge on 
cognitive brain function. In case of cannabis research, func-
tional MRI is used to probe brain function in volunteers after 
a double-blind crossover administration of THC or placebo. 
Phan and colleagues  [  64  ]  found that THC administration 
reduced brain activity in relevant brain regions, i.e., amygdala, 
in response to social signals of threat, i.e., pictures of angry 
and fearful faces. These  fi ndings support the notion that THC 

and other cannabinoids may have an anxiolytic effect which 
is re fl ected on the level of brain activity. Borgwardt and 
 colleagues  [  65  ]  showed that compared to placebo, THC 
administration attenuated brain activity in regions that medi-
ate response inhibition, i.e., the inferior frontal and anterior 
cingulate cortex, without substantially affecting performance 
accuracy on a response inhibition task (go–nogo), indicating 
that THC may alter brain activation patterns related to 
impulse regulation. The expectation is that in the near future 
other studies employing the promising technique of pharma-
cological fMRI will further extend our knowledge on the 
neural systems underlying the subjective effects and neuro-
psychological impairments associated with acute cannabis 
intoxication.   

   Nonacute Effects 

 Despite decades of research, consensus on the nonacute 
effects of cannabis has not yet been achieved, and the evi-
dence for long-term effects that persist after prolonged absti-
nence is still controversial. One possible explanation for the 
discrepancy in reported  fi ndings in cannabis users could be 
that cannabis use affects some populations more than others. 
Vulnerable populations are either groups of individuals with 
very long and heavy exposure and/or very early exposure to 
the drug, i.e., initiation of cannabis use early in adolescence 
 [  49,   66  ]  and/or comorbid conditions, such as existing psy-
chopathology  [  67–  69  ] . Another explanation for inconsistent 
 fi ndings is that cannabis research in humans faces a series of 
methodological challenges which hamper the reliability and 
interpretability of reported  fi ndings. For example, cannabis 
research in humans is often con fi ned to retrospective and 
cross-sectional study designs, i.e., comparing individuals 
with a history of cannabis use with nonusers on behavioral, 
cognitive, and/or brain function indices after a single mea-
surement. Ideally, one would opt for assigning healthy indi-
viduals randomly into groups that are administered varying 
amounts of cannabis for a long period of time in a supervised 
and controlled setting and later test them after different peri-
ods of abstinence. It is clear, however, that for obvious 
 ethical reasons this is not possible in humans. Instead, stud-
ies investigating the nonacute effects of cannabis often 
employ groups of participants that differ substantially on 
factors as length of abstinence, amount, frequency and dura-
tion of use, and the presence of comorbid conditions, such as 
use of other drugs, psychiatric disorders, or other confound-
ing factors. However, different outcomes may then depend, 
for example, on what time point after last use participants 
were tested, that is, within a couple of days after abstinence 
when withdrawal symptoms may be present, after withdrawal 
symptoms have subsided but with THC and its metabolites 
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still present in the body (residual effects), or after several 
weeks has elapsed after last use (long-term or persistent 
effects)  [  49,   50,   70  ] . It is, therefore, important to keep those 
methodological issues in mind when reading the overview of 
nonacute effects of cannabis use below. 

   Nonacute Effects on Cognition 

 There is a large body of research on the nonacute effects of 
cannabis on cognitive functioning, and many excellent 
reviews are available  [  1,   45,   50,   71–  73  ] . Taken together, stud-
ies on long-term effects of cannabis on cognition have failed 
to  fi nd proof of gross abnormalities, but there is some evi-
dence for mild cognitive impairments, particularly in the 
domain of memory and learning  [  49,   50,   73  ] . This is sup-
ported by a meta-analysis, conducted in 2003 by Grant and 
colleagues  [  74  ]  that reported quantitative estimates (effect 
sizes) of potential long-term effects of cannabis use on eight 
cognitive domains, i.e., simple reaction time, attention, ver-
bal/language, executive functioning, perceptual motor func-
tion, simple motor function, learning, and forgetting/retrieval. 
With the exception of learning and forgetting (i.e., memory), 
no statistically reliable long-term effects were observed across 
studies included in the meta-analysis. As for the “residual 
cannabis effect” on memory, albeit statistical signi fi cant it 
was of small magnitude ( d  = −0.15), suggesting that cannabis 
users’ memory performance was about  one- fi fth of a standard 
deviation worse than controls. To  conclude, there is some evi-
dence for subtle persisting effects of cannabis use on memory 
function, but as this effect is of small magnitude, the clinical 
relevance remains to be determined. In addition, alternative 
explanations for these subtle decrements in memory function 
cannot be excluded and need further investigation, such as the 
impact of preexisting genetic or neurobehavioral risk factors, 
or of residual confounders that hamper the interpretation of 
previous studies. For example, despite efforts on good match-
ing between cannabis users and controls, users may differ on 
other factors besides cannabis use from the control group that 
cannot easily be controlled for (lifestyle, use of other sub-
stances, cultural divergence, premorbid differences in cogni-
tive abilities, differences in educational and vocational career, 
etc.). Each of these factors may add to or interact with cannabis-
induced effects.  

   Nonacute Effects of Cannabis on Cognitive Brain 
Function: Neuroimaging Studies 

 Whereas most work on the residual effects of cannabis on 
cognitive functioning concerns the application of neuropsy-
chological tests, recently modern neuroimaging techniques 

have entered the  fi eld, in particular functional magnetic reso-
nance imaging (fMRI). FMRI is an important tool to visual-
ize “the brain in action,” that is, measuring brain activity in 
subjects who are engaged in a cognitive task. A commonly 
used technique is blood-oxygen-level dependent (BOLD) 
fMRI, which can be described as follows: fMRI images are 
obtained using an MRI scanner, which is basically a large 
magnet. Changes in neuronal activity are accompanied by 
changes in blood  fl ow, causing the oxygen level in the blood 
to rise in brain regions that are active. As oxygenated hemo-
globin is diamagnetic, i.e., it exerts little effect on the regional 
magnetic  fi eld, and deoxygenated blood is paramagnetic, 
i.e., it disturbs the magnetic  fi eld, the changes in relative lev-
els of oxygen in the blood can be effectively measured with 
fMRI and are re fl ected in changes in the BOLD signal  [  75  ] . 
A strength of fMRI is that it combines behavioral (task per-
formance) and brain activity measures. Thus, fMRI can 
reveal abnormalities in the organization of brain networks 
involved in cognitive processing, which may occur as an 
adaptive (compensatory) response to brain damage and 
which may be dif fi cult to detect in behavior (task perfor-
mance) alone. 

 Recent review papers have summarized the main 
 fi ndings from previous fMRI studies that compared absti-
nent cannabis users and controls on several higher 
 cognitive functions, such as (working) memory, attention, 
and response inhibition. Taken together, these studies in 
abstinent chronic  cannabis users reveal alterations in the 
activation of brain networks responsible for higher cogni-
tive functions, including areas in the prefrontal, parietal 
and temporal lobes, but often without impaired task perfor-
mance  [  50,   61,   62  ] . These changes in brain activation may 
signify neuroadaptation in response to chronic cannabis 
use and, as is often argued, compensatory mechanisms 
re fl ecting stronger neuronal “effort” in cannabis users’ 
brains to maintain normal task performance. Yet, some 
caution is warranted. There are few studies with suf fi ciently 
long abstinence periods to rule out withdrawal symptoms 
or effects of lingering cannabis residues. In addition, the 
absence of functional consequences in terms of impaired 
task performance leaves open the possibility that other 
(noncognitive) factors may explain or contribute to the 
observed alterations in brain activation  [  76  ] . For example, 
chronic cannabis use may induce persisting changes in 
neurochemistry or brain perfusion, and this may in turn 
affect the BOLD signal  [  77  ] . 

 In conclusion, functional neuroimaging studies indicate 
alterations in the activation of brain networks involved in 
cognitive functions in cannabis users, but it is not yet certain 
whether these changes are reversible with prolonged 
 abstinence or whether they truly signify clinical relevant 
cognitive effects.   
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   Cannabis: Friend or Foe? 

   “Historically, some societies have idealized cannabis whereas 
others have demonized it and, recently, Western society has 
tended to oscillate between the two. In reality, as cannabis deriv-
atives have the potential for causing both good and harm, the 
important question for society is how to maximize the former 
and minimize the latter” (cited from “Cannabis, the mind and 
society: the harsh realities” by Murray and colleagues  [  78  ] ).   

   Cannabis and Mental Illness 

 The majority of recreational cannabis users does not experi-
ence serious adverse reactions and is able to regulate their 
use. However, a minority of frequent or long-term users will 
develop problems. Abuse and dependence have already been 
discussed, as well as potential long-term consequences of 
chronic use for cognitive brain function. But another prob-
lem that drew much attention in recent years is the steady 
increase in mental health problems associated with cannabis 
use. As other chapters in this book deal with this topic in 
more detail, I will only give a short overview here. 

 Most of the interest concerning cannabis and mental 
health issues has focused on psychosis and schizophrenia. 
Here, the core question is whether cannabis plays an etio-
logical role in schizophrenia, i.e., does cannabis use cause 
schizophrenia. A causal relationship between cannabis and 
schizophrenia is qualitatively different from an association 
acting in two directions, that is, cannabis use is a risk factor 
for as well as a consequence of schizophrenia  [  68  ] . Nowadays, 
the association between cannabis use and psychosis and 
schizophrenia is well-established. For one, epidemiological 
studies have shown that frequent cannabis use is associated 
with a greater risk of suffering from psychotic symptoms or 
of developing schizophrenia and this is particularly prom-
inent in those who started cannabis use at an early age  [  79  ] . 
Once the disease has manifested itself, continued cannabis 
use can trigger more severe psychotic symptoms and relapse, 
and is associated with poorer clinical outcome  [  80,   81  ] . 
Second, the proportion of schizophrenic patients that abuses 
cannabis is much higher than in the general population  [  81  ] . 
Overall, the available evidence strongly suggests that can-
nabis use may precipitate the development of schizophrenia 
in vulnerable people, increases the symptoms, and reduces 
the likelihood to recover from the disease. But the hypothesis 
that cannabis use causes schizophrenia has not been proven 
yet. Moreover, we should keep in mind that schizophrenia is 
a very complex multifactor condition with multiple causes in 
which a great number of environmental factors interact with 
(genetic) predispositions to cause this disease  [  67,   78,   82  ] . 

 Compared with schizophrenia, there is less evidence of 
cannabis playing a role in the etiology of other mental 

 disorders, including depression, bipolar disorder, and 
 anxiety disorder. Similar to schizophrenia, there seems to be 
a link between affective disorders and elevated rates of can-
nabis use, but the number of studies investigating the exact 
nature of this relationship is still limited and until now, has 
not resulted in a consistent picture  [  67,   69  ] .  

   Cannabinoids as a Medicine 

 The focus of this chapter is on the potential negative conse-
quences of cannabis use, i.e., abuse, dependence and addic-
tion, persistent effects on mood, behavior, brain and brain 
function, and increased mental health problems. With this in 
mind, it seems odd to include a paragraph on the therapeutic 
properties of cannabinoids. Yet, this is an issue that should 
not be ignored, as cannabinoid pharmacology in medicine is 
a rapidly expanding and exciting  fi eld of research. I will not 
go into detail about the apparent paradoxical mechanisms by 
which cannabinoids may induce both detrimental and thera-
peutic effects, but for the interested reader there are some 
excellent reviews on this topic from Sarne and colleagues 
 [  83,   84  ] . 

 Cannabis as a therapeutic drug is not new. It has been of 
medicinal and social signi fi cance for millennia, and it even 
was listed on the US Pharmacopeia    until 1944. Then, it was 
removed owing to political pressure to ban its social use in 
the USA  [  85  ] . It has never been reinstated since, but in 1986 
the Food and Drug Administration authorized the use of THC 
for speci fi c medical purposes. Legislation of medical use of 
THC and some other cannabinoids has followed, also in other 
countries. Now, several cannabinoids are commercially avail-
able, such as Marinol ®  (dronabinol; a pure isomer from 
THC), Cesamet ®  (nabilone; a synthetic form of THC), and 
Sativex ®  (containing THC and cannabidiol (CBD), a nonpsy-
choactive component from  Cannabis sativa ). Approved indi-
cations are treatment for nausea and vomiting induced by 
chemotherapy in cancer patients, to relieve AIDS-associated 
anorexia and physical wasting, and pain reduction in patients 
with neuropathic and multiple sclerosis-related pain  [  7,   85, 
  86  ] . However, the therapeutic potential of cannabinoids has 
been recognized for many other medical conditions and 
includes muscle relaxation in diseases causing muscle 
spasms, anti-in fl ammatory and anti-allergic effects, improve-
ment of mood, lowering of intraocular pressure (treatment of 
glaucoma), bronchodilatation, anticonvulsive, and neuropro-
tective effects  [  87  ] . Many of these potential applications are 
still tested in the preclinical stage (animal research) or in the 
stage of experimental clinical trials in humans. 

 One major drawback of cannabinoids that hampers their 
clinical use is the unavoidable psychotropic effects exhibited 
by many of them. In most conditions, these effects are 
 considered as unwanted side-effects. In this context, much 
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attention is currently focused on cannabidiol (CBD) that is, 
like THC, a main constituent of  C. sativa . Due to its lack of 
any cognitive and psychoactive side-effects, CBD is a prom-
ising future candidate for clinical utilization  [  88  ] . Finally, 
interest is growing in the role of the body’s own (endoge-
nous) cannabinoid brain system and the role this system may 
play in the pathophysiology of several psychiatric disorders. 
For example, in rodents it has been shown that administra-
tion of a chemical denoted URB597, which inhibits the 
breakdown of the endocannabinoid anandamide, resulted in 
ampli fi cation of the effects of anandamide on neuronal sig-
naling. This produced antidepressant-like effects in mice 
 [  69,   89  ] . It will probably take several years of additional pre-
clinical and clinical research, but these studies show that 
cannabidiol and the endocannabinoids may provide valuable 
lead compounds for development of future psychopharma-
cological interventions for many psychiatric and CNS 
disorders.          
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  Box 11.1 Pharmacokinetics of Cannabis 

 Cannabis (marijuana) is a psychoactive product of the 
plant  Cannabis sativa . The herbal form (weed) of 
the drug consists of dried mature  fl owers and tops of 
the female plants, whereas the resinous form, known 
as hashish, consists primarily of  fi ne glandular out-
growths (trichomes) collected from the same plant 
material. The main psychoactive compound in canna-
bis is delta9- tetrahydrocannabinol, commonly referred 
to as THC (Fig.  11.1 ), but the plant is known to con-
tain about 60 different cannabinoids, the major ones 
including cannabidiol (CBD), cannabigerol, and can-
nabichomene  [  44  ] . However, from all the puri fi ed 
compounds tested in animals and humans, only THC 
shows psychotropic activity  [  52  ] . Natural cannabi-
noids, including THC, are usually inhaled (smoking 
marijuana cigarettes, water pipe or hookah) or taken 
orally. Various other routes of administration have 
been tested for therapeutic purposes (i.e.,  rectal route 
with suppositories or skin patches). The pharmacoki-
netics (absorption, distribution, effects, and elimina-
tion) vary depending on the route of administration 
and are dose-dependent. Pharmacokinetic–
pharmacodynamic (PK–PD) modeling studies in 
humans have shown that pulmonary administration of 
a cumulative dose of 8 mg THC induces clear subjec-
tive and central nervous system (CNS) effects that 
corresponds to the effects of smoking one or two mari-
juana cigarettes. Absorption of THC after inhalation is 
fast and causes maximum blood plasma concentra-
tions within minutes. This is followed by a rapid 

 distribution, in accordance with the high lipophilicity 
of THC, resulting in a rapid clearance from the plasma 
and a rapid penetration into target tissues containing 
cannabinoid receptors, such as the brain. Psychotropic 
effects start within seconds to a few minutes, peak 
after 15–30 min, and then gradually decline within 
2–4 h. Following oral ingestion, absorption is delayed, 
and psychotropic effects set in after 30–90 min, reach 
their maximum after 2–3 h and persist for about 
4–12 h, depending on dose and speci fi c effect. THC is 
metabolized by hydroxylation in 11-OH-THC 
(11-hydroxy-THC), which is still psychoactive, and 
then further oxidized to 11-Nor-9-carboxy-THC 
(THC-COOH). Metabolism primarily occurs in the 
liver by enzymes of the cytochrome P450 (CYP) com-
plex. Elimination by metabolism is relatively slow. 
The main reason for this is the high lipophilicity of 
THC, resulting in a slow rediffusion of THC from 
body fat and other  tissues back into the blood, so that 
it can be metabolized in the liver. The main route of 
excretion of THC metabolites is via the feces (55%) 
and urine (20%). After a single occasion of smoking 
THC, metabolites such as THC-COOH can be detected 
in urine for several days (range 2–7 days) depending 
on the dose.  

  Fig. 11.1    Chemical structure of delta9-tetrahydrocannabinol 
(THC), the primary psychoactive ingredient in the cannabis plant       

(continued)

 



16111 Cannabis

    6.    Kogan NM, Mechoulam R. Cannabinoids in health and disease. 
Dialogues Clin Neurosci. 2007;9(4):413–30.  

    7.    Hosking RD, Zajicek JP. Therapeutic potential of cannabis in pain 
medicine. Br J Anaesth. 2008;101(1):59–68.  

    8.    Pertwee RG. Ligands that target cannabinoid receptors in the brain: 
from THC to anandamide and beyond. Addict Biol. 2008;
13(2):147–59.  

    9.    NDM. NDM annual report 2006. Utrecht: Trimbos Instituut; 2007.  
    10.    SAMHSA. The national survey on drug use and health. Rockville, 

MD: Substance Abuse and Mental Health Services Administration 
(SAMHSA); 2005.  

    11.    NIDA. Research report series marijuana abuse. Lexington, KY: 
National Institute on Drug Abuse; 2005.  

    12.    Budney AJ, Novy PL, Hughes JR. Marijuana withdrawal among 
adults seeking treatment for marijuana dependence. Addiction. 
1999;94(9):1311–22.  

    13.    Budney AJ, Hughes JR, Moore BA, Novy PL. Marijuana absti-
nence effects in marijuana smokers maintained in their home envi-
ronment. Arch Gen Psychiatry. 2001;58(10):917–24.  

    14.    EMCDDA. Annual report 2007. Lisbon: European Monitoring 
Centre for Drugs and Drug Addiction; 2007.  

    15.    EMCDDA. Annual report 2004. Lisbon: European Monitoring 
Centre for Drugs and Drug Addiction; 2004.  

    16.    Copersino ML, Boyd SJ, Tashkin DP, Huestis MA, Heishman SJ, 
Dermand JC, et al. Cannabis withdrawal among non-treatment-
seeking adult cannabis users. Am J Addict. 2006;15(1):8–14.  

    17.    Mechoulam R, Hanus L. A historical overview of chemical research 
on cannabinoids. Chem Phys Lipids. 2000;108(1–2):1–13.  

    18.    Howlett AC, Barth F, Bonner TI, Cabral G, Casellas P, Devane WA, 
et al. International Union of Pharmacology. XXVII. Classi fi cation 
of cannabinoid receptors. Pharmacol Rev. 2002;54(2):
161–202.  

    19.    Hollister LE. Structure-activity relationships in man of cannabis 
constituents, and homologs and metabolites of delta9- 
tetrahydrocannabinol. Pharmacology. 1974;11(1):3–11.  

    20.    Jones G, Pertwee RG, Gill EW, Paton WD, Nilsson IM, Widman 
M, et al. Relative pharmacological potency in mice of optical iso-
mers of delta 1-tetrahydrocannabinol. Biochem Pharmacol. 
1974;23(2):439–46.  

    21.    Herkenham M, Lynn AB, Johnson MR, Melvin LS, de Costa BR, 
Rice KC. Characterization and localization of cannabinoid recep-
tors in rat brain: a quantitative in vitro autoradiographic study. 
J Neurosci. 1991;11(2):563–83.  

    22.    Matsuda LA, Lolait SJ, Brownstein MJ, Young AC, Bonner TI. 
Structure of a cannabinoid receptor and functional expression of the 
cloned cDNA. Nature. 1990;346(6284):561–4.  

    23.    Begg M, Pacher P, Batkai S, Osei-Hyiaman D, Offertaler L, Mo 
FM, et al. Evidence for novel cannabinoid receptors. Pharmacol 
Ther. 2005;106(2):133–45.  

    24.    Pacher P, Batkai S, Kunos G. The endocannabinoid system as an 
emerging target of pharmacotherapy. Pharmacol Rev. 2006;58(3):
389–462.  

    25.    Piomelli D. The molecular logic of endocannabinoid signalling. 
Nat Rev Neurosci. 2003;4(11):873–84.  

    26.    Freund TF, Katona I, Piomelli D. Role of endogenous cannabinoids 
in synaptic signaling. Physiol Rev. 2003;83(3):1017–66.  

    27.    Mackie K. Cannabinoid receptor homo- and heterodimerization. 
Life Sci. 2005;77(14):1667–73.  

    28.    de Rodriguez FF, Del A, Bermudez-Silva FJ, Bilbao A, Cippitelli 
A, Navarro M. The endocannabinoid system: physiology and phar-
macology. Alcohol Alcohol. 2005;40(1):2–14.  

    29.    Justinova Z, Tanda G, Redhi GH, Goldberg SR. Self-administration 
of delta9-tetrahydrocannabinol (THC) by drug naive squirrel mon-
keys. Psychopharmacology (Berl). 2003;169(2):135–40.  

    30.    Justinova Z, Goldberg SR, Heishman SJ, Tanda G. Self-administration 
of cannabinoids by experimental animals and human marijuana 
smokers. Pharmacol Biochem Behav. 2005;81(2):285–99.  

    31.    Tanda G, Goldberg SR. Cannabinoids: reward, dependence, and 
underlying neurochemical mechanisms–a review of recent preclini-
cal data. Psychopharmacology (Berl). 2003;169(2):115–34.  

    32.    Braida D, Iosue S, Pegorini S, Sala M. Delta9-tetrahydrocannabinol-
induced conditioned place preference and intracerebroventricular 
self-administration in rats. Eur J Pharmacol. 2004;506(1):63–9.  

    33.    Valjent E, Maldonado R. A behavioural model to reveal place pref-
erence to delta 9-tetrahydrocannabinol in mice. Psychopharmacology 
(Berl). 2000;147(4):436–8.  

    34.    Zangen A, Solinas M, Ikemoto S, Goldberg SR, Wise RA. Two 
brain sites for cannabinoid reward. J Neurosci. 2006;26(18):
4901–7.  

    35.    Bossong MG, van Berckel BN, Boellaard R, Zuurman L, Schuit 
RC, Windhorst AD, et al. Delta9-tetrahydrocannabinol induces 
dopamine release in the human striatum. Neuropsychopharmacology. 
2009;34(3):759–66.  

    36.    Maldonado R. Study of cannabinoid dependence in animals. 
Pharmacol Ther. 2002;95(2):153–64.  

    37.    Nava F, Carta G, Colombo G, Gessa GL. Effects of chronic 
Delta(9)-tetrahydrocannabinol treatment on hippocampal extracel-
lular acetylcholine concentration and alternation performance in 
the T-maze. Neuropharmacology. 2001;41(3):392–9.  

    38.    Kirk JM, de WH. Responses to oral delta9-tetrahydrocannabinol in 
frequent and infrequent marijuana users. Pharmacol Biochem 
Behav. 1999;63(1):137–42.  

    39.    Swift W, Hall W, Teesson M. Characteristics of DSM-IV and ICD-
10 cannabis dependence among Australian adults: results from the 
National Survey of Mental Health and Wellbeing. Drug Alcohol 
Depend. 2001;63(2):147–53.  

    40.   Meyer JS, Quenzer LF. Marijuana and the cannabinoids. In: 
Psychopharmacology, Drugs, the brain, and behavior. Massachusetts, 
USA: Sinauer Associates; 2005. p. 327–46.  

    41.    Justinova Z, Munzar P, Panlilio LV, Yasar S, Redhi GH, Tanda G, 
et al. Blockade of THC-seeking behavior and relapse in monkeys 
by the cannabinoid CB(1)-receptor antagonist rimonabant. 
Neuropsychopharmacology. 2008;33(12):2870–7.  

    42.    Aceto MD, Scates SM, Lowe JA, Martin BR. Dependence on delta 
9-tetrahydrocannabinol: studies on precipitated and abrupt with-
drawal. J Pharmacol Exp Ther. 1996;278(3):1290–5.  

    43.    Wilson DM, Varvel SA, Harloe JP, Martin BR, Lichtman AH. SR 
141716 (Rimonabant) precipitates withdrawal in marijuana- 
dependent mice. Pharmacol Biochem Behav. 2006;85(1):105–13.  

    44.    Paton WDM, Pertwee RG. The actions of cannabis in man. In: 
Mechoulam R, editor. Marijuana. New York: Academic; 1973. p. 
287–333.  

    45.    Solowij N. Cannabis and cognitive functioning. Cambridge: 
Cambridge University Press; 1998.  

    46.    Heishman SJ. Effects of marijuana on human performance and 
assessment of driving impairment. In: Onaivi ES, editor. Biology of 
marijuana: from gene to behavior. New York: Taylor and Francis; 
2002. p. 308–32.  

    47.    Castle D, Murray R, editors. Marijuana and madness: psychiatry 
and neurobiology. Cambridge: Cambridge University Press; 2004.  

    48.    Grotenhermen F. Pharmacokinetics and pharmacodynamics of can-
nabinoids. Clin Pharmacokinet. 2003;42(4):327–60.  

    49.    Pope HG, Yurgelun-Todd D. Residual cognitive effects of long-
term cannabis use. In: Castle D, Murray R, editors. Marijuana and 
madness: psychiatry and neurobiology. Cambridge: Cambridge 
University Press; 2004. p. 198–210.  

    50.    Gonzalez R. Acute and non-acute effects of cannabis on brain func-
tioning and neuropsychological performance. Neuropsychol Rev. 
2007;17(3):347–61.  

    51.    Green B, Kavanagh D, Young R. Being stoned: a review of self-
reported cannabis effects. Drug Alcohol Rev. 2003;22(4):453–60.  

    52.    Wachtel SR, ElSohly MA, Ross SA, Ambre J, de WH. Comparison 
of the subjective effects of Delta(9)-tetrahydrocannabinol and mari-
juana in humans. Psychopharmacology (Berl). 2002;161(4):331–9.  



162 G. Jager

    53.    Ameri A. The effects of cannabinoids on the brain. Prog Neurobiol. 
1999;58(4):315–48.  

    54.    Thomas H. A community survey of adverse effects of cannabis use. 
Drug Alcohol Depend. 1996;42(3):201–7.  

    55.    Ranganathan M, D’Souza DC. The acute effects of cannabinoids on 
memory in humans: a review. Psychopharmacology (Berl). 
2006;188(4):425–44.  

    56.    McDonald J, Schleifer L, Richards JB, de WH. Effects of THC on 
behavioral measures of impulsivity in humans. 
Neuropsychopharmacology. 2003;28(7):1356–65.  

    57.    Lane SD, Cherek DR, Tcheremissine OV, Lieving LM, Pietras CJ. 
Acute marijuana effects on human risk taking. 
Neuropsychopharmacology. 2005;30(4):800–9.  

    58.    Ramaekers JG, Kauert G, van RP, Theunissen EL, Schneider E, 
Moeller MR. High-potency marijuana impairs executive function 
and inhibitory motor control. Neuropsychopharmacology. 
2006;31(10):2296–303.  

    59.    Curran HV, Brignell C, Fletcher S, Middleton P, Henry J. Cognitive 
and subjective dose-response effects of acute oral Delta 
9- tetrahydrocannabinol (THC) in infrequent cannabis users. 
Psychopharmacology (Berl). 2002;164(1):61–70.  

    60.    Hart CL, van GW, Foltin RW, Fischman MW. Effects of acute 
smoked marijuana on complex cognitive performance. 
Neuropsychopharmacology. 2001;25(5):757–65.  

    61.    Quickfall J, Crockford D. Brain neuroimaging in cannabis use: a 
review. J Neuropsychiatry Clin Neurosci. 2006;18(3):318–32.  

    62.    Chang L, Chronicle EP. Functional imaging studies in cannabis 
users. Neuroscientist. 2007;13(5):422–32.  

    63.    O’Leary DS, Block RI, Koeppel JA, Flaum M, Schultz SK, 
Andreasen NC, et al. Effects of smoking marijuana on brain perfu-
sion and cognition. Neuropsychopharmacology. 2002;26(6):
802–16.  

    64.    Phan KL, Angstadt M, Golden J, Onyewuenyi I, Popovska A, 
de WH. Cannabinoid modulation of amygdala reactivity to social 
 signals of threat in humans. J Neurosci. 2008;28(10):
2313–9.  

    65.    Borgwardt SJ, Allen P, Bhattacharyya S, Fusar-Poli P, Crippa JA, 
Seal ML, et al. Neural basis of Delta-9-tetrahydrocannabinol and 
cannabidiol: effects during response inhibition. Biol Psychiatry. 
2008;64(11):966–73.  

    66.    Jager G, Ramsey NF. Long-term consequences of adolescent can-
nabis exposure on the development of cognition, brain structure and 
function: an overview of animal and human research. Curr Drug 
Abuse Rev. 2008;1:114–23.  

    67.    Moore TH, Zammit S, Lingford-Hughes A, Barnes TR, Jones PB, 
Burke M, et al. Cannabis use and risk of psychotic or affective men-
tal health outcomes: a systematic review. Lancet. 2007;
370(9584):319–28.  

    68.    Di FM, Morrison PD, Butt A, Murray RM. Cannabis use and psy-
chiatric and cognitive disorders: the chicken or the egg? Curr Opin 
Psychiatry. 2007;20(3):228–34.  

    69.    Leweke FM, Koethe D. Cannabis and psychiatric disorders: it is not 
only addiction. Addict Biol. 2008;13(2):264–75.  

    70.    Pope Jr HG. Cannabis, cognition, and residual confounding. JAMA. 
2002;287(9):1172–4.  

    71.    Pope Jr HG, Gruber AJ, Yurgelun-Todd D. The residual neuropsy-
chological effects of cannabis: the current status of research. Drug 
Alcohol Depend. 1995;38(1):25–34.  

    72.    Solowij N, Stephens RS, Roffman RA, Babor T, Kadden R, Miller 
M, et al. Cognitive functioning of long-term heavy cannabis users 
seeking treatment. JAMA. 2002;287(9):1123–31.  

    73.    Solowij N, Battisti R. The chronic effects of cannabis on memory 
in humans: a review. Curr Drug Abuse Rev. 2008;1:81–98.  

    74.    Grant I, Gonzalez R, Carey CL, Natarajan L, Wolfson T. Non-acute 
(residual) neurocognitive effects of cannabis use: a meta-analytic 
study. J Int Neuropsychol Soc. 2003;9(5):679–89.  

    75.    Nair DG. About being BOLD. Brain Res Brain Res Rev. 
2005;50(2):229–43.  

    76.    Jager G, Van Hell HH, De Win MM, Kahn RS, Van Den Brink W, 
Van Ree JM, et al. Effects of frequent cannabis use on hippocampal 
activity during an associative memory task. Eur 
Neuropsychopharmacol. 2007;17(4):289–97.  

    77.    Sneider JT, Pope Jr HG, Silveri MM, Simpson NS, Gruber SA, 
Yurgelun-Todd DA. Altered regional blood volume in chronic can-
nabis smokers. Exp Clin Psychopharmacol. 2006;14(4):422–8.  

    78.    Murray RM, Morrison PD, Henquet C, Di FM. Cannabis, the mind 
and society: the harsh realities. Nat Rev Neurosci. 2007;8(11):
885–95.  

    79.    Sundram S. Cannabis and neurodevelopment: implications for psy-
chiatric disorders. Hum Psychopharmacol. 2006;21(4):245–54.  

    80.    Grech A, van OJ, Jones PB, Lewis SW, Murray RM. Cannabis use 
and outcome of recent onset psychosis. Eur Psychiatry. 
2005;20(4):349–53.  

    81.    Boydell J, van OJ, Caspi A, Kennedy N, Giouroukou E, Fearon P, 
et al. Trends in cannabis use prior to  fi rst presentation with schizo-
phrenia, in South-East London between 1965 and 1999. Psychol 
Med. 2006;36(10):1441–6.  

    82.   Rathbone J, Variend H, Mehta H. Cannabis and schizophrenia. 
Cochrane Database Syst Rev 2008;(3):CD004837.  

    83.    Sarne Y, Keren O. Are cannabinoid drugs neurotoxic or neuropro-
tective? Med Hypotheses. 2004;63(2):187–92.  

    84.    Sarne Y, Mechoulam R. Cannabinoids: between neuroprotection 
and neurotoxicity. Curr Drug Targets CNS Neurol Disord. 
2005;4(6):677–84.  

    85.    Walsh D, Nelson KA, Mahmoud FA. Established and potential 
therapeutic applications of cannabinoids in oncology. Support Care 
Cancer. 2003;11(3):137–43.  

    86.    Fogarty A, Rawstorne P, Prestage G, Crawford J, Grierson J, 
Kippax S. Marijuana as therapy for people living with HIV/AIDS: 
social and health aspects. AIDS Care. 2007;19(2):295–301.  

    87.    Pertwee RG. The therapeutic potential of drugs that target 
 cannabinoid receptors or modulate the tissue levels or actions of 
endocannabinoids. AAPS J. 2005;7(3):E625–54.  

    88.    Scuderi C, Filippis DD, Iuvone T, Blasio A, Steardo A, Esposito G. 
Cannabidiol in medicine: a review of its therapeutic potential in 
CNS disorders. Phytother Res. 2009;23(5):597–602.  

    89.    Bortolato M, Mangieri RA, Fu J, Kim JH, Arguello O, Duranti A, 
et al. Antidepressant-like activity of the fatty acid amide hydrolase 
inhibitor URB597 in a rat model of chronic mild stress. Biol 
Psychiatry. 2007;62(10):1103–10.      



163J.C. Verster et al. (eds.), Drug Abuse and Addiction in Medical Illness: Causes, Consequences and Treatment,
DOI 10.1007/978-1-4614-3375-0_12, © Springer Science+Business Media, LLC 2012

  Abstract 

 After cannabis, cocaine is the most commonly used illicit drug in Europe. An estimated 
13 million Europeans have used it at least once in their lifetime. Also, in the USA cocaine 
is one of the most prevalent illicit drugs, with an annual prevalence of seven million people. 
Cocaine is a well-known addictive stimulant drug and scienti fi c literature concerning its 
various pharmacological properties dates back to the nineteenth century. This chapter 
describes the mechanism of action of cocaine, how addiction and tolerance develop, and the 
physiological and psychological risks of cocaine use. Finally, pharmacotherapy and psy-
chosocial interventions available to treat cocaine dependence are discussed. It is concluded 
that none of these interventions have been proven suf fi ciently effective to reduce craving 
and maintain abstinence in all patients.            

      Cocaine       

     Anne   P.   Daamen      ,    Renske   Penning   ,    Tibor   Brunt,    
and    Joris   C.   Verster      
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  Learning Objectives 

    Cocaine is a highly addictive psychostimulant drug  • 
  Cocaine inhibits the dopamine transporter, thereby • 
causing phasic accumulation of dopamine at the 
postsynaptic terminals  
  The intensity and time of onset of cocaine’s effects • 
depend on the route of administration  
  Cocaine is associated with several physical and • 
psychological adverse effects, with acute cardiovas-
cular pathology among the most critical described    

  Issues that Need to Be Addressed by Future Research 

    Pharmacotherapy for cocaine addiction holds • 
promise, especially combined with psychosocial 
treatments. But a better insight into the precise 
ef fi cacious combination of therapies needs to be 
developed  
  In treating cocaine dependence and adverse effects, • 
the many interactions of cocaine with other drugs 
should be taken into account more. Cocaine is often 
used in combination with medication and/or alcohol  
  The mechanism through which cocaine works in • 
the brain needs to be clari fi ed even more, so that 
potential new candidates for pharmacotherapy can 
be developed    

   Introduction 

 Cocaine is an extract from leaves of the cocaplant 
( Erythroxylum coca ), which grows abundantly in the 
Andes Mountains. Its leaves contain 0.1–0.9% of cocaine. 
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For centuries, local people chew coca leaves against alti-
tude sickness and to provide more energy to function at 
high altitudes. In the sixteenth century, the Spanish intro-
duced cocaine in Europe. It lasted 200 years before cocaine 
was extracted from the leaves of the coca plant  [  1  ] . One of 
the  fi rst publications on cocaine was “Über Coca” by 
Sigmund Freud. Freud argued that cocaine abuse could lead 
to less moral notion, but that the medical usefulness of 
cocaine should not be underestimated  [  2  ] . For example, it 
was discovered that cocaine was effective as a local anes-
thetic. In the wake of Freud’s publication, more and more 
products with cocaine appeared. The most popular of these 
was Coca Cola  [  3  ] . Today, the small amount of cocaine that 
the drink initially contained has been replaced by caffeine. 
In the 1920s, cocaine became illegal in most countries 
which tempered its popularity among the general public  [  4  ] . 
However, since its use was prohibited cocaine remained a 
popular recreational drug among  different subgroups includ-
ing musicians (since the 1950s), yuppies (since the 1980s), 
and partygoers (since the 1990s)  [  5,   6  ] . After cannabis, 
cocaine is currently the most frequently used illicit drug in 
Europe. 

 Globally, in 2007 about 4.9% (208 million people) of peo-
ple between the age of 15 and 64 had used cocaine at least 
one time in their lives. About 0.6% of them uses cocaine fre-
quently and can be regarded as problematic users. Worldwide, 
the number of people who used in 2006 and 2007 equaled 16 
million, i.e. about 0.4% of the global  population  [  7  ] . Most 
cocaine users live in North America (7.1 million), followed 
by Europe (4 million). Cocaine use is lowest in Africa (1 mil-
lion) and Asia and Oceania (0.3 million).  

   Mechanism of Action 

 Cocaine is a stimulant drug. The pharmacokinetic character-
istics of cocaine are summarized in Table  12.1 .  

 Cocaine (benzoylmethylecgonine) is an ester of methyl-
ecgonine and benzoic acid and for the most part (90%) 
metabolized by nonspeci fi c plasma cholinesterase and tissue 
esterases. This results in urinary excretion of the inactive 
metabolites ecgonine methyl ester, benzoylecgonine, and 
ecgonine. In the presence of ethanol, which is frequently used 
together with cocaine, carboxylesterase catalyzes the forma-
tion of cocaethylene, a substance with comparable pharma-
cologic properties as cocaine but presumably with higher 
toxicity. About 10% of cocaine is metabolized by CYP3A4 
and forms norcocaine. This pharmacologically active 
N-demethylated cocaine metabolite is further metabolized to 
 N -hydroxynorcocaine and the presumably hepatotoxic nor-
cocaine nitroxide  [  11–  14  ] . The plasma half-life of cocaine is 
dose dependent and ranges between 0.7 and 1.5 h  [  15  ] . 

 Cocaine’s main pharmacological action is to inhibit 
monoamine transporters, in particular the dopamine trans-
porter (DAT). To a lesser extent, cocaine is also able to 
inhibit the serotonin transporter (SERT) and the norepineph-
rine transporter (NET). Normally after dopamine release, 
there is presynaptic dopamine reuptake by the DAT. 
Inhibition of the DAT causes dopamine to remain longer in 
the synapse where its concentration accumulates. The fast 
blocking of dopamine reuptake and the large amount of 
transporter is thought to cause the euphoric effect reported 
by cocaine users  [  16,   17  ] . The effect on serotonin, mainly 
5-HT 

2
 , may contribute to the hyperlocomotor effects associ-

ated with cocaine use  [  18  ] . Increased dopamine concentra-
tions due to DAT inhibition are seen especially in the limbic 
system. The nucleus accumbens (NAc), part of the mesolim-
bic dopamine pathway, is involved in feelings of pleasure 
and reward. The buildup of dopamine in this system causes 
a powerful feeling of euphoria and happiness, much more 
powerful than feelings caused by natural incentives such as 
food or sex  [  16,   17  ] . For example, some experiments showed 
that animals preferred cocaine over food  [  19  ] . This process, 
referred to as sensitization, is caused by an enhanced dop-
aminergic response in the NAc after repeated exposure to 
stimulant drugs. Whether this process is similar in humans is 
unclear  [  20  ] . A decreased inhibition from the medial pre-
frontal cortex (mPFC) to the ventral tegmental area (VTA) 

   Table 12.1       The (pharmacokinetic) characteristics of cocaine  [  7–  10  ]    

 Name  Cocaine 

 Structure 

      
 Formulae  C 

17
 H 

21
 NO 

4
  (clark) 

 Chemical name  Methyl-[1 R -( exo , exo )]-3-(benzoyloxy)-
8–methyl–8–azabicyclo[3.2.1]-octane–
2–carboxylate (clark) 

 Mass  303.4 (clark) 
 p K  

a
   8.61 (drugbank) 

 log  P  experimental  2.3 (drugbank) 
 Melting point  195°C (drugbank) 
 Density  1.216 g/cm 3  (chemical database) 
  V  

d
  (l/kg)  2.7 

 Cl 
T
  (ml/min/kg)  20–30 

 Cl 
R
  (% of total)  1 

  t  
1/2

  (h)  0.8 
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and NAc is involved in cocaine sensitization, and is probably 
regulated via gamma-amino-butyric-acid (GABA) and glu-
tamate neurotransmitter systems  [  21  ] . The central amygdala 
plays a role in the incubation of cocaine craving effects over 
time, partially via glutaminergic and extracellular signal-
regulated kinases. Glutamate is considered to play a major 
role in processes of learning, memory, and reward systems 
involved in addiction  [  22,   23  ] . 

 Besides the effects on catecholamines and their uptake, 
cocaine has also an effect on voltage-gated sodium channels 
in the neuronal membrane by reversibly blocking these chan-
nels. It binds to sites within the sodium channel, thereby 
blocking the increase of sodium in the neuronal cells. The 
blocking of the sodium increase inhibits depolarization and 
thus the generation of an action potential  [  5,   24  ] .  

   Addiction, Tolerance, and Craving 

 Cocaine addiction is relatively uncommon. Surveys suggest 
that only a small percentage (16%) of users become addicted. 
Why not every user becomes addicted is currently unknown. 
Because drug seeking and craving make them lose control 
over their behavior, people who do become addicted are at 
great risk for different kinds of personal harm (e.g. job loss, 

family problems, medical problems, and even death)    
(Fig.  12.1 )  [  25  ] .  

 After the  fi rst time of use, cocaine causes a phasic dop-
amine release which gives a pleasurable and euphoric feel-
ing. After repeated use, dopamine release is less phasic and 
thus less pleasure is experienced. Higher doses are needed 
to give the same pleasurable feeling of phasic dopamine 
 fi ring that was experienced after  fi rst using cocaine. How 
this process of tolerance develops is not completely under-
stood yet. However, it has been hypothesized that pharma-
codynamic factors have a major role in the development of 
tolerance. A combination of three mechanisms is assumed to 
be important. Repeated cocaine use (1) reduces the basal 
dopamine concentration, (2) inhibits the release of dopamine 
by cocaine stimulation, and (3) changes the sensitivity of 
receptors or the intracellular pathway  [  16,   25–  27  ] . 
Eventually, the dopamine neurons may be damaged or irre-
versible changed. 

 When abstaining from use, “craving,” i.e. the desire for 
using cocaine, can be experienced. This desire seems to 
develop in the (para)limbic regions of the brain  [  28–  30  ] . 
During craving, symptoms such as anhedonia and sleepiness 
are often reported. When cocaine is used, these symptoms 
rapidly diminish, but gradually higher dosages are needed to 
achieve the same high     [  16  ] . 

DA
neuron

c

c

c c

c

a

a

+

+

+
++

+ +

a

c = cocaine

a = amphetamine

+ = stimulation

x = inhibition

 = dopamine firing

 = dopamine reuptake

fun craving enduring
cognitive loss

“burn-out’’
compulsive use
marathon sex
parinoia
HIV
violance

‘’where is my 
dopamine?”

reverse
tolerance
addicted

“brainwashed”

anhedonia
sleepiness
withdrawal

time

DA
firing

Progression of Stimulant Abuse

postsynaptic

a b

c d e f

  Fig. 12.1    Progression from initial cocaine use to addiction  [  16  ]        
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 This effect, called tolerance, is the phenomenon whereby 
a drug user becomes physically accustomed to a particular 
dose and requires increasing dosages in order to obtain the 
same effects.  

   Routes of Administration 

 Snorting cocaine hydrochloride powder is the most popular 
way of using cocaine. On average, cocaine powders contain 
59% pure cocaine, but this may vary from 1% to 99%. 
Generally, pure cocaine is mixed with inactive compounds 
such as baking powder or sugars (mannitol or lactose)  [  31  ] . 
In addition, various pharmacologically active compounds 
are added that may increase or mimic cocaine’s effects. Main 
reason for mixing cocaine with other compounds is reducing 
of the production costs. This way, cocaine users can be mis-
led that the powder contains a higher percentage of pure 
cocaine than it actually does. For example, lidocaine is some-
times added because like cocaine it produces local anesthetic 
effects on gums and teeth  [  32  ] . 

 In addition to snorting, cocaine can also be dissolved in 
water and administered by intravenous injection  [  5,   33,   34  ] . 
Cocaine hydrochloride cannot be smoked, because of its 
high melting point and decomposition when burned. 
However, the so-called “free base cocaine” and “crack” can 
be smoked  [  5,   25  ] . To produce free base, cocaine hydrochlo-
ride is dissolved in water together with a base such as ammo-
nia. Ether is added to dissolve the cocaine base. Afterwards, 
the free base cocaine can be extracted from the ether by 
evaporation. To produce crack cocaine, cocaine hydrochlo-
ride is also dissolved in water, but sodium bicarbonate or 
baking soda is added  [  5,   35  ] . Through heating, the substance 
becomes a soft mass that turns into a rock-like substance 
after drying. The end product, crack cocaine, can be smoked. 
Sometimes cocaine is mixed with heroin, to form a so-called 
speedball  [  5  ] . 

 The magnitude and time of onset of cocaine’s effects 
depend on the route of administration (see Fig.  12.2 ; 
Table  12.2 ).   

 It seems that smoking free base or crack induces the fast-
est administration to the brain and thereby the fastest effects 
(3–6 s). After intravenous injection, slightly more time is 
needed to reach the brain where cocaine can induce its effects 
 [  25,   39  ] . A study by Cone et al.  [  38  ]  shows that both smoked 
and intravenous injected cocaine produce almost immediate 
effects on heart rate and blood pressure. However, subjective 
feelings like euphoria have a more rapid and more intense 
onset after smoking cocaine  [  39  ] . 

 Cocaine is also well absorbed in the mucus layer of the 
nasal cavity, with even higher total absorption rates then after 
smoking the drug. 

 Due to the vasoconstrictive effects of cocaine, the amount 
that is absorbed by the nasal mucosa differs between indi-
viduals  [  25,   39  ] . It is likely that some amount of the snorted 
cocaine is swallowed and enters the gastrointestinal tract. 
After the rapid blood concentration peak produced by snort-
ing, a second concentration peak is seen, when cocaine is 
absorbed by gastrointestinal mucus layers  [  37,   40  ] . After 
snorting it takes approximately 3–5 min to induce the  fi rst 
euphoric effects, but these effects seems to continue longer 
then after smoking or injecting the drug  [  5,   25  ] . Therefore, it 
is not surprising that snorting is the most popular way of 
cocaine use.  

   The Effects and Risks of Cocaine Use 

 Most people use cocaine for its pleasurable psychological 
effects, such as euphoria, increased alertness and energy, and 
increased con fi dence. The drug has also laxative properties 
and diminishes the user’s appetite. These last effects are 
sometimes used for establishing weight loss. Another 
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  Fig. 12.2    Subjective responses 
to the different administration 
routes of cocaine  [  36  ]        

   Table 12.2    Absorption characterizations of cocaine  [  37,   38  ]    

 Route of administration 

 Intranasal  Smoked  Oral 

  F  (ratio)  0.8  0.57–0.70 (variable)  0.33 
  T  

max
  (h)  0.17  0.05  0.75 
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important pharmacological effect of cocaine is its local 
anesthetic effect, due to the blockage of sodium channels in 
neuronal cells  [  5,   24,   25,   34  ] . 

 Besides the desired effects, cocaine use has also been 
associated with both negative physical and psychological 
effects which may be compromising to the user’s health. 

   Cardiovascular Risks 

 Cocaine use is often accompanied by adverse hematologic 
and cardiovascular effects. These effects are due to cocaine’s 
effect on the norepinephrine and dopamine reuptake in the 
presynaptic adrenergic terminals. This results in a buildup 
of these catecholamines near their receptors (mainly  a  

2
 - 

adrenerge) which leads to a powerful sympathomimetic 
effect. Cocaine’s blocking of sodium channels leads to 
decreased action potential generation, which leads in turn 
to antidysrhythmic effects. Cocaine also affects levels of 
endothelin-1 (a vasoconstrictor) and nitric oxide (a vasodi-
lator)  [  5,   41,   42  ] . These effects may also result in intense 
coronary vasoconstriction and platelet activation. Autopsy 
reports on young cocaine abusers report about atheroscle-
rosis. Therefore, cocaine abusers are at serious risk for 
developing cardiovascular diseases. However, a sizable 
proportion of cocaine addicts already show uncovered vas-
cular abnormalities, which could worsen the negative 
effects of cocaine itself. Therefore, this should be taken 
into consideration when cocaine addicts are being investi-
gated  [  41,   43,   44  ] . 

 Myocardial ischemia, myocardial infarction, and arrhyth-
mias are commonly seen as cardiovascular complications in 
cocaine abusers  [  41,   44  ] . Chronic users can also develop 
dilated cardiomyopathy, but this is usually reversible. Its 
sympathicomimetic effects can also lead to hypertension 
(through vasoconstriction and a larger cardiac output), which, 
together with the positive ionotropic and chronotropic car-
diac effects, can lead to aortic dissection. The risk for these 
events is the highest in the  fi rst hours after administration, 
but can last till a week after taking cocaine  [  44  ] .  

   Pulmonary Risks 

 Besides cardiovascular complications cocaine users are also 
at risk to develop pulmonary complications, whereby smok-
ing cocaine causes the highest risk for developing these 
problems  [  25,   45  ] . Cocaine users may suffer from pulmo-
nary edema, which can be a result of the cardiac problems, 
but there is also a great risk for noncardiogenic pulmonary 
edema. How these administration routes can cause pulmo-
nary edema is not clear, although there are theories about the 

direct toxic effect on the alveolar-capillary membrane and 
immune response activation. Pulmonary alveolar hemor-
rhage is often seen after cocaine use, especially after smok-
ing crack  [  44–  46  ] .  

   Neurological Risks 

 Cerebrovascular effects are the most important in the drug-
related neurotoxic complications. Cerebrovascular strokes, 
either hemorrhage or ischemic, can occur after all forms of 
cocaine administration  [  34,   44    ]. Beside the cerebrovascular 
effects intracranial hemorrhage is a great issue in cocaine 
use, since cocaine use can lead to hypertension and therefore 
to intracranial hemorrhage. Many of the preexisting vascular 
damages mentioned earlier were seen in 50% of the cocaine-
related intracranial hemorrhage patients  [  44  ] . Hypertension 
as a result of cocaine use can also cause posterior reversible 
encephalopathy syndrome (PRES). Chronic use of cocaine 
can further cause cerebral atrophy, ischemia or infarctions 
and vascular headaches  [  25,   44  ] . 

 Cocaine-related seizures are seen mostly in chronic users, 
but can also occur after  fi rst time using and are another risk 
for cocaine users. These seizures can develop in all users, but 
those with preexisting disorders have a twofold risk  [  25,   34  ] . 
Seizures are probably caused by high serotonin concentra-
tions in the brain. The rise of serotonin concentrations is 
caused by the reuptake blocking effect of cocaine and stimu-
lation of muscarine and sigma receptors in the brain. 
However, they can also occur due to cocaine-induced hyper-
thermia or acidosis. Most cocaine-induced seizures are gen-
eralized tonic–clonic, but focal seizures can also occur  [  5, 
  34,   47  ] . 

 Cocaine can also induce movement disorders due to dop-
amine accumulation not only    in the synaptic clefts of mostly 
the basal ganglia, but also in other brain regions. This buildup 
can cause movement disorders like Tourette syndrome and 
tardive dyskinesia  [  34  ] .  

   Renal Risks 

 Acute renal failure has been noted in cocaine abusers. However 
the most important cause of renal failure is rhabdomyolysis, 
which damages tubular functioning. Vasoconstriction, renal 
infarction, and atherosclerosis are named as factors that can 
produce such injury. Hypertension due to cocaine use can be 
a complicating factor in cocaine-induced renal failure and has 
been associated with hypertensive nephrosclerosis and chronic 
kidney disease. Symptoms of renal failure include changed 
serum creatine kinase levels, electrolyte abnormalities, and 
urinary myoglobin  [  25,   43,   48  ] .  
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   Other Risks 

 Other risks of cocaine use include hyperthermia, ischemia of 
bowel tissue, gastric ulcerations, retroperitoneal  fi brosis, and 
visceral infarction are among the gastrointestinal conditions 
in which cocaine has been implicated  [  43,   49  ] . The adminis-
tration routes themselves may also cause problems for the 
user’s health, especially when cocaine is administrated intra-
venously. Intravenous cocaine users are at risk of developing 
endocarditis. This is the result of bacteremia, caused by using 
nonsterile injection needles. The use of nonsterile needles 
produces also an increased risk for catching infectious dis-
eases, such as HIV  [  25,   44  ] . 

 Snorting cocaine can cause perforation of the nasal sep-
tum, but there is also chance of necrosis in other structures. 
Epiglottises, aspiration, sinusitis, and bronchitis are condi-
tions which are associated with cocaine snorting  [  43,   44  ] . 

 Finally, cocaine can be a complicating factor in pregnant 
users, whom are at risk for placenta abruption, having a baby 
with low birth weight or with neurological or psychological 
problems  [  43,   50  ] .  

   Psychological Risks 

 Psychiatric illnesses such as depression, bipolar diseases, 
attention-de fi cit disorders, and schizophrenia are commonly 
seen in cocaine users  [  51,   52  ] . However, cocaine abuse can 
also cause a number of psychological problems, which some-
times can worsen the symptoms of above-mentioned comor-
bidities. Schizophrenia patients, for example, have a higher 
suicide risk when they use cocaine  [  53  ] . Besides worsening 
the existing disorders, cocaine use can also cause psycho-
logical problems in healthy individuals. 

 Unwanted effects of cocaine use include panic attacks, 
paranoid ideation, agitation, anxiety, hallucinations, psycho-
sis, and violence behavior  [  43,   45,   51,   54  ] . These effects can 
lead to dependence and subsequent dangerous behaviors and 
risky situations  [  47  ] . Epidemiological studies have shown 
that cocaine use is frequently associated with (car) accidents, 
homicides, and suicides (attempts)  [  43,   55  ] . 

 In several studies cocaine has been shown to in fl uence 
cognitive functioning, both negative and positive  [  56,   57  ] . 
The prefrontal cortex is the brain region which is most asso-
ciated with affected cognitive functioning in cocaine users. 
Due to cocaine’s effect on the mesolimbic dopamine path-
way cocaine has a reducing metabolic effect on the prefron-
tal cortex, which among others can lead to some forms of 
cognitive impairment such as effects on speed of information 
processing and problem solving  [  17,   56,   58  ] . 

 However, cocaine also has an effect on other brain regions. 
For example, cocaine affects verbal and visual memory func-
tioning and impairment in verbal  fl uency and perceptual-
sensory functions has been found  [  56,   58,   59  ] . 

 Cocaine’s negative effects are not limited to recent 
 abusers. In the past cocaine users, cognitive impairment may 
persist  [  51,   58  ] . For example, Oliveira et al.  [  58  ]  has found 
de fi cits in attentional and executive functioning in ex-users 
who were abstinent for at least 6 months.   

   Toxicity 

 Toxic effects have been described with a dose of approxi-
mately 1 mg/kg or a plasma concentration of 0.1 mg/l. 
However, this range can be large depending on the situation 
(purity, route of administration) and individual differences. 
There have been reports of lethal intravenous dosages of 
20 mg, whereas an oral dose of 10 g administered to a chronic 
cocaine user was not fatal  [  60,   61  ] . 

 Acute intoxication includes tremor, restlessness, irritabil-
ity, emotional instability, panic, and paranoia. Higher dosages 
can cause hallucinations, paranoia, intense anxiety attacks, 
tachycardia, hypertension, ventricular irritability, respiratory 
depression, and hyperthermia. In case of an overdose, cocaine 
can cause serious problems like acute heart failure, stroke, 
seizures, and sudden death syndrome  [  25,   34,   43  ] .  

   Interactions 

   Cocaine and Medication 

 Cocaine is metabolized by CYP3A4. Substances that effect 
CYP3A4 can affect the metabolism of cocaine and vice 
versa, which can lead to higher or lower plasma concentra-
tions. Cocaine also inhibits CYP2D6 and can thereby 
decrease the metabolism of other substances  [  11  ] . 

 Several medicinal drugs are known to interact with 
cocaine. For example, cocaine affects the same sodium 
 channels as lidocaine. But lidocaine is able to displace 
cocaine from the sodium channels, and because of that 
able to reduce cocaine-induced QRS prolongation  [  12  ] . 
Phenothiazines and butyrophenones block potassium chan-
nels as well as sodium channels. In this way, they may 
enhance cocaine toxicity  [  41  ] . 

 Use of cocaine and a beta-adrenergic antagonist at the 
same time leads to vasoconstriction, followed by hyperten-
sion, increased seizure frequency and coronary artery spasm, 
because of unopposed alpha-adrenergic effects as a result of 
blocking beta-adrenergic receptors  [  12,   42  ] . 

 By interfering with cocaine metabolism by plasma 
 cholinesterase, succinylcholine can cause higher plasma 
concentrations of cocaine, leading to subsequent increased 
toxicology. Monoamine oxidase inhibitors (MAOIs) are anti-
depressants with the same neurotransmitter systems as target 
as cocaine (dopamine, serotonin, norepinephrine). MAOIs 
decrease the metabolism of monoamines. The same applies 
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for selective serotonin reuptake inhibitors (SSRIs) and drugs 
that inhibit the reuptake of dopamine-like bupropion  [  13  ] . 
This could lead to an increased or sustained effect of 
cocaine.  

   Cocaine and Alcohol 

 Cocaine is frequently used in combination with alcohol. 
People that used both cocaine and alcohol reported that this 
drug combination prolongs the high of cocaine and decrease 
the dysphoric feelings caused by alcohol. This can be 
explained by the formation of cocaethylene, which is formed 
out of cocaine by carboxyesterase in the presence of ethanol. 
Cocaethylene has a similar effect on heart rate and blood 
pressure and gives a euphoric feeling. Because of the longer 
half-life when compared to cocaine the euphoria is extended. 
Combining cocaine and alcohol also inhibits cocaine metab-
olism, which lead to higher blood concentrations of cocaine 
 [  14,   15,   41  ] .  

   Cocaine, Marijuana, and/or Nicotine 

 The combination of cocaine and marijuana increases heart 
rate when compared to using these drugs individually  [  11,   62  ] . 
This effect may be a result of enhanced nasal absorption of 
cocaine caused by cannabinoid-induced vasodilatation  [  11  ] . 

 Both cocaine and nicotine increase heart rate and coro-
nary vasoconstriction, possibly increasing the risk for car-
diovascular complications, especially when used in 
combination  [  5,   41  ] .   

   Detection 

 Cocaine can be detected in urine, blood, perspiration, hair, 
saliva, and feces. Urine is most commonly used to detect 
cocaine, because it is easy to collect and it is a noninvasive 
method  [  60  ] . Usually urine is tested by enzyme-multiplied 
immunoassay, or less commonly by radioimmunoassay or 
thin-layer chromatography. Immunoassays are not very pre-
cise, so a positive result should be checked using chromatog-
raphy  [  25  ] . Urine tests usually screen for the presence of its 
metabolite benzoylecgonine. Cocaine has a short elimination 
half-life (about 1 h), whereas benzoylecgonine has a half-life 
of 6 h. In contrast to cocaine, benzoylecgonine can still be 
detected 1 or 2 days after administration  [  63  ] . The detection 
of benzoylecgoine in urine does not necessarily prove cocaine 
abuse. A very high dose of prilocaine or coca tea (made of 
the leaves of the coca plant) can also give a positive result in 
urine immunoassays  [  64  ] . By adding bleach or sodium chlo-
ride to the urine, a false-negative result can be achieved. 
Other products that have been added to urine to prevent 

detection of cocaine or its metabolite are vinegar, soap, or 
lemon juice  [  65  ] . Also, if the time between testing and 
cocaine use is too short, no benzoylecgonine is detected  [  5  ] . 

 The bene fi t of testing in hair is the longer period that 
cocaine or its metabolite benzoylecgonine are detectable 
 [  66  ] . Hair analysis is also an easy and noninvasive method to 
test for cocaine use. Normally, 50–100 strands are enough 
for a good sample  [  67  ] . Because hair grows in a constant 
rate, it is also possible to say whether the use was chronic or 
episodic  [  33  ] . Detection of cocaine use in saliva is a less 
accurate method if exact concentrations are needed to be 
determined. In order to detect low concentrations, more sen-
sitive methods are necessary  [  60  ] .  

   Treatment of Cocaine Abuse 

 Currently, there is no speci fi c effective pharmacological 
treatment available for cocaine addiction  [  68  ] . Based on gen-
eral theories on brain mechanisms of addiction, several com-
pounds have been studied. Xi and Gardner  [  69  ]  recently 
reviewed several neurotransmitters and receptors that are 
involved in the reward pathway and the ways they can be 
targeted to develop pharmacological treatment (see 
Fig.  12.3 ).  

 Figure  12.3  represents a schematic presentation of the 
VTA–NAc–ventral pallidum (VP) reward pathway. 
Furthermore, it shows were psychostimulants affect this 
pathway and possible sites of actions for pharmacological 
treatment of cocaine addiction  [  69  ]  (adapted with permission 
from    Xi et al. 2008). 

 Activation of the ionotropic glutamate receptors (iGluR) 
leads to stimulation of the NAc medium-spiny GABAergic 
neurons, while activation of the D2 receptors leads to inhibi-
tion of these neurons. It seems that functional inhibition of 
the NAc-VP GABAergic pathway is essential in drug reward 
and addiction. Blocking or reversing of the DAT by psycho-
stimulants leads to an increase of the extracellular dopamine 
concentration in the NAc dopamine axon terminals. This 
concentration rise leads to the release of endocannabinoids 
(eCBs) in the medium-spiny GABAergic neurons, eventu-
ally leading to reduction of glutamate in the NAc and GABA 
in the VP. Animal research has suggested seven possible 
points of pharmacological intervention, which can affect this 
mechanism of drug reward and addiction (1) blocking of the 
dopamine receptors (especially D 

3
 ) with dopamine antago-

nists, (2) inhibition of the DAT or other monoamine trans-
porter with slow-onset long-acting inhibitors which substitute 
the cocaine, but have different pharmacokinetic properties, 
(3) affecting the GABAergic terminals in the VP (see 
Fig.  12.3 ) and VTA with GABAmimetic compounds, (4) act-
ing on CB 

1
  receptors by cannabinoid CB 

1
  receptor antago-

nist, (5) modulating the release of presynaptic glutamate and/
or neuronal activity of the postsynaptic NAc GABAergic 
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neurons by agents which act on the mGluRs, (6) decrease of 
the dopamine release in the NAc by  k -opioid agonists, and 
(7) modulating the dopamine neuron activity and dopamine 
release in the NAc by affecting the action of psychostimu-
lants by the use of agents which act on 5-HT 

2A
  and/or 5 

2C
  

receptors  [  69  ] . 
 Human research has focused on points 1 to 3, 6, and 7. 

There are also some other forms of treatments which are cur-
rently applied or investigated in humans, e.g. vaccination 
and psychosocial interventions. However, none of these 
intervention options has a complete cure ratio, therefore 
more research is needed. 

   Dopamine-Related Treatment 

 The mesolimbic dopamine system has been a target for vari-
ous compounds that aimed to modulate dopamine receptors 
or transporters  [  69  ] . The dopamine reuptake inhibitor bupro-
pion  [  70,   71  ]  showed no signi fi cant reduction in craving and 
self-administration of cocaine. Levodopa–carbidopa studies 
show con fl icting outcomes, a study of Mooney et al.  [  72  ]  
shows no signi fi cant effect on cocaine addiction symptoms, 
whereas a study of Schmitz et al.  [  73  ]  found contrasting 
detectable treatment effect for levodopa in comparison with 
placebo. 

 Antagonists acting at D 
1
  or D 

2
  receptors were not 

 effective or produced unwanted adverse effects and are there-
fore not applicable in the treatment of cocaine dependence. 
However, D 

3
  receptor antagonists seem promising for the 

treatment of psychostimulant dependence  [  69  ] . Currently, 
several D 

3
  receptor antagonists are in development.  

   Replacement Therapy 

 Drugs that mimic cocaine’s mechanism of action should be 
able to reduce craving, because they replace the effect of 
cocaine. This strategy has been successfully applied with 
methadone in heroin addicts and nicotine patches in smok-
ers. Dopamine reuptake inhibitors and dopamine agonists 
are possible maintenance medications  [  74,   75  ] . Partial dop-
amine agonists are able to imitate some of cocaine’s effects, 
without the particular toxic characteristics  [  76  ] . Several 
promising dopamine agonists have been studied. 

 For example, moda fi nil has been shown to signi fi cantly 
reduce cocaine use  [  77,   78  ] . Also, there is some evidence 
that disul fi ram is effective in the treatment of cocaine depen-
dence, but further research is needed  [  79  ] . Disul fi ram is also 
used for the treatment of alcoholism. In patients with com-
bined cocaine and alcohol use, disul fi ram reduces both 
 alcohol and cocaine use  [  80,   81  ] . 
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  Fig. 12.3    Schematic presentation of the ventral tegmental area 
(VTA)–nucleus accumbens (NAc)–ventral pallidum (VP) reward 
 pathway. Furthermore, it shows were psychostimulants affect this 

 pathway and possible sites of actions for pharmacological treatment 
of cocaine addiction  [  69  ]  (adapted with permission from Xi et al. 
2008)       
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 Clinical trials have examined the effect of methylpheni-
date on cocaine addiction, but failed to show its clinical 
ef fi cacy. Often these studies were performed in patients who 
also suffered from ADHD. Whereas methylphenidate was 
effective in the treatment of ADHD symptoms, no signi fi cant 
effects were reported on cocaine use outcomes  [  82  ] .  

   GABA-Related Treatment 

 GABA also plays an important role in the mesolimbic dop-
amine reward system. Based on this knowledge, several 
potential treatments have been developed that aim to coun-
teract inhibition of GABAergic neurons by cocaine. These 
include gabapentin, tiagabine, topiramate, vigabatrin, and 
baclofen. Baclofen decreased cocaine self-administration 
 [  83  ]  and was especially effective in heavy cocaine users  [  84  ] . 
Vigabatrin also decreased cocaine use  [  85,   86  ] . The effect of 
treatment with tiagabine is not completely clari fi ed, because 
Gonzalez et al.  [  87,   88  ]  show a decrease in cocaine use after 
treatment, but Winhusen et al.  [  89  ]  did not found a signi fi cant 
effect of tiagabine on drug usage. 

 In a pilot trial, after 3 weeks of treatment with topiramate 
59% of cocaine addicts remained abstinent from the drug, 
twice as much as in the placebo-treated group  [  90  ] . Although 
not 100% effective, these drugs may help a substantial num-
bers of cocaine addicts in remaining abstinent.  

   Other Treatments 

 Other compounds that are currently under investigation are 
kappa opioid-receptor agonists such as nalfura fi ne. Kappa 
receptor agonists inhibit dopamine release and thus may 
antagonize cocaine’s effects  [  69  ] . Also, 5HT 

2A
  receptor 

antagonists and 5HT 
2C

  agonists are in development, because 
serotonin receptors are present in the mesolimbic dopamine 
system as well. Ondansetron, a 5HT3 receptor antagonist, 
also produced a reduction in cocaine use  [  91  ] . 

  N -acetylcysteine is a vaccine aiming to reduce craving 
and relapse by restoring glutamate levels in the NAc. Double-
blind studies showed that the vaccine signi fi cantly reduced 
both craving for cocaine and the use of cocaine in addicted 
subjects  [  92,   93  ] .  

   Psychosocial Interventions 

 A number of psychosocial interventions based on cognitive-
behavioral approaches have received signi fi cant empirical 
attention in the literature on cocaine use disorders in the last 
two decades  [  94  ] . Approaches to increase coping skills and 
community reinforcement have been proven to be effective. 

Psychosocial treatments may be useful in combination with 
pharmacotherapy for treating cocaine addiction. Several 
studies have proved to be effective; improving coping skills 
and motivation using psychosocial treatments on the one 
hand, while increasing abstinence from cocaine abstinence 
using pharmacological compounds on the other  [  75  ] .       
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  Abstract 

 MDMA is a methamphetamine derivative and powerful CNS stimulant, which is taken 
at dance clubs and parties under the street name of “ecstasy”. MDMA or 3,4-methylene-
dioxymethamphetamne is an indirect monoaminergic agonist, leading to increased levels of 
synaptic serotonin, dopamine, and other neurotransmitters. It also stimulates the hypotha-
lamic–pituitary–adrenal (HPA) axis, increasing the release of many neurohormones. 
Recreational MDMA users at dance clubs demonstrate an 800% increase in the stress hor-
mone cortisol. In acute terms, most ecstasy users are in a state of hyper-stimulation, and 
display elements of the serotonin syndrome. This is generally relieved by resting or “chill-
ing out”, although it can develop into severe hyperthermia. Medical treatment should focus 
on immediate rest and cooling. Blood tests are also needed to monitor potential hyponatra-
emia, when excessive  fl uid-intake dilutes sodium levels. In the absence of rapid medical 
intervention, fatalities may occur. Acute MDMA disrupts attention, impairs cognitive pro-
cessing, and makes car driving hazardous. The period following recreational ecstasy/
MDMA is typi fi ed by neurochemical recovery, when feelings of lethargy, irritability, and 
depression predominate. Thermal stress and prolonged dancing when on-ecstasy can 
heighten the emergent neuropsychobiological problems. The dependence syndrome with 
MDMA has a two-factor structure, with compulsive usage and escalating doses/bingeing. 
Indeed chronic tolerance is almost universal amongst regular users (Table 13.1). Regular 
ecstasy users can display a range of neuropsychobiological problems, including memory 
de fi cits, impaired problem solving, reduced social intelligence, disrupted sleep architecture, 
sleep apnea, oxidative stress, and reduced immunocompetence (Table 13.2). Psychiatric 
symptom pro fi les are often raised. Interactive diathesis-stress models note that prior predis-
position factors are exacerbated by repeated metabolic overstimulation. The psychedelic 
drug LSD is also associated with various psychiatric problems, including psychotic break-
down, paranoia, and perceptual  fl ashbacks. These are most prevalent in regular LSD users. 
Medical problems with MDMA can include cardiac, renal, and hepatic damage. 
Neuroimaging indices often show a reduction in serotonin transporter density, consistent 
with the data on serotonergic neurotoxicity in laboratory animals. These multiple factors 
have been integrated into metabolic-distress model (Table 13.3). To summarise, MDMA is 
a powerful acute metabolic stressor, with a range of adverse acute effects, recovery prob-
lems, and long-term neuropsychobiological problems. The main problems with LSD are the 
risk of psychiatric breakdown, especially in susceptible individuals.               

      MDMA and LSD       
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  Learning Objectives 

    MDMA or ecstasy is a powerful CNS stimulant.  • 
  It increases synaptic levels of serotonin, dopamine, • 
noradrenaline, and other neurotransmitters.  
  Recreational users show an 800% acute increase in • 
the stress hormone cortisol.   
  Acute MDMA boosts most mood states. Elation • 
and euphoria generally predominate, although 
 negative moods can also be intensi fi ed.  
  MDMA impairs hypothalamic thermal control and • 
increases body temperature.   
  Medical emergencies need to be treated rapidly by • 
rest and cooling, with blood tests for potential 
hyponatraemia.  
  Car driving can be “extremely dangerous” in • 
ecstasy/MDMA polydrug users.  
  The days after ecstasy are typi fi ed by low moods, • 
lethargy, tiredness, and depression.  
  The dependence syndrome for MDMA is • 
 bi- factorial, with compulsive use, and escalating 
usage/bingeing.   
  The long-term effects of regular usage can include • 
memory de fi cits, higher cognitive de fi cits in rea-
soning, disturbed sleep architecture, sleep apnea, 
impaired sexual performance, reduced immuno-
competence, and oxidative stress.  
  Factors affecting these psychobiological changes • 
include lifetime MDMA usage, intensive single 
session usage, thermal distress, and prolonged 
dancing when on-drug.  
  Most ecstasy users are polydrug users, and these • 
other drugs will contribute to the neuropsychobio-
logical pro fi les.  
  Psychiatric aspects may be interpreted via the • 
 diathesis-stress model, where predisposition 
 factors interact with psychoactive drug use to 
heighten  psychiatric distress.  
  Metabolic distress provides an integrative factor for • 
understanding the acute and chronic effects of 
MDMA  [  1  ] .  
  LSD causes perceptual distortions and can generate • 
ideas of reference and paranoia.  
  Diathesis-stress models may help to explain the • 
increased risk of psychotic breakdown in suscepti-
ble LSD users.    

  Issues that Need to Be Addressed by Future Research 

    The effect of MDMA on basic cell metabolism in • 
humans.   
  The long-term effects of regular MDMA use on • 
basic cellular metabolic processes (viz. its potential 
for programmed cell death or apoptosis).  
  The role of cumulative acute metabolic stress for • 
the long-term neuropsychobiological problems of 
regular users.   
  Plasma MDMA levels and psychobiological • 
indices.  
  Follow-up studies of medical emergency treatments • 
for hyponatraemia and hyperthermia.   
  The role of neurohormones (cortisol, oxytocin, • 
 others) in the acute, sub-acute, and chronic effects 
of MDMA.  
  Closer integration between structural and functional • 
MDMA studies.   
  Dynamic models of psychoactive drug • 
interactions.   
  Contributory role of co-factors such as noise, dehy-• 
dration, overcrowding, and physical exertion.  
  Effects of MDMA on occupational skills and real • 
world problem solving.   
  Emotional information processing, interpersonal • 
skills, and social intelligence, in drug-free recre-
ational ecstasy users.   
  Acute LSD effects on standard test batteries for • 
mood and cognition.   
  Long-term effects of regular LSD usage, on mood, • 
cognition, health, and well-being.    

  MDMA Pharmacokinetics 

 Molecular structure of 3,4 Methylenedioxymetham-
phetamine (MDMA)   .

       

(continued)
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   Ecstasy/MDMA Usage 

 In the early 1980s MDMA was  fi rst used by Californians in 
search of pleasure and spiritual enlightenment  [  8–  10  ] . Their 
weekend sessions in retreats have often been described as 
“psychotherapeutic”, although this was of a very informal 
nature  [  8  ] . Most the participants at these weekend retreats 
were friends and acquaintances, and no formal measures of 
change were recorded. The on-drug experiences were often 

extremely positive, although negative reactions also occurred, 
especially in those with previous psychiatric history. Greer 
and Tolbert  [  8  ]  therefore warned against the use of MDMA 
with vulnerable individuals: “There is an indication that 
MDMA may predispose people to a recurrence of previous 
psychological disabilities”  [  10  ] . Laboratory research showed 
that MDA and MDMA were neurotoxic in animals, since 
they damage the distal axon terminals of serotonin neurons. 
The parent compound methamphetamine was an established 
neurotoxin, but MDA and MDMA were found to be much 
more damaging to the nerve terminals  [  11,   12  ] . 

 During the middle years of the 1980s, the use of MDMA 
spread to youth culture, and the rave scene was born. All-night 
dance parties on the Balearic Island of Ibiza stimulated similar 
events in London and other European cities. In America the 
use of MDMA was mainly used at college campuses  [  13  ] . In 
those early days each “ecstasy” experience would be planned 
in advance. Most users would take a single tablet with their 
friends, then dance throughout the night before “crashing out” 
and sleeping. The inter-dosing interval trip was typically mea-
sured in weeks. In an interview survey of 100 MDMA users at 
an American college  [  14  ] , most stated that waited 2–3 weeks 
between dosing, since “the good effects of the drug appear to 
diminish while the negative side-effects appear to increase if 
the drug is taken too frequently”. During this period there was 
widespread recognition that MDMA was a very powerful 
stimulant, and it should not be mixed with other psychoactive 
drugs. The number of occasions it was being taken was also 
quite small. Peroutka et al.  [  13  ]  noted that 66% of users in 
their survey had taken it between 1 and 5 occasions in total, 
and only 12% having taken MDMA more than 10 occasions. 
Solowij et al.  [  15  ]  noted very similar  fi ndings in an Australian 
survey. Its popularity increased throughout the 1990s, so that 
demand often outstripped supply. This led to many “ecstasy” 
tablets not containing MDMA, and for several years tablet 
impurity was an issue, with various other chemicals being 
sold as ecstasy (see Table 13.2 in  [  16  ] ). The impurity problem 
was eventually resolved, and by the end of the millennium 
most tablets sold as ecstasy contained MDMA. Since then 
purity rates have generally remained high at around 90–100%, 
although impure supplies still occur  [  16  ] .  

   Acute Effects of Ecstasy/MDMA 
in Recreational Users 

 Ecstasy/MDMA is mostly taken at dance clubs and parties 
 [  17–  19  ] . In surveys of young people around 5–15% report 
having taken it, whereas the equivalent percentage for dance 
clubbers is 80–90%  [  18,   20  ] . MDMA is a powerful indirect 
agonist for serotonin and dopamine  [  6  ] . In laboratory ani-
mals, the environmental conditions can also affect this 
neurotransmitter release. Temperature is particularly 

 (continued)

MDMA is normally taken as “ecstasy” pills or tablets, 
which typically contain around 75 mg. In recent years, 
ecstasy powders have also become popular, and they 
may be taken nasally. Some heavy users with chronic 
tolerance to MDMA  [  1  ]  progress to MDMA injections. 
In a survey of 329 regular ecstasy users, 54 reported 
injecting MDMA  [  2  ] . One reason was the increased 
rush/high, although three-quarters had switched back 
to oral/intranasal route, as the feelings were too intense, 
the post-injection come-down was too rapid, stronger 
dependency, and increased health problems. MDMA is 
such a powerful CNS stimulant, that injecting only 
occurs in experienced users  [  3  ] . De la Torre et al.  [  4  ]  
administered single oral doses of 50 mg, 75 mg, 
100 mg, 125 mg, 150 mg MDMA to human volun-
teers, and reported non-linear pharmacokinetics. They 
noted that a relatively small increase in MDMA could 
give rise to a disproportionate increase in drug plasma 
levels. The average  t  

max
  values were 1.5–3.0 h, and the 

half-life values ranged between 6 and 8 h. MDMA is 
metabolised, by  n -demethylation, to 3,4-metheylene-
dioxyamphetamine or MDA. This has similar psycho-
active properties to MDMA  [  5  ] , but has a slightly 
longer  t  

max
  and half-life. For fuller description of the 

metabolism of MDMA and MDA, see de la Torre et al. 
 [  3  ] , or Green et al.  [  6  ] . The renal clearance of MDMA 
is relatively constant  [  3  ] . The hepatic breakdown of 
MDMA is via the CYP2D2 liver enzymes. Around 
10% of the Caucasian population are de fi cient in 
CYP2D2, and this may make them more susceptible to 
adverse drug reactions  [  3,   5,   6  ] . In a  fi eld study of 12 
dance clubbers  [  7  ] , plasma  levels were zero at pre-
drug baseline, increased to 1,524 ng/dl (range 
74–7,025) at 1 h, and 3,447 ng/dl (range 396–17,166) 
at 2.5 h. The wide variation in plasma levels was par-
ticularly noticeable. Future  studies should investigate 
the relationship between plasma levels and psychobio-
logical functioning. 



178 A.C. Parrott

important, since MDMA impairs hypothalamic thermal con-
trol  [  21  ] . Hence laboratory rats overheat when given MDMA 
in a hot thermal environment  [  21  ] . The extent of MDMA-
induced serotonergic neurotoxicity is also heightened by 
each 2°C increase in ambient temperature  [  22  ] . Hydration is 
another important factor, with water-deprivation increasing 
the hyperthermic response  [  23  ] . Social crowding in animals 
also increases the effects of CNS stimulant drugs such as 
methamphetamine, leading to “aggregate toxicity”  [  24  ] . 

 These environmental co-factors can have important impli-
cations for recreational users. Dance clubs and raves are 
typi fi ed by loud music, bright light shows, dense crowds, and 
vigorous dancing. All these factors help to optimise environ-
mental stimulation, Suy et al.  [  25  ]  noted that at a Dutch rave 
of 14,000 dancers, the disc jockey employed massive audi-
tory and visual sensory stimulation “to achieve a state of 
heightened arousal”. An American ecstasy user recalled that 
felt they “had a stereo inside my body”, while another com-
mented that all their body sensations were “enhanced and 
pleasure  fi lled” by ecstasy  [  26  ] . This sensory hyper-alertness 
is con fi rmed by the psychophysiological changes, with 
increased heart rate, heightened blood pressure, and faster 
breathing  [  27  ] . MDMA in the medical laboratory has clear 
stimulant effects  [  27  ] , but at dance clubs and raves the overall 
stimulation seems to be much stronger, possibly because of 
the combined effects of drug and environmental factors  [  18  ] . 

 Feeling hot is a typical experience for most ecstasy/
MDMA users, along with excessive sweating, feelings of 
thirst, and dehydration  [  2,   7,   28  ] . One American dance club-
ber noted: “It feels like your blood is 115 degrees Fahrenheit” 
 [  26  ] . These subjective reports are con fi rmed by objective 
increase in body temperature, both in the laboratory  [  27,   29  ]  
and in dance clubbers  [  30  ] . Hot and cold  fl ushes are also a 
typical experience for ecstasy using dance clubbers, although 
a minority may feel cold rather than hot  [  7  ] . Many thermally 
stressed dancers visit the “chill-out” room to rest and 
recover, although some continue dancing for prolonged 
periods. Some drink excessive amounts of water and develop 
hyponatraemia—the dilution of sodium electrolytes in the 
blood. Acute MDMA leads to mental confusion and poor 
memory  [  31  ] , and this may impair the ability to monitor 
water intake. Rosenson et al.  [  32  ]  reviewed 1,407 cases of 
MDMA-attributed hyponatraemia in California, and found 
a signi fi cant over-representation of females. There are sev-
eral reports of stronger acute abreactions in females, pre-
sumably due to lower average body weight and higher 
plasma concentrations  [  1  ] . 

 Sympathomimetic activation occurs with all the recre-
ational stimulants such as amphetamine and cocaine  [  33  ] . 
With MDMA this is also accompanied by elements of the 
serotonin syndrome, since it causes a massive ef fl ux (80%) 
of serotonin into the synaptic cleft  [  6  ] . In an earlier review 
 [  34  ]  I noted: “Many ecstasy-using clubbers can be seen to 

display mild signs of the serotonin syndrome. Hyperactivity, 
mental confusion, hyperthermia, and trismus (jaw clenching) 
are typical on-drug experiences for most ecstasy users 
 [  28,   31  ]  …. Ecstasy users sometimes develop stronger signs 
of serotonergic overactivity… Many inner-city hospitals 
report that the treatment of adverse drug reactions in club-
bers has become part of the usual Saturday night routine”. 
In most users overheating is treated effectively by rest, cool-
ing down, and  fl uid replacement  [  25  ] . However, a minority 
need more urgent medical attention. White  [  35  ]  recom-
mended that acute methamphetamine and MDMA toxicity 
should be treated by aggressive cooling and sedation, with 
titratable agents being used for any cardiovascular abnor-
malities. Rusniak and Sprague  [  36  ]  noted the need to clini-
cally differentiate between hyperthermic syndromes induced 
by different drugs and toxins. With the serotonin syndrome 
induced by MDMA, a serotonergic antagonist such as cypro-
heptadine or chlorpromazine was recommended. This was 
contrasted with the Neuroleptic Malignant Syndrome, found 
in patients being treated with neuroleptics. Benzodiazepines 
were recommended as the safest option when these two syn-
dromes could not be clinically differentiated (e.g. schizo-
phrenics who have taken ecstasy). Hall and Henry  [  37  ]  
described the physiological abreactions to MDMA and out-
lined the best treatment options. They also noted: 
“Hyperpyrexia and multi-organ failure are now relatively 
well known, other serious effects have become apparent 
more recently. Patients with acute MDMA toxicity may pres-
ent to doctors working in Anaesthesia, Intensive Care and 
Emergency Medicine. A broad knowledge of these patholo-
gies and their treatment is necessary for those working in an 
acute medicine speciality”. 

 Despite aggressive medical interventions, physical dete-
rioration is sometime impossible to reverse, with fatal out-
comes. Henry et al.  [  38  ]  described MDMA-induced fatalities 
in seven young party-goers, whose body temperatures in the 
Intensive Care ward were all raised (range 40–43°C). 
Fantegrossi et al.  [  39  ]  noted that with MDMA-related fatali-
ties: “In almost every case, a recreational dose of the drug 
had been taken at a dance club or party where crowds danced 
vigorously”. The causes of death can include various forms 
of organ failure. MDMA induces apoptosis or  programmed 
cell death  in cultured liver cells  [  40  ] . In some cases of liver 
failure the young person may require a liver transplant  [  41  ] . 
Other causes of rapid death include rhabdomyolysis (destruc-
tion of skeletal muscle tissue), disseminated intravascular 
coagulation (impaired blood clotting with bleeding though 
multiple sites), cardiac arrest, and brain seizure  [  6,   26,   37  ] . 

 Acute MDMA can impair car driving and other psycho-
motor skills. Logan and Couper  [  42  ]  reviewed the empirical 
literature in this area, but also described a number of case 
studies, often involving MDMA combined with other drugs. 
Six case studies involved drivers with blood samples positive 
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for MDMA alone: “Most subjects displayed muscle twitch-
ing and body tremors, dilated pupils, slow pupillary reaction 
to light, elevated pulse and blood pressure, lack of balance 
and coordination, and most were perspiring profusely”—
despite their MDMA blood levels being described as not-
excessive. On standard police sobriety tests they performed 
poorly, yet they were also described as being cooperative 
with the police. Logan and Couper  [  42  ]  noted that in driving 
simulator studies, performance skills were sometimes only 
minimally impaired. Ramaekers et al.  [  43  ]  also showed min-
imal performance changes, although “tracking accuracy” 
was improved (re fl ecting CNS alerting/stimulation), while 
“compensatory overshoot in braking” was impaired 
(re fl ecting poorer cognitive integration). Most simulator 
studies have involved low doses of MDMA. However, in 
applied human psychopharmacology, it is important to 
closely mimic the real world situation  [  44  ] . Brookhuis et al. 
 [  45  ]  undertook such a hybrid study, with driving simulator 
performance being assessed under three real world scenarios: 
self-administered recreational ecstasy/MDMA, recreational 
MDMA-polydrug at a party, and drug-free control. Driving 
was signi fi cantly impaired by MDMA alone, and was further 
impaired after the MDMA-polydrug usage at the party. 
Brookhuis et al.  [  45  ]  concluded that driving while on MDMA 
alone was “certainly not safe”, whereas driving after party-
ing on MDMA and other drugs was “extremely dangerous”. 
Logan and Couper  [  42  ]  similarly concluded that: “MDMA 
use is not consistent with safe driving”, and that: “Impairments 
of various types may persist for a considerable time after last 
use” (   Table  13.1 ).   

   Post-MDMA Recovery 

 Recreational ecstasy/MDMA is followed by low moods and 
feelings during the period of neurotransmitter depletion and 
recovery. Parrott and Lasky  [  31  ]  prospectively monitored 
ecstasy users and non-users while at a Saturday night dance 

party, and during the days afterwards. The predominant 
 post-MDMA feelings were of tiredness, lethargy, irritability, 
unpleasantness, and reduced sociability. Curran and Travill 
 [  58  ]  noted that some users developed feelings of depression 
which occasionally reached clinical levels. Turner et al.  [  54  ]  
showed that another important psychobiological change dur-
ing the post-MDMA recovery period was poor appetite, with 
reduced calori fi c intake for several days afterwards. Curran 
et al.  [  55  ]  showed that subjective feelings of aggression were 
heightened mid-week, while behavioural measures of aggres-
sion were also increased. Hoshi et al.  [  56  ]  con fi rmed this 
mid-week aggression occurred in both males and females. 

 Jones et al.  [  50  ]  demonstrated that sleep was signi fi cantly 
impaired for several days after ecstasy. The reduction in total 
sleep time was accompanied by subjective complaints of 
decreased energy and other psychological impairments. The 
problems occurred on days 2–5 post-MDMA, and recovered 
to baseline by day 7. Indeed in all of the above studies, psy-
chobiological functioning had returned to normal within the 
week (review:  [  1  ] ). Since MDMA can also impair memory, 
it has been suggested that the memory de fi cits may be caused 
by poor sleep. However, Montgomery et al.  [  59  ]  re-analysed 
their cognitive de fi cits in syllogistic reasoning, computa-
tional span, and paired associated learning, but when the 
sleep measures were included as covariates: “The effects of 
ecstasy on all cognitive measures remained signi fi cant”. 
Blagrove et al.  [  60  ]  investigated cognitive functioning and 
sleep in four groups of regular dance clubbers; again the 
memory impairments of the recent ecstasy users remained 
signi fi cant after controlling for sleep. Hence sleep and cogni-
tion are being impaired independently.  

   MDMA Dependence and Tolerance 

 It has taken many years for the dependency potential of 
MDMA to become recognised. In this respect MDMA is 
similar to every other CNS stimulant. When cocaine was 
 fi rst used in mid-Victorian era, it was initially thought to be 
non-problematic. Pope Leo XIII was very fond of Vin 
Mariani, an intoxicating mixture of cocaine and forti fi ed 
wine. The Pope gave a gold medal to the originator of this 
powerful cocktail, citing Monsieur Mariani as a “benefactor 
for humanity”. It took several decades for its addictiveness 
to become accepted. When amphetamine was  fi rst devel-
oped, it was initially marketed as a safe tonic and non-addic-
tive stimulant; again it took many years for this belief to be 
reversed (Chap. 4 in  [  33  ] ). In the early years of recreational 
ecstasy, there were few indications of drug dependence  [  9, 
  15  ] . This led to the erroneous belief that MDMA does not 
have an addiction potential. However in recent years, a num-
ber studies have demonstrated ecstasy tolerance, depen-
dency, and cravings  [  61–  65  ] . 

   Table 13.1    Summary of the acute damaging effects of MDMA   

 Serotonin syndrome  [  34  ]  
 Metabolic stress  [  46  ]  
 Increased body temperature  [  29,   37  ]  
 Hyponatraemia  [  32  ]  
 Heightened cortisol release  [  7,   47,   48  ]  
 Mental confusion and poor attention  [  31  ]  
 Risky sexual behaviours  [  49  ]  
 Car driving impairments  [  42,   45  ]  
 Disrupted sleep  [  50–  53  ]  
 Reduced appetite and food intake  [  54  ]  
 Mid-week depression and aggression  [  31,   55,   56  ]  
 Death  [  38,   57  ]  
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 The  fi rst empirical demonstration of ecstasy dependence 
was published by Topp et al. in 1997  [  61  ] . They interviewed 
185 regular ecstasy users with the Composite International 
Diagnostic Interview (CIDI). Dependence on MDMA was 
apparent in 64% of the sample during their period of highest 
usage—generally one or two sessions per week. Dependence 
was linked with various indices of everyday distress, includ-
ing interpersonal,  fi nancial, criminal, and occupational prob-
lems. These lifestyle problems were statistically associated 
with ecstasy/MDMA usage, rather than other recreational 
drugs. In an American study, Cottler et al.  [  62  ]  interviewed 
52 recent ecstasy users via the CIDI Substance Abuse 
Module. The most prevalent dependence indicator was “con-
tinuing to use despite knowledge of physical or psychologi-
cal harm (64%), while ecstasy withdrawal symptoms (59%) 
were also noted”. In overall terms, 43% of the sample met 
DSM-IV criteria for dependence, 34% met the DSM-IV cri-
teria for abuse, and 23% met neither criterion for abuse or 
dependence. The assessment battery had high test–retest 
agreement, indicating that the MDMA dependence syndrome 
was reliable and robust. 

 Topp et al.  [  61  ]  showed that MDMA dependence had a 
bifactorial structure, with two components, compulsive and 
escalating use. “Compulsive usage” loaded on questions 
such as continuing to use despite ecstasy-induced problems, 
unsuccessful attempts at cessation, and spending an exces-
sive amount of time and effort in obtaining MDMA and 
using it. The “escalating usage” factor loaded on needing 
higher doses, taking it for longer than intended, and periods 
of bingeing. Most regular users take serial repeated doses, 
while some heavy users have continuous binges which last 
48 h or more  [  2  ] . This is broadly similar to the 2–3 day binges 
of some heavy cocaine users. Bruno et al.  [  63  ]  con fi rmed the 
same two-factor structure for MDMA dependency, in a large 
study of 1662 regular ecstasy users. The two assessment 
measures comprised the DSM-IV dependency scale and 
Severity of Dependence (SDS) scale. Amphetamine and 
cocaine generally demonstrate a unifactorial structure on the 
Severity of Dependence Scale  [  63  ] . Hence the ecstasy depen-
dence syndrome differs from that found with other CNS 
stimulants  [  61–  65  ] . 

 Craving is a classic symptom of drug dependence  [  33,   66  ] , 
although ecstasy cravings are limited to the periods when it is 
normally used. Hopper et al.  [  67  ]  monitored a group of 22 
regular ecstasy users over a 6 week period. A wrist actigraph 
allowed the times of drug taking to be recorded, while ecstasy 
cravings were completed at preset times. Cravings remained 
low over most days, but increased over the 24 h preceding 
MDMA usage. Hopper et al.  [  67  ]  commented that cravings 
for the more traditional drugs of dependence (opiates, nico-
tine, cocaine) often remain low, only to increase under the 
appropriate environmental cues. Since MDMA is mostly 

taken only at weekends, this explains why cravings generally 
only occur then. However, a minority of heavy ecstasy users 
take it more frequently than once per week. Their intensive 
patterns of usage are accompanied by stronger ecstasy depen-
dency, and multiple psychobiological problems  [  3  ] . One very 
heavy ecstasy/MDMA user: “Sold everything he owned so he 
could buy MDMA, alcohol and go clubbing. He sold his tele-
vision, video and clothes. He would go without sleep for 
days, and would not eat” ( [  3  ] ; see also  [  68  ] ). 

 In 1986, Alexander Shulgin  [  9  ]  suggested that: “MDMA 
does not lend itself to overuse because its most desirable 
effects diminish with frequency of use”. Subsequent studies 
have con fi rmed the development of tolerance to MDMA, 
with Verheyden et al.  [  69  ]  reporting that 90% of recreational 
users noted a decline in subjective ef fi cacy. However, when 
chronic tolerance develops with other recreational stimu-
lants, most users simply increase their self-dosing  [  33  ] , and 
this also occurs with MDMA. Scholey et al.  [  70  ]  noted that 
most novice ecstasy users took 1 or 2 tablets, whereas more 
experienced users sometimes took 10 or more tablets per ses-
sion. Some very heavy users consume even more, with one 
of the problematic users in Janssen  [  3  ]  “taking 25–30 tablets 
each weekend”. Soar et al.  [  68  ]  noted similar heavy usage. 
The hepatic, neuroadaptive, and neurotoxic changes, which 
underlie chronic tolerance to MDMA, in both animals and 
humans, are detailed elsewhere  [  71  ] .  

   Psychobiological Problems in Regular 
Ecstasy/MDMA Users 

 Recreational ecstasy/MDMA users can display a range of 
neuropsychobiological problems. The  fi rst to be described 
were memory de fi cits  [  72  ] , and these have been con fi rmed in 
numerous subsequent studies  [  1,   5,   73–  75  ] . Retrospective 
memory is often impaired, with the Rivermead Paragraph 
Recall test, and Rey Auditory Verbal Learning task, showing 
de fi cits in numerous studies (review:  [  1  ] ). Prospective mem-
ory, or remembering to do things in the future, is also often 
impaired in drug-free users  [  76–  78  ] . This has practical impli-
cations for MDMA research. We now routinely phone par-
ticipants to remind them of an impending test session, in 
order to minimise the frequent missed appointments we suf-
fered in earlier studies. Spatial memory is also impaired in 
regular ecstasy/MDMA users  [  79  ] , although we have not 
found it necessary to send out maps. In general, memory 
de fi cits are often demonstrable after 50 occasions of usage 
 [  1  ] , although some studies have found de fi cits after just 10 
occasions  [  31,   80  ] . In one prospective study, Schildt et al. 
 [  81  ]  demonstrated signi fi cant de fi cits in immediate and 
delayed verbal recall and verbal recognition, after an average 
total consumption of 3.2 ecstasy tablets. 
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 The other main area of cognitive de fi cits for ecstasy 
users is higher executive processing. The frontal cortex is 
important for many intellectual activities, such as organising 
complex material, decision taking, and integrating memory-
related skills  [  76  ] . Montgomery and Fisk  [  82  ]  showed that 
drug-free ecstasy users were signi fi cantly impaired on visual 
and verbal aspects of frontal information updating. Fox et al. 
 [  83  ]  showed that ecstasy users displayed de fi cits on some 
dif fi cult cognitive tasks, especially those with a temporal 
lobe component. Reay et al.  [  84  ]  showed that ecstasy users 
were signi fi cantly impaired on various tasks of social intel-
ligence. The authors suggested that these cognitive de fi cits 
may have re fl ected reduced serotonergic neurotransmission 
in the prefrontal cortex. This leads to the general topic of 
serotonergic neurotoxicity. In laboratory animals, MDMA 
selectively damages serotonin nerve terminals, but it is not 
straightforward to extrapolate the animal data to humans 
 [  85  ] . There have been a number of neuroimaging studies 
with humans, involving EEG, PET, MRI, and fMRI (reviews: 
 [  86,   87  ] ). Signi fi cant de fi cits have been demonstrated in var-
ious brain regions, such as the hippocampus. Many of the 
 fi ndings are consistent with the notion of serotonergic neuro-
toxicity, although there is also considerable variance in the 
emergent data  [  86  ] . Nevertheless, Cowan et al.  [  87  ]  noted in 
their most recent review: “Neuropsychological, neuroendo-
crine, and neuroimaging studies have all suggested that 
human MDMA users may have long-lasting changes in brain 
function consistent with 5-HT toxicity” (Table  13.2 ).  

 Serotonin is involved in a wide range of psychobiological 
functions, and many of these are also impaired in recreational 
MDMA users. In an overnight EEG study, Allen et al.  [  51  ]  

showed that drug-free MDMA users had signi fi cantly less 
stage-2 sleep than non-user controls. Parrott et al.  [  52  ]  
reported that heavy ecstasy users complained of more 
 “restless sleep” than non-user controls. McCann et al.  [  53  ]  
reviewed the literature on MDMA and sleep, and debated 
their  fi ndings in relation to altered serotonin functioning. 
More recently, the Johns Hopkins group have reported that 
drug-free ecstasy users display a higher incidence of sleep 
apnoea, with the incidence of apnoea being signi fi cantly 
associated with lifetime MDMA usage  [  103  ] . This  fi nding 
had not been predicted by the psychobiologists involved in 
the study, since their original concern had been changed in 
sleep architecture. However, the thoracic surgeons were not 
surprised, since serotonin is involved in breathing control. 

 Acute MDMA tends to delay ejaculation and orgasm, and 
hence it is sometimes used to prolong sexual intercourse and 
enhance sensory pleasures. However, when used for sex it is 
often accompanied by medically hazardous practices, such 
as multiple partners, and penetration without condoms  [  104  ] . 
This increases the risk of sexual transmitted diseases includ-
ing HIV-AIDS. Theall et al.  [  99  ]  reported that 79% of heavy 
ecstasy users had been tested for HIV, although a signi fi cant 
minority also stated that they had “no chance” of contacting 
the HIV virus. MDMA is often used within the gay commu-
nity. Degenhardt  [  49  ]  compared the patterns of ecstasy use 
amongst males and females grouped according to sexuality. 
The homosexual/bisexual men and women were more likely 
than the heterosexuals to use other recreational drugs such as 
crystal methamphetamine, to have multiple sexual partners, 
and to inject drugs. Finally, the regular use of MDMA to 
enhance sex can lead to more sexual problems in the longer 
term. Soar et al.  [  98  ]  reported a higher incidence of “decrease 
in sexual desire, physical problems with sex, and dif fi culty in 
achieving orgasm”, in a group of drug-free ecstasy users 
compared to polydrug user controls. 

 Any psychobiological function which is acutely enhanced 
by a psychoactive drug is likely to become more problematic 
in the longer term, due to adaptive neuropsychobiological 
processes  [  33  ] . This can explain the acute sexual changes, 
and the longer terms sexual problems of regular users noted 
above. It may also help to explain the similar data on neuro-
hormonal functioning. Acute MDMA has a powerful stimu-
latory effect on neurohormones such as cortisol. In the 
medical laboratory, acute MDMA leads to an increase of 
around 100–150% in cortisol  [  47  ] . In dance clubbers, MDMA 
(biochemically con fi rmed) leads to a cortisol increase of 
around 800%  [  7  ] . In regular ecstasy uses, the repeated over-
stimulation of the HPA axis may be having long terms neu-
ropsychobiological effects  [  1,   7  ] . For instance, Harris et al. 
 [  47  ]  showed that drug free ecstasy users showed altered lev-
els of cortisol functioning. Similar chronic changes may also 
occur with the other neurohormones  [  7,   105  ] . Regular users 

   Table 13.2    Summary of the chronic damaging effects of MDMA   

 Memory problems  [  31,   60,   73–  79,   81,   88,   89  ]  
 Impaired problem solving and other cognitive de fi cits  [  77,   79, 
  80,   82,   89,   90  ]  
 Social intelligence impaired  [  84  ]  
 Serotonergic neurotoxicity  [  80,   86,   87,   91  ]  
 Oxidative stress  [  92  ]  
 Neurohormonal changes  [  47,   48  ]  
 Immunocompetence reduced  [  93,   94  ]  
 Psychiatric problems  [  52,   64,   95,   96  ]  
 Substance abuse disorders  [  1,   97  ]  
 Sexual interest/ability reduced  [  98  ]  
 Increased risk of sexually transmitted diseases  [  99  ]  
 Sleep apnoea  [  100  ]  
 Interpersonal problems and occupational dif fi culties  [  2,   101  ]  
 Chronic tolerance to MDMA  [  9,   69,   71  ]  
 Ecstasy dependence and cravings  [  61,   63,   65,   102  ]  
 Food cravings  [  17  ]  
 Cardiac, hepatic, and renal damage  [  40,   41  ]  
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of ecstasy also demonstrate reduced levels of immunocom-
petence  [  93,   94  ] , and greater oxidative stress  [  92  ] . Darvesh 
and Gudelsky  [  46  ]  noted that MDMA is an acute meta-
bolic stressor. Indeed, the regular experience of acute 
 metabolic stress will lead in a cumulative fashion to greater 
neuropsychobiological distress. This explanatory model is 
described more fully elsewhere  [  1,   48  ] , but is summarised 
here (Table  13.3 ).  

 The metabolic stress model notes that the rate of develop-
ment of psychobiological problems is dependent on several 
factors (Table  13.3 ). Two of the most important will be the 
intensity of ecstasy usage at each session, and cumulative or 
lifetime usage. MacInnes et al.  [  106  ]  noted that scores on the 
Beck Depression Inventory (BDI) were signi fi cantly associ-
ated with the number of ecstasy tablets taken in a 12 h period. 
Thomasius et al.  [  107  ]  found that psychopathology and 
structural aspects of serotonin integrity were “best predicted” 
by the number of ecstasy tablets generally taken. Topp et al. 
 [  2  ]  reported that bingeing on ecstasy was statistically associ-
ated with more physical and psychological problems. Soar 
et al.  [  98  ]  found a signi fi cant correlation between the aver-
age ecstasy dosage, and self-reported sexual dysfunctioning. 
Verheyden et al.  [  69  ]  noted a positive correlation between 
the amount of MDMA normally taken, with Speilberger 

 anxiety and Hamilton depression scores. Zhou et al.  [  92  ]  
noted that various markers for oxidative stress, such as 
lipoperoxide levels, superoxide dismutase activity in eryth-
rocytes, were signi fi cantly higher amongst drug-free MDMA 
users than healthy controls. Furthermore, the oxidative stress 
markers correlated both daily MDMA dosage, and with over-
all duration of usage. 

 Lifetime usage is also crucially important, with many 
studies demonstrating that heavy ecstasy users are 
signi fi cantly more impaired than light users. Fox et al.  [  79  ]  
found that spatial memory and logical problems solving were 
both signi fi cantly related to lifetime dosage. On the problem 
solving task (Tower of London), the illicit polydrug user 
controls took an average of 6.5 s, the low ecstasy user group 
took 8.9 s, the medium ecstasy user group took 9.8 s, while 
the heavy ecstasy users took an average of 15.3 s, to plan 
each solution. Fisk et al.  [  90  ]  similarly found that logical 
 reasoning impairments were correlated with lifetime ecstasy/
MDMA usage; the authors also noted that heavy ecstasy 
users showed “qualitative changes” in their attempts at prob-
lem solving. In a psychophysiolgical study, Mejias et al. 
 [  108  ]  noted that response latencies on a visual event-related-
potential (ERP) task were signi fi cantly related to ecstasy 
usage. In an extensive review, Morgan  [  75  ]  noted the crucial 
role of lifetime usage: “Chronic, heavy recreational use of 
ecstasy is associated with sleep disorders, depressed mood, 
persistent elevation of anxiety, impulsivity and hostility, and 
selective impairment of episodic memory, working memory 
and attention”. The role of lifetime dosage is also apparent in 
the reports from users themselves, with far more problems 
being reported by the heavier users. In an Internet study  [  88  ]  
the following rates of ecstasy-attributed problems were noted 
by the experienced users: weight loss by 48%, poor sleep 
52%, depression 65%, poor concentration 70%, poor mem-
ory 73%, and mood  fl uctuation by 80%. 

 Most ecstasy users are polydrug users, and these other 
psychoactive drugs will also affect neuropsychobiological 
functions [ 97 ]. Cannabis is taken by around 90–95% of 
ecstasy users  [  109  ] . Cannabis can cause memory problems, 
which raises the question of whether the memory de fi cits of 
ecstasy-cannabis polydrug users are due to MDMA, or can-
nabis, or both  [  77,   110–  112  ] . These and many similar studies 
are reviewed in Parrott  [  1  ] . The main conclusion was that the 
lifetime usage of cannabis and ecstasy were the two crucial 
factors. For instance, in Croft et al.  [  110  ] , the mean lifetime 
use of cannabis was 10,000 occasions, whereas the mean 
lifetime use of ecstasy was 40 occasions; this may help to 
explain why the observed cognitive de fi cits were associated 
with cannabis. In contrast, in Croft et al.  [  111  ]  the average 
cannabis use was more modest at 2.3 joints per week, whereas 
the mean lifetime use of MDMA was far higher at 225 tab-
lets; the psychobiological de fi cits were associated with 

   Table 13.3    Bio-energetic stress in recreational ecstasy/MDMA users: 
main contributory factors and theoretical predictions (after  [  1  ] )   

  Acute MDMA  heightens neurotransmitter release for several hours, 
leading to acute metabolic distress in the serotonergic pre-synapse, 
greater oxidative stress, and impaired cellular recovery/repair. Hence 
intensive MDMA usage will be more damaging. 
  Chronic MDMA  repeated sessions of acute metabolic stress lead to 
more chronic distress. Hence chronic use will lead to more 
neuropsychobiological problems over time. 
  MDMA tolerance  will lead to increased self-dosing in parallel with 
reduced ef fi cacy. This will contribute to more drug-related problems 
over time. 
  MDMA dependence  and situational cravings will facilitate continued 
drug use, despite the emergence of further drug-related problems. 
  Other CNS stimulants  such as amphetamine, cocaine, and nicotine, 
may heighten acute metabolic stress, and independently add to general 
neuropsychobiological distress. 
  Temperature . High temperature increase serotonergic neurotoxicity in 
rats. MDMA increases body temperature in animals and humans. 
The increase in acute metabolic distress will be greater when MDMA 
is taken under hot conditions. 
  Exercise/dancing  will add to the metabolic stress of ecstasy/MDMA 
users and contribute to overheating and dehydration. It will exacerbate 
psychobiological/cognitive problems. 
  Nutrition.  MDMA can reduce appetite and lead to weight loss. This 
may exacerbate the bio-energetic stressors of stimulant drugs such as 
MDMA. 
  Immunocompetence . MDMA can reduce immunocompetence. This 
may further impair the ability of the body to handle the repeated stress 
of stimulant drug usage. 
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MDMA rather than cannabis. In many studies, cannabis and 
MDMA are  both  associated with neuropsychobiological 
problems—probably because each drug was being used reg-
ularly (review:  [  1  ] ). However, the overall picture is even 
more complex, since cannabis and MDMA have opposing 
properties in three key areas: MDMA is a powerful CNS 
stimulant, whereas cannabis is a sedative/relaxant; MDMA 
is hyperthermic, whereas cannabis is hypothermic; MDMA 
increases oxidative stress, whereas cannabinoids are power-
ful antioxidants  [  109  ] . Hence MDMA and cannabis show 
some opposing/interactive properties  [  113  ] . In laboratory 
animals, cannabis can attenuate the acute effects of MDMA 
 [  114  ] . In recreational ecstasy users, light/moderate cannabis 
can ameliorate some indices of psychological distress, 
whereas heavy cannabis use can exacerbate psychopatho-
logical problems  [  64  ] . 

 Scholey et al.  [  70  ]  revealed that 69% of ecstasy users had 
also taken amphetamine, 60% had used LSD, while 56% had 
experience of psilocybin mushrooms; these rates were all far 
higher than with non-ecstasy users. Furthermore the use of 
cocaine, amphetamine, LSD, and magic mushrooms, was 
signi fi cantly higher amongst heavy compared to light MDMA 
users. Ecstasy users are also more likely to use legal psycho-
active drugs such as alcohol and tobacco  [  95  ] ; these other 
drugs will all contribute to the adverse neuropsychobiologi-
cal pro fi les of ecstasy. Hence it is important to note that the 
de fi cits remain after statistically controlling for the in fl uence 
of other drugs ( [  74,   79,   89,   90,   106,   115,   116  ] , other studies). 
Although most ecstasy users take other drugs, there is an 
intriguing study by Halpern et al.  [  117  ] , of sole ecstasy users 
from Salt Lake City in the USA. For religious reasons they 
avoided most psychoactive substances, including alcohol, 
nicotine, and cannabis, yet ecstasy/MDMA was sometimes 
used. Those with less than 50 ecstasy/MDMA experiences/
lifetime displayed similar cognitive performance to the non-
user controls. Whereas the more experienced ecstasy users 
(+50 occasions) demonstrated signi fi cant de fi cits on cogni-
tive tasks involving working memory. In a study from China, 
Zhou et al.  [  92  ]  investigated 120 young “self-confessed” 
MDMA users, where the exclusion criteria included cigarette 
smoking, drug, and alcohol abuse. Every marker for oxida-
tive stress was signi fi cantly increased, with these biochemi-
cal stress markers correlating with lifetime MDMA usage. 
Finally, prolonged dancing while on MDMA, and extreme 
levels of thermal distress, can also affect the extent of 
 psychobiological problems of recreational users  [  118  ] .  

   Psychiatric Aspects of MDMA 

 Recreational ecstasy/MDMA is also associated with various 
forms of psychiatric distress. In a number of early reports, 
young recreational users complained of various clinical 
problems which were subsequently con fi rmed during formal 

psychiatric interviews  [  17,   119,   120  ] . In larger scale surveys, 
recreational ecstasy users also report signi fi cantly higher 
rates of psychiatric distress than non-user controls  [  52,   95, 
  106,   121  ] . The problems can include depression, anxiety, 
phobic anxiety, paranoia, bulimia, and impulsivity. In many 
of these surveys other types of illicit polydrug user also dem-
onstrated raised psychiatric symptom pro fi les  [  95  ] . Various 
explanations have often been offered. The use of psychoac-
tive drugs such as MDMA may directly cause psychopatho-
logical distress; for instance, Alati et al.  [  96  ]  showed that 
MDMA was direly linked with the development of psychiat-
ric problems. Susceptible individuals may also be overrepre-
sented amongst ecstasy and other drug users; Lieb et al.  [  122  ]  
demonstrated this in a prospective study. Many cases will 
re fl ect a complex amalgam of both factors  [  1  ] . 

 Diathesis-stress models  [  123  ]  provide a theoretical frame-
work for how internal predisposition factors interact with the 
biological stress of stimulant drug usage. It is important to 
note that every psychiatric concept is dimensional. Feelings 
of anxiety, irritability, impulsivity, stress, and depression are 
normal for everyone. The formal clinical diagnosis will 
depend on reaching a standard clinical criterion on a continu-
ous scale (viz: an established clinical cut-off score). Hence 
everyone is potentially susceptible to a psychiatric drug 
abreaction—when the stressor is severe enough (viz: post-
traumatic stress disorder in robust individuals). Interactive 
models note that a wide range of psychobiological outcomes 
can occur, depending on the complex interactions between 
numerous individual predisposition factors, and multiple 
drug stressors  [  123  ] . Individuals with high loadings on inter-
nal predisposition factors (genetic, biochemical, personality, 
psychiatric), will be at most risk of adverse drug sequelae 
 [  1  ] . Robust individuals will be more able to cope with the 
stress of repeated drug use, although they will develop prob-
lems if enough drug is taken; hence the crucial role of life-
time usage  [  2,   3,   88,   96,   120  ] . 

 MacInnes et al.  [  106  ]  debated their  fi ndings of increased 
depression in drug-free ecstasy users, using an interactive 
vulnerability model. Butler and Montgomery  [  124  ]  reported 
that high ecstasy users displayed higher levels of impulsivity 
than light ecstasy users. They noted that impulsivity was a 
personality characteristic for all illicit drug users; they sug-
gested that the repeated use of ecstasy/MDMA had intensi fi ed 
this inherent predisposition, possibly via serotonergic neuro-
toxicity. More examples of the interactive-stress model are 
summarised elsewhere  [  1  ] . Finally, diathesis-stress models 
also warn against the use of MDMA for “psychotherapeutic” 
purposes in clinically vulnerable individuals  [  10  ] . 
Vollenweider et al.  [  125  ]  investigated the effects of acute 
MDMA in the laboratory, but excluded potential subjects 
with a psychiatric disorder (personal or family), and those 
with high “neuroticism” scores. The reason given was that 
those personality types were: “particularly liable to prolonged 
and severe responses to stimulant and hallucinogenic drugs 
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 [  126  ] ”. The primary concern is that those individuals with 
psychiatric vulnerability may be particularly prone to drug-
induced abreactions  [  8,   10  ] .  

   LSD 

 Lysergic Acid Diethylamide or LSD is one of the most pow-
erful of all psychoactive drugs, since an extremely small 
dose can induce profound changes in thinking and percep-
tion. Its psychoactive properties were discovered acciden-
tally by the research scientist Albert Hofmann, after he 
ingested a small amount of the drug and experienced: “An 
uninterrupted stream of fantastic pictures, extraordinary 
shapes with intense kaleidoscopic play of colours”  [  33, 
  127  ] . Like all good researchers he believed in scienti fi c rep-
lication, and so a few days later he self-administered 
0.25 mg LSD. He believed this would be a very small 
amount, but it is now known to be equivalent to  ten  doses. 
This caused the  fi rst “bad trip”, with powerful perceptual 
distortions, paranoid and demonic feelings, and various 
aspects of ego disintegration. Its long duration of 14 h 
con fi rmed the very large dosage  [  127  ] . LSD was clinically 
tested in controlled trials during the 1950s, but no medical 
uses emerged  [  33  ] . In the mid-1960s, Timothy Leary and 
fellow hippies advocated the use of LSD to “turn-on … tune 
in … and drop out”. Cannabis and LSD were the two main 
drugs used being during the classic 1960s hippie period. 
Since then, LSD has become one of the several compounds 
used by recreational drug users, typically in a polydrug 
 context  [  33  ] . 

 The brain areas affected by psychedelic drugs such as 
LSD include the locus coeruleus and raphe nuclei in the 
brain stem, which process incoming stimulus input. By 
enhancing initial stimulus reception, LSD intensi fi es the 
resulting perceptual experience. Synaesthesia, or the integra-
tion of information from different sense modalities, may also 
occur. For instance, colours and shapes may alter in time 
with the prevailing music. Cognitive processes, thoughts and 
ideas may also be boosted. Sometimes these cognitive 
insights may be enhancing and revelatory, whereas at other 
times they may be threatening and disturbing. One of the 
commonest side-effects of LSD is paranoia—when ideas of 
self-reference are boosted. Former friends may be misper-
ceived as undercover police agents, and professional clinical 
support may be required  [  33,   128  ] . One of the main prob-
lems with LSD is its unpredictability, so that even experi-
enced LSD users can have unpleasant trips. The uncontrolled 
pressure of new sensations and novel thoughts with LSD, 
may have similarities to the sensory and cognitive overload 
of acute schizophrenia. 

 Most individuals soon recover from any adverse experi-
ences while on LSD, although they can occasionally develop 

into a more enduring psychotic breakdown. This may occur 
after a single LSD experience, but more typically they follow 
its regular usage  [  128  ] . In a clinical trial where LSD was 
given in a medically controlled setting as an “aid” for psy-
chotherapy, around 1–4% of patients developed psychotic 
breakdowns afterwards  [  129  ] . The diathesis-stress model, as 
already described for MDMA, is again applicable here. This 
notes that individuals with prior susceptibility are most at 
risk from developing adverse sequelae, especially with cog-
nitive distorting agents such as LSD. This has been con fi rmed 
by Shoval et al.  [  130  ] , who prospectively monitored the use 
of recreational drugs in a cohort of young schizophrenic and 
schizoaffective patients, over 10 years. The recreational use 
of LSD and solvents were most strongly associated with sui-
cide attempts, while MDMA and alcohol also showed a posi-
tive association. Flashbacks, or sudden LSD-like perceptual 
disturbances when drug-free, are another occupational haz-
ard of users of psychedelic drugs. Batzer et al.  [  131  ]  noted 
that the incidence of  fl ashbacks was associated with the 
number of times LSD had been taken; they also suggested 
that unwanted  fl ashbacks were a major reason for users ceas-
ing to use it. The cognitive effects of LSD do not seem to 
have been empirically studied, although in mood terms, LSD 
can induce acute feelings of alertness, anxiety, and mental 
confusion  [  132  ] . Car driving will also be severely affected, 
since the profound perceptual distortions would seriously 
impair any skill requiring psychomotor integrity. However, 
formal car driving studies do not seem to have been under-
taken. Ventegodt and Marrick  [  133  ]  investigated the associa-
tions between various recreational drugs and the quality of 
life. The use of LSD was associated with a 10% reduction in 
the quality of life parameters, but more detailed studies are 
needed. One surprising aspect of LSD is the paucity of stud-
ies into its basic psychological and psychophysiological 
effects. One key are for future research is to assess the acute 
and chronic effects of LSD, using modern neuropsychobio-
logical assessment batteries similar to those developed for 
recreational ecstasy/MDMA.      
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  Abstract 

 Inhalants differ from other psychoactive substances in that thousands of commercial 
 products can produce intoxication and toxicity if inhaled, they are widely available, legal, 
inexpensive, and easily obtained. Moreover, relatively few parents, retailers, school person-
nel, law enforcement professionals, or human services workers are vigilant about inhalant 
use or inhalant-related health and social problems. Numerous medical, cognitive, emo-
tional, and social consequences and correlates of inhalant use have been documented 
including abuse and dependence. Moreover, little research has tested prevention or treat-
ment programs speci fi cally for inhalant abuse. This chapter summarizes extant research on 
etiology and clinical practices pertaining to inhalant use and abuse.            
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  Learning Objectives 

    Psychopharmacological effects of inhalants appear • 
to categorically differ between nitrites (smooth 
muscle relaxants) and other inhalants which act 
upon the central nervous system.  
  Damage from inhalant exposure spans neurologi-• 
cal, cognitive, affective, cardiovascular, immune, 
bone, social, and renal systems.  
  Historically, research on inhalants has been scant, • 
with such research rapidly increasing in recent years.  
  Inhalant use and abuse generally goes undetected • 
by health professionals.  
  Although some efforts to curb inhalant use and • 
abuse have been successful, no standardized inter-
vention approach is available.    

  Issues that Need to Be Addressed by Future Research 

    The only areas of inhalant research characterized by • 
conclusive evidence are prevalence estimates and 
gender comparisons.    
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        Inhalant abuse has been researched much less than abuse of 
other psychoactive substances. Increasingly, inhalant use and 
abuse are recognized as dangerous and unique among addic-
tive substances  [  1–  3  ] . Between 2002 and 2004, about 600,000 
youths between ages 12 and 17 initiated inhalant use annu-
ally in the USA  [  4  ] . This chapter summarizes the health 
risks, epidemiology, and emerging etiology of inhalant use 
and abuse as well as the tendency among U.S. health profes-
sionals to let inhalant use go undetected and untreated.  

   Heterogeneity of Inhalants 

 Classi fi cations of inhalants have been proposed based on 
their delivery mechanisms and behavioral pharmacology. 
The National Institute on Drug Abuse proffers the most 
widely recognized categories: volatile solvents, aerosols, 
gases, and nitrites  [  5  ] .  Volatile solvents  vaporize upon open-
ing and include adhesives, correction  fl uids, felt-tip markers, 
fuels, and paint thinners and removers.  Aerosols  are sprays 
that contain both propellants and solvents including personal 
hygiene products (e.g., deodorants and hair spray), spray 
paint, and household products (e.g., fabric protector or cook-
ing oil).  Gases  include products that contain gases (butane 
lighters, propane tanks, refrigerants) and medical anesthetics 
such as ether, chloroform, halothane, and nitrous oxide. 
 Nitrites  (“poppers”) consist of cyclohexyl nitrite, amyl (or 
isoamyl) nitrite, or butyl (or isobutyl) nitrite. Some products 
are sold primarily for recreational use of nitrites (e.g., Rush, 
Locker Room, and Climax). 

 Alternatively, DSM-IV nomenclature classi fi es aerosols 
and solvents as inhalants but gases and nitrites as “other sub-
stances”  [  6  ] . Balster suggested classi fi cations based on phar-
macological and behavioral effects: alkyl nitrites and nitrous 
oxide versus “volatile solvents” (solvents, fuels, and anes-
thetics)  [  7  ] . Nitrites are smooth muscle relaxants most fre-
quently used to enhance sexual experience  [  5,   7  ] . Although 
the psychopharmacological pro fi les of Balster’s volatile sol-
vents vary, their effects appear to depend on similar molecu-
lar mechanisms in the central nervous system. 

 Bowen et al.  [  8  ]  reviewed research on central nervous sys-
tem mechanisms of inhalants. NMDA receptors are inhibited 
during acute solvent exposure (especially in the prefrontal 
cortex, nucleus accumbens, and hippocampus). Animal stud-
ies of chronic solvent exposure resembling binge usage in 
humans demonstrate a recovery of NMDA-evoked responses 
with a concurrent decrease in GABA-evoked responses, sim-
ilar to processes that occur during alcohol tolerance and sub-
sequent withdrawal  [  9  ] . Lopreato et al. reported that solvent 
exposure enhanced serotonin-3 receptor functioning, which 
also resembles alcohol exposure  [  10  ] . 

 Animal research collectively suggests that solvent behav-
ioral effects correlate strongly with their impact on GABA 

A
  

receptors, with preliminary research implicating neurons in 
the medial prefrontal cortex, hippocampus, and substantia 
nigra. Also, resembling other abusable substances, repeated 
solvent exposure increases dopaminergic neuronal activity in 
the prefrontal cortex, ventral tegmental area, caudate, and 
nucleus accumbens. One hypothesis for this increased dop-
aminergic activity is that it results from changes in the GABA 
systems. With the relatively scant (but expanding) research 
on mechanisms underlying inhalant effects, Balster  [  7  ]  and 
Paez-Martinez and colleagues  [  11  ]  argued that further cate-
gorization of inhalants ought to be based on scienti fi c evi-
dence of distinct pharmacological and behavioral effects.  

   Why Be Concerned About Inhalant Use? 

   Acute Medical Effects 

 Symptoms of inhalant intoxication include dizziness, nys-
tagmus, incoordination, slurred speech, ataxia, lethargy, 
depressed re fl exes, psychomotor retardation, tremor, gener-
alized muscle weakness, blurred vision, stupor or coma, 
euphoria, and other signs similar to alcohol intoxication  [  6  ] . 
Intoxication onset occurs rapidly following inhalation and 
lasts only minutes. Some users repeatedly self-administer 
inhalants to maintain a preferred level of intoxication  [  6  ] . 
Case reports and clinical studies have documented inhalant-
related chemical and thermal burns  [  12–  15  ] , withdrawal 
symptoms  [  16  ] , and persistent signs of psychosis  [  17  ]  
 following discrete periods of solvent inhalation. Inhalant 
use  can lead to disabling, life-threatening or fatal injuries 
(e.g., ventricular arrhythmias or “sudden snif fi ng death”) 
 [  18–  22  ] . “Sudden snif fi ng death” can occur when an intoxi-
cated inhalant user is startled; the subsequent release of 
 catecholamines can induce ventricular  fi brillation leading to 
tissue and brain damage or even death.  

   Neurological and Cognitive Effects 

 Persistent neurological and cognitive impairments have been 
attributed to inhalant abuse  [  23–  25  ] . Studies of occupation-
ally exposed workers provide much of what is known about 
cognitive de fi cits due to inhalant exposure, although chemi-
cal exposures during recreational inhalant use surpass even 
toxic occupational exposures  [  26–  29  ] . Morrow et al. reported 
signi fi cant impairments in learning and memory with slow 
recovery among journeyman painters  [  30–  33  ] . 

 De fi cits in cognitive and sensory functions associated 
with occupational and recreational exposures to inhalants 
include impaired memory, vision, hearing, attention, recall, 
judgment, Parkinsonism, cerebellar ataxia, encephalopathy, 
trigeminal neuropathy, hepatotoxicity, and hepatorenal 
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 syndrome  [  34–  47  ] . Neurological damage from inhalant use 
includes cerebral atrophy, thinning of the corpus collosum, 
lesions of the white matter with pyramidal tract/cranial nerve 
signs, and hypointensities of the thalamus/basal ganglia 
 [  48,   49  ] . SPECT  fi ndings indicate that inhalant abusers 
 evidence hypoperfusion foci and nonhomogeneous uptake of 
radiopharmaceuticals  [  50  ] . Functional MRI studies indicate 
that decrements in cerebral blood  fl ow occur after 1 year of 
inhalant use, whereas white matter changes may take more 
time to develop  [  51,   52  ] . Therefore, earlier identi fi cation of 
characteristic patterns of cognitive dysfunction in inhalant 
users may facilitate prevention and reduction of inhalant-
related neuropsychological damage  [  26  ] .  

   Other Chronic Health Consequences 

 Tenenbein reported a withdrawal syndrome occurs in neo-
nates exposed to inhalants in utero that resembles fetal alco-
hol syndrome and includes craniofacial dysmorphologies, 
microencephalopathy, low birth weight, developmental 
delays, and other pregnancy and birth complications  [  53,   54  ] . 
Inhalants also exert pathophysiological effects across multi-
ple organ systems  [  55  ] . Animal studies, case reports, and 
small clinical investigations implicate inhalant use in hepa-
totoxicity  [  56  ] , cardiotoxicity  [  57  ] , renal toxicity  [  58  ] , bone 
demineralization  [  59  ] , bone marrow suppression, reduced 
T cell responsivity, and diminished plasma and erythrocyte 
levels of selenium and zinc  [  60,   61  ] . The latter three condi-
tions could predispose to serious infectious diseases. O’Brien 
et al. reported a case of hepatorenal failure in a 19-year-old 
who had sniffed glue for 3 years  [  62  ] . Wiseman et al. diag-
nosed irreversible congestive heart failure in a 15-year-old 
patient who had sniffed glue for 2 years  [  63  ] . Moreover, 
inhalant use increases risk for chronic pain, visual impair-
ments from peripheral neuropathy or optic nerve damage, 
and other neuropathic conditions  [  64,   65  ] . Replicated stud-
ies suggest that nitrite use is associated with risk for HIV 
and HHV-8 and Kaposi’s sarcoma  [  66–  68  ] , likely due to 
nitrite suppression of immune system responses to virus 
infections and tumor growth including HIV replication 
 [  69–  71  ] . 

 Focus groups recently conducted by Ridenour et al., pro-
vide case study evidence that even subjective experiences of 
neuropsychological de fi cits arise from binge usage of inhal-
ants  [  3,   72  ] . Consider the following exchange between one 
group of participants.

  #1: You just feel like out of it, like you can’t think very quickly. 
Like, you’ve killed a lot of brain cells and you can feel it. 
 #3: It’s like if you do heroin or crack or cocaine, the next day you 
feel stupid, like I regret I did that. But with [inhalants] you feel 
like you’re kind of lost or something for a minute. 
 #4: [When doing poppers] we always made sure we were sitting 
down because I mean you would fall back and you can’t stand up. 

 #6: Yeah, you could stand up and do one, but if you’re going to 
do two cartridges, you’re not going to be standing up. You’re 
going down no matter what.    

   Psychosocial Dysfunction 

 Relatively little is known about psychosocial comorbidities 
associated with the natural history of inhalant use in the gen-
eral population  [  73,   74  ] . Occupational exposure to inhalants 
evidences high post-exposure levels of depression and 
 anxiety  [  75  ] . Condray et al.  [  76  ]  found that journeyman 
painters were 3.5 times as likely as controls to have lifetime 
DSM-IV major depression. Virtually all of the painters who 
had a mood disorder experienced their  fi rst episode after 
starting their painting careers. 

 Several reports suggest that inhalants are among the  fi rst 
psychoactive substances used by youth and earlier onset of 
inhalant use presages later heroin use, intravenous drug use, 
and severity of substance use problems  [  77–  81  ] . The notion 
that inhalants serve as gateway drugs has been rejected 
because noninhalant drug use generally precedes inhalant 
use within treated drug abusers; rather, inhalant use appears 
to re fl ect general deviancy proneness  [  82–  85  ] . Howard et al. 
reported high rates of risky behavior during inhalant intoxi-
cation in a state population of antisocial youth  [  2  ] . Inhalant 
use in dangerous situations was often described during focus 
groups by Ridenour et al., illustrating poor judgment that can 
precede and accompany inhalant use  [  3,   72  ] .

  #8: We used to play a game by doing whip its while driving. 
 #10: I don’t know what it is with the driving. Doing it you’re 
obviously trying to get really messed up because it’s not like 
smoking weed or something. You’re completely out of your 
head when you do this stuff and I think the driving part of it is 
sort of an adventure. I’ve never gone out on a main road, but just 
driving down the street.   

 Clinical, criminological, and general population studies of 
youth have identi fi ed robust associations between lifetime 
inhalant use, other drug use, and psychiatric disorders  [  1,   2, 
  86–  91  ] . In adults, inhalant use correlates with major depres-
sion, psychosis, suicidal ideation and attempts, anxiety 
 disorders, personality disorders, and other substance use dis-
orders  [  92  ] . Other psychosocial correlates of inhalant use 
include adverse life circumstances such as abuse, trauma, 
school drop out, job or school-related problems  [  93,   94  ] , HIV/
HCV infection  [  95  ] , and arrest or incarceration  [  96–  98  ] .  

   Addiction 

 Although inhalant use has been regarded as an episodic 
behavior that is unlikely to develop into addiction  [  99  ] , 
 inhalant dependence, tolerance, and withdrawal have been 
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reported  [  72,   88,   99,   100  ] . Lifetime prevalence of any 
 substance use disorder among adult inhalant users was 96% 
in the  National Epidemiologic Survey on Alcohol and Related 
Conditions  (NESARC)  [  87  ] . Although 19% of NESARC 
adult inhalant users experienced inhalant use-related disor-
ders, their prevalences were greater for disorders consequent 
to using alcohol (87%), marijuana (68%), nicotine (58%), 
cocaine (35%), hallucinogens (31%), and stimulants (28%). 
The reinforcing mechanisms of inhalant use also likely over-
lap with such mechanisms of other substances. Recent devel-
opment of animal models for inhalants should lead to 
clari fi cation of their reinforcing effects on the central ner-
vous system as well as cellular-level effects  [  101–  103  ] . 

 Inhalant addiction can occur at relatively young ages. 
During the focus groups conducted by Ridenour et al. 
 [  3,   72  ] , one adolescent recalled, “I ultimately stopped [using 
spray paint] because I could not keep from getting it all over 
myself. I heard my mother calling me and I passed out in my 
closet and the closet was painted. We had to throw away half 
of my clothes … I did it a lot when I was 13. I would do it 
every day and most of the time I could make myself stop 
after like 15 or 20 minutes. But then that one time my mother 
 fi nally caught me, I thought hey, you lost like two hours 
there. I got really scared … I’ve done it since then when 
I was about 15 or 16. I had a group of friends that had never 
done it and I told them that I used to do it. So, they decided 
it was a good idea and they started doing it. I only did it with 
them once because doing it made me remember how scary it 
could be. To be that out of control and start spray painting 
things. Like I said, it happened to one of them and she had to 
go to the hospital.”   

   Uniqueness of Inhalants as a Class 
of Substances 

 In the U.S., inhalant use  fi rst gained notoriety in the 1850s, 
but has since remained largely covert  [  104,   105  ] . Inhalant 
use and consequent disorders are more prevalent in isolated 
rural settings and geographic areas characterized by serious 
social disadvantage  [  106–  113  ] . Perhaps, because inhalant 
use is so concealed, few interventions have been developed 
and tested speci fi cally to curb inhalant involvement 
 [  114,   115  ] . 

 Inhalant use differs from use of other psychoactive sub-
stances in additional respects. Over 3,400 commercial prod-
ucts contain agents that can produce intoxication (and 
toxicity) if inhaled  [  116  ] . Products containing inhalants are 
not only widely available, they also are legal, inexpensive, 
and easily obtained for free. Thus, children and adolescents, 
low income and unemployed adults, and persons living in 
isolated rural or institutional settings, such as prison or resi-
dential units, have greater access to inhalants than to other 

psychoactive substances. Moreover, relatively few parents, 
retailers, school personnel, law enforcement professionals, 
or human services workers are vigilant about inhalant use or 
inhalant-related health and social problems. Detecting inhal-
ant use can be dif fi cult; to illustrate, youths with “white out” 
or nail polish can offer plausible explanations for possessing 
them other than for intoxication. 

 Most inhalant initiates appear to discontinue use. The 
2006 MTF indicated that 44%, 52%, and 59% of lifetime 
inhalant users in 8th, 10th, and 12th grade, respectively, had 
not used inhalants in the prior 12 months  [  117  ] . However, 
youth at highest risk for continued use drop out of school at 
greater rates, potentially upwardly biasing estimates of dis-
continuance in the school-based MTF survey  [  118,   119  ] . 
Further, some studies suggest that substantial proportions of 
adolescent and young adult inhalant users do go on to develop 
inhalant use disorders  [  72  ] .  

   Epidemiology 

   Prevalence 

 Lifetime inhalant use between ages 14 and 18 based on the 
MTF has remained near 15% since 1991 (Fig.  14.1 ) (moni-
toringthefuture.org/new.html). In the most comprehensive 
prevalence study to date, Wu et al.  [  120  ]  reanalyzed the U.S. 
 National Survey on Drug Use and Health  (NSDUH) to esti-
mate the prevalence of inhalant use and consequent disorders 
among 12–17-year-olds; their estimates of lifetime use, 
abuse, and dependence were 9.0%, 0.2%, and 0.2%, respec-
tively. In adults of NSDUH, the prevalence of inhalant use, 
abuse, and dependence were 10%, 6.6%, and 1.1%, respec-
tively  [  121  ] . These estimates resembled Anthony et al.’s 
(1994)  fi ndings from the National Comorbidity Study 
15–24-year-olds of 8.1% for inhalant use and 0.6% for 
dependence  [  99  ] . Anthony et al. estimated the prevalence of 
inhalant use and dependence among U.S. adults as 6.8% and 
0.3%, respectively  [  99  ] .   

   Age Trends 

 Compared to illegal drugs, inhalant use is generally initiated 
at younger ages  [  122,   123  ] . In NSDUH, past-year inhalant 
use for ages 12–17, respectively, was 3.4%, 4.8%, 5.3%, 
5.1%, 4.2%, and 3.9%  [  118  ] . Thus, although annual preva-
lence rates were similar from early to late adolescence, it 
peaked at age 14, a  fi nding replicated in inhalant cases 
recorded in U.S. poison control centers from 1993 to 2008 
 [  116  ] . Similarly, Siqueira et al.  [  119  ]  found that lifetime 
inhalant use was most prevalent among 14-year-olds (16.5%) 
in their survey of 60,345 Floridian students in 6th to 12th 
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grades. Lubman et al.  [  9  ]  argued these surveys may underes-
timate the prevalence of adolescent inhalant use, because 
“young people at high risk of becoming regular users 
(e.g., nonschool attendees) are unlikely to be included in 
such surveys. Epidemiological  fi gures are also likely to be 
affected by the episodic and cyclical nature of inhalant abuse 
among youth populations, such that the brief periods of 
intensive use within distinct locations may not be accurately 
captured” (p. 317). 

 The prevalence of lifetime and past-year inhalant use is 
low among adults in the USA who are ages 50 and older. 
Moreover, there is a weak inverse relationship between ages 
18 and 49 and lifetime or past-year history of inhalant use 
 [  121,   124  ] . Cohort effects many contribute to these trends as 
might homelessness or death among inhalant users in older 
generations because of the increased serious health risks 
resultant to inhalant use or associated risky behaviors later.  

   Gender Differences 

 Males and females differ in lifetime inhalant use according 
to age and sampling scheme  [  122  ] . Results of the 2006 MTF, 
suggest lifetime inhalant use was slightly greater in girls than 
boys in 8th (17.4% vs. 14.7%) and 10th (14.3% vs. 12.4%) 
grades, but less in 12th grade (10.3% vs. 12.0%)  [  117  ] . The 
paradoxical  fi nding of lower lifetime prevalence rates for 
inhalant use in higher grades may be due to increased drop-
out rates among youth at highest risk for lifetime inhalant 
use  [  118,   119  ] . Likewise, the (small) reversal in gender prev-
alence of inhalant use may result from greater school drop-
out among female inhalant users. Similar gender differences 
occur in MTF prevalence of annual and 30-day inhalant use. 

Conversely, 73.5% of the inhalant cases among 12- to 
17-year-olds recorded by U.S. poison control centers from 
1993 to 2008 were boys, suggesting genders differ consider-
ably on riskier inhalant use  [  116  ] . 

 Findings from the NSDUH replicated the similarity 
between genders in adolescent inhalant use; nearly 49% of 
the 2002–2004 overall samples, ages 12–17, were girls and 
50.5% of past-year inhalant initiates were girls  [  118  ] . Similar 
results have been reported in other adolescent samples 
 [  125–  127  ] . In contrast, Wu and Ringwalt  [  121  ]  reported 
lower prevalence of lifetime and past-year inhalant use 
among adult women compared to men in the 2002–2003 
administrations of the NSDUH. Recent NESARC  fi ndings 
demonstrated that adult women lifetime inhalant users had 
greater highest rates of co-occurring mood and anxiety disor-
ders whereas adult men lifetime inhalant users had greater 
co-occurring polysubstance use disorders  [  87,   88  ] . 

 Gender differences typically do not occur in criminal jus-
tice or clinical samples in the prevalence, age of onset, or 
lifetime frequency of inhalant use  [  126,   127  ] . The 1994 
DSM-IV stated that inhalant use disorders were 3–4 times 
more prevalent among males than females  [  6  ] . In contrast, 
the 2000 text-revision of DSM-IV proffered no gender dif-
ferences in inhalant use-related disorders  [  6  ] .   

   Correlates of Inhalant Use 

 Others have reviewed research on correlates of inhalant use 
 [  9,   98,   123  ] . Compared to general populations, elevated 
prevalence of inhalant use occurs in U.S. and Canadian 
Native Indians, persons involved in the justice system, 
 perpetrators of interpersonal violence, residents of isolated 
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rural areas, and residents of Latin America, Asia, and 
Eastern Europe. Compared to nonusers, inhalant users 
 experience greater rates of school dropout and discipline; 
poverty and social marginalization; intravenous and multi-
ple drug use; suicidality; AD/HD, mood, anxiety, and 
 personality disorders; dysfunctional family backgrounds 
including parental alcoholism and criminality, poor or 
absent parenting, and histories of physical or sexual abuse; 
socially deviant friends; and neuropsychological and learn-
ing disorders  [  77,   96,   98,   128  ] . 

 Early-onset inhalant use is additionally associated with 
adverse outcomes. Wu et al.  [  120  ]  reported that inhalant use 
prior to age 14 (versus initiation between ages 15 and 17) 
was associated with a  fi ve- to sixfold risk for past-year inhal-
ant dependence. Early-onset inhalant use also presages later 
heroin and intravenous drug use  [  125,   126  ] , antisocial behav-
ior, and problematic use of other psychoactive drugs  [  127  ] . 
Perron et al.  [  129  ]  reported that young adolescents who 
experienced inhalant-related problems and had a friend or 
sibling inhalant user were more likely than other inhalant 
users to intend to use inhalants in the future. This informa-
tion may help to detect problematic inhalant use at an early 
stage to facilitate prevention of harmful outcomes.  

   Barriers to Inhalant Use 

 Compared to other substances, the barriers to using 
 inhalants are few and consist mostly of naïveté about 
 inhalants or a perception that they are harmful. More than 
one-third (35.8%) of U.S. 8th graders and 29.2% of 10th 
graders do not regard regular inhalant use as posing serious 
risk to their well-being. Declines occurred from the 2001 to 
2006 MTF surveys in 8th and 10th graders’ perceived risk 
of inhalant use. In response, MTF researchers suggested 
implementing public information campaigns and other 
interventions  [  117  ] . 

 Care must be exercised when discussing inhalants with 
youth. Unfortunately, inhalant use demonstrations and infor-
mation are widely accessible from internet sites such as 
 YouTube  and inhalant retailers. Merely providing informa-
tion about inhalants, even accurate information, without 
strong warnings of their dangers can be harmful. This point 
may be best illustrated with an exchange during one of 
Ridenour et al.’s focus groups  [  3,   72  ] :

  #5: “I don’t know if people realize how many kids get in fl uenced 
into doing drugs because of the DARE program. You don’t go 
searching out to do inhalants, you might know somebody who 
happened upon it. It’s just something that you accidentally fall 
into. Like, ‘hey, I can get high off of it!’ ” 
 #11: “No. 11 agrees. The DARE program taught me that drugs 
are so good.”    

   Prevention and Treatment of Inhalant Use 
Disorders and Associated Consequences 

 Little research has tested prevention or treatment programs 
speci fi cally for inhalant abuse. Some insights may be gained 
from studies of programs for other substances that included 
inhalant use as a secondary outcome. For example, Caldwell 
et al.  [  130  ]  reported that compared to a control group, inhalant 
use was lower in U.S. 9th grade boys (about age 15) enrolled 
in the  TimeWise  program. TimeWise is designed to promote 
youth’s use of leisure time in goal-directed and constructive 
activities. In contrast, a similar-aged sample who at ages 5–7 
had received a prevention program designed to improve class-
room behavior had equivalent inhalant use as a control group 
 [  131  ] . These contrasting outcomes suggest inhalant use might 
be reduced more effectively by providing alternative leisure 
time activities or implementing interventions during the age at 
which inhalant initiation typically occurs. 

 In spite of the scant research on this topic, generalizing 
from studies of other substances and common sense may 
improve efforts to prevent inhalant use. Effective prevention 
and treatment of inhalant use problems and disorders requires 
increased awareness on the part of adolescents, adults, and 
professionals. Balster  [  105  ]  referred to inhalant use as “the 
forgotten epidemic,” re fl ecting the general tendency of 
health, education, and social service professionals to over-
look inhalant use in their patients, students, and clients. 
Boylan et al.  [  132  ]  documented de fi cits in practitioner 
knowledge about inhalant effects, appropriate treatments for 
inhalant users, and a lack of training opportunities to gain 
knowledge in these areas. 

 This general negligence of inhalant use and abuse among 
professionals is evidenced in a nosological study of inhalant 
use disorders  [  72  ] . Rates of detecting inhalant use disorders 
were compared between two assessment techniques: the 
 layman-administered, structured interview, Substance Abuse 
Module (SAM)  [  133  ]  versus the psychiatrist-administered, 
clinical interview style, Schedules for Clinical Assessment 
in Neuropsychiatry (SCAN)  [  134  ] . In a sample of adolescent 
and young adult inhalant users, only 57% of the SAM 
 aerosol-related diagnoses were detected using the SCAN and 
only 36% of the SAM gases-related diagnoses were detected 
using the SCAN. Although notably fewer diagnoses were 
found related use of solvents and nitrites, nearly equal num-
bers of these disorders were detected by the SAM and SCAN 
techniques. Ongoing development of a laboratory test using 
gas chromatography and mass spectrometry to detect certain 
inhalants (dichloromethane, ethyl acetate, benzene, toluene, 
and xylene) in the blood stream may lead to improved screen-
ing for inhalant use and consequent disorders  [  135–  137  ] . 
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However, detection of inhalant use is of little utility without 
effective interventions to curb it. 

   Public Health 

 Efforts of mixed effectiveness have been implemented to 
reduce the availability or appeal of inhalants. In Australia, 
psychoactive components of gasoline have been replaced 
with more benign alternatives, chemicals such as oil of mus-
tard have been added to certain inhalants (e.g., airplane glue 
and correction  fl uid), nozzles and other inhalant containers 
have been modi fi ed, and steps have been taken to restrict the 
sales of inhalants to minors  [  123  ] . Presently, however, inhal-
ants remain the most unregulated of all abused psychoactive 
substances. 

 The minimal barriers to accessing inhalants require edu-
cation to be a critical component in efforts to reduce inhalant 
use. Three simple steps can be taken within homes and orga-
nizations where youth are located. The  fi rst step is to reduce 
access to inhalants such as locking them in storage cabinets. 
Second, parents and professionals could be familiarized with 
the signs of inhalant use  [  129  ]  and could help disperse infor-
mation about the dangers of such toxins. A third step is to 
closely monitor youth’s activities  [  138  ] .  

   Medical Professionals 

 Several studies have examined inhalant-related deaths and 
calls to poison control centers  [  139,   140  ] , yet whether inhal-
ant use is associated with elevated rates of hospitalization or 
outpatient health care is unknown. Likewise, few concerted 
practice or research efforts have focused on intervention 
speci fi cally for inhalant use, abuse, or dependence. Two 
exceptions exist in Canada and Australia. The Canadian 
Youth Solvent Addiction Committee oversees seven treat-
ment agencies serving Native Indian youth with inhalant-
related problems. This committee has delineated components 
needed for effective treatment of inhalant use disorders 
 [  141  ] . D’Abbs et al.  [  123  ]  recently reviewed interventions 
for volatile solvent misuse in Australia including multi-level 
harm-reduction, prevention, and treatment approaches 
directed at environmental, social, and intrapersonal predic-
tors of inhalant use problems.  

   Social Workers and Nurses 

 There are more social workers (595,000) and nurses (2.4 
million) than any other U.S. physical or mental health pro-
fession and they work in any professional setting that 
involves youth. Given the frequency of their contacts with 

potential inhalant users, educating these professionals of 
the harmfulness and magnitude of inhalant use could greatly 
enhance efforts to screen, assess, prevent, and treat inhalant 
use and resultant disorders. For example, social workers 
often service disenfranchised and low-income clients and 
are trained to match clients with needed community services. 
Nurses work with persons having medical and mental health 
problems that correlate with inhalant use and abuse. 
Additionally, nurses come into contact with youth from all 
walks of life (e.g., schools and physician of fi ces) and often 
easily establish caring and trusting rapport with them. Youth 
may disclose sensitive behavior such as inhalant use to 
nurses more readily than other professionals. Nurses educate 
patients about health concerns and can educate medical and 
school staff as to the prevalence, signs, and symptoms of 
inhalant use.  

   Juvenile Justice 

 High rates of inhalant use and associated problems occur in 
adjudicated youth  [  142–  144  ] . Howard et al.  [  2,   145  ]  found 
that 36.7% of 723 Missouri youths in juvenile justice resi-
dences and 34.3% of juveniles on probation had used inhal-
ants. Inhalant users display greater frequency and earlier 
onset of illegal and antisocial behavior compared to nonusers 
 [  1,   146  ] . Given the well-documented association between 
adolescent inhalant use and antisocial behavior, screening 
and intervention for inhalants in juvenile justice facilities 
could be impactful because their clientele is at such elevated 
risk for inhalant use. Staff in these settings includes persons 
trained in health issues related to substance use and antiso-
cial behavior who also often have extended contact with such 
youth and their families as well as contacts with community 
services where such youth and families may receive help. 
However, it may require the efforts of medical staff (e.g., 
psychiatrists and nurses) or social workers within justice set-
tings to promote screening and intervention related to 
inhalants.   

   Conclusion 

 In sum, inhalants constitute a dangerous and unique class of 
abusable substances. Although there is much to learn about 
inhalant use, abuse, and underlying mechanisms of such 
behavior, accumulation of such research has accelerated in 
recent years. Ongoing inhalants research spans physiological 
and behavioral effects, international epidemiological studies, 
and prevention research. In terms of prevention and treat-
ment, health professionals likely will have to provide the 
impetus for reducing inhalant use, abuse, and dependence 
including in nonmedical settings. Fortunately, the growing 
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research literature should improve the information and tools 
available for screening and intervention speci fi cally related 
to inhalant use.      
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  Abstract 

 Ketamine (2-(2-chlorophenyl)-2-(methylamino)-cyclohexanone), an anaesthetic derivative 
of phencyclidine (PCP) with analgesic, neuroprotective and psychedelic properties, is an 
unusual anaesthetic in its ability to produce a “dissociative” state. It is the action (antago-
nism) at NMDA ( N -methyl aspartate) receptors that is thought to underlie ketamine’s quali-
ties. Whilst ketamine use in medicinal and veterinary settings is well documented and has a 
good safety record, the increase in its unregulated use outside of such controlled environ-
ments is a cause for concern. In non-medicinal use, the stereo-selective kinetics and the 
complex mechanism of action may lead to unpredictable effects. It is reported that the per-
ceptual and mood changes observed in those who have consumed ketamine are highly sen-
sitive to age, dose, route, previous experience and setting. At low doses stimulant effects 
predominate and environmental conditions are signi fi cant, but with higher doses psyche-
delic effects become the primary experience. When used recreationally in sub-therapeutic 
doses by inhalation (or insuf fl ation) the alteration in perception of auditory, visual and pain-
ful stimuli result in a general “lack of responsive awareness” which puts the recreational 
user at risk of personal damage which can go unrecognized. The recreational use of this 
drug, the effects and potential risks associated with its unregulated use will be discussed.            

      Ketamine       

      Kim   Wolff         
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  Learning Objectives 

    Ketamine (2-(2-chlorophenyl)-2-(methylamino)-• 
cyclohexanone) is an anaesthetic derivative of 
 phencyclidine developed by Parke Davis laborato-
ries in 1962  
  Ketamine is a dissociative anaesthetic with analge-• 
sic properties and has a wide range of clinical appli-
cations and a wide margin of safety in overdose  
  Antagonism at NMDA ( • N -methyl aspartate) recep-
tors underlies ketamine’s analgesic, dissociative 
and neuroprotective qualities  

  Complex in its pharmacology, the isomeric form of • 
ketamine can exert a signi fi cant in fl uence upon both 
monoaminergic and glutaminergic neurotransmission  
  Ketamine, both acutely and chronically, may have • 
speci fi c and yet wide-ranging effects on memory 
systems  
  Acute doses impair episodic memory (processes • 
involved in retrieval and initial encoding of 
information)  
  Ketamine has reinforcing properties when used • 
chronically and sequential use may in susceptible 
individuals result in acute episodes of paranoia, 
panic and psychosis  
  Recreational use of ketamine is now a global • 
phenomenon    
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   Medicinal Use 

 Ketamine (2-(2-chlorophenyl)-2-(methylamino)- 
cyclohexanone) developed by Parke Davis laboratories in 
1962 (Figs.  15.1  and  15.2 ) is an anaesthetic derivative of 
phencyclidine (PCP).   

 Manufactured as a hydrochloride, ketamine has been uti-
lized effectively in several areas of medicine including pae-
diatrics, anaesthesia (pre-operative, emergency and high 
altitude)  [  2  ] , dentistry, obstetrics, battle-zones  [  3  ]  and in the 
management of neuropathic and cancer pain. It is one of 
those rare anaesthetic agents that does not cause hypotension 
and this bene fi t is used to best advantage in treating patients 
with serious trauma and hypovolemic shock  [  4  ] . Ketamine is 
also widely used in veterinary practice, particularly to sedate 
large uncooperative animals at a distance, for example in the 
case of free-ranging giraffes and gorillas  [  5,   6  ] .  

   Clinical Disorders Research Use 

 The psychotogenic and cognitive effects of ketamine have 
led to the drug being used as a pharmacological model for 
studying transitory schizophrenic-thought disorder in normal 
subjects  [  7  ] . The state of dissociation achieved with ketamine 
are thought to mimic the phenomenology of schizophrenia 
 [  8  ]  and reliably induce a psychosis like syndrome with cog-
nitive, negative and positive features  [  9,   10  ]  This has led to 
the so-called NMDA ( N -methyl aspartate) hypothesis of 
schizophrenia  [  11  ]  which has been the subject of debate for 
over 25 years  [  12  ] . Ketamine as with other drug models of 
clinical disorders only has partial validity, mimicking some 
but not other symptoms. For instance, acute ketamine admin-
istration is subjectively rewarding and produces euphoria, 
phenomena not often associated with the illness  [  13  ] . The 
similarity of the cognitive pro fi le of an acute dose of ket-
amine with that observed in schizophrenia has been dis-
cussed in Fletcher and Honey’s review  [  14  ] . According to the 
DSM-IV classi fi cation system a ketamine-induced psychosis 
would best  fi t the criteria for the disorganized or the undif-
ferentiated subtype model of schizophrenia  [  15,   16  ] . 

 Contemporary debate regarding the “ketamine (or NMDA-
hypo function) model” of schizophrenia  [  17  ]  has concerned 
itself with whether an acute dose of ketamine or chronic self-
administration provides the better model of the cognitive 
de fi cits observed in schizophrenia in drug-naive volunteers. 

  Fig. 15.1    Chemical structure of Ketamine ( RS )-2-(2-chlorophenyl)-2-
methylamino-cyclohexan-1-one)       

  Fig. 15.2       Three dimentional structure of Ketamine ( RS )-2-(2-
chlorophenyl)-2-methylamino-cyclohexan-1-one); white balls-hydrogen 
atom; black balls-carbon atoms; red ball-oxygen atom; blue ball-nitrogen 
atom; green ball-chlorine atom        

  Issues that Need to Be Addressed by Future Research 

    Investigations to explore acute cardio respiratory • 
problems especially when combined with other 
(stimulant) drugs are necessary for prevention and 
harm reduction initiatives with recreational users  
  Investigating some of the relatively unique effects • 
of ketamine, for example on semantic memory, may 
provide clues as to the neurochemical basis of 
memory  
  As a research probe in the study of schizophrenia, • 
ketamine has given increasing prominence to the 
role of glutamate in the aetiology of this illness. 
Further research should seek to unravel this role  
  In relation to the cognitive effects of chronic ket-• 
amine use, future work should address the neuro-
anatomical and neurochemical correlates of such 
impairments  
  Future research into the long term consequences of • 
misuse might need to include investigation of 
social–psychological as well as physiological 
parameters  
  Ketamine can be subjectively reinforcing to both • 
healthy volunteers and drug users. The addiction 
potential of ketamine needs to be further explored  
  Knowledge of the chronic use of ketamine is a pri-• 
ority as the drug has become a preferred choice for 
many  
  Systematic research is required to investigate ani-• 
mal evidence that indicates ketamine, as a NMDA 
antagonist, may be a potent neurotoxin  [  1  ]     
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There are evidence-based arguments for both models  [  18–  20  ] . 
Although no work exists as yet to indicate whether NMDA-R 
up-regulation occurs in ketamine users, pre-clinical research 
seems to support this view  [  21  ]  as do observations following 
repeated administration of the drug  [  22  ] . Meador-Woodruff 
and Healy  [  23  ]  suggest that similar up-regulation occurs in 
schizophrenia. Thus, whilst not mimicking the aetiology or 
acute phases of the disorder, the ketamine-abusing population 
may still depict later functional changes. 

 Ketamine has been used as a probe to explore the potential 
clinical importance of NMDA receptor antagonism among 
the mechanisms underlying the subjective effects of ethanol 
in humans  [  24  ] . There is a growing body of research which 
indicates that alcohol acts in a similar way blocking glutamate 
effects at the NMDA receptor in a non-competitive and con-
centration dependent fashion at alcohol concentrations associ-
ated with alcohol intoxication (5–100 mmol/L) in man  [  25  ] . 

 Ketamine has also been shown to attenuate the develop-
ment of opioid tolerance and has been used as a research 
probe in studies of the modulation of opioid neurobiology 
 [  26  ] . Ketamine is thought to have a modulating effect on the 
analgesic ( m -opioid receptors) and dysphonic (kappa 
 a -receptors) opioid receptors binding to these with one-tenth 
and one- fi fth of its NMDA receptor af fi nity, respectively. 
The opioid antagonist Naloxone therefore has only a limited 
capacity to reverse the effects of ketamine and could not 
reverse key effects in vivo  [  27  ] . In animal models, ketamine 
and other NMDA antagonists such as methadone have been 
demonstrated to inhibit the development and acquisition of 
opioid dependence and tolerance  [  28  ] , whilst small doses of 
ketamine have been shown to prevent tolerance developing 
acutely on repeated administration, of alfentanyl  [  29  ] . 

 The use of ketamine as a research tool to study the 
pathophysiology of psychosis and as a screen to evaluate 
new drug action  [  29  ]  has raised concerns in terms of the dis-
tress in fl icted on patients. The potential for adverse events 
and the serious long-term effects that might be induced by 
the symptom-stimulating action of ketamine have led to the 
view that such use is unethical. Work to investigate the ques-
tion of prolonged psychological effects as a result of the 
administration of ketamine in controlled experiments in the 
general population  [  30,   31  ]  have however concluded that 
there was no evidence for long-lasting events nor increased 
distress  [  32,   33  ] . Safety aspects of the drug used in areas that 
do not permit these controls is, however, poorly researched.  

   Recreational Use 

 The recreational use of ketamine was  fi rst reported in 1971 in 
North America  [  34  ]  linked by some to returning Vietnam vet-
erans who may have been exposed to the drug on the battle fi eld 
 [  35,   36  ] . Intellectual hedonism popularized ketamine in the 
1970s and 1980s, particularly in the United States and  periodic 

reports of its misuse by healthcare professionals gradually 
appeared  [  37,   38  ] . This was followed by a growing number of 
reports of recreational use of the drug elsewhere, including in 
the United Kingdom  [  39,   40  ] , Sweden  [  41  ]  and Australia  [  42  ] . 

 Ketamine use was linked to the gay dance scene during 
the early 1990s, with many users adhering to strict, carefully 
pre-planned, set and setting rituals  [  43,   44  ]  emphasizing 
comfort and familiarity  [  45  ] . Its popularity as a recreational 
drug has continued to grow especially among UK dance and 
rave scene attendees. In a survey of club drug users in 1997, 
32% reported having used ketamine  [  46  ] . A UK survey in 
1999 reported a lifetime prevalence of use of 25% ( n  = 1,100), 
half of which used in combination with ecstasy. Prevalence 
had increased to 35% in a similar population 1 year later  [  47  ]  
and to 43% in 2004  [  48  ] . Other surveys in Australia reported 
an increase in “ever use” of ketamine from 6 to 15% between 
1997 and 2001  [  49,   50  ]  and surveys of year-on-year trends 
have reported similar  fi ndings  [  51  ] . Knowledge of the drug 
has also grown: 31% of young people surveyed aged 11–14 
and 50% of 15 year olds reported knowledge of ketamine 
 [  45  ]  and 0.8% of 16–24 year olds responding to the British 
Crime Survey had used the drug  [  51  ] . 

 Seizures of ketamine intended for non-medical use have 
increased over the last decade: in the US (Drug Enforcement 
Administration 2001) by more than 500%  [  52  ] , whilst in 
Hong Kong in 2002, of all reported drug users under the age 
of 21, 59% were using ketamine (greater numbers than 
ecstasy)  [  53  ] . The use of ketamine as a street drug has been 
recognized by the authorities and in 2006 ketamine was 
 registered as a scheduled drug in the UK. In North America, 
possession of ketamine without a prescription had become 
illegal in 1997, and was listed as a controlled drug 
(Schedule III) in 1999. Ketamine use has grown exponen-
tially during the  fi rst decade of the new millennium  [  54  ]  
 recreational use of the drug is now a global phenomenon.  

   Ketamine: Sought After Effects 

 Ketamine is most frequently misused for its psychedelic 
properties sometimes as a dance drug and sometimes to 
“explore the mind”  [  55  ] . Used for recreational purposes 
ketamine has been reported to be a collection of “paradoxes” 
and has many effects that are associated with other sub-
stances: “cannabis-like imagery”, “alcohol-like intoxication”, 
cocaine-like  stimulation and opiate-like calming  [  56  ] .  

   Ketamine Preparations/Route 
of Administration 

 Ketamine can be purchased for recreational use in a number 
of preparations but is used mainly in powdered or liquid form 
or crystalline powder for intranasal use (Fig.  15.3 ).  
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 Ketamine for non-medical use may be smuggled into a 
country from China and India where it is legally manufac-
tured  [  57  ] , purchased entirely from legitimate medical sup-
plies  [  58  ] , such as in Holland, Germany, France and Mexico 
 [  40  ]  or diverted directly from hospitals and vetinary clinics. 
The illicit manufacture of ketamine is almost unknown 
because it is very dif fi cult to synthesize. Although those sell-
ing the drug for non-medical use reportedly add various 
adulterants to make the drug go further. The particular brand 
of pharmaceutical ketamine may make a difference to drug 
effects beyond anecdotal reports. Ketalar contains a preser-
vative (benzthonium chloride, an anticholinergic agent) that 
has a signi fi cant effect upon the brain and Astrapin’s ket-
amine-500 contains the toxic organic preservative chlorobu-
tanol, which has shown harmful effects in some animal 
experiments  [  59  ] . 

 In powdered form (Fig.  15.4 ), ketamine’s appearance is 
similar to that of cocaine and the drug can be insuf fl ated, 
injected, or dissolved in beverages. It is an inexpensive drug 
and can be purchased in the UK for between £6.00 and 
£10.00 a gramme. It is also possible to smoke the drug in a 
joint or pipe, usually mixed with marijuana and tobacco  [  60  ] . 
The smoke has a distinctive bitter taste but the onset of 
effects sought after occurs much faster than when insuf fl ated, 
ingested or injected intramuscularly.  

 Oral use usually requires more drug, but results in pro-
longed effects due to the production of the inactive metabo-
lite nor-ketamine (see box below), which possesses sedating 
effects; this route of administration is unlikely to produce a 
dissociative state unless very high doses (>500 mg) are 
ingested  [  61  ] . Ketamine has also appeared as a constituent of 
tablets purporting to be ecstasy (special K), often in combi-
nation with drugs such as ephedrine. 

 The nasal route of administration of ketamine tends to be 
favoured with users, snorting or inhaling lines (50–400 mg) 
of a powdered formulation although ketamine has also been 
produced as an intranasal spray (Fig.  15.3 ). There are some 
reports of “freebasing” ketamine, produced by the removal 
of benzthonimum chloride and salts from Ketalar to achieve 
fewer unwanted side-effects. 

 There is wide variation in consumption patterns among 
users with tolerant and experienced consumers reporting use of 
1 g or more of ketamine over the course of an evening/weekend. 
A standard street dose of ketamine in a Scottish study was 
found to be much lower typically around 125 mg (⅛ g)  [  46  ] , 
whilst recreational users with low tolerance will experience a 
mild “trippy” euphoria from a dose (a bump) of 10–30 mg.  

   Pharmacokinetics     

  Fig. 15.3       Solution of ketamine 
from a 10 ml ampoule drying 
into crystals ( a ) and dried and 
scraped onto a spoon for 
intranasal use ( b ). Doses of 
100–400 mg of the drug are 
usual  [  54  ]        

  Fig. 15.4    Ketamine hydrochloride (500 mg) powder  [  54  ]        

  Ketamine 

    May be effectively administered medically by a • 
number of routes (oral, intranasal, intravenous, 
intramuscular, intrathecal, intra-articular  [  62  ] , 
transdermal  [  63  ] , rectal  [  64  ]  and subcutaneously) 
which all permit adequate absorption and excellent 
bioavailability  [  9  ] .  
  Intranasal use is common amongst recreational • 
users, providing a rapid onset of action and an esti-
mated duration of action of 2–3 h  [  65  ] .  
  Is rapidly distributed to highly perfused tissues • 
(brain, heart and lungs).  

(continued)

 

 



20515 Ketamine

   Optical Isomers of Ketamine 

 Ketamine is manufactured as a racemic mixture of two opti-
cal isomers (enantiomers),  S (+)-ketamine and  R (−)-ketamine 
 [  68  ] , with  S (+) ketamine being twice as potent an analgesic 
and a hypnotic as the racemic mixture (Fig.  15.5 )  [  66  ] .  

 The anaesthetic potency of  S (+)-ketamine has been 
observed to be three times higher than  R (−)-ketamine. Its 
higher anaesthetic potency and minor psychotomimetic side 
effects suggests  S (+)-ketamine may have a better therapeutic 
ef fi cacy when compared with the racemic form  [  68  ] . However, 
the likelihood of ketamine being formulated in its  S (+) form is 
unlikely due to cost and dif fi culty of production. 

 Pharmacological differences exist between the enantiom-
ers of ketamine against several targets (transporter proteins) 
of the drug  [  69  ] . In particular, it was found that  S (+)-ketamine 
binds with a 4–5 times higher af fi nity to the phencyclidine 
(PCP) binding site of the NMDA receptor complex in the 
human brain than  R (−)-ketamine  [  70  ] . It was also found that 
at sub-anaesthetic (recreational) doses, racemic ketamine 
has a weak af fi nity for the sigma receptor sites, whereas 
 S (+)-ketamine binds only negligibly  [  71  ] . It has been specu-
lated that the occurrence of psychotomimetic effects results 
from the higher af fi nity of  R (−) ketamine to the sigma recep-
tor site  [  72  ] . However, studies with  S (+)-ketamine in healthy 

volunteers indicate that  S (+)-ketamine is more likely to be 
associated with hallucinogenic effects than  R (−)-Ketamine 
 [  73,   74  ] . This  fi nding is conducive with the much higher 
af fi nity of  S (+)-ketamine for the NMDA receptor. 

 Since psychotomimetic effects are generally considered 
to be caused by a relative excess of dopamine, it is possible 
to consider that stereo-selective inhibition of dopamine 
 re-uptake might contribute to the ketamine-induced psy-
chotomimetic effects. However, the inability of haloperidol 
to block these effects suggest other transmitters are involved 
 [  75  ]  and would imply that nor-epinephrine and serotonergic 
systems are more strongly activated in those individuals 
who have greater  R (−) ketamine activity. The over stimula-
tion of nor-epinephrinergic and serotonergic pathways by 
 R (−) ketamine may have a contributory role in the adverse 
effects observed in recreational users and in those who use 
the drug for non- medical purposes during ketamine-induced 
overdose. It has been postulated that the psychotomimetic 
and sympathomimetic effects of ketamine are thus medi-
ated through this enhanced monoaminergic effect on the 
brain  [  25  ] .  

   Neurochemical Effects 

 The activity of ketamine is complex with multiple actions at 
numerous receptor sites, particularly affecting glutaminer-
gic and monoaminergic neurotransmission. The most 
signi fi cant pharmacological action of ketamine is the non-
competitive antagonist binding at the cation channel of the 
NMDA receptor and consequent interference with excit-
atory amino acid transmitters—glutamate and aspartate 
 [  76,   77  ] . Not only thought to underlie its analgesic and dis-
sociative effects, but action at the NMDA receptor is also 
thought to be important in its effects on memory. Antagonism 
at the NMDA receptor is thought to disrupt long-term poten-
tiation and synaptic growth, which are crucial in the devel-
opment of synaptic plasticity, learning and memory  [  78,   79  ] . 
Clinical studies also implicate glutamate in the mediation of 
the dissociative symptoms of ketamine with acute adminis-
tration leading to a transient hyper- glutaminergic state  [  80  ] . 
Indeed the pre-administration of drugs that reduce gluta-
mate release partly negate the perceptual disturbances seen 
with ketamine  [  81  ] . 

  Fig. 15.5    Optical isomers of 
Ketamine  [  54  ]  ( a )  R -Ketamine; 
( b )  S -Ketamine       

  (continued)

Doses for intravenous analgesia are <1 mg/kg with • 
oral doses being much higher (100–500 mg).  
  Has a short half-life and elimination is variable • 
depending upon the route of administration, but is 
generally of the order of 1–3 h  [  66  ] .  
  Ketamine is metabolized and eliminated from the • 
body within 24 h.  
  Effects following oral administration may be pro-• 
longed due to the presence of the active metabolite—
nor-ketamine, with anaesthetic potency approaching 
one-third, that of the parent compound  [  67  ] .  
  Ketamine is mainly eliminated by hydroxylation as • 
conjugated metabolites, with <4% appearing in 
urine as the parent compound or as nor-ketamine.    
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 Research has begun to address the relationship between 
the modulation of other neurotransmitter systems by ket-
amine and its memory-impairing effects suggesting contri-
butions of GABA-ergic and DA-ergic effects, in addition to 
the glutamatergic properties. Ketamine may then in part 
produce psychotomimetic effects through an increase in 
glutamate release that in turn acts on the AMPA subtype of 
glutamate receptor in the prefrontal cortex to induce a 
hyperdopaminergic state  [  82  ] . Ketamine can block excito-
toxicity (brain damage due to low oxygen, low sugar, epi-
lepsy, trauma, etc.) but it can also excite the brain at low 
doses by switching off the inhibitory system. Why this is 
not damaging in humans probably lies in the fact that ket-
amine binds to an increasingly wide range of different 
receptors: As the dose level rises some of these receptors act 
to shut down the excitement, by the time a potentially toxic 
dose is reached, the “excitement window” has been passed 
and the drug is starting to activate other systems that switch 
cells off again. Hence ketamine’s promiscuity actually 
improves its safety  [  83  ] .  

   Pharmacodynamics 

 Recreationally ketamine has been reported to have the 
advantage of being easy to administer: the clear dose 
response effect and relatively short half-life making the 
effects easier to titrate than LSD  [  36  ] . The spectrum of 
effects has been reported to be re fl ected in the different 
groups of users who choose ketamine for differing rea-
sons. For instance, communal events where individual or 
small groups of users participate in sequential dosing over 
the evening are preferred by some and may well evoke 
different events to the over stimulation of a dance club 
venue  [  84  ] .                  

 The characteristic most commonly associated with ketamine 
is the cerebral “dissociative” state following anaesthesia 
 [  86,   88  ] . It is the action at NMDA receptors that underlies 
these qualities inducing a functional and electrophysiologi-
cal dissociation between the thalamoneocortical and limbic 
systems  [  75,   76  ] . This is potentially hazardous outside 
 clinical settings with great risk of injuries being masked and 
the risk of accidents increased.  

   Low Dose Administration 

 Ketamine may initially be thought of as an odd choice of 
drug given its dissociating and immobilizing effects; how-
ever, the drug in fact produces a syndrome of effects in indi-
viduals who take sub-therapeutic doses in a recreational 
manner. Reactions to low sub-anaesthetic doses illustrated in 
a number of texts  [  91  ]  describe disoriented perceptions and 
the total loss of an observer consciousness. However, immo-
bility has been reported to be reduced by the concurrent use 
of amphetamine, or cocaine. The symptoms of low dose ket-
amine intoxication appear to be short-lived and in line with 
the pharmacokinetics of the drug. In a case series study of 
North American ketamine users, 18 of 20 patients were 
 discharged from the Emergency Department within 5 h of 
presentation  [  69  ] . The commonest complaints in these were 

  Ketamine 

    Produces anaesthesia at doses of 5–10 mg/kg • 
(300–800 mg).  
  With doses adequate to bring about anaesthesia, • 
produces a  trance-like cataleptic state  with  amne-
sia , without impairment of laryngeal and pharyn-
geal re fl exes or depression of respiration or cardiac 
function  [  85  ] .  
  Is able to produce potent analgesia at sub-• 
 therapeutic concentrations.  
  Produces dissociation at doses as low as 50–100 mg • 
 [  2,   86  ]  typically, eyes remain open with a discon-
nected stare: The recreational drug user may appear 

to be awake but is dissociated from the environ-
ment,  immobile  and  unresponsive to pain   [  87  ] .  
  Use may cause  • Nystagmus  but this is not univer-
sally experienced  [  54  ] .  
  Induces with doses >150 mg a dissociation com-• 
monly referred to as the “ K hole ”—described as 
detachment from one’s physical body (depersonal-
ization)  [  83  ] , the external world (derealization)  [  88  ]  
and from one’s immediate surroundings.  
  Insuf fl ated or injected may cause hallucinations • 
lasting about 1 h and up to 2 h when ingested  [  89  ] .  
  Hallucinations following a low dose are only expe-• 
rienced with closed eyes and in a darkened room 
 [  90  ]  but distortion of time and space is achieved 
with mild dissociative effects.  
  Has a wide margin of safety in overdose  [  • 2,   44  ] .  
  Is somewhat unusual, almost acting as a partial • 
antagonist with regard to brain reward enhance-
ments; being stimulatory at low doses and inhibit-
ing brain reward centres at higher doses.  
  May produce problematic emergence phenomena • 
and other unpleasant experiences. These appear 
maximal in early adolescence.    
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symptoms of a stimulatory event (anxiety, chest pain and 
palpitations) with tachycardia being the most common 
 fi nding following physical examination  [  92,   93  ] . 

 The short duration of effect and rapid onset of action 
when taken by intranasal or intravenous routes often leads 
recreational users to administer repeated doses in order to 
maintain a desired psychoactive effect. The amnesic proper-
ties of the drug may make it dif fi cult to remember the total 
number of doses consumed, increasing the likelihood of 
prolonged intoxication. Indeed the acute amnesic effects 
have been reported to be marked and subjects given ketamine 
under experimental conditions have struggled to describe 
their experience to researchers attempting to record the epi-
sode  [  94  ] . Johnston  [  95  ] , who self-administered ketamine, 
reported “cycling into and out of awareness—a frightening 
experience”. 

 In laboratory settings one-off sub-anaesthetic doses of 
ketamine have led to transient disruption of attentional per-
formance, impaired performance on tests of vigilance, rec-
ognition memory, verbal  fl uency, working, and episodic 
memory. On tests of higher executive function such as the 
Wisconsin Card Sorting Test, ketamine use led to an increase 
in perseverative errors and preferentially disrupts delayed 
word recall, sparing immediate recall and post-distraction 
recall  [  10,   26,   96  ] . Dysfunction seen in episodic memory 
(personal life event) is of particular note, since this highly 
correlated with everyday memory dif fi culties  [  9,   97,   98  ] . 

 Ketamine can leave the user in a confused state, since the 
principal physical dangers of most non-medical use are 
believed to arise mainly from the setting, or an interaction 
between the user and the setting  [  37,   40,   55  ] . This can result 
in falls (sometimes fatal), drowning, road traf fi c accidents 
and becoming a victim of crimes such as sexual assault 
 [  68,   99  ] . The likelihood of such incidences is enhanced when 
the drug is consumed unwittingly when it has been marketed 
under the guise of another drug such as ecstasy  [  100,   101  ]  or 
as a spike in a beverage.  

   High Dose Administration 

 The perceptual and mood changes observed in those who 
have consumed ketamine are, as with other effects, highly 
sensitive to age, dose, route, previous experience (expecta-
tions, personality, motivation and mood) and setting (social, 
physical and emotional environment)  [  101–  104  ] . The collec-
tive term for the myriad of experiences associated with the 
use of higher doses of ketamine is known as the “K hole” 
 [  105  ] . Users may feel as though their perceptions are located 
so deep inside the mind that the real world seems distant 
(hence the use of the word “hole” to describe the experience). 
Reported experiences are wide ranging and have included 
emergence and toxic effects such as out-of-body experi-

ences, temporal and spatial distortion, a sense of  fl oating, 
rebirthing and experiencing evolution, and sudden insights 
into the meaning of existence, as well as tactile and visual 
distortions and hallucinations  [  40,   55  ] . 

 Sometimes the “K hole” can reproduce the features of a 
“near-death” experience, including buzzing/ringing/whis-
tling sounds at the beginning, travel through a dark tunnel 
into light, at a high speed, with intense visions  [  106  ] . Users 
may experience worlds or dimensions that are ineffable, all 
the while being completely unaware of their individual iden-
tities or the external world  [  56,   87,   107  ] . Some users may not 
remember the “K-hole” experience after regaining con-
sciousness, in the same way that a person may forget a 
dream. The “re-integration” process following intoxication 
is slow, and the user gradually becomes aware of surround-
ings. At  fi rst, users may not remember their own names, or 
even know that they are human, or what that means. 
Movement is extremely dif fi cult, and a user may not be 
aware that he or she has a body at all.  

   Ketamine Dependence 

 Ketamine demonstrates reinforcing ef fi cacy in animal self-
administration models and is found to be a discriminative 
stimuli in operant tasks  [  108,   109  ] , with the ability to release 
dopamine within the reward pathway  [  110  ] . Heavy habitual 
use has been described  [  111  ] , and cases of dependence have  
been reported among anaesthetic staff  [  112,   113  ] . Heavy 
users report a rapid increase in tolerance with extended use 
and “a line” (when snorted) which might leave a naive user 
passed out may have no effect on a more experienced user. 
It is not known how long it takes to become dependent, or the 
risk factors that in fl uence this eventuality. 

 Historical data on the long-term consequences of ket-
amine use has been dif fi cult to collect due to limited access 
to those using ketamine as a drug of choice. Early reports in 
social users of ketamine record prolonged “psychic” phe-
nomena occurring for periods of up to 1 year  [  1,   114  ]  includ-
ing “ fl ashbacks”, attentional dysfunction, anxiety, and 
decreased sociability following nasal, intravenous or intra-
muscular use of the drug  [  115  ] . However,  fl ashbacks reported 
following repetitive use  [  65  ] , may only be “a graininess of 
vision” under anxiety provoking circumstances  [  116  ] . Long-
term users also reportedly experience stimulant-like weight 
loss and loss of appetite during periods of heavy use. 

 Chronic intravenous use by the American psychiatrist 
Lilly  [  117  ]  led to several admissions for paranoid psychosis; 
self-reported attentional dif fi culties and social withdrawal. 
Employment problems have also been reported in survey 
respondents, linked to vagueness affecting work performance 
 [  48,   49  ] . Conversely, however, some report positive long-
term effects such as chronic elevation in mood, and deeper 
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insights into one self and others  [  65  ] . Long-term users report 
“K-Pains” or “Ketamine cramps” the exact cause of these are 
unknown but seem to relate to extreme pain in the lower 
abdomen. Symptoms include an increased need to urinate, 
passing blood in urine, leakage of urine and pain on urination 
 [  118  ] . In a case study, Colebunders  [  119  ]  found cystitis fol-
lowing recreational use of ketamine, and more recently 
abdominal pain and lower urinary tract symptoms were 
reported as common in ketamine users presenting at emer-
gency departments in Hong Kong  [  120  ] .  

   Overdose 

 The most frequent complications reported following ket-
amine overdose were severe agitation and rhabdomyolysis. 
In an Australian study, which surveyed 100 lifetime ket-
amine users, many reported regularly experiencing an inabil-
ity to speak, blurred vision, lack of co-ordination and 
increased body temperature  [  48,   49  ] . It is reported that 
sequential dosing, variations in purity, intravenous route, tol-
erance and the amnesic effects of the drug (which may impair 
recall of total dose consumed) could result in acute episodes 
of paranoia, panic and psychosis  [  121  ] . A study of ketamine 
anaesthesia in over 300 subjects identi fi ed premorbid ano-
sognosia and paranoia (as assessed with MMPI) as risk fac-
tors for experiencing psychotic disorders after ketamine 
administration  [  122  ] .  

   Summary 

 Ketamine is a dissociative anaesthetic with a wide range of 
clinical applications and a wide margin of safety in overdose. 
The marked perceptual and cognitive psychedelic effects of 
ketamine have led to a global rise in prominence in the recre-
ational drug scene. Somewhat complex in its pharmacology, 
ketamine effects are dose dependent and somewhat unusual, 
almost acting as a partial antagonist with regard to brain 
reward enhancements; being stimulatory at low doses and 
inhibiting brain reward centres at higher doses  [  1  ] . Acutely 
there is signi fi cant disturbance in semantic and episodic 
memory as well as in attention and higher executive func-
tioning. Acute adverse psychological reactions may also 
occur and many regular users report “grainy”  fl ashbacks fol-
lowing consumption of ketamine. Chronic use has been asso-
ciated with acute cardio respiratory problems especially 
when combined with other (stimulant) drugs and may lead to 
accidental injury. Numbers involved in habitual use have 
grown signi fi cantly during recent years. Its future as a novel 
clinical and research tool is matched; it would appear, by its 
abuse potential outside medical settings.      

   References 

    1.    Gardner EL. Brain reward mechanisms. In: Lowinson H, Ruiz P, 
Millman RB, Langrod JG, editors. Substance abuse: a comprehen-
sive textbook. 3rd ed. Baltimore: Williams and Wilkins; 1996. 
p. 51–85.  

    2.    Bishop RA, Litch JA, Stanton JM. Ketamine anesthesia at high 
altitude. High Alt Med Biol. 2000;1(2):111–4.  

    3.    Cottingham R, Thomson K. Use of ketamine in prolonged entrap-
ment. J Accid Emerg Med. 1994;11(3):189–91.  

    4.    White PF, Way WL, Trevor AJ. Ketamine: its pharmacology and 
therapeutic uses. Anaesthesiology. 1982;56:1.  

    5.    Bush M, Grobler DG, Raath JP, Phillips Jr LG, Stamper MA, 
Lance WR. Use of medetomidine and ketamine for immobiliza-
tion of free-ranging giraffes. J Am Vet Med Assoc. 2001;218(2):
245–9.  

    6.    Vercruysse Jr J, Mortelmans J. The chemical restraint of apes and 
monkeys by means of phencyclidine or ketamine. Acta Zool 
Pathol Antverpiensia. 1978;70:211–20.  

    7.    Hetem LA, Danion JM, Diemunsch P, Brandt C. Effect of a 
 subanesthetic dose of ketamine on memory and conscious 
 awareness in healthy volunteers. Psychopharmacology. 2001;22:
59–72.  

    8.    Giannini AJ. Drugs of abuse. 2nd ed. Los Angeles: Practice 
Management Information Company; 1997. ISBN 1-57066-053-0.  

    9.    Newcomber JW, Farber NB, Jevtovic-Todorovic V, Selke G, 
Melson AK, Hershey T, Craft S, Olney JW. Ketamine induced 
NMDA receptor hypofunction as a model of memory impairment 
and psychosis. Neuropsychopharmacology. 1999;20:106–18.  

    10.    Krystal JH, Karper LP, Seibyl JP, Freeman GK, Delaney R, 
Bremner JD, Heninger GR, Bowers MB, Charney DS. 
Subanaesthetic effects of the noncompetitive NMDA antagonist, 
ketamine, in humans: psychotomimetic, perceptual, cognitive, and 
neuroendocrine responses. Arch Gen Psychiatry. 1994;51(3):
199–214.  

    11.    Abi-Saab WM, D’Souza DC, Moghaddam B, Krystal JH. The 
NMDA antagonist model for schizophrenia: promise and pitfalls. 
Pharmacopsychiatry. 1998;31:104–9.  

    12.    Carpenter WT. The schizophrenia ketamine challenge study 
debate. Biol Psychiatry. 1999;46(8):1081–91.  

    13.    Morgan CAJ, Curran HJ. Acute and chronic effects of ketamine 
upon human memory: a review. Psychopharmacology. 2006;188:
408–24.  

    14.    Fletcher PC, Honey GD. Schizophrenia, ketamine and cannabis: 
evidence of overlapping memory de fi cits. Trends Cogn Sci. 
2006;10:167–74.  

    15.    Green MF. What are the functional consequences of neurocogni-
tive de fi cits in schizophrenia? Am J Psychiatry. 1996;153:
321–30.  

    16.    Malhotra AK, Pinals DA, Caleb MA, Elman I, Clifton A, Pickar 
D, Breier A. Ketamine-induced exacerbation of psychotic symp-
toms and cognitive impairment in neuroleptic-free schizophren-
ics. Neuropsychopharmacology. 1997;17:141–50.  

    17.    Olney J, Labruyere J, Wang G, Wozniak D, Price MT, Sesma M. 
NMDA antagonist neurotoxicity: mechanism and prevention. 
Science. 1991;254:1515–8.  

    18.    Harvey PD, Green MF, McGurk SR, Meltzer HY. Changes in cog-
nitive functioning with risperidone and olanzapine treatment: a 
large-scale, double-blind, randomized study. Psychopharmacology. 
2003;169:404–11.  

    19.    Tamlyn D, McKenna PJ, Mortimer AM, Lund CE, Hammond S, 
Baddeley AD. Memory impairment in schizophrenia: its extent, 
af fi liations and neuropsychological character. Psychol Med. 
1992;22:101–15.  



20915 Ketamine

    20.    Saykin AJ, Gur RC, Gur RE, Mozeley PD, Mozeley LH, Resnick 
SM, Kester DB, Sta fi niak P. Neuropsychological function in 
schizophrenia: selective impairment in memory and learning. 
Arch Gen Psychiatry. 1991;48:618–24.  

    21.    Keilhoff G, Bernstein HG, Becker A, Grecksch G, Wolf G. 
Increased neurogenesis in a rat ketamine model of schizophrenia. 
Biol Psychiatry. 2004;56:317–22.  

    22.    Feldman RS, Meyer JS, Quenzer LF. Principles of neuropsychop-
harmacology. Sunderland, MA: Sinauer; 1997.  

    23.    Meador-Woodruff JH, Healy DJ. Glutamate receptor expression 
in schizophrenic brain. Brain Res Rev. 2000;31:288–94.  

    24.    Rothman SM, Thurston JB, Hauhart RE, Clark GD, Soloman JS. 
Ketamine protects hippocampal neurons from anoxia in vitro. 
Neuroscience. 1987;21:673–8.  

    25.    Meldrum B. Possible therapeutic applications for antagonists of 
excitatory amino acid neurotransmitters. Clin Sci. 1985;68:
113–22.  

    26.    Sonsalla PK, Nicklas WJ, Heikkila RE. Role for excitatory amino 
acids in methamphetamine-induced nigrostriatal dopaminergic 
toxicity. Science. 1989;243(4889):398–400.  

    27.    Krystal JH, Petrakis IL, Webb E, Cooney NL, Karper LP, 
Namanworth S, Stetson P, Trevisan LA, Charney DS. Dose-related 
ethanol-like effects of the NMDA antagonist, ketamine, in 
recently detoxi fi ed alcoholics. Arch Gen Psychiatry. 1998;55(4):
354–60.  

    28.    Trujillo KA. The effects of non-competitive N-methyl-D-aspartate 
receptor antagonists on opiate tolerance and physical dependence. 
Neuropsychopharmacology. 1995;13(4):301–7.  

    29.    Byrd LD, Standish LJ, Howell LL. Behavioral effects of phency-
clidine and ketamine alone and in combination with other drugs. 
Eur J Pharmacol. 1987;144(3):331–41.  

    30.    Kissin I, Bright CA, Bradley Jr EL. The effect of ketamine on 
opioid-induced acute tolerance: can it explain reduction of opioid 
consumption with ketamine-opioid analgesic combinations? 
Anaesth Analg. 2000;91(6):1483–8.  

    31.    Lahti AC, Warfel D, Michaelidis T, Weiler MA, Frey K, Tamminga 
CA. Long-term outcome of patients who receive ketamine during 
research. Biol Psychiatry. 2001;49:869–75.  

    32.    Hersack RA. Ketamine’s psychological effects do not contraindi-
cate its use based on a patient’s occupation. Aviat Space Environ 
Med. 1994;65:1041–6.  

    33.    Ishihara H, Kudo H, Murakawa T, Kudo A, Takahashi S, Matsuki 
A. Uneventful total intravenous anaesthesia with ketamine for 
schizophrenic surgical patients. Eur J Anaesthesiol. 1997;14:
47–51.  

    34.    Carpenter WT. The schizophrenia ketamine challenge study 
debate. Biol Psychiatry. 1999;46:1081–91.  

    35.    Lahti AC, Warfel D, Michaelidis T, Weiler MA, Frey K, Tamminga 
CA. Outcome of patients who receive ketamine. Biol Psychiatry. 
2001;49:869–75.  

    36.    Gboniem MM, Hinricks JV, Mewaldt SP, Peterson RC. Ketamine: 
behavioural effects of subanaesthetic doses. J Clin 
Psychopharmacol. 1985;5:70–7.  

    37.    Dillon P, Copeland J, Jansen K. Patterns of use and harms associ-
ated with non-medical ketamine use. Drug Alcohol Depend. 
2003;69:23–8.  

    38.    Dotson JW, Ackerman DL, West LJ. Ketamine abuse. J Drug 
Issues. 1995;25:751–7.  

    39.    Zinberg NE. The basis for controlled intoxicant use. New Haven: 
Yale University Press; 1984.  

    40.    Jansen KL. Non medical use of ketamine. BMJ. 1993;306(6878):
601–2.  

    41.    Jansen KLR. Ketamine: dreams and realities. Santa Cruz: Multi 
disciplinary Association for Psychedelic Studies; 2000.  

    42.    Release. Release drugs and dance survey: an insight into the 
 culture. London: Release; 1997 (Contact: Release, 388 Old Street, 
London EC1V 9LT, UK).  

    43.    Skovmand K. Swedes alarmed at ketamine misuse. Lancet. 
1996;348(9020):122.  

    44.    White JM, Ryan CF. Pharmacological properties of ketamine. 
Drug Alcohol Rev. 1996;15(2):145–55.  

    45.    Shapiro H. Ketamine fact sheet. London: Institute for the Study of 
Drug Dependence (ISDD); 1991.  

    46.    Winstock AR, Grif fi ths P, Stewart D. Drugs and the dance music 
scene: a survey of current drug use patterns among a sample of 
dance music enthusiasts in the UK. Drug Alcohol Depend. 
2001;64(1):9–17.  

    47.    Mixmag. The Mixmag drug survey 2004: the world’s biggest drug 
survey. London: Emap; 2004. p. 30–51.  

    48.    Topp L, Hando J, Degenhardt L, Dillon P, Roche A, Solowiji N. 
Ecstasy use in Australia, Monograph Number 39. Sydney: 
National Drug and Alcohol Research Centre; 1998.  

    49.    Topp L, Breen C, Kaye S, Darke S, NSW Party Drug Trends. 
Findings from the Illicit Drug Reporting System (IDRS), Technical 
Report Number 136. Sydney: National Drug and Alcohol Research 
Centre; 2001.  

    50.    McCambridge J, Winstock A, Hunt N, Mitcheson L. 5-Year trends 
in use of hallucinogens and other adjunct drugs among UK dance 
drug users. Eur Addict Res. 2007;13(1):57–64.  

    51.   Murphy R, Roe S. Drug misuse declared:  fi ndings from the 
2006/2007 British Crime Survey. 2007. ISBN: 978-1-84726-541-
8.   http://www.homeof fi ce.gov.uk/rds/pdfs07/hosb1807.pdf    .  

    52.   Drug Enforcement Agency, Ketamine abuse increasing, February 
4, 1997.  

    53.   Gough N. Ketamine: China’s other white powder. Time Asia.
com. 2003.   http://www.time.com/time/asia/covers/1101020520/
ketamine.html    .  

    54.    Hansen G, Jenson SB, Chandresh L, Hilden T. The psychotropic 
effect of ketamine. J Psychoactive Drugs. 1988;20(4):419–25.  

    55.    Jansen KL. A review of the nonmedical use of ketamine: use, 
users and consequences. Psychoactive Drugs. 2000;
32(4):419–33.  

    56.   Tori SP. Ketamine abuse “Special K”. Pennsylvania: Middle 
Atlantic-Great Lakes Organized Crime Law Enforcement Network 
(MAGLO-CLEN); 1996.  

    57.    Winstock AR, Wolff K, Ramsey J. Ecstasy pill testing: harm mini-
misation gone too far? Addiction. 2001;96(8):1139–48.  

    58.    Bohr N. On atoms and human knowledge. Daedalus. 1958;87(2):
53–61.  

    59.    Muetzelfeldt L, Kamboj SK, Rees H, Taylor J, Morgan CJA, 
Curran HV. Journey through the K-hole: phenomenological 
aspects of ketamine use. Drug Alcohol Depend. 2008;95:219–29.  

    60.     http://en.wikipedia.org/wiki/Ketamine    . Wikipedia, the free ency-
clopedia. Accessed 23 April 2009.  

    61.    Dalgarno PJ, Shewan D. Illicit use of ketamine in Scotland. 
J Psychoactive Drugs. 1996;28(2):191–9.  

    62.    Huang GS, Yeh CC, Kong SS, Lin TC, Ho ST. Wong Intra-articular 
ketamine for pain control following arthroscopic knee surgery. 
Acta Anaesthesiol. 2000;152(3):283–8.  

    63.    Azevedo VM, Lauretti GR, Pereira NL, Reiss MP. Transdermal 
ketamine as an adjuvant for post operative analgesia after abdomi-
nal gynecological surgery using lidocaine epidural blockade. 
Anesth Analg. 2000;91(6):1479–82.  

    64.    Marhofer P, Freitag H, Hochtl A, Greher M, Erlacher W, Semsroth 
M. S(+)-Ketamine for rectal premedication in children. Anesth 
Analg. 2001;92(1):62–5.  

    65.    Siegel RK. Phencyclidine and ketamine intoxication: a study of 
four populations of recreational users. In: Peterson RC, Stillman 
RC, editors. Phencyclidine abuse: an appraisal. Rockville: 
National Institute on Drug Abuse; 1978.  

    66.    Kienbaum P, Heuter T, Pavlakovic G, Michel MC, Peters J. S(+)-
ketamine increases muscle sympathetic activity and maintains the 
neural response to hypotensive challenges in humans. 
Anesthesiology. 2001;94(2):252–8.  

http://www.homeoffice.gov.uk/rds/pdfs07/hosb1807.pdf
http://www.time.com/time/asia/covers/1101020520/ketamine.html
http://www.time.com/time/asia/covers/1101020520/ketamine.html
http://en.wikipedia.org/wiki/Ketamine


210 K. Wolff

    67.    Grant IS, Nimmo WS, Clements JA. Pharmacokinetics and 
 analgesic effects of MI and oral ketamine. Br J Anaesth. 1981;53:
805–10.  

    68.    Reich DL, Silvay G. Ketamine: an update on the  fi rst twenty- fi ve 
years of clinical experience. Can J Anesth. 1989;36(2):186–97.  

    69.    Weiner AL, Vieria L, McKay CA, Bayer MJ. Ketamine abusers 
presenting to the Emergency Department: a case series. J Emerg 
Med. 2000;18(4):447–51.  

    70.    Doenicke A, Kugler J, Mayer M, Angster R, Hoffman P. In fl uence 
of racemic ketamine and S-(+) – ketamine on vigilance, perfor-
mance and wellbeing. Anaesthestist. 1992;41:610–8.  

    71.    Oye I, Paulsen O, Maurset A. Effects of ketamine on sensory 
 perception: evidence for a role of N-methyl-D-aspartate receptors. 
J Pharmacol Exp Ther. 1992;260(3):1209–13.  

    72.    Zeilhofer HU, Swandulla D, Geisslinger G, Brune K. Differential 
effects of ketamine enantiomers on NMDA receptor currents in 
cultured neurons. Eur J Pharmacol. 1992;213:155–8.  

    73.   Engelhardt W. Recovery and psychic emergence reactions after 
S-(+)-ketamine. Anaesthesist. 1997(Suppl 1);46:538–42.  

    74.    Vollenweider FX, Leenders KL, Oye I, Hell D, Angst J. Differential 
psychopathology and patterns of cerebral glucose utilization pro-
duced by (s)- and (R) – ketamine in healthy volunteers using posi-
tron emission tomography (PET). Eur Neuropsychopharmacol. 
1997;7:25–38.  

    75.    Øye I, Hustveit O, Maurset A, Ratti Moberg E, Paulsen O, 
Skoglund LA. Thc chiral forms of ketamine as probes for NMDA-
receptor function in humans. In: Kameyama T, Nabeshima T, 
Domino EF, editors. NMDA receptor related agents: biochemis-
try, pharmacology and behavior. Ann Arbor: NPP Books; 1991. p. 
381–9.  

    76.    Fagg GE. Phencyclidine and related drugs bind to the activated 
NMDA receptor channel complex in rat brain membranes. 
Neurosci Lett. 1987;76:221–9.  

    77.    Anis NA, Berry SC, Burton NR, Lodge D. The dissociative anaes-
thetics ketamine and phencyclidine selectively reduce excitation 
of central mammalian neurons by N-methyl-D-Aspartate. Br J 
Pharmacol. 1983;79:565–75.  

    78.    Morris RGM, Anderson E, Lynch GS, Baudry M. Selective 
impairment of learning and blockade of long-term potentiation by 
an N-methyl-D-aspartate receptor antagonist. AP5. Nature. 
1986;319:774–6.  

    79.    Lynch G, Baudry M. The biochemistry of memory: a new and 
speci fi c hypothesis. Science. 1984;224:1057–63.  

    80.    Cotman CW, Monaghan DT. Excitatory amino acid neurotrans-
mission: NMDA receptors and Hebb-type synaptic plasticity. 
Annu Rev Neurosci. 1988;11:60–80.  

    81.    Chambers RA, Bremner JD, Moghaddam B, Southwick SM, 
Charney DS, Krystal JH. Glutamate and post-traumatic stress dis-
order: toward a psychobiology of dissociation. Semin Clin 
Neuropsychiatry. 1999;4(4):274–81.  

    82.    Anand A, Charney DS, Oren DA, Berman RM, Hu XS, Cappiello 
A, Krystal JH. Attenuation of the neuropsychiatric effects of ket-
amine with lamotrigine: support for hyperglutamatergic effects of 
N-methyl-D- aspartate receptor antagonists. Arch Gen Psychiatry. 
2000;57(3):270–6.  

    83.    Moghaddam B, Adams B, Verma A, Daly A. Activation of 
 glutaminergic neurotransmission by ketamine: a novel step in the 
pathway from NMDA receptor blockade to doperminergic and 
cognitive disruptions associations with the prefrontal cortex. 
J Neurosci. 1997;17:2921–7.  

    84.    Stone JM, Erlandsson K, Arstad E, Bressan RA, Squassante L, 
Teneggi V, Ell PJ, Pilowsky LS. Ketamine displaces the novel 
NMDA receptor SPET probe [(123)I]CNS-1261 in humans 
in vivo. Nucl Med Biol. 2006;33:239–43.  

    85.    Wolff K, Winstock. Ketamine: from medicine to misuse. Rev CNS 
Drugs. 2006;20:199–218.  

    86.    Dillon P, Copeland J, Jansen K. Patterns of use and harms 
 associated with non-medical ketamine use. Drug Alcohol 
Depend. 2003;69:23–8.  

    87.    Leary T, Sirius RU. Design for dying. London: Thorsons/Harper 
Collins; 1997.  

    88.    Adams HA, Thiel A, Jung A, Fengler G, Hempelman G. Effects of 
S-(=)-ketamine on the endocrine and cardiovascular parameters. 
Recovery and psychomimetic reactions in volunteers. Anaesthesist. 
1992;41:558–96.  

    89.    Jevtovic-Todorovic V, Todorovic SM, Mennerick S, Powell S, 
Dikranian K, Benshoff N, Zorumsk CF, Olney JW. Nitrous Oxide 
(laughing gas) is an NMDA antagonist, neuroprotectant and neu-
rotoxin. Nat Med. 1998;4:460–3.  

    90.    Grinspoon L, Bakalar JB. The major psychedelic drugs: sources 
and effects. Chap 2. New York: Basic Books; 1981. p. 32–6.  

    91.    Giannini AJ, Loiselle RH, Giannini MC, Price WA. Phencyclidine 
and the dissociatives. Med Psychiatry. 1987;3(3):197–204.  

    92.    Stafford P. Contrasting pro fi les. In: Stafford P, editor. Psychedelics 
encyclopedia. 3rd ed. Berkeley, CA: Ronin; 1991. p. 392–5.  

    93.    Gill JR, Stajic M. Ketamine in non-hospital and hospital deaths in 
New York City. J Forensic Sci. 2000;45(3):655–8.  

    94.    Baer G, Parkas P. Ketamine-induced psychopathological changes 
in normal volunteers during conditions used for experimental psy-
choses (author’s transl). Anaesthesist. 1981;30(5):251–6.  

    95.    Johnston REA. Ketamine trip. Anaesthesiology. 1973;39:460–1 
(Clinical workshop, Letter to Editor).  

    96.    Malhotra AK, Pinals DA, Weingartner H, Sirocco K, Missar CD, 
Pickar D, Breier A. NMDA receptor function and human 
 cognition: the effects of ketamine in healthy volunteers. 
Neuropsychopharmacology. 1996;16:120–25.  

    97.    Green SM, Johnson NE. Ketamine sedation for pediatric proce-
dures: part 2, review and implications. Ann Emerg Med. 
1990;19:1033–46.  

    98.    Ghonheim MM, Hinrichs JV, Mewaldt SP, Peterson RC. Ketamine: 
behavioural effects of subanaesthetic doses. J Clin 
Psychopharmacol. 1985;5:70–7.  

    99.   Merle R. “Special-K” is latest US drug fad. The Seattle Times, 
1997, June 20.  

    100.    Hansen G, Jenson SB, Chandresh L, Hilden T. The psychotropic 
effect of ketamine. J Psychoactive Drugs. 1988;20(4):419–25.  

    101.    Wolff K, Hay AWM, Sherlock K, Conner M. Contents of Ecstasy. 
Lancet. 1996;346:1100–1.  

    102.    Ahmed SN, Petchkovsky L. Abuse of ketamine. Br J Psychiatry. 
1980;137:303.  

    103.    Curran HV, Morgan C. Cognitive dissociative and psychotogenic 
effects of ketamine in recreational users on the night of drug use 
and 3 days later. Addiction. 2000;95(4):575–90.  

    104.    Curran HV, Monaghan L. In and out of the K-hole: a comparison 
of the acute and residual effects of ketamine in frequent and infre-
quent ketamine users. Addiction. 2001;96(5):749–60.  

    105.    Smith GS, Schloesser R, Brodie JD, Dewey SL, Logan J, Vitkuns 
SA, Simkovitz P, Hurley A, Cooper T, Volkow ND, Cancro R. 
Glutamate modulation of dopamine measured in vivo with posi-
tron emission tomography (PET) and 11-raclopride in normal 
human subjects. Neuropsychopharmacology. 1998;18:18–25.  

    106.    Klein M, Calderon S, Hayes B. Abuse liability assessment of 
neuro-protectants. Ann NY Acad Sci. 1999;890:515–2.  

    107.    Beardsley PM, Balster RL. Behavioral dependence upon phency-
clidine and ketamine in the rat. J Pharmacol Exp Ther. 
1987;242(1):203–112.  

    108.    Jansen KL. Ketamine–can chronic use impair memory? Int J 
Addict. 1990;25(2):133–9.  

    109.    Kamaya H, Krishna PR. Ketamine addiction. Anesthesiology. 
1987;67(5):861–2.  

    110.    Hurt PH, Ritchie EC. A case of ketamine dependence. Am J 
Psychiatry. 1994;151(5):779.  



21115 Ketamine

    111.    Moore NN, Bostwick JM. Ketamine dependence in anesthesia 
providers. Psychosomatics. 1999;40(4):356–9.  

    112.    Steen PA, Michenfelder JD. Neurotoxicity of anesthetics. 
Anesthesiology. 1997;50:437.  

    113.    Schorn TOF, Whitwam JG. Are there long term effects of ketamine 
on the central nervous system? Br J Anaesth. 1980;52:967–8.  

    114.    Siegal RK. Phenocyclidine and ketamine intoxication a study of 4 
populations of recreational users. Natl Inst Drug Abuse Res 
Monogr Ser. 1978;21:110–9.  

    115.    Lilly JC. The scientist: a novel autobiography. New York: J.B. 
Lippincott; 1978.  

    116.    Adler CM, Goldbert TE, Malhotra AU, Pickar D, Breir A. Effects 
of ketamine on thought disorder, working memory and semantic 
memory in healthy volunteers. Biol Psychiatry. 1998;43:811–6.  

    117.   Albin M, Dresner J, Paolin A, Sweet R, Virtue R, Miller G. Long-
term personality evaluation in patients subjected to ketamine 
hydrochloride and other anaesthetic agents. Pharmacology: 

Abstracts of Scienti fi c Papers. American Society of 
Anesthesiologists Annual Meeting, 1970. p. 166.  

    118.    Cottrell AM, Athreeres R, Weinstock P, Warren K, Gillatt D. An 
emerging problem: urinary tract disease associated with chronic 
ketamine use. BMJ. 2008;336(7651):973. doi:  10.1136/
bmj.39562.711713.80    .  

    119.    Colebunders B, Van Erps P. Cystitis due to the use of ketamine as 
a recreational drug: a case report. J Med Case Rep. 2008;2:219. 
doi:  10.1186/1752-1947-2-219    .  

    120.    Ng SH, Tse ML, Ng HW, Lau FL. Emergency department presen-
tation of ketamine abusers in Honmg Kong: a review of 233 cases. 
Hong Kong Med J. 2010;16:6–11.  

    121.    Lily JC. The scientist: a novel autobiography. New York: J.B 
Lippincott; 1978.  

    122.    Melkonian DL, Meschcheriakov AV. Possibility of predicting and 
preventing psychotic disorders during ketamine anesthesia. 
Anesteziol Reanimatol. 1989;3:15–8.      

http://dx.doi.org/10.1136/bmj.39562.711713.80
http://dx.doi.org/10.1136/bmj.39562.711713.80
http://dx.doi.org/10.1186/1752-1947-2-219


213J.C. Verster et al. (eds.), Drug Abuse and Addiction in Medical Illness: Causes, Consequences and Treatment,
DOI 10.1007/978-1-4614-3375-0_16, © Springer Science+Business Media, LLC 2012

  Abstract 

 The misuse of psychoactive prescription drugs, including opioids, sedatives, anxiolytics, and 
stimulants, is an issue of growing concern. Factors contributing to the increasing prevalence 
of prescription drug misuse are thought to include rising prescription rates, social acceptabil-
ity of use, and lack of perceived harm from use. Prescription drug misuse is associated with a 
number of direct and indirect costs. Risks to the user include development of substance use 
disorders, overdose, and other adverse medical consequences. Medication misuse is also 
responsible for a sizable burden on the health care system. Despite the indications of a grow-
ing trend, the literature is far from conclusive regarding the correlates of prescription drug 
misuse. Existing research is characterized by inconsistency in how prescription drug misuse 
is operationalized. Depending on how  misuse  is de fi ned, it may encompass a heterogeneous 
group of motivations for use with varying associated behavioral patterns. Another impedi-
ment to understanding prescription drug misuse is the tendency for this phenomenon to mani-
fest in different ways across the lifespan. Studies have documented patterns of misuse in 
young people that differ strikingly from those in older adults. This chapter considers the mis-
use of psychoactive prescription medications using a developmental framework, focusing 
separately on adolescence and early, middle, and late adulthood. The implications for detec-
tion, prevention, and treatment of prescription drug misuse are discussed for each age group.            

      Prescription Drug Misuse Across the Lifespan: 
A Developmental Perspective       
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  Learning Objectives 

    Inconsistencies in the operational de fi nition of • 
 prescription drug misuse employed in the research 
literature have made it dif fi cult to compare  fi ndings 
across studies.  
  Age-speci fi c patterns and correlates of prescription • 
drug misuse can be identi fi ed by focusing separately 
on adolescence, young adulthood, middle adult-
hood, and later adulthood.  
  Treatment and prevention implications differ by age • 
group.    
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   Prescription Drug Misuse Across the Lifespan: 
A Developmental Perspective 

 Psychoactive prescription medications, including opioid 
analgesics, anxiolytics, sedatives, and stimulants, have 
important therapeutic applications in pain management, relief 
from insomnia, and the treatment of psychiatric conditions, 
such as attention-de fi cit hyperactivity disorder (ADHD) and 
anxiety disorders  [  1–  4  ] . Although medications from these 
four classes play a crucial role in alleviating distress and dis-
comfort in those who suffer from these conditions, many also 
have psychoactive effects that render them liable to be mis-
used. In recent years, the misuse of prescription medications 
has garnered a substantial amount of attention in the scienti fi c 
literature and the popular media. A growing body of research 
has documented increases in the prevalence of prescription 
drug misuse  [  3,   5,   6  ] . Epidemiological data collected in the 
USA indicate that of all individuals initiating use of an intox-
icating substance illicitly in the past year, nearly one-third 
reported nonmedical use of a prescription psychotherapeutic 
medication  [  7  ] . Rates of substance use disorders involving 
psychoactive prescription drugs, as categorized according to 
 Diagnostic and Statistical Manual of Mental Disorders  
(DSM-IV)  [  8  ]  criteria have also shown an increase  [  9  ] . 
Correspondingly, concern over nonmedical use of prescrip-
tion medications has grown, with the issue being labeled an 
“epidemic” and a problem of “staggering” proportions  [  10  ] . 

 The rising popularity of these types of prescription medi-
cations for nonmedical reasons has been linked both to an 
increase in their availability and to a general perception that 
they are relatively less harmful than illicit drugs  [  10,   11  ] . 
Pharmaceuticals may be misused for a multitude of reasons, 
including enhancing the effects of other drugs, achieving an 
intoxicating effect, and managing symptoms of withdrawal. 
They may also be used with the intent of self-medicating 
psychiatric or medical symptoms  [  12–  14  ] . The potential for 
abuse of and dependence on each of these classes of 
 substances has been noted as a major focus of concern  [  4, 
  10,   15,   16  ] . Although much of the epidemiological data 

 concerning prescription drug misuse has been collected in 
the USA  [  7  ]  emerging data suggest that this phenomenon is 
increasing worldwide  [  17,   18  ] . Expenditures for psychoac-
tive prescription drugs continue to increase  [  19  ] , and despite 
concerns about their misuse, opioid analgesics, anxiolytics, 
sedatives, and stimulants remain among the most frequently 
prescribed classes of prescription medications  [  20  ] . 

   What Do Researchers Mean by “Misuse”? 

 A major problem in the existing prescription drug literature 
is a lack of a universally accepted de fi nition of misuse  [  21  ] , 
an issue that has long been identi fi ed as a major impediment 
to making cross-study comparisons  [  22  ] . This issue impedes 
conducting comprehensive evaluations of the literature, 
including those related to the epidemiology of prescription 
drug misuse, the factors associated with misuse, and the pos-
sible negative consequences of misuse. Unfortunately, a 
wide range of operational criteria continues to persist in this 
 fi eld, resulting in the grouping of a heterogeneous collection 
of behaviors and motivations under the same descriptive 
term  [  21,   23  ] . 

 One common way of characterizing prescription drug 
misuse is on the basis of prescription status. Numerous exist-
ing studies have de fi ned misuse as any prescription drug use 
without a physician’s prescription  [  24–  31  ] . By de fi nition, all 
forms of nonprescribed use may be considered to be misuse, 
as they take place without a physician’s oversight and are 
inherently risky. These individuals do not receive clinical 
assessments, follow-up, or medical information from a health 
care provider  [  29  ] . However, equating misuse with nonpre-
scribed use fails to take into account individuals’ motives for 
use of prescription drugs  [  21  ] . Understanding motives for 
substance use is crucial for predicting risk for problematic 
consequences  [  32  ] . Grif fi ths and Johnson describe two forms 
of prescription drug self-administration that differ in motive 
and associated patterns of use  [  33  ] . Recreational use, or use 
for the purposes of experimentation or intoxication, is 
thought to be distinct from self-administration with quasi-
therapeutic intent, which is generally an attempt to self- 
medicate undiagnosed or undertreated physical (e.g., pain) 
or psychiatric (e.g., anxiety) symptoms  [  33,   34  ] . 

 Another limitation to this de fi nition of misuse is that it 
excludes individuals who possess a valid prescription but use 
their medication in unsanctioned ways. Examples include 
increasing the dosage or frequency of administration, coad-
ministering with other substances (licit and illicit), and alter-
ing the route of administration by injecting, smoking, or 
inhaling the prescription drug  [  21  ] . Furthermore, de fi ning 
misuse as use without a prescription does not take into 
account individuals who procure prescriptions for unsanc-
tioned reasons; for example, with the intent of using them 
recreationally or diverting to others. 

  Issues that Need to Be Addressed by Future Research 

    Standardized terminology for describing and refer-• 
ring to the various forms of prescription drug mis-
use will facilitate cross-study comparisons.  
  Future inquiries will bene fi t from examining indi-• 
viduals’ contexts of use and motivations for misuse 
of prescription medications.  
  Researchers should increase their focus on middle • 
adulthood, a demographic group that has received 
little attention in the literature on prescription drug 
misuse.    
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 Characterizing prescription drug misuse by evaluating 
symptoms of problematic prescription drug use based on for-
mal DSM-IV  [  8  ]  diagnostic criteria is another method which 
has been employed  [  9,   15,   35,   36  ] . Although this approach 
may yield information that aids in treatment planning for 
some individuals  [  35  ] , it is problematic for several reasons. 
Hazardous use of prescription drugs may occur even when 
diagnostic criteria for a substance use disorder are not met. 
Conversely, symptoms of dependence, such as physiological 
tolerance to a drug’s effects and symptoms of withdrawal 
following its cessation, have long been observed to develop 
as a consequence of long-term use of certain medications, 
even when used according to a physician’s instructions  [  15  ] . 
In this situation, the patient and physician may decide that 
the risk of this occurrence is outweighed by the bene fi t that 
the medication provides in controlling the symptoms for 
which it was prescribed. Studies that classify prescription 
drug misuse based on symptoms of substance use disorders 
may describe a heterogeneous group of individuals and 
therefore be of limited predictive value  [  21  ] . 

 Several large-scale epidemiological studies have been 
conducted in the USA examining patterns of substance use, 
including misuse of prescription drugs, at a population-based 
level. The National Survey on Drug Use and Health (NSDUH) 
is one such ongoing investigation  [  7  ] . The NSDUH assesses 
nonmedical use of prescription psychotherapeutics, de fi ned 
as use without a prescription, for the experience, or for the 
feeling that the substance caused  [  7  ] . This de fi nition of pre-
scription drug misuse is congruent with the de fi nition cur-
rently recommended by Canada’s national public health 
agency  [  37  ] . As this characterization has been adopted by 
numerous recent studies focusing on prescription drug mis-
use  [  9,   16,   38–  44  ] , the term “misuse” in the current chapter 
will be employed to correspond with this de fi nition. 

 It should be noted that the NSDUH de fi nition presents 
some inherent limitations. By capturing a wide range of 
behaviors, respondents may potentially be required to recall 
multiple instances of substance use in order to provide an 
accurate response to a single survey item  [  23  ] . For research-
ers, it is impossible to tease apart the speci fi c factors associ-
ated with risk for different forms of prescription misuse; for 
instance, that engaged by prescribed users versus nonpre-
scribed users. Despite the inclusiveness of the NSDUH 
de fi nition, some forms of misuse may nevertheless be under-
reported. For example, using a prescribed sedative to mini-
mize the negative side effects of stimulant drugs  [  45  ]  
corresponds to none of the behaviors described in the 
de fi nition. 

 Numerous researchers have identi fi ed the need to adopt a 
standard de fi nition of prescription drug misuse in order to 
coordinate the efforts to better understand the nature, extent, 

and complexity of this issue  [  10,   21  ] . This avenue of research 
represents an important area for future investigations.  

   Risks and Consequences Associated 
with Prescription Drug Misuse 

 There are a number of reasons why prescription drug misuse 
is of critical concern to health care professionals, policymak-
ers, and the general public  [  9  ] .    Misuse of prescription drugs 
may reportedly transition to use of illicit drugs over time 
 [  46  ] . Misuse has also been reported as a risk factor for sub-
sequent onset of prescription drug abuse and dependence 
 [  47  ]  and may also play a role in exacerbating existing 
 substance use disorders involving other substances  [  48  ] . This 
may result in direct costs to the user, such as poor health and 
diminished quality of life, as well as indirect societal costs, 
such as lost productivity and increased demands upon the 
health care and criminal justice systems  [  49  ] . In addition to 
increased risk of developing a prescription drug use disorder, 
adverse medical sequelae of misuse can include cardiac 
arrhythmia, respiratory depression, and overdose  [  3,   33  ] . 
Use of prescription medications in ways that are not in accor-
dance with physician recommendations has also been associ-
ated with a host of other factors, including  psychiatric 
symptoms  [  15,   16  ]  and risk for accidents and injury  [  33  ] .  

   Prescription Drug Misuse Across the Lifespan 

 The use and misuse of psychoactive substances are closely 
related to age, developing and varying in correspondence 
with the life cycle  [  50  ] . Forms of prescription medication 
misuse have been reported in all age groups from early ado-
lescence  [  42,   51  ]  to late adulthood  [  52–  54  ] . Epidemiological 
data indicate that prevalence rates tend to vary by age, with 
the highest rates reported in the late teens and early twenties 
 [  7  ] . Other studies have found that older adults are also at 
elevated risk for prescription drug misuse  [  53,   54  ] . Despite 
the indications of a growing trend of misuse, existing research 
is far from conclusive as to the demographic features or other 
characteristics associated with increased risk for misuse of 
prescription drugs  [  10  ] . 

 Another rarely acknowledged issue in the literature is that 
prescription drug misuse appears to manifest in different 
ways across development, suggesting that studies that inves-
tigate misuse in a given age group are unlikely to generalize 
to other populations. The remainder of this chapter will 
employ a developmental framework to describe the hetero-
geneity of prescription drug misuse across the lifespan. 
Speci fi cally, patterns of use, correlates, and treatment 
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 considerations will be examined in various age groups, 
including adolescents, young adults, middle age, and older 
adults.   

   Prescription Drug Misuse in Adolescence 

 Adolescence, de fi ned chronologically as the period between 
approximately age 12 and 17 and socially as a transitional 
period between childhood and adulthood  [  55  ] , is a time of 
rapid development, growth, and change—physically, emo-
tionally, and intellectually. For many adolescents, it is also a 
time of experimentation with substance use. Initiation of the 
use of many types of substances, including alcohol, tobacco, 
and illicit drugs, is commonly documented to occur in the 
teen years  [  43,   56  ] . Prevention and treatment initiatives have 
long been employed to educate teens about the harms 
 associated with substance use, and encouragingly, rates of 
tobacco and alcohol use in teens are at historically low levels 
 [  51  ] . However, the issue of prescription drug misuse in ado-
lescent populations has increasingly drawn the attention of 
health professionals, educators, policymakers, and the general 
public  [  57  ] . The alarm this issue has prompted is exempli fi ed 
by phrases such as “Generation Rx,” coined to refer to teenag-
ers in North America in the twenty- fi rst century  [  58  ] . 

 Although research documenting prescription drug misuse 
in adolescent populations suggests that there is cause for 
concern, researchers are far from reaching a consensus about 
the nature and extent of this issue  [  57  ] . Results from several 
large-scale epidemiological surveys have detailed wide-
spread misuse of prescription psychoactive medications 
among teens  [  7,   51  ] . However, as described previously, com-
parisons between different studies are complicated by vary-
ing operational de fi nitions of “misuse” employed by different 
researchers  [  21,   42  ] . Considerable variation is evident even 
in the  fi ndings of studies purporting to study the same phe-
nomenon  [  59  ] . For example, depending on the de fi nition 
used, prevalence estimates among adolescents for having 
engaged in misuse use of any of the most commonly misused 
psychoactive prescription drug classes, including sedatives, 
tranquilizers, stimulants, and opioids, range from 1.1%  [  59  ]  
to 20%  [  60,   61  ] . Although speci fi c prevalence estimates are 
dif fi cult to agree upon, there are a number of trends indica-
tive of a growing problem. In contrast to the declining preva-
lence of alcohol and illicit drug use documented among 
adolescents in recent years, most studies indicate that rates 
of misuse of prescription medications have grown  [  51,   55  ] . 
Recent reports from the USA indicate that in relation to other 
drug use, the prevalence of prescription drug misuse among 
teens is second only to that of marijuana. Teens represent the 
fastest-growing segment of new misusers of prescription 
drugs  [  7  ] . Though diagnosable prescription medication-
related substance use disorders were thought to manifest 
infrequently during adolescence as recently as a decade ago 

 [  59  ] , more current data suggest that symptoms of prescrip-
tion medication abuse and dependence may also be increas-
ing  [  40  ] . One large, population-based study found that over 
17% of adolescents who reported misusing a prescription 
medication in the previous year met diagnostic criteria for 
substance abuse or dependence, with nearly two-thirds of 
those cases relating solely to opioid analgesics  [  41  ] . 

 In addition to signs that adolescent prescription medica-
tion misuse is becoming more widespread, a number of other 
considerations make this a particularly vital issue. Adolescent 
substance use is associated with increased likelihood of 
injury,  fi ghts, declining school performance, unwanted sex-
ual activity, peer con fl ict, property damage, and trouble with 
police  [  55  ] . The risk of accident or injury may be particularly 
heightened with the use of sedatives and opioids, which can 
affect cognition and motor skills even at low doses  [  62  ] . 
Another reason for the concern surrounding adolescent pre-
scription drug misuse is that brain development progresses 
through critical stages during the teenage years. In fact, 
changing connectivity, neurotransmitter activity, and neu-
rocognitive function are thought to be some of the factors 
underlying the increase in high-risk and disinhibitory behav-
ior seen in adolescents  [  63  ] . Exposure to psychoactive pre-
scription drugs at this time has the potential to induce lasting 
neurobiological changes in the brain  [  10,   62  ] . Although the 
behavioral consequences are unknown, research does indi-
cate that early onset of prescription misuse also appears to be 
associated with increased risk of substance use disorders in 
adulthood  [  64  ] . McCabe et al. found that for each year pre-
scription drug misuse was delayed, risk for subsequent abuse 
of or dependence on a prescription medication declined by 
5%  [  47  ] . With a growing body of evidence documenting the 
potential for negative outcomes of prescription drug misuse 
in adolescence, it is critical that more efforts be directed to 
increasing our understanding of this phenomenon, to devel-
oping ways to prevent its occurrence, and to providing 
 appropriate intervention when problems are identi fi ed. 

   Patterns of Prescription Drug Misuse 
in Adolescence 

 Although the media has often portrayed adolescent prescrip-
tion drug misuse as a unitary construct, a review of the exist-
ing literature suggests that the nature of the issue is far more 
complex. Although misuse of all forms of psychoactive pre-
scription medications has been documented in adolescents, 
the highest rates have been found for opioid painkillers, fol-
lowed, in decreasing order of prevalence, by sleeping, seda-
tive/anxiety, and stimulant medications  [  13,   61,   65,   66  ] . 
Patterns of use are thought to vary by class of medication 
used  [  13,   42,   61  ] . 

 Further complicating these investigations is the diversity 
of pharmaceutical products and drug formulations within a 
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given class of medications  [  57  ] . For example, misuse of 
stimulant medications, such as methylphenidate and dextro-
amphetamine, is well documented  [  27,   40,   67  ] . However, 
this class of medications includes a number of substances 
that are chemically distinct from one another, have different 
functions in the brain, and that are produced in a variety of 
formulations. Some of the sustained-release formulations are 
speci fi cally designed to decrease the likelihood of their being 
administered through an altered route of administration  [  68  ] . 
Patterns of misuse observed with short-acting stimulant 
medications may not generalize to the extended-release for-
mulations; unfortunately, existing studies often fail to make 
this distinction  [  69  ] . 

 As noted, increases in prescription drug misuse have 
been partially attributed to availability of abusable prescrip-
tion drugs  [  13,   51  ] . Children and adolescents under the age 
of 19 receive, per capita, the highest proportion of stimulant 
medications for treatment of Attention-De fi cit Hyperactivity 
Disorder (ADHD) of any age group  [  20  ] . These drugs may 
be misused by the individuals they were intended to treat or 
diverted to users without a prescription  [  60  ] . Indeed, diver-
sion, including “borrowing” or “sharing” of all types of 
 prescription drugs, is particularly prevalent among teens 
 [  60,   70  ] . Several North American studies report that between 
one-quarter and one-third of middle- and high-school stu-
dents with prescriptions for stimulant medications have been 
approached to sell, trade, or give away their prescription 
 [  27,   71,   72  ] . Additionally, adolescents have ready access to 
prescription drugs in their own homes, often attaining pre-
scription painkillers and anti-anxiety medications from 
 family members or friends, both with their permission and 
via theft  [  60  ] . 

 Although friends and family with prescriptions appear to 
be the primary sources from which adolescents obtain 
diverted prescription medications  [  7,   40,   60,   73  ] , the recent 
proliferation of online pharmacies has raised the concern that 
teens may be illicitly obtaining prescription drugs over the 
Internet  [  18,   74  ] . As yet, data do not support Internet pharma-
cies as a major source, perhaps due to the ready availability 
of medications from other sources  [  60,   70  ] . One large survey 
asked American teens to estimate the time it would take them 
to attain prescription drugs for the purposes of intoxication. 
More than one-third of these participants reported being able 
to attain illicit prescription drugs within a day’s time, with the 
vast majority listing parents, other  family members, and 
friends as the sources of these drugs  [  75  ] . 

 Coupled with easier access to prescription medications is 
the issue of lower perceived harm, which is also thought to 
be a major contributing factor to this growing problem  [  62  ] . 
One study found that 40% of teens believed prescription 
drugs to be “much safer” than illegal drugs, while 25% 
believed that painkillers were not addictive  [  76  ] . Societal 
shifts in attitudes toward medications and drugs and their 
perceived negative effects may be re fl ected in changing 

 patterns of substance use  [  51  ] . In the context of widespread 
medical use and direct-to-consumer advertising, it is not sur-
prising to  fi nd that many adolescents perceive prescription 
drug use to be acceptable and consider the hazards associ-
ated with their use to be minimal compared to the use of 
illicit street drugs  [  10,   51,   62  ] . 

 In addition to the in fl uences of society, community, and 
culture on teens’ substance use, when exploring how pre-
scription drug misuse in adolescence may be differentiated 
from other age groups, it is also important to take into account 
more proximal environments and contexts in which the mis-
use takes place  [  42  ] . The attitudes, beliefs, and customs of 
adolescents’ peer groups are thought to have a profound 
effect on teens’ patterns of substance use. Peer group approval 
has been shown to be associated with increased misuse of 
medications  [  51  ] , and having friends who use illicit drugs is 
associated with increased risk for prescription drug misuse 
in teens  [  66,   77  ] . Parental expectations and modeling are 
also important predictors of substance use  [  10  ] . Permissive 
attitudes toward the use of alcohol and marijuana among par-
ents are associated with greater use of these substances by 
teens; although not yet evaluated empirically, this relation-
ship may also apply to prescription drugs  [  75  ] . 

 Intrinsic to the current review is the idea that considering 
motives for use of prescription medications is crucial to 
making sense of the heterogeneity within the group of behav-
iors broadly classi fi ed as prescription medication misuse. 
Contrary to representations in the popular media which sug-
gest that most adolescents using prescription drugs nonmed-
ically are doing so for recreational purposes, empirical 
results suggest that adolescent prescription drug misuse is 
more frequently in keeping with the accepted therapeutic 
purpose of the medications  [  13,   62  ] . For instance, teens have 
reported self-medication with tranquilizers to help with sleep 
or decrease stress, with stimulants to enhance their level of 
concentration while studying, and with analgesics to man-
age pain  [  13,   60  ] . As these individuals may be unaware of 
the side effects or drug interactions, this is far from being a 
risk-free activity; yet, the potential harms associated with 
this type of therapeutically motivated misuse are likely to 
differ from purely recreational use. Boyd et al. examined 
motives for use of prescription sedatives, anxiolytics, stimu-
lants, and painkillers in an adolescent student sample and 
found that motives varied by substance used  [  13  ] . While 
three-quarters of nonmedical sedative use was reported as 
being solely for the purpose of helping with sleep, motives 
for use of analgesic and stimulant medications were much 
more diverse, with many students reporting multiple concur-
rent motives. These researchers found that as the number of 
motives for use of prescription drugs increased, so too did 
the risk for other substance use problems  [  13  ] . Adolescents 
reporting purely self-medication motives for prescription 
drug misuse demonstrated no increased risk of other sub-
stance problems.  
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   Correlates of Prescription Drug Misuse 
in Adolescent Populations 

 Investigations of prescription drug misuse in adolescence 
have emphasized quantifying the extent of the problem, 
rather than characterizing it. Existing research has tended to 
focus on misuse of opioid analgesics and stimulants, with 
sedatives and tranquilizers receiving relatively less attention 
 [  41  ] . Although evidence for correlates of prescription misuse 
in adolescents is just beginning to accumulate, these studies 
have identi fi ed a number of factors associated with the 
 misuse of prescription medications in this age group. The 
most commonly replicated  fi nding is a strong association 
between prescription drug misuse and increased likelihood 
of engaging in all other forms of substance use, including 
alcohol, tobacco, and illicit drugs  [  27,   41,   43,   60,   66,   67, 
  72,   77  ] . For instance, one study found that adolescent non-
medical prescription drug users were seven times more likely 
to smoke cigarettes,  fi ve times more likely to drink alcohol 
and smoke marijuana, almost four times more likely to binge 
drink, and eight times more likely to have used several other 
illicit drugs  [  60  ] . This association holds across the various 
categories of abusable prescription drugs. Additionally, ado-
lescent prescription drug misuse appears to often take place 
in a polysubstance context  [  41  ] . Teens who misuse prescrip-
tion stimulants  [  43  ]  and analgesics  [  77  ]  have reported a high 
level of coadministration with other drugs, putting them at 
risk for adverse consequences from drug interactions. 

 A general tendency toward risk-taking behavior among 
adolescents has also been found to be predictive of misuse of 
all categories of commonly misused prescription drugs  [  41  ] . 
For example, teens who reported stimulant misuse were 
more likely to have been a passenger in a car driven by some-
one who had consumed alcohol  [  27  ] . McCabe, Boyd, and 
Teter found that opioid painkiller misuse was associated with 
a range of “problem behaviors,” including having been sus-
pended or expelled from school, skipping school in the past 
month, buying illegal drugs at school, and frequently using 
drugs to get high  [  77  ] . 

 Several studies have examined relationships between 
demographic variables and prescription drug misuse. Rates 
of prescription drug misuse have been shown to increase 
consistently from early to late adolescence  [  27,   51,   60,   67  ] . 
The association between gender and medication misuse 
appears to vary between drug classes. Studies of prescription 
stimulant misuse typically report similar rates in adolescent 
males and females  [  40,   43  ] , or slightly higher rates in males 
 [  27,   72  ] . In contrast, females appear to be more likely than 
males to misuse opioids and tranquilizers  [  13,   60,   66  ] . This 
may re fl ect either the higher frequency with which females 
receive prescriptions for these medications and/or self- 
medication of disorders such as depression or anxiety, which 
occur more often in females. Prescription misuse also appears 
to differ across racial and ethnic groups. Most studies report 

the highest prevalence of misuse among Caucasian adoles-
cents  [  27,   40,   67  ] . However, Boyd and colleagues found 
equal rates of prescription opioid misuse among Caucasian 
and African-American students in an ethnically diverse 
school district in the USA  [  13  ] , and Sung et al. found that 
African-American teens were actually at higher risk for opi-
oid misuse compared to other racial groups  [  66  ] . 

 The likelihood of methylphenidate misuse appears to be 
greater among students with poorer academic performance 
 [  41,   66,   67,   72  ] . Adolescent stimulant misuse has also 
been found to be more common in low-income families and 
families receiving government assistance  [  40,   66  ] . 

 Only a few studies have looked at the relationship between 
mental health and prescription misuse in adolescents. Poulin 
found that high school students with elevated levels of depres-
sive symptoms, as well as those screening positive for ADHD, 
had a higher likelihood of having used stimulant medication 
without a prescription  [  72  ] . Schepis and Krishnan-Sarin 
reported a positive association between misuse of any pre-
scription drug and experiencing a major depressive episode 
or receiving mental health treatment in the preceding year 
 [  41  ] . Further examining these relationships, as well as identi-
fying associations with any other psychiatric conditions 
(e.g., anxiety disorders), represents an important area for 
future investigations.  

   Implications for Prevention and Treatment 
in Adolescents 

 The recent escalation in prescription medication misuse 
among adolescents and the increasingly well-documented 
risks of such misuse make it essential to develop initiatives 
to minimize the negative effects to teens. The body of litera-
ture described above indicates that adolescents involved in 
prescription drug misuse are a heterogeneous group. 
Individual differences in the particular prescription medica-
tions used, patterns of use, and motives for use, are all essen-
tial to consider when developing prevention or treatment 
interventions  [  37  ] . 

 As mentioned, motivations for prescription drug misuse 
are commonly reported to be therapeutic; thus, traditional 
anti-drug campaigns may be inappropriate for addressing 
prescription misuse in teens  [  13  ] . Effective treatment pro-
grams will need to consider the motivations and perceptions 
that may have encouraged adolescents to initially misuse 
medications  [  40,   42  ] . One of the most important prevention 
strategies may be education programs targeted at adolescents 
that highlight the dangers and risks of misusing prescription 
medications  [  60  ]  while at the same time taking care not to 
downplay their legitimate use  [  42  ] . 

 Considering the frequency of self-medication motives 
for prescription drug misuse, it is also important that 
 adolescents receive appropriate treatment for relevant 
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psychological conditions  [  13  ] . Poulin found that less than 
10% of those with symptoms of ADHD or depression 
were actually receiving appropriate medication; the pres-
ence of these psychiatric symptoms was linked to taking 
stimulant medications illicitly  [  72  ] . Better screening pro-
grams are needed to detect and address adolescent mental 
health conditions that may be linked to prescription drug 
misuse  [  72  ] . 

 For adolescents, family involvement may prove to be a 
key to prevention in a number of important ways. Parents 
can limit their teens’ access to abusable prescription drugs 
in the home by monitoring and securing any medications 
that are present, as well as appropriately disposing of expired 
or unused medications. Schinke et al. found that female 
teens in families with better parent–child communication 
and clear anti-drug views were less likely to have misused 
prescription drugs  [  78  ] . Higher parental involvement in 
teens’ lives has also been associated with lower rates of opi-
oid misuse  [  66  ] . More favorable outcomes may be achieved 
if parents participate in prevention programs along with 
their children  [  42  ] . 

 Other potential targets for intervention programs to reduce 
prescription drug misuse in adolescents include schools and 
the health care system. Educators can discuss potential harms 
of prescription misuse and diversion with teens, focusing on 
the speci fi c hazards of each drug class  [  51,   62  ] . Because of 
the high occurrence of polysubstance use among adolescents 
misusing prescription drugs, preventative efforts should edu-
cate adolescents about the risks for adverse drug interactions 
 [  77  ] . Given the frequency of diversion from peer sources 
 [  60  ]  especially in schools  [  73  ] , strict school policy and moni-
toring of legitimate prescription drug use is also crucial. 

 Clinicians and service providers who work with adoles-
cents, including doctors, nurses, social workers, and pharma-
cists, can act as “gatekeepers,” monitoring teens’ prescription 
use in order to detect signs of diversion and being mindful of 
the risk factors for misuse, particularly given the relationship 
with other substance use  [  27,   41  ] . Although it is important to 
be able to identify speci fi c risk factors to minimize access to 
medications that may be harmful if used inappropriately, cli-
nicians face a challenge in balancing the effective delivery of 
care with the risk for misuse of certain medications.   

   Prescription Drug Misuse in Young Adults 

 Like adolescence, early adulthood is a time of transition. 
During this period of life, de fi ned approximately as ages 18 
to 25  [  79  ] , individuals begin to assume adult responsibilities 
and pursue new educational and vocational goals  [  79  ] . This 
age group comprises the largest proportion of students at 
postsecondary educational institutions in North America 
 [  80,   81  ] . Enrollment in colleges and universities has grown 
over recent decades, with current data indicating that nearly 

40% of 18- to 25-year-olds are current postsecondary stu-
dents  [  82  ] . This population has been the recipient of much 
attention in the literature, due to the prevalence of substance 
use among college and university students  [  51,   79  ]  as well as 
their proximity to academic researchers. Accordingly, this 
section on prescription drug misuse in young adults will 
focus primarily on postsecondary students. 

 Culturally, the college years are perceived as a time of 
experimentation and risk taking  [  83  ] , in which substance use 
is often viewed as normative  [  79,   84  ] . In addition to report-
ing the highest rates of illicit drug use of any age group, 18- 
to 25-year-olds in North America report the highest rates of 
prescription drug misuse  [  7  ] , with evidence suggesting that 
prevalence rates are increasing  [  85  ] . Although representing 
only 13% of the US population  [  7  ] , recent epidemiological 
investigations found that this age group accounted for 32% 
of all opioid pain reliever misuse  [  86  ] , 35% of prescription 
stimulant misuse  [  40  ] , and 21% of prescription tranquilizer 
misuse  [  7  ] . Although much of the existing research has been 
conducted in the US and Canada, worldwide data appear to 
corroborate this trend  [  59,   87  ] . 

 As with other age groups, methodological differences 
between studies and variations in the operationalization of 
misuse make it dif fi cult to determine de fi nitive estimates of 
the extent of prescription drug misuse in college- and univer-
sity-age populations. However, particular attention has been 
paid to the misuse of stimulant medications  [  32,   57,   88–  92  ] . 
The lifetime prevalence of prescription stimulant misuse in 
college and university students has been reported to range 
from 7%  [  88  ]  to 43%  [  93  ] , greatly exceeding the lifetime 
prevalence of between 2 and 5% reported in the general pop-
ulation  [  3,   40  ] . Hall et al. found the rate of nonprescribed use 
of prescription stimulants in a college sample to be second 
only to marijuana, with nearly half of the respondents stating 
that they knew a fellow student who had misused these drugs 
 [  90  ] . Far fewer studies have been conducted examining rates 
of opioid, anxiolytic, and sedative medication misuse in 
postsecondary students, but preliminary data have reported 
prevalence rates of approximately 15% for opioids  [  38, 
  94,   95  ]  and 8% for anxiolytics and sedatives  [  25  ] . 

 There are a number of reasons why prescription medication 
misuse in young adult populations is of particular concern. 
Misuse is frequently reported to occur in the context of simul-
taneous polysubstance use  [  92,   95–  98  ] , putting users at risk 
for adverse drug interactions. Co-administration of stimulants 
 [  92,   96  ] , opioids  [  83  ] , and tranquilizers  [  83  ]  with alcohol has 
been reported among university students. In a study focusing 
on prescription stimulants, Barrett et al. found that co-admin-
istration of other substances was common even when students 
reported using stimulants exclusively when studying  [  97  ] . 

 One study that examined students’ perceptions of 
 nonprescribed stimulant use found that 79% of the students 
who engaged in this behavior reported no concerns about 
potential negative consequences, suggesting many may 
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underestimate the potency and adverse health effects of 
 stimulant misuse  [  91  ] . Quintero, Peterson, and Young found 
that college students tended to describe the use of prescrip-
tion drugs as more socially and legally acceptable and less 
hazardous than illicit drugs  [  83  ] . Many college students do 
not appear aware that one of the risks of prescription drug 
misuse is the development of medication-related substance 
abuse or dependence  [  47  ] . In fact, one large population-based 
study found that the mean age of onset for medication-related 
substance use disorders was in the early 20s  [  3  ] . Kroutil et al. 
reported that young adults who had misused prescription 
drugs in the past year were at higher risk for dependence on 
and abuse of prescription medications, as compared to older 
age groups  [  40  ] . 

   Patterns of Prescription Drug Misuse in Young 
Adult Populations 

 As with adolescents, young adults’ motives for misuse of 
prescription medications are essential to consider  [  14  ] . 
Within individual classes of medication, multiple motives 
for use have been reported. The majority of research on pre-
scription drug misuse in young adult populations has focused 
on the misuse of stimulant medications, including various 
forms of methylphenidate (Ritalin, Concerta), dextroam-
phetamine (Dexedrine), and mixed-salts amphetamine 
(Adderall). Given the high level of demands in college envi-
ronments, students may seek out stimulant medications to 
assist in staying awake and focused while studying  [  32,   57, 
  90  ] , a form of misuse which is somewhat congruent with 
these medications’ intended therapeutic purpose  [  14  ] . This 
supposition is borne out by a series of studies reporting that 
students’ primary motives for taking a stimulant medication 
without a prescription were to concentrate and increase alert-
ness  [  32,   38,   92,   93,   99,   100  ] . Judson and Langdon also 
found that individuals who had self-diagnosed themselves as 
having ADHD were more likely to use stimulant medications 
without a prescription  [  100  ] . Although some reports suggest 
that many students believe that stimulant medications will 
improve their academic performance  [  93,   100  ] , interestingly, 
one study found that only 14% of nonprescribed stimulant 
users agreed that using these drugs had had a positive long-
term effect on their academic achievements  [  90  ] . 

Given that stimulant medications act in similar ways in 
the brain to illicit stimulant drugs, they may also be used for 
recreational purposes  [  101  ] . Although recreational use of 
prescription stimulants has been found to be prevalent, evi-
dence suggests that it is less commonly students’ primary 
motive for use  [  92,   99,   100  ] . Emerging evidence suggests 
that these two motives, self-medication and recreation, may 
describe distinct subtypes of prescription drug misuse among 
college students  [  14  ] . 

 Less evidence has documented differing motives for use 
in other prescription drug classes in university and college 
students. One study found that the primary purpose for non-
prescribed use of opioids was to relieve pain, with 63% of 
students endorsing this motive. However, other motives were 
common, with 32% reporting having taken prescription opioids 
to get high and 29% reporting use for experimentation  [  94  ] . 
Although engaging in prescription drug misuse for any rea-
son has the potential to escalate into problematic patterns of 
use  [  101  ] , gaining a better understanding of young adults’ 
motives for use will help provide insights into the potential 
short- and long-term consequences of this behavior  [  32  ] . 

 Another important avenue of investigation concerns mis-
use among individuals with prescriptions for psychoactive 
drugs. Several studies have examined prescription drug 
 misuse in college students with prescriptions to treat ADHD 
 [  90,   91,   99  ] . Arria et al. found that 27% of the students 
reported overuse of their own medication and 16% reported 
nonprescribed stimulant use  [  99  ] . Teter et al. found similar 
rates of stimulant misuse in students with and without past 
prescriptions for stimulant medications  [  32  ] , while Judson 
and Langdon found that students with current prescriptions 
for stimulants were more likely to report misuse  [  100  ] . These 
results suggest that medication misuse among students with 
prescriptions is also a concern. 

 Studies assessing patterns of diversion among prescribed 
young adult users of psychoactive medications are equally 
important. The literature indicates that most nonprescribed 
medication administered by individuals in this age range 
originates from peers with prescriptions  [  11,   86,   91,   94,   95, 
  99,   102  ] . In a sample of students with prescriptions for stim-
ulant medications to treat ADHD, Advokat et al. found that 
83% had been asked to give their medications away and 
54% had been asked to sell their medications  [  93  ] . 
Undergraduate men have been found to be more likely than 
women to have been approached to divert their opioid medi-
cation  [  95  ] . As compared to other sources, students who 
obtained prescription drugs from peers reported more fre-
quent heavy episodic alcohol use, higher rates of drug use, 
and a greater tendency to engage in polysubstance use  [  102  ] . 
These students were also more likely to report symptoms of 
drug and alcohol use disorders  [  94  ] . One study reported that 
opioids diverted from peers were commonly co-adminis-
tered with alcohol, while those diverted from family mem-
bers were exclusively used for pain management  [  95  ] . 
Several studies have found gender differences in sources for 
diverted prescription drugs, with females more likely than 
males to have received sedative, anxiolytic, and pain medi-
cations from familial sources  [  94,   95,   102  ] . Obtaining medi-
cations using methods such as pharmacy theft, prescription 
fraud, online pharmacies, or seeking prescriptions from 
multiple doctors is thought to be rare among young adults 
 [  11,   86,   94,   99  ] . 
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 A further consideration when examining patterns of mis-
use of prescription drugs in young adult populations is the 
drug formulation and route of administration used. Extended-
release formulations appear to have lower misuse liability; 
however, tampering with medications may allow faster drug 
delivery, alternate routes of administration, and separation 
and puri fi cation of active drug ingredients  [  68  ] . Not surpris-
ingly, most stimulant medication misuse appears to involve 
short-acting methylphenidate and dextroamphetamine, but 
misuse of long-acting forms has also been reported  [  40  ] . 

 The most common route of administration for misused 
prescription stimulants among young adults appears to be 
oral, followed by intranasal  [  91,   97  ] . Likewise, the most 
common route of administration for opioids appears to be 
oral  [  94  ] , with other routes reported much less frequently. 
Interestingly, the route of administration for opioids has been 
shown to vary depending on prescription source and motive 
for use. McCabe et al. found that less than 1% of the students 
reporting pain management as their motive for opioid misuse 
reported intranasal use  [  94  ] . No student who obtained pre-
scription opioids from a parent reported intranasal adminis-
tration, while more than 16% of the students obtaining these 
drugs from non-parent sources (predominantly friends) 
reported intranasal use  [  94  ] , Eighty percent of the group of 
intranasal users was composed of students who reported 
using the medications to get high  [  94  ] . Overall, those stu-
dents reporting non-oral routes of administration had 
increased odds of experiencing drug-related problems  [  94  ] .  

   Correlates of Prescription Drug Misuse in Young 
Adult Populations 

 As with adolescent populations, studies focusing on young 
adults have consistently found a relationship between pre-
scription drug misuse and increased prevalence and fre-
quency of other substance use  [  11,   32,   93,   102  ] , as well as 
problems associated with alcohol and other drugs  [  28,   30, 
  103  ] . These studies have overwhelmingly concentrated on 
nonprescribed stimulant use, which has been associated with 
higher rates of binge drinking  [  26,   32,   88,   89,   104,   105  ] , 
tobacco use  [  32,   88,   104  ] , marijuana use  [  88,   89,   97,   105  ] , 
ecstasy use  [  26,   88,   89,   97  ] , cocaine use  [  26,   88,   97  ] , and 
other illicit drug use  [  26,   97,   105  ] . Nonprescribed stimulant 
medication users are more likely to report adverse conse-
quences related to substance use, including missing classes, 
developing a hangover, and being injured while under the 
in fl uence of alcohol or drugs  [  89  ] ; risky activities such as 
having unplanned sex and driving while intoxicated  [  88,   89  ] ; 
and antisocial behaviors such as being arrested, stealing, 
and selling drugs  [  105  ] . Interestingly, some studies have 
found that compared to nonusers, college students who had 
engaged in nonprescribed stimulant use reported more 

extensive alcohol and other drug use histories regardless of 
whether their primary motive for using the medication was to 
help concentrate or for recreation  [  32,   97  ] . Teter et al. argue 
that this  fi nding runs contrary to the notion that students 
who use stimulant medications without a prescription to study 
are engaging in relatively less hazardous behaviors  [  32  ] . 
Although most studies have investigated the correlates of 
nonprescribed stimulant use, higher rates of substance use, 
as well as increased risk for alcohol and marijuana depen-
dence, have also been observed in prescribed stimulant users 
who report overuse of their own medications  [  99  ] . 

 As noted, considerably fewer studies have examined opi-
oid, sedative, and anxiolytic misuse in young adult popula-
tions. Existing evidence supports a link between misuse of 
these medications and other substance use in this age range 
 [  11  ] ; however, the patterns appear to differ somewhat from 
those observed with young adults’ stimulant misuse. For 
instance, other substance use has been found to differ among 
nonprescribed opioid users depending on their motives for 
use  [  94  ]  and on the source of the medication  [  95  ] . Students 
who reported using opioids exclusively to manage pain did 
not differ from nonusers in terms of binge drinking and alco-
hol use disorders, while those reporting nontherapeutic 
motives for use had elevated rates of these problems  [  94  ] . As 
compared to nonusers, higher rates of tobacco use, illicit 
drug use, and binge drinking were observed in nonprescribed 
opioid users who obtained the medication from their peers, 
while no such elevations were found among those who 
obtained opioids from familial sources  [  95  ] . 

 Multiple studies have examined demographic correlates 
of prescription drug misuse in an attempt to better understand 
the risk factors for misuse  [  16  ] . Findings relating to gender 
are inconsistent across studies. Several investigations have 
demonstrated similar overall prevalence of prescription drug 
misuse in male and female young adults  [  89,   91,   105,   106  ] , 
while others have found higher rates in males  [  11,   26,   32,   90, 
  92,   95  ] . Less commonly, higher rates in females have also 
been reported  [  59  ] . The reason for this lack of clarity may 
stem from variations between studies in how prescription 
misuse was operationalized. Some evidence suggests that an 
interaction between gender and motives for use may be pres-
ent, such that young women may be more likely to misuse 
prescription drugs for medical reasons, while young men 
may be more likely to report nonmedical motives  [  77,   94  ] . 
One study  [  11  ]  found that although young women were pre-
scribed anti-anxiety and pain medications at higher rates than 
young men, men reported more misuse of these substances, 
de fi ned in this study as use without a prescription. 

 Studies analyzing use in different racial or ethnic groups 
have found the highest rates of misuse of prescription stimu-
lants, opioids, and anxiolytics among Caucasian postsecond-
ary students  [  11,   25,   26,   94,   105,   107  ] . One study  [  32  ] , 
however, reported similarly high levels of stimulant misuse 
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among Hispanic students. Typically, African-American and 
Asian young adults have been reported to be at lower risk. 

 A number of other socio-demographic factors appear to be 
correlated with prescription drug misuse in young adults. 
Having a higher family income  [  89  ]  and having attended a 
private high school  [  91  ]  have been associated with increased 
use of stimulant medications without a prescription, 
 suggesting a relationship between higher socio-economic sta-
tus (SES) and stimulant misuse in postsecondary students, a 
pattern which differs from that observed in high school stu-
dents. Interestingly, colleges with more competitive entrance 
requirements have been found to have higher rates of stimu-
lant misuse  [  88  ] . The authors of this study suggest that com-
petitive entrance requirements may be serving as a proxy for 
SES. In addition, although this study did not measure  students’ 
motivations for prescription stimulant misuse, it suggests that 
misuse of these medications may be more common in envi-
ronments that place a high degree of emphasis on academic 
achievement. More research is needed to examine this pattern 
and explore the potential reasons (developmental and other-
wise) for the differing relationships between stimulant mis-
use observed in adolescent and young adult populations. 

 Several studies have found that postsecondary students 
with lower grade point averages are more likely to report pre-
scription drug misuse  [  107  ] . In particular, this relationship has 
been noted for both opioids  [  95  ]  and stimulants  [  26,   88  ] . Arria 
et al. found that nonmedical users of stimulants and analge-
sics skipped more classes, spent more time socializing and 
less time studying, and had lower GPAs. These authors sug-
gest that students engaging in prescription drug misuse repre-
sent a high-risk group for academic problems in college  [  38  ] . 

 Further investigations of individual differences in this 
area have suggested relationships between misuse of pre-
scription drugs and physical health, mental health, and per-
sonality. Poorer health has been found to be correlated with 
increased risk for misuse  [  107  ] , while involvement in athlet-
ics appears to be a protective factor for sedative, anxiolytic, 
and painkiller misuse, especially among females  [  108  ] . 
Surprisingly, few studies have examined the role of mental 
health in young adults’ prescription drug misuse. Herman-
Stahl et al. found that higher scores on a broad measure of 
psychological distress were associated with vulnerability to 
engage in prescription misuse  [  105  ] . Consistent with past 
studies  fi nding a robust association between sensation seek-
ing and drinking behavior in postsecondary students  [  79  ] , 
high sensation seeking appears to be associated with greater 
risk for stimulant medication misuse  [  92,   109  ] . This relation-
ship was found to be especially pronounced among students 
with high perfectionism scores, leading the authors to specu-
late that perfectionism appears to function synergistically 
with sensation seeking to predict misuse of prescription 
stimulants  [  92  ] .  

   Implications for Prevention and Treatment 
in Young Adults 

 College and university environments present unique chal-
lenges to implementing intervention strategies to minimize 
the diversion and misuse of prescription medications  [  88  ] . 
Institutions need to act proactively to address substance-
related problems experienced by their students  [  110  ] , which 
may include developing educational initiatives targeted at 
students, their parents, and health care providers. Treatment 
programs could be designed to address the speci fi c demands 
intrinsic to college life, especially regarding the intensity of 
the social environment and academic pressures  [  110  ] . 

 At the health care provider level, clinicians may be able to 
make use of some of the demonstrated correlates of prescrip-
tion drug misuse, particularly the strong relationship between 
alcohol and illicit drug use and prescription drug misuse. 
In all cases, there is a need to strike a balance between the 
delivery of essential medications and the need to reduce mis-
use of these drugs  [  95  ] . As evidence suggests that malinger-
ing of symptoms of ADHD in order to obtain medications for 
misuse is becoming more common  [  111  ] , it is essential that 
patients be given a thorough and comprehensive assessment 
before medications with known misuse liability are pre-
scribed. Because most college students who misuse prescrip-
tion medications obtain them from their peers, clinicians 
need to appropriately monitor students with prescriptions 
for abusable prescription drugs, not only to improve clinical 
outcomes, but also to help prevent the misuse of these medi-
cations  [  40  ] . When treating students with ADHD who may 
be at risk for misuse or diversion, physicians may wish to 
consider nonstimulant alternatives  [  112  ]  or pharmaceutical 
delivery systems that are less prone to misuse  [  88  ] . 

 Assessing young adults’ motives for use of prescription 
drugs is critical, as the correlates of different motives appear 
to vary by drug class. As noted, studies indicate that for those 
endorsing pain relief as the sole reason for nonprescribed 
opioid use, there was no increase in risk for substance use 
problems  [  94  ] , while both academic and recreational stimu-
lant misusers reported higher rates of such problems. Health 
care professionals should also inquire about the routes of 
administration used and the sources of medications, as the 
associated risks also appear to vary considerably depending 
on these factors.   

   Prescription Drug Misuse in Middle Adulthood 

 The period of life de fi ned herein as middle adulthood extends 
roughly from the early 30s to the early 60s. Some of the key 
developmental challenges encountered by individuals in this 
age group involve establishing a career, maintaining stable 
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marital and family relationships, and parenting  [  113  ] . Despite 
comprising the largest proportion of the population, research 
examining prescription drug misuse in middle adulthood is 
by far the sparsest. The investigations of adolescents and 
postsecondary students described previously in this review 
portray distinct patterns of use (e.g., stimulant misuse in 
 academic contexts) that are unlikely to generalize to 
 individuals in middle adulthood. Perhaps in recognition of 
the unique characteristics of adolescent and college-age pop-
ulations, epidemiological studies often report prevalence 
rates and demographic correlates of prescription drug misuse 
in adults separately from those in younger groups  [  35,   40  ] . 
However, grouping individuals in middle adulthood together 
with older adults fails to take into account that patterns and 
correlates of prescription drug misuse are dynamic and likely 
to continue changing over the lifespan. In addition, many of 
the studies that do include participants in this age range focus 
on speci fi c subpopulations, such as street drug users  [  114  ] , 
hospital inpatients  [  115  ] , military veterans  [  116  ] , and chronic 
pain patients  [  117,   118  ] , precluding extrapolation of their 
 fi ndings to the broader adult population. 

   Patterns of Prescription Drug Misuse 
in Middle Adulthood 

 After peaking in late adolescence and early adulthood, the 
evidence suggests that prescription drug misuse in the gen-
eral population begins to decline steadily  [  7  ] . In a large 
population-based study, Blanco et al. found past-year preva-
lence of prescription drug misuse and prescription drug use 
disorders in middle adulthood were intermediate between 
young adults and those over age 55  [  9  ] . In another epidemio-
logical study, the prevalence of prescription drug misuse in 
adults aged 30–64 was found to be similar to those aged 
18–29, but signi fi cantly more frequent than in those aged 65 
and above  [  3  ] . No signi fi cant differences were found in the 
prevalence of misuse between sedatives, tranquilizers, opi-
oids, and stimulants. Using the nationally representative 
NSDUH dataset, Blazer and Wu found that the rates of opioid 
pain reliever misuse were signi fi cantly greater in middle-aged 
adults as compared to those over age 65  [  39  ] . Interestingly, 
the majority of opioid misusers in this study reported that 
they initiated misuse in adulthood, with more than 20% of 
these individuals reporting initiation at age 50 or above. 

 Anxiolytics, sedatives, and opioid painkillers are pre-
scribed more frequently for adults in middle age as compared 
to younger age groups  [  20  ] . As noted previously, symptoms 
of substance dependence, particularly physiological depen-
dence, tolerance, and withdrawal, are known to occur rou-
tinely following long-term use of these medications, even 
when used according to a physician’s prescription  [  45  ] . 
Many of these users may be unaware of this dependence 
until they attempt to discontinue taking the medication  [  15  ] . 

Although this form of prescription drug use is not encom-
passed by the de fi nition of prescription drug misuse employed 
by many studies, it represents a problematic consequence of 
medication use that is nevertheless an important target for 
research and clinical attention.  

   Correlates of Prescription Drug Misuse 
in Middle Adulthood 

 Studies examining prescription drug misuse in middle 
 adulthood have focused on a disparate set of subpopulations. 
Although the  fi ndings from these investigations cannot be 
extrapolated directly to the general population, they provide 
important contributions to our understanding of the hetero-
geneity and diversity of individuals engaging in misuse of 
prescription drugs. 

 Among an urban sample of street drug users, prescription 
opioid misuse was most commonly reported for the purposes 
of pain reduction and withdrawal management  [  114  ] . Only 
37% of this sample reported misuse of opioids for their 
euphoric effects; these individuals were more likely to report 
administering the drugs intranasally or by injecting. 
Conversely, in a study of rural illicit stimulant users, pre-
scription opioid misuse was associated with comorbid anxi-
ety and illicit drug use, but not with higher levels of chronic 
pain  [  119  ] . Although these samples differ considerably, self-
medication of physical or psychological symptoms may have 
contributed to opioid misuse in both cases. 

 Studies in the alcohol literature have suggested that fail-
ure to master the typical developmental goals of adulthood is 
associated with increased risk for alcohol use problems 
 [  113  ] . Although research in the prescription drug misuse lit-
erature has yet to address this topic directly, some evidence 
suggests a similar association with prescription drug use 
problems. An association between prescription drug misuse 
and unemployment has been reported in studies involving 
participants ranging from US military veterans, hospital 
inpatients  [  115  ] , and a general community-based sample 
 [  120  ] . In a large sample of military veterans in the USA, 
Becker et al. found that prescription drug misuse was associ-
ated with being unmarried and experiencing  fi nancial 
dif fi culties  [  116  ] . In this study, misuse of prescription drugs 
was also associated with smoking, illicit drug use, chronic 
pain, and depression. 

 The role of gender in prescription drug misuse and depen-
dence has long been a focus of attention. Women receive pre-
scriptions for psychotropic medications at higher rates than 
men, particularly those with the potential for misuse  [  121  ] . 
Several factors have been proposed to contribute to this dif-
ference, including higher rates of mood, anxiety, and pain-
related problems, an increased willingness to seek treatment, 
and a tendency of physicians to interpret symptoms as indic-
ative of psychiatric complaints  [  122  ] . Green et al. reported 
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that the strongest risk factor for opioid misuse was recent use 
of prescribed opioid medication; unsurprisingly, they also 
found that women were 50% more likely to report recent opi-
oid misuse  [  123  ] . Simoni-Wastila, Ritter, and Strickler found 
that being female increased the odds of reporting problem 
use of opioid analgesics, including symptoms of dependence 
 [  124  ] . In a sample of general hospital patients, prescription 
drug dependence was more prevalent in females, and was 
found to be commonly associated with comorbid mood, anx-
iety, and other substance use disorders  [  115  ] .  

   Implications for Prevention and Treatment 
in Middle Adulthood 

 Although onset of prescription drug misuse typically occurs 
during adolescence or early adulthood, a substantial number 
of older adults have reported engaging in misuse for the  fi rst 
time after age 50  [  39  ] , indicating that prevention efforts for 
this age group are still warranted. One investigation found 
that patients with comorbid substance use disorders actually 
had an increased likelihood of receiving a prescription medi-
cation with misuse potential as compared to those with no 
comorbid substance use disorder  [  125  ] . Primary care physi-
cians can play an important role in minimizing psychoactive 
prescription drug misuse in adults by recognizing factors 
associated with risk for misuse, such as a history of alcohol 
or illicit drug problems. However, as demonstrated with gen-
der, it is important to be aware that the relationships between 
prescription drug misuse and factors correlating with misuse 
may be indirect or moderated by other variables, such as pre-
scription rates. 

 Physicians have an ethical responsibility to balance the 
provision of safe and effective care with the risks associated 
with various prescription drugs  [  125  ] . Based on the potential 
for abuse of and dependence on opioid analgesics and benzo-
diazepine anxiolytics, many researchers have argued that the 
use of these medications should be restricted as much as pos-
sible to the treatment of short-term pain, anxiety, and insom-
nia  [  20,   45  ] . If the symptoms are likely to persist for a longer 
duration, an alternative treatment may be indicated. In cases 
where no viable alternative is available, more careful moni-
toring by health care providers is warranted.   

   Prescription Drug Misuse in Older Adults 

 As described previously, the highest prevalence of substance 
use across the lifespan has been reported to occur in late ado-
lescence and early adulthood. Correspondingly, clinical and 
research attention has focused primarily on these younger 
populations, with relatively less attention paid to examining 
substance use and misuse in older adults  [  50  ] . Illicit drug use 

in adults over age 60 is relatively rare, yet the misuse of alco-
hol and prescription drugs among this population has been 
identi fi ed as a substantial public health concern  [  54,   126, 
  127  ] . Prescription medication misuse has been described as 
the most widespread pattern of problematic substance use 
among senior populations  [  50  ] . Although the epidemiology 
and treatment of alcohol abuse in older adults has been rela-
tively well described, comparable data on prescription drug 
misuse are lacking  [  54  ] . Investigations into the causes, cor-
relates, and sequelae of prescription misuse in this popula-
tion are few  [  128  ] , and, surprisingly, no validated screening 
or assessment tools for identifying this phenomenon among 
older adults have been developed  [  129  ] . 

 Adults over 60 years of age are the fastest growing seg-
ment of the population. As life expectancy continues to rise 
and the average overall age of the population increases, the 
consumption of psychoactive prescription medications has 
been predicted to grow  [  50  ] . This has the potential to pro-
foundly affect all sectors of the health care system, including 
addiction-related services  [  130  ] . Compared to younger indi-
viduals, seniors are prescribed more medications and tend to 
take them more frequently  [  50  ] . It is estimated that in the 
USA, at least one in four older adults has a prescription for a 
psychoactive medication with the potential for misuse  [  54  ] . 
In North America, adults over 60 years of age represent just 
13% of the population, yet they are the consumers of an esti-
mated 50% of all psychoactive prescription medications 
 [  130,   131  ] . This disproportionate share is thought to occur, at 
least in part, because older individuals tend to experience a 
relatively greater number of illnesses for which these medi-
cations are typically prescribed  [  50  ] . Some of the most com-
monly reported health issues in old age are insomnia and 
mental health issues; correspondingly, the medications most 
frequently prescribed to this population include sedatives 
and anxiolytics  [  132  ] . Older adults are also more likely to 
continue use of these psychoactive medications for longer 
periods of time than younger individuals [ 126 ]. In particular, 
benzodiazepine anxiolytics and opioid analgesics are pre-
scribed on a long-term basis more frequently for elderly 
patients than for any other age group  [  128  ] . 

 Despite data indicating a growing population of older 
individuals with exposure to prescription medications with 
misuse potential, there is considerably less information avail-
able about the actual prevalence rates of medication misuse 
in this age group. In the general population, researchers have 
argued that observed increases in the rates of prescription 
drug misuse may be attributed to increased medication avail-
ability and social acceptance surrounding the use of seda-
tives, anxiolytics, and analgesics  [  6,   53  ] . The lack of 
empirical data speci fi c to older adults is thought to be related 
to a number of issues, including undersampling of older 
adults in population-based studies, inconsistent de fi nitions 
of substance abuse and dependence, and prevalence 
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 estimates based on subpopulations such as emergency depart-
ment patients and residents of long-term care facilities that 
may not accurately represent older prescribed medication 
users in general  [  54,   133,   134  ] . 

   Patterns of Prescription Drug Misuse 
in Older Adult Populations 

 Researchers have reported a number of ways in which pre-
scription drug misuse may differ qualitatively and quantita-
tively in older adults as compared to those earlier in life 
 [  129  ] . Older adults use fewer classes of prescription drugs, 
most commonly sedatives, opioids, and anxiolytics  [  133  ] . 
Most older adults obtain medications from a physician by 
means of a legitimate prescription  [  128  ] . Use of medications 
obtained from illicit sources is thought to be much rarer than 
in younger populations, although risky behaviors such as 
seeking prescriptions from multiple doctors, taking pills 
from family or friends, or stockpiling medications over time 
have been reported in older prescription drug users  [  129  ] . 
Existing research suggests that the use of prescription medi-
cations for recreational purposes or in the context of poly-
substance use occurs less frequently in older adults than their 
younger counterparts  [  129  ] . More typically, the motivation 
for use of prescription medications is therapeutic. As men-
tioned previously, however, problems with psychoactive pre-
scription drug use can manifest even when medications are 
used with therapeutic intent. For instance, Busto et al. 
reported that older adults tended to take benzodiazepines for 
longer periods of time and have more problems with with-
drawal than younger adults, both signs of physiological 
dependence  [  135  ] . 

 Raffoul described several different patterns of medication 
misuse in older adult populations  [  136  ] . One form of misuse 
may result from the use of medications following incorrect 
instructions or from misunderstanding the directions for 
appropriate medication administration. Older individuals 
with cognitive impairments may be particularly at risk for 
adverse consequences resulting from this type of unintended 
noncompliance with prescription regimens. Another form of 
unintentional misuse may result from the simultaneous use 
of multiple medications. For many older adults, polyphar-
macy is the norm. In a sample of older adults accessing a 
community-based mental health clinic, Jinks and Raschko 
found that 92% of these participants had current prescrip-
tions for three or more medications  [  134  ] . Finlayson and 
Davis reported an average of approximately 2.9 psychoac-
tive drugs per person administered concurrently within a 
geriatric inpatient population, in addition to an average of 
2.8 nonpsychoactive medications per person  [  133  ] . Older 
adults may also supplement prescribed medications with 
over-the-counter preparations, which have the potential to 
interact and produce harmful side effects  [  137  ] . 

 Although use of prescription medications for recreational 
purposes in older adults is thought to be rare, different forms 
of intentional misuse of prescription medications have been 
reported, ranging from de fi cient to excessive use  [  50  ] . 
Medication noncompliance and underutilization may be 
associated with health risks, such as failure to adequately 
treat a health condition. Overuse of medications such as anx-
iolytics and opioid analgesics can increase the risk for acci-
dents (e.g., falls), injury, or overdose, particularly if used in 
combination with alcohol or other drugs  [  33  ] .  

   Correlates of Prescription Drug Misuse in Older 
Adult Populations 

 Problematic substance use in older adults has been described 
as a “hidden epidemic”  [  138  ] . One reason that this popula-
tion has received less attention than younger individuals may 
be due to the differing manifestations of prescription drug 
misuse in older adults. Zimberg noted that family members 
or friends often do not identify alcohol problems in seniors, 
as there may be fewer consequences in social, legal, occupa-
tional, and interpersonal domains in older people  [  137  ] . 
Prescription drug misuse in older adults may be underre-
ported for similar reasons. 

 Another important consideration in older adult popula-
tions is the role of biological factors. Physiological sensitiv-
ity to some medications increases with age, which can result 
in negative side effects even at previously tolerated dosages 
 [  50  ] . For example, benzodiazepine anxiolytics, which are 
widely prescribed in older adults, may cause multiple cogni-
tive side effects, including sedation, memory problems, and 
attentional impairments  [  139  ] . Changes in body composi-
tion, including less body water, more fat stores, and changes 
in organ function may also affect how a given medication 
acts in older adults  [  138  ] . 

 Researchers have suggested a wide variety of factors that 
may increase vulnerability for prescription drug misuse in 
seniors. Despite the widespread utilization of medications 
with misuse potential in older adults, intentional misuse in 
those without a history of other substance use problems is 
relatively uncommon  [  54,   129  ] . High rates of psychiatric 
comorbidity are common in elderly patients with prescrip-
tion drug dependence  [  133  ] . In one investigation of individu-
als with prescription drug dependence, a diagnosable 
psychiatric illness was present in 85% of elderly patients but 
in only 36% of younger patients  [  140  ] . In this sample, older 
patients were more likely to have a history of memory loss, 
sleep disturbance, irritability, delusions, and inability to con-
duct daily activities without assistance. Younger patients, in 
contrast, were more likely to have experienced blackouts and 
to report that prescription medication misuse had negatively 
affected their relationships and careers. Unintentional  misuse 
in older adults may be more likely to occur when individuals 
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suffer from more health problems, lack knowledge about the 
medications and their effects, visit a greater number of phy-
sicians and pharmacists, and live further from the medical 
clinic at which treatment is received  [  141  ] . 

 A number of psychosocial factors unique to older popula-
tions have been associated with the risk for prescription drug 
misuse  [  50  ] . Elderly individuals are likely to encounter a 
range of dif fi cult life circumstances, including loss of status 
following retirement, diminished social support and self-
esteem,  fi nancial hardship, reduced mobility and social iso-
lation, compromised physical health, or loneliness following 
the death of a spouse or close friends  [  138  ] . The use of psy-
choactive prescription medications has been suggested as a 
means of coping with these dif fi culties  [  50  ] . Of these nega-
tive factors, depression and social isolation are thought to be 
some of the most potent risk factors for prescription medica-
tion misuse  [  138  ] . For individuals with a history of using 
substances to cope with negative life events, the stresses 
associated with aging may be compounded by an exacerba-
tion of existing substance-related problems  [  142  ] .  

   Implications for Prevention and Treatment 
in Older Adults 

 A number of barriers have been identi fi ed that may impede 
the detection of problematic prescription drug use in older 
adults  [  128  ] . In addition to the lack of formal diagnostic tools 
 [  129  ] , the negative consequences of misuse may be subtle 
and thus more dif fi cult for health care providers to discern 
 [  138  ] . Potential warning signs of prescription misuse, such 
as concurrent alcohol or illicit drug use, prescription forgery, 
acquisition from nonmedical sources, or dose escalation may 
be less commonly observed in older adults as compared to 
their younger counterparts  [  128  ] . Consequences of misuse, 
including cognitive or psychomotor impairment or exacerba-
tion of depression or anxiety, may be overlooked or attrib-
uted to the effects of aging. It may be dif fi cult to determine 
whether an individual’s dif fi culties are due to the effects of a 
medication, related withdrawal symptoms, the underlying 
condition the medication is prescribed to treat, or an interac-
tion of these and other factors  [  128  ] . Complicating matters 
further, evidence suggests that elderly patients may under-
report their medication usage  [  143  ]  and that health care 
workers tend to display a low index of suspicion regarding 
substance misuse in older patients  [  137  ] . 

 Access to appropriate treatment services presents another 
important consideration regarding older prescription drug 
misusers. Increased awareness of the problem of prescription 
drug misuse in older adults has provided some impetus for 
the development of intervention programs  [  50  ] . Zimberg 
argues for an aging-speci fi c approach to treatment that aims 
to decrease problem substance use in the context of the other 

stresses associated with aging  [  137  ] . Treatments aimed at 
increasing social support and self-esteem may be more 
acceptable for older adults than interventions aimed solely 
at decreasing problem prescription drug use. Additionally, 
promoting the involvement of family members in the 
 treatment process may produce better outcomes  [  50  ] .   

   General Conclusions 

 Although the many de fi nitions of prescription drug misuse 
used within the literature make it dif fi cult to arrive at speci fi c 
estimates of prevalence, existing research portrays a growing 
problem which, thus far, has been inadequately character-
ized and addressed  [  42,   66  ] . Distinct patterns of prescription 
drug misuse are evident in the various age groups covered in 
this review. 

 Patterns of prescription drug misuse are strikingly differ-
ent across developmental stages and demographic 
classi fi cations. More research is needed on socio-cultural 
factors relating to prescription drug misuse, as well as per-
sonality correlates and psychiatric comorbidities  [  83  ] . One 
consistent  fi nding across age groups is the association 
between prescription drug misuse and increased use of alco-
hol and illicit drugs, a  fi nding that has implications for the 
detection, assessment, and treatment of prescription drug 
misuse, abuse, and dependence. It is essential that prevention 
and intervention efforts take into account individual differ-
ences in motivations for misuse of prescription drugs, as the 
patterns and correlates of use tend to vary depending on 
whether a medication is self-administered for therapeutic or 
nontherapeutic reasons. 

 The body of research examining prescription drug misuse 
focuses on the extremities of the age continuum, a problem 
that is shared with the alcohol use literature  [  113  ] . Although 
many studies have examined the patterns and predictors of 
prescription drug misuse in young adulthood and older age, 
information about the intervening period is scarce and little 
is known about transitions between developmental stages. 

 Methodological considerations for future research include 
employing standardized de fi nitions of prescription drug mis-
use, abuse, and dependence. Additionally, agreement on 
standard age ranges would facilitate comparisons across 
studies  [  113  ] . It should be noted that most existing research 
in this area is cross-sectional and should not be interpreted as 
implying causal relationships. For example, young adults 
may engage in prescription drug misuse to cope with nega-
tive feelings associated with poor academic performance. 
Alternately, prescription misuse may impair functioning, 
resulting in poorer grades. Either, or both, of these relation-
ships may be true. The cross-sectional nature of these data 
also renders it dif fi cult to track trends in prescription drug 
misuse over time  [  86  ] . Cohort differences could imply that 
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as these individuals age, higher rates of misuse now observed 
in younger age groups will manifest as increased prevalence 
in older age groups in the future. It is also possible that the 
 fi ndings reported here demonstrate age-speci fi c correlates of 
prescription drug misuse that re fl ect changing life circum-
stances  [  86  ] , suggesting that the observed patterns of pre-
scription drug misuse should remain relatively constant over 
time. Further longitudinal investigations are needed to clarify 
these relationships.      
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  Abstract 

 Benzodiazepines are classi fi ed as anxiolytics or hypnotics, but the term “sedative” describes 
a group of drugs, including barbiturates and tricyclic antidepressants as well as benzodiaz-
epines, which are abused. These drugs have different pharmacokinetic characteristics. 
Patients prescribed benzodiazepines seldom escalate their doses, and primary benzodiaz-
epine abuse is rare. However, secondary abuse of all sedative drugs is common, and high 
doses are frequently consumed by patients dependent on opiates or alcohol to enhance the 
effects and by stimulant users to alleviate offset effects after a binge. Benzodiazepines cause 
dependence on prescribed doses with a clear withdrawal syndrome lasting a few weeks 
evident in 20–30% patients. The consumption of high doses can result in more severe with-
drawal symptoms. Benzodiazepines should never be withdrawn abruptly because of the risk 
of  fi ts or paranoid psychosis. A stepped care approach to reduction is recommended. All 
sedative drugs have characteristic pharmacodynamic effects, causing sedation, psychomo-
tor slowing and memory impairment. They increase the risk of accidents and injuries and 
contribute to speci fi c drug-related harms in abusers. Tolerance develops to some effects but 
long-term users are impaired compared with non-users. However, gradually stopping the 
drugs, even after several years of use, results in improvement in functioning, and there is no 
evidence of lasting impairment or cognitive decline. Newer anxiolytics and SSRIs appear to 
cause less impairment and have lower abuse potential.            
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  Learning Objectives 

    This class of drug includes a range of compounds • 
with differing pharmacokinetics.  
  The  fi eld is dominated by the benzodiazepines which • 
have a characteristic pharmacodynamic pro fi le and 
high abuse liability among polydrug users.  
  SSRIs provide a better risk/bene fi t ratio.    • 

  Issues that Need to Be Addressed by Future Research 

    Can we identify who is likely to become dependent • 
on BZDs?  
  Can we identify who is likely to abuse BZDs?  • 
  The natural history of sedative abuse with opioids.    • 

   Introduction and De fi nition of Anxiolytics 
and Sedatives 

 Some characteristic benzodiazepines are listed in 
Tables  17.1  and  17.2 . These groups of drugs are discussed 
together as their use is dictated by custom rather than by their 
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pharmacology. However, differences in pharmacokinetic 
properties do play some part.   

 The term “sedative” originally meant allaying anxiety, 
but it now has the connotation of causing unwanted drowsi-
ness. Instead the term “anxiolytic” or (minor) “tranquilliser” 
is used to describe drugs that lessen anxiety. The term “hyp-
notic” is applied to medications taken at night to induce 
sleep. A range of substances including alcohol, bromides, 
chloral and paraldehyde were used in the nineteenth century 
as both sedatives and hypnotics but were supplanted by a 
range of barbiturates in the twentieth century. These were 
effective but caused over-sedation and confusion, were prone 
to be abused and were dangerous in over dosage. In turn they 
were replaced by  fi rst meprobamate and then by numerous 
benzodiazepines from the 1960s onwards. However, in the 
drug abuse  fi eld, the term sedative is still used to describe a 
group of drugs that are often used to induce sopori fi c  feelings 
of relaxation. This term includes not only benzodiazepines 
but also barbiturates and tricyclic antidepressants such as 
amitriptyline. 

 The  benzodiazepines  (hereafter abbreviated to BZD) 
group of drugs is characterised by an ability to bind to 
speci fi c benzodiazepine-type receptors on the GABA chlo-
ride ion channel complex. Included in the class are the 
 so-called “Z-drug” hypnotics—zopiclone, eszopiclone, 
zolpidem and zaleplon. Although these drugs are chemically 
dissimilar to the BZDs, they bind to varying degrees to the 
same receptors. 

 The mode of action of the benzodiazepines is to potenti-
ate the inhibitory neurotransmitter GABA by binding to 
speci fi c receptors  [  1  ] . This can reduce the turnover of several 

neurotransmitters such as norepinephrine and serotonin. The 
main sites of action of the BZDs are in the spinal cord where 
they mediate muscle relaxation, the brain stem, the cerebel-
lum, causing ataxia, and the limbic and cortical areas involved 
in emotional experience and behaviour  [  2  ] . The BZDs vary 
in their pro fi le and activity, for example, clonazepam has 
more anticonvulsant properties than most of the others. 

 A BZD antagonist,  fl umazenil, is available. It binds to 
BZD receptors and prevents the actions of BZDs. It can be 
used to reverse BZD over dosage. Finally, BZD inverse ago-
nists have been described that have the opposite effects to 
BZDs, being proconvulsant and anxiogenic.     

   Table 17.1    Some benzodiazepine anxiolytics   

 Drug  Trade name in the UK  Half-life 

 Alprazolam  Xanax (not available in the UK)  12–15 h 
 Chlordiazepoxide  None—used to be Librium  6–30 h 
 Diazepam  None—used to be Valium  1–4 days 
 Lorazepam  None—used to be Ativan  12–16 h 
 Oxazepam  None—used to be Serenid  7–20 h 

   Table 17.2    Benzodiazepine and related drugs used as hypnotics   

 Drug  Trade name in the UK  Half-life 

 Flurazepam  Dalmane (not available in the UK)  1–4 days 
 Loprazolam  None  12–16 h 
 Lormetazepam  None  8–12 h 
 Nitrazepam  Mogadon  18–24 h 
 Temazepam  None  7–11 h 
 Triazolam  (Not available in the UK)  2–4 h 
 Zaleplon  Sonata  1–2 h 
 Zolpidem  Stilnoct  2–4 h 
 Zopiclone  Zimovane  4–8 h 
 Eszopiclone  (Not available in the UK)  4–8 h 

  Pharmacokinetics 

 The chemical formulae of some BZDs are shown in 
Fig.  17.1 . Chemically, they are 1:4 or 1:5 benzodiaz-
epines. Well over 1,000 have been synthesised. 

   They are generally well absorbed by mouth but vary • 
in their rate of absorption after being injected intra-
muscularly. Diazepam in particular is absorbed 
erratically by this modality. Intravenous prepara-
tions are  available but can result in local irritation. 
A special formulation, diazemuls, is better tolerated 
than simple solutions.  
  Some BZDs have a pronounced redistribution alpha • 
phase, diazepam being a case in point.  
  The metabolic half-lives of the BZDs vary greatly • 
(Fig.  17.2 ). The key compound is the desmethylated 

  Fig. 17.1    Formulae of some benzodiazepines       

(continued)
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derivative desmethyldiazepam. This has a very long 
half-life. Metabolism is slower in the elderly and in 
patients with liver impairment. Clobazam also has a 
long-acting metabolite. By contrast, lorazepam, oxaze-
pam and temazepam have half-lives averaging less 
than 12 h. The    Z-drugs used as hypnotics are appropri-
ate as very short-acting hypnotics. The half-life of 
zopiclone is around 5 h, zolpidem 3 h and zaleplon as 
short as 1 h. Elimination of diazepam, chlordiazepox-
ide and clobazam is by Phase I processes, followed by 
Phase II glucuronide conjugation. Lorazepam, oxaze-
pam and temazepam are mainly conjugated.   
  BZDs do not induce microsomal enzymes, and • 
pharmacokinetic interactions are uncommon. An 
exception is a potential interaction with methadone 
in the form of QT interval prolongation on the elec-
trocardiogram. Most BZDs are metabolised by the 
CYP3A4 enzyme system. Pharmacodynamic inter-
actions are more of a problem, particularly the 
interaction with alcohol.  
  Overdosage, accidental or deliberate, is common • 
but not usually dangerous. However, it can potenti-
ate  alcohol and the combination can be lethal.    

  Fig. 17.2    Elimination half-lives of some benzodiazepines       

   Clinical Pharmacology 

 It would seem logical to use long-acting BZDs as anxiolyt-
ics, reserving shorter-acting ones for hypnotic use. For com-
plex historical reasons this is not so, and anxiolytic BZDs 
vary greatly in their duration of action. In the clinic, BZDs 
reduce generalised anxiety and muscle tension and induce 
sleep. They also cause detectible cognitive and psychomotor 
impairment and subjective sedation. Careful testing shows 
that, although the subjective sedation subsides as tolerance 
sets in after a few days, the objective impairments may per-
sist into the longer-term, showing that tolerance is system-
speci fi c. In parallel, the EEG fast beta activity which is 
increased by BZDs persists. An additional complexity is that 
anxious and insomniac patients tend to perform poorly any-
way. Anxiolytic/hypnotic treatment will improve that perfor-
mance, so the depressant effects of the BZDs will tend to be 
obscured by their bene fi cial effects. As the bene fi cial effects 
wane when tolerance sets in, only the impairments remain. 
However, when treatment is stopped, functioning gradually 
improves and there is no evidence of lasting anatomical or 
functional changes in the brain.  

   Clinical Uses 

 BZDs, as adumbrated before, are mainly used to treat anxi-
ety and insomnia. Other uses include the management of 
some forms of epilepsy, severe muscle spasm and contrac-
tions, and as pre-medication before surgical procedures. 
BZDs also have an important role in the management of 
severely disturbed psychotic patients, the so-called “rapid 
tranquillisation”. Other adjunctive uses are to allay anxiety 
in depressed patients and those suffering from schizophrenic 
illnesses. BZDs such as lorazepam are used in conjunction 
with antipsychotic medication to sedate the acutely dis-
turbed psychotic patient, and appear to have a potentiating 
action. Longer-term usage in psychotic disorders is not 
established. 

 The target symptoms in the use of BZDs as  anxiolytics  are 
pathological (“free- fl oating”, generalised) anxiety, tension 
and agitation. It is generally thought that psychological pro-
cesses such as a bereavement reaction can be impaired by 
BZDs but there is no convincing evidence supporting this 
contention. Nor is there any  fi rm evidence that they can 
impede cognitive behavioural therapy (CBT). 

 Because of the risks of tolerance and dependence, it is 
widely recommended that the use of anxiolytic BZDs be 
restricted to 4 weeks and 2 weeks as hypnotics. These injunc-
tions are largely ignored by some prescribers who inadver-
tently or deliberately allow the usage to become chronic with 
the risk of withdrawal and dependence problems. 

 



234 A. Bond and M. Lader

 According to the UK Government advisory body, the 
National Institute for Clinical Excellence, BZDs do not have 
antidepressant properties  [  3  ] . Even the adjunctive use along 
with antidepressants early in treatment was regarded as 
unnecessary. Concern that they may even induce depression 
is probably misplaced. However, as they lessen anxious 
symptoms in patients with both anxiety and depression, the 
depressive symptoms may come to the fore. NICE  [  4  ]  rec-
ommends that the BZDs should not be used in Panic Disorder 
as CBT is superior. 

 When administered as  hypnotics , BZDs lessen REM 
sleep; when they are discontinued, REM rebound occurs. 
They are effective but their mode of action is as general 
depressants lowering arousal rather than having any speci fi c 
effects on sleep mechanisms. A range of hypnotics are avail-
able (Table  17.2 ). Usage is still widespread especially in 
patients admitted to hospital  [  5  ] . Before treating insomnia 
with BZDs and related drugs, it is necessary to consider the 
possibility of any underlying causes such as depression, 
mania, anxiety, respiratory complaints, urinary frequency 
and, in particular, pain. Substance misuse particularly of 
stimulants and alcohol may be a problem. Simple “sleep 
hygiene” measures should  fi rst be instituted.  

   Abuse of Benzodiazepines 

 Prevalence of sedative misuse has been calculated from data 
from the National Comorbidity Study in the US  [  6  ] . The life-
time prevalence of non-prescribed sedative use was found to 
be 7.1% among adults. However, the type of sedative was 
not speci fi ed in this study and other similar surveys suffer 
from the same drawback. In fact abuse of benzodiazepines, 
in particular, is likely to be higher in countries where they are 
easily obtainable and there are fewer controls, e.g. parts of 
Asia and South America. However, much of the literature 
relates to the US and European nations where misuse often 
results from diverted prescriptions. 

 Patients who are prescribed benzodiazepines for prob-
lems with anxiety or sleep rarely escalate their doses even 
over a lengthy period of use. However, high-dose benzodiaz-
epine mono-dependence has been reported  [  7,   8  ]  with doses 
ranging up to 95 mg/day lorazepam. Laboratory studies of 
abuse liability show that although benzodiazepines have the 
potential for abuse, this is at a much lower level than for 
heroin, cocaine or the barbiturates  [  9  ] . Primary benzodiaz-
epine abuse is therefore rare, but secondary abuse with alco-
hol or other drugs is much more common. It usually involves 
high doses as part of a pattern of polydrug abuse  [  10  ] . 
Patients with problems with alcohol abuse or dependence are 
more likely to use higher doses of benzodiazepines  [  11  ] . 
Initially, patients with drug or alcohol abuse may be pre-
scribed higher-than-average doses by GPs or other medical 

specialists for problems with anxiety or insomnia, but they 
may then exceed the prescribed dose, obtain prescriptions 
from different sources or buy them on the illicit market. 
Sometimes they are taken regularly, but they are also taken 
in an intermittent binge pattern. They are frequently taken 
with alcohol because the combination results in increased 
feelings of intoxication  [  12  ]  or with other sedative drugs 
such as tricyclic antidepressants or opiates  [  13  ] . They are 
used by heroin-dependent individuals  [  14  ]  and by patients in 
opioid substitution treatment  [  15  ]  to prolong and enhance 
the opiate effects. Benzodiazepines can also be used when 
preferred drugs are scarce. They are used by stimulant users 
to alleviate the increased jitteriness and anxiety after a binge 
and to induce sleep. They are usually taken orally, but both 
intranasal  [  16  ]  and intravenous abuse  [  17  ]  does occur, the 
pattern of use varying according to compound, formulation 
and country. Snorted  fl unitrazepam has high abuse liability 
 [  18  ] , and this type of abuse is popular in Chile. Other benzo-
diazepines have been abused intravenously. For example, the 
intravenous abuse of temazepam liquid- fi lled capsules, in 
particular, spread rapidly among opiate users in the UK, 
causing the drug company to alter the  fi lling to a hard gel but 
this, in turn, led to serious physical complications  [  19  ]  and 
so now temazepam is only available in a tablet formulation 
in the UK. The abuse of high doses of benzodiazepines in 
combination with opiates is implicated in potentially fatal 
overdoses  [  20,   21  ] .  

   Dependence and Withdrawal 

 It is important to emphasise that most of these patients, who 
show clear signs of dependence as evidenced by a character-
istic syndrome on attempted withdrawal, are still taking the 
original prescribed dose. Only a minority escalate their dos-
age above recommended therapeutic levels. Those who do 
attain high doses usually have a more severe form of depen-
dence than those patients keeping to the therapeutic dosage 
range. The high-dose users usually indulge in a form of BZD 
misuse (see above). 

 Withdrawal symptoms from the BZDs can ensue after 
4–6 weeks of use, but only in about 20–30% of patients  [  22  ] . 
The reasons why some can withdraw with impunity after 
even years of continuous use while others undergo agonies 
remains unclear. Dosage reduction as well as complete with-
drawal can result in withdrawal symptoms. These include 
physical symptoms such as muscle tension and spasm, or 
weakness; pins and needles and  fl u-like symptoms. Perceptual 
hypersensitivity and depersonalisation are common. Anxiety/
insomnia may increase, nightmares may wake the patient, 
memory and concentration are impaired and depressive 
symptoms may ensue. Occasionally,  fi ts or a paranoid 
psychosis may occur. The symptoms come on within 2–3 
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half-lives of the particular BZD and subside within a few 
weeks  [  23  ] . Some patients claim that their symptoms have 
persisted for months or inde fi nitely  [  24  ] . 

 Minimal interventions are often helpful. Simple advice 
given by the GP can be quite effective  [  25  ] . Withdrawal 
schedules are widely available and involve tapering usually 
after substituting diazepam  [  26  ] . However, such substitution 
has little evidence to support it  [  27  ] . Equivalent dosages for 
such switching schedules are set out in Table  17.3 . The rate 
of taper is not based on good evidence but the clinical experi-
ence of the prescriber. A typical reducing schedule is set out 
in Table  17.4 . An important observation is that the early 
stages of withdrawal are easier to tolerate than the later and 
last stages. For example, a person may reduce quite quickly 
from 15 mg of diazepam a day to 5 mg, and then stall as the 
symptoms increase from 5 downwards. Therefore, a regular 
reduction may not be the most appropriate. It is usual to start 
fairly briskly and then slow down.   

 The prognosis is often poor with a high rate of relapse. 
Predictive factors include previous failed attempts, lack of 
family or social support, an unsympathetic general 
 practitioner, a history of alcohol-related problems, older age, 
co morbid depression or physical problems or a personality 
problem. A careful appraisal may conclude that long-term 
maintenance is the best option, but the patient must be moni-
tored to prevent accumulation with toxicity such as cognitive 
impairment. 

 Adjunctive treatments include antidepressant medication. 
Carbamazepine has also some evidence supporting its use 
 [  28  ] . However, psychological therapies or support groups 
should be used during the period of withdrawal. Group ther-
apy may instil the patient with con fi dence that as others can 
withdraw, so can she. Once a patient has experienced with-
drawal problems, they should not be prescribed a BZD 
again. 

 Withdrawal from high doses of benzodiazepines is con-
ducted in a similar way, although supervision of doses may 
be necessary in polydrug abusers, diazepam being adminis-
tered alongside methadone in specialist drug services, to 
avoid diversion of the medicine. A different approach using 
the BZD antagonist and partial agonist,  fl umazenil, has been 
tried with some success  [  29  ] . This procedure involved stabi-
lising the patients on high doses of oxazepam (120 mg/day) 
for a week. The experimental group were then treated with 
gradual infusion of  fl umazenil 1.0 mg for 4 h in the morning 
and then 4 h in the afternoon for 8 days with low doses of 
oxazepam for the  fi rst 3 nights. This was compared with 
tapering of the oxazepam doses with a placebo infusion and 
placebo tablets and infusion. Treatment with  fl umazenil was 
found to be more effective than tapering or placebo. It 
reversed BZD effects without precipitating severe with-
drawal symptoms and also reduced craving. This procedure 
involves inpatient treatment and is likely to be suitable only 

for a small number of severely dependent patients with a his-
tory of prolonged BZD abuse.  

   Short- and Long-Term Effects on Brain 
and Behaviour 

   Subjective Sedation 

 Sedation is the most common subjective effect of this group 
of drugs. Despite improved speci fi city of action compared 
with barbiturates, drowsiness and tiredness are still the most 
common unwanted effects of benzodiazepines at recom-
mended therapeutic doses. Increased sedation can also be 
detected after each dose even after a week of treatment in 
healthy volunteers  [  30  ] . Although tolerance does appear to 
develop after a few weeks’ treatment, some residual effects 
may remain as increased alertness is reported by patients on 
stopping treatment with benzodiazepines  [  31  ] . Sedation is 
not always an unwelcome effect as high doses of benzodiaz-
epines are commonly abused with alcohol or tricyclic anti-
depressants to deliberately increase sedation by polydrug 
users. Amitriptyline was taken by 26% of opiate users in one 
study  [  32  ] .  

   Objective Sedation and Psychomotor Effects 

 Barbiturates produce a characteristic pattern of sedation in 
high doses. They produce unsteadiness, poor coordination, 
slurred speech and disorientation. Benzodiazepines do not 
produce as much sedation but nevertheless effects such as 
poor coordination are related to dose, compound and indi-
vidual vulnerability. Both benzodiazepines and other 

   Table 17.3    Switching to diazepam: equivalent doses to 10 mg/day   

 Milligrams per day 

 Chlordiazepoxide  25 
 Clonazepam  1–2 
 (Diazepam     10) 
 Lorazepam  1 
 Lormetazepam  1 
 Nitrazepam  10 
 Oxazepam  30 
 Temazepam  20 

   Table 17.4    An example of a fairly rapid discontinuation schedule   

 Week 

 0  Starting dose, again, as an example, 15 mg/day 
 2  15 mg/day down to 10 mg/day 
 4  10 mg/day down to 5 mg/day 
 6  5 mg/day down to 2.5 mg/day 
 8  2.5 mg/day down to 0—stop 
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sedative drugs have been shown consistently to have effects 
on psychomotor performance both in acute and repeated 
doses  [  33  ] . They impair the ability to perform simple repeti-
tive tasks both when these are performed on their own and as 
a component of more complex tasks. The effect is related to 
speed of execution, participants slowing down to maintain 
accuracy of performance. They also impair simple atten-
tional tasks. A positive relationship was found between size 
of effect and dose level several years ago  [  34  ] . 

 Although tolerance has been found to develop to 
some measures of sedation and psychomotor performance 
 [  35,   36  ] , impaired performance on simple repetitive tasks 
has been shown to persist after 1 year  [  37  ]  and on tests of 
attention after several years of treatment  [  38  ]  in long-term 
benzodiazepine users compared with control groups.  

   Cognitive Effects 

 Higher functions such as learning and memory have been 
shown to be impaired by acute and short-term administration 
of benzodiazepines in many studies  [  33,   39  ] . Memory for 
information acquired pre-drug administration (retrograde 
memory) is not impaired and may even be improved acutely, 
but acquisition of new material post-drug (anterograde mem-
ory) is consistently impaired by benzodiazepines. The more 
demands that are made on memory, e.g. increased task com-
plexity and delay in recall, the greater the effect  [  40  ] . There 
are also differences between benzodiazepine compounds. 
The majority of compounds do not affect implicit memory or 
priming but lorazepam has been found to impair this aspect 
of memory as well  [  41  ] . 

 The characteristic effects of benzodiazepines on episodic 
memory can still be found after months or even years of 
treatment  [  26,   42,   43  ]  and was not reversed by  fl umazenil 
 [  43  ] . In a recent meta-analysis of 13 studies Barker et al.  [  44  ]  
found that benzodiazepine users performed worse on the 
majority of cognitive tasks used, in particular verbal mem-
ory, compared with controls or test norms. It should be noted 
that the studies were very diverse in variables such as length 
of use, dose and diagnosis. This has sparked a debate on 
whether sedative drugs including benzodiazepines cause 
lasting cognitive impairment or decline.  

   Cognitive Decline 

 Sedative drugs can produce cognitive disorders such as 
delirium at any age. This is often associated with different 
drug combinations. In the young, these effects can be asso-
ciated with problematic alcohol use and in the elderly they 
can occur because of age-related altered pharmacokinetics 

and polypharmacy  [  45  ] . Drug-induced cognitive impair-
ment in older adults can be a confounding factor in demen-
tia, in some cases leading to the apparent worsening of 
cognitive decline and pseudo-dementia  [  46  ] . In a further 
meta-analysis of 12 of the same studies, Barker et al.  [  47  ]  
found that although there was improvement in all areas of 
cognitive function up to 6 months after withdrawal, former 
benzodiazepine users performed worse on the majority of 
cognitive tasks used, in particular verbal memory, compared 
with controls or test norms. Verdoux et al.  [  48  ]  investigated 
this issue further by reviewing six prospective studies car-
ried out in older adults. Of these, two studies reported a 
lower risk of cognitive decline in former or ever users, two 
found no association and three found an increased risk of 
cognitive decline in users. However, withdrawal of the med-
ication generally leads to steady, if gradual, resolution of the 
effects and improvement on both psychomotor tasks and 
tests of working and episodic memory has been found in 
two studies comparing patients who have discontinued com-
pared with those who have continued with benzodiazepine 
medication  [  31,   49  ] . It is likely that effects are related to 
both dose and task complexity, those on higher doses taking 
longer to recover on more complex functions and so testing 
should be carried out at longer follow-up times. In illustra-
tion, Tata et al.  [  50  ]  found  impairment did not remit a rela-
tively short time (6 months) after withdrawal of high doses 
of a benzodiazepine (diazepam 48 mg) but a follow-up study 
of patients showing impairment of episodic memory while 
being treated with alprazolam  [  42  ]  showed no impairment 
3.5 years later  [  51  ] .  

   Accidents and Injuries 

 The risk of accidents, injuries and cognitive failures (prob-
lems of memory, attention or action) is increased by sedative 
drugs. In a postal questionnaire survey, completed by a com-
munity sample of approximately 8,000 people in two dis-
tricts of Wales, benzodiazepine use was associated with 
injuries outside work and tricyclic antidepressant use both 
with injuries inside and outside work and cognitive failures 
 [  52  ] . These relationships were stronger in those with other 
risk factors and continuing mental health problems. The 
association between accidents and sedative drug use is even 
more apparent in the elderly  [  53,   54  ]  who are more likely to 
experience falls and hip fractures while taking both benzodi-
azepines and tricyclic antidepressants  [  55,   56  ] . The risk of 
hip fractures in older adults can be increased by as much as 
50%  [  57  ] . However, it is important to recognise that polyp-
harmacy is common among this population and side effects 
of other drugs, e.g. postural hypotension, may also increase 
the risk of falls and accidents.  
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   Complex Skills and Driving 

 Increased sedation and impaired psychomotor skills have 
implications for complex skills such as operating machinery 
or driving. Sedative drugs have been shown to impair both 
simulated driving performance and actual driving ability 
 [  58  ] . They have also been shown to be associated with acci-
dents in both pepetrators and victims  [  59  ] . Epidemiological 
studies have con fi rmed that road traf fi c accidents involving 
injury or death are associated with sedative drug use  [  33, 
  60–  62  ] . This relationship has been found to be related to 
dose, and the risk is increased by the presence of alcohol  [  62  ]  
and age  [  63,   64  ] .  

   Forensic or Behavioural Problems 

 Paradoxical excitement is another unwanted effect which also 
has possible legal complications  [  65  ] . This disinhibitory effect 
of the BZDs can cause increased anxiety, acute excitement 
and hyperactivity. Aggressive impulses maybe released with 
hostility and rage; criminal acts such as assault and rape have 
been documented. Depending on the patient sample, esti-
mates of incidence range from less than 1% to at least 20%. 
High-risk patients include borderline personality  disorders, 
impulse control disorder and those with alcohol problems. 
The combination of a BZD and alcohol is particularly prone 
to lead to paradoxical reactions. The patient may have com-
plete or partial amnesia for the event such as an episode of 
“air-rage”. Disinhibitory reactions to sedative drugs are 
related to dose and mode of administration  [  66  ] . Therefore, 
intravenous administration of high doses of high potency 
BZDs poses an enhanced risk.  

   Effects in Drug Abusers 

 The effects of benzodiazepines and other sedative drugs are 
increased by their combination with alcohol. There has been 
relatively a little research examining the effects of BZDs in 
opioid-dependent individuals, but clear acute effects have 
been found in the few studies that have been done, which 
parallel the acute effects of benzodiazepines alone described 
above. Diazepam,  fl unitrazepam and triazolam in combina-
tion with methadone produced increased sedation  [  67–  70  ] , 
decreased psychomotor performance and attention  [  68–  70  ]  
and impaired episodic memory  [  69  ] . Diazepam in combina-
tion with buprenorphine produced similar but less signi fi cant 
effects  [  69,   70  ] . Impairment increased with higher doses, 
simulating abuse conditions. 

 These impairments not only increase the risks already 
mentioned above, but are likely to contribute to speci fi c 
drug-related harms involved in the preparing and injecting of 
drugs, increasing the risk of transmission of blood borne 

viruses such as HIV and Hepatitis C and of missing veins, 
causing abscesses. Polydrug misuse involving sedatives has 
also been associated with criminal activity and increased risk 
of overdose in both heroin users and those on opioid mainte-
nance programmes  [  20,   21  ] .   

   Other Anxiolytics and Sedatives 

 Buspirone is the only available member of the azapirone 
compounds and is a partial 5-HT 

IA
  agonist. It is a reasonably 

effective anxiolytic in general  [  71  ] , but its onset of action is 
delayed. It is not as effective in patients with extensive prior 
experience of BZD treatment. Side effects include headache, 
dizziness and nausea. It is not associated with sedation, toler-
ance or withdrawal problems and has a low abuse liability. 

 Hydroxyzine is an antihistamine/anticholinergic drug 
with some anxiolytic properties  [  72  ] . Some antihistamines 
have been found to be liable to abuse. 

 A recent introduction is pregabalin. This compound was 
already licenced to treat neuropathic pain and some forms of 
epilepsy. It binds to the alpha-2-lambda subunit of voltage-
gated calcium channels in the CNS. It reduces neurotrans-
mitter release. It has proven ef fi cacy in GAD in clinical trials 
 [  73  ] . It has a low incidence of side effects such as dizziness, 
somnolence and dry mouth. Tolerance, dependence and 
addiction potentials are low. 

 The drug treatment of choice in the anxiety disorders is 
the SSRI/SNRI group of drugs  [  4  ] . These drugs appear to 
have a much lower abuse liability than benzodiazepines or 
sedative tricyclic antidepressants. Antipsychotic drugs are 
favoured by some but no  fi rm evidence backs their use and 
olanzapine has shown some abuse potential. Some primary 
care practitioners still use beta-blockers, but this use is not 
evidence-based.  

   Other Hypnotics 

 A range of hynotic BZDs are available. Barbiturates are 
still occasionally used in severe and intractable insomniacs 
with a history of persistent use. They are dependence induc-
ing, dangerous in over dosage, and interact with a range of 
other medications. Barbiturates were extensively abused 
prior to the introduction of benzodiazepines. They were 
abused on their own for their positive effects but also as part 
of polydrug abuse. This has declined as availability is now 
much more restricted. 

 The Z-drugs—zopiclone, zolpidem and zaleplon—are 
essentially short- or very short-acting BZD-like drugs  [  74  ] . 
The short duration of action confers advantages such as lack 
of daytime sedation, but they are inappropriate for patients 
with early-morning awakening  [  75  ] . They probably have less 
propensity to rebound and withdrawal problems than BZDs 
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of equivalent duration of action. These drugs appear to have 
similar abuse liability as the benzodiazepines, but as they are 
not yet tested for on routine drug urine screens, the evidence 
is based on case reports at present. 

 Whatever hypnotic is chosen, it should be given at the 
lowest effective dose for no more than 2 weeks. Usage on an 
intermittent basis is desirable. Withdrawal should be slow. 
It is doubtful if the risk/bene fi t ratio is favourable in the 
elderly  [  76  ] . 

 Melatonin has a long tradition of being used to induce 
sleep. A sustained release preparation (Circadin) is licenced 
for use in Europe for insomniacs aged over 55  [  77  ] . 

 Sedative antidepressants such as amitriptyline and tra-
zodone are prescribed to help induce sleep  [  78  ] . However, it 
is these very qualities that make these drugs prone to abuse 
in polydrug users  [  13  ] . Sedative antihistamines are also 
available over-the-counter but can cause troublesome resid-
ual sedation the next morning. Other over-the-counter herbal 
remedies include valerian and hops  [  79  ] . 

 Finally, as with treatment of anxiety, CBT has been 
adapted to treat insomnia but is not widely available. 
Therefore, anxiolytic and hypnotic drugs are only recom-
mended for short-term use. Newer compounds may cause 
less impairment and have lower abuse potential. SSRIs are 
licenced for some anxiety disorders.      
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   Role of Opioids in Pain Management 

 Despite monumental efforts to  fi nd alternatives to opioids for 
treating pain, or to modify opioid drugs to make them more 
durable or less addictive, we are still left with classic opioids 
(Table  18.1 ) as the only systemically administered drugs 
capable of relieving severe pain. Whereas before the twenti-
eth century, cure was rare, and opioids and palliation were 
central to the physician’s craft, recent medical advances have 
made early death and rapidly progressive illness unusual, and 
chronic disease more prominent. At the same time, opioid 
regulations, introduced in the USA and Europe at the begin-
ning of the twentieth century, have stigmatized addiction and 
opioids (because they are addictive), making patients and 
prescribers fearful of using opioids to treat either pain or opi-
oid addiction  [  1  ] . All in all, we are confused about the proper 
role for opioids in pain management, and our practices are 

now driven by con fl icting regulations, guidelines, and 
 mandates  [  2–  7  ] . For example, in the USA, hospitals must 
show that pain evaluation and treatment (often necessitating 
opioids) are part of their standard of care, yet the US Drug 
Enforcement Agency (DEA) comes down heavily on mis-
guided opioid prescribing  [  8,   9  ] .  

   Acute Pain 

 Despite these dif fi culties, there are areas of pain practice 
where opioid use is established as effective, necessary, and 
virtually free from addiction risk. The  fi rst of these is the 
treatment of acute pain. Acute pain is predominantly nocice-
ptive, that is produced by injury and carried by nociceptors, 
which is a type of pain particularly sensitive to opioids. 
Moreover, acute pain is short lived, so its treatment with opi-
oids tends not to be complicated by the several factors that 
can ultimately result in deterioration of ef fi cacy: tolerance, 
sensitization (hyperalgesia), and psychological factors such 
as loss of placebo effect  [  10  ] . Acute opioid pain treatment is 
remarkably effective as long as the dose is adequate (the dose 
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needed being extremely variable between individuals), and 
success is generally limited only by side effects. Early opioid 
side effects include nausea, somnolence, euphoria or dyspho-
ria, bowel slowing, pruritus, and urinary retention. In some 
cases, opioid side effects are undesirable because they delay 
mobilization and recovery, in other cases because they are 
intolerable to the patient. Development of addiction is virtu-
ally unheard of in the setting of acute pain treatment, although 
established addicts may be dif fi cult to control during an acute 
pain episode, and addicts in remission may be fearful of trig-
gering a relapse by accepting opioid pain treatment  [  11  ] . 
Despite the long history of success for opioid treatment of 
acute pain, more recently, a limitation on this success has 
been produced by widespread chronic opioid use which may 
induce a state of opioid refractoriness  [  12–  14  ] . The mecha-
nisms for this effect are currently under intense study, but 
appear to involve complex adaptations that produce the clini-
cal picture of insurmountable tolerance with or without 
hyperalgesia  [  15  ] . The clinical picture is one of a high opioid 
dose requirement, inadequate pain relief despite high doses, 
disconnected side effect risk, especially respiratory depres-
sion which may occur even in the presence of severe pain 
(unlike the picture in opioid naïve individuals who generally 
exhibit pain relief before respiratory depression).  

   Pain During Terminal Illness 

 The second area of established and successful opioid pain 
therapy is the treatment of pain and suffering during terminal 
illness. Again, though, this success is partly related to the 
fact that the course of treatment has tended to be short. But 
recently there have been changes in medical treatment, nota-
bly in the treatment of cancer, that have extended both the 
course of diseases and their terminal phase. Cancer, and 
indeed many other diseases, no longer progress rapidly 

towards death. In fact, cancer could now be termed a chronic 
relapsing and remitting disease. Pain can be a prominent fac-
tor during treatment phases, and even during remission, can-
cer treatment and the disease itself can leave patients with 
pain. It may be that by the time a patient reaches the terminal 
phase of a disease, a chronic opioid regime has been estab-
lished, and the success of opioid treatment for end of life 
palliation can be compromised. Whereas we could once be 
con fi dent that the opioid option was available for relief of 
terminal suffering, we must now reevaluate the role of opi-
oids during chronic disease management and continue the 
quest to unravel mechanisms of opioid refractoriness to pre-
serve this invaluable option for terminal care. Addiction risk 
is not considered important during the management of termi-
nal illness. However, even during terminal illness, it is pos-
sible for patients to exhibit opioid seeking behavior. Yet there 
are many reasons for terminally ill patients to seek opioids, 
including inadequate control of pain, helplessness, anxiety 
and grief, and most people would be reluctant to label this 
type of opioid seeking as addiction. Considering addiction 
an irreversible neurobiological state produced by repeated 
drug procurement, de novo opioid seeking during terminal 
illness would rarely meet the criteria for addiction  [  16  ] . This 
does not mean that addiction does not arise during a pro-
longed course of cancer or any other chronic life-threatening 
disease. The risk of iatrogenic addiction must be the same 
during any long-term course of opioid treatment, regardless 
of underlying diagnosis, and it is time to start treating pro-
longed cancer pain much as any other chronic pain state with 
a goal of maintaining function, preserving ef fi cacy, and min-
imizing addiction risk.  

   Chronic Pain 

 It seems inherently appealing to use opioids to treat chronic 
pain. After all, if opioids can relieve the suffering associated 
with surgery and trauma and other acute pain states, and 
relieve suffering during terminal illness, why should patients 
with chronic pain not be treated the same way. In fact there 
has not been a tradition of treating chronic pain with opioids, 
partly because of fear of addiction, partly because chronic 
pain was previously less prevalent or at least less overt, and 
partly because chronic pain states (typically neuropathic 
pain, i.e., pain associated with a diseased or altered nervous 
system) were not considered sensitive to opioids. The recent 
popularization of opioids for treating chronic pain must be 
regarded as an experiment, and the treatment remains under 
considerable scrutiny, with many diverse opinions about the 
wisdom of using opioids to treat chronic pain. Many ques-
tions remain unanswered, but most important: is analgesic 
ef fi cacy maintained, is future analgesic ef fi cacy compro-
mised, and how does dependence interfere? 

   Table 18.1    Classi fi cation of opioids   

 Naturally occurring 
  Morphine 
  Papaverine 
  Codeine 
  Thebaine 
 Semisynthetic 
  Heroin 
  Hydromorphone 
  Hydrocodone 
  Buprenorphine 
  Oxycodone 
 Synthetic 
  Morphinan series (levophanol, butorphanol) 
  Diphenylpropylamine series (methadone) 
  Benzomorphinan series (pentazocine) 
   Phenylpiperidine series (meperidine, fentanyl, sufentanil, 

alfentanil) 
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 There are now multiple randomized controlled trials 
(RCTs) that con fi rm the ef fi cacy of opioids in treating chronic 
pain states, and these convincingly refute earlier concerns 
that chronic pain states are not responsive to opioids  [  10,   17, 
  18  ] . However, being RCTs, they are only conducted over a 
limited time frame (up to 8 months) and they do not inform 
about longer-term use. Observational studies produce a 
con fl icting picture about long-term opioid effectiveness and 
ef fi cacy with some case series suggesting good effectiveness 
 [  19  ] , while epidemiological studies often suggest the oppo-
site  [  20,   21  ] . There are several putative mechanisms for a 
decline in opioid analgesic ef fi cacy over time, and these 
include pharmacological tolerance, sensitization (hyperalge-
sia and withdrawal), and psychological factors including loss 
of placebo and associative tolerance  [  10  ] . 

 Perhaps of even greater concern than loss of analgesic 
ef fi cacy over the course of chronic pain treatment is the issue 
of opioid refractoriness whereby new onset pain cannot be 
treated effectively with opioids in a patient who is opioid 
tolerant. This phenomenon is seen increasingly in operating 
rooms, recovery settings and during the treatment of terminal 
illness, as chronic opioid treatment is used more widely and 
for longer. The mechanisms for this effect may be similar or 
the same as those that produce the clinical picture of loss of 
analgesic ef fi cacy, although it is likely that cellular and 
molecular adaptations play a more prominent and psycho-
logical factors a less prominent role. In any case, opioid 
refractoriness is becoming a concerning clinical occurrence 
that interferes with pain management, and there is an urgent 
need to understand the mechanisms for this effect so that it 
can be avoided, treated, or reversed  [  14  ] . 

 Concerns about addiction arising in patients treated with 
opioid analgesics are multiple, and arise chie fl y during 
chronic pain treatment precisely because it is conducted over 
prolonged periods of time, and conducted out of hospital. 
Can opioid-treated pain patients develop addiction as a direct 
consequence of their treatment (this being termed “iatrogenic 
opioid addiction”  [  15  ] )? Do patients come to pain clinics or 
to doctors’ surgeries to satisfy a preexisting addiction? Do 
prescription analgesics get diverted to addicts in the com-
munity? Do the many comorbidities shared by chronic pain 
patients and addicts increase the risk of addiction arising in 
chronic pain patients treated with opioids?  [  22  ]  None of 
these questions has a clear answer, but let us focus here on 
the  fi rst question, whether iatrogenic opioid addiction inter-
feres with successful opioid treatment of chronic pain. Efforts 
to quantify the risk of iatrogenic opioid addiction have been 
greatly hampered by lack of consensus over exactly what 
addiction looks like when it arises in patients who are pre-
scribed opioids. All patients on a steady, continuous dose of 
opioids will become dependent, that is they will exhibit some 
form of withdrawal upon dose reduction or cessation of opi-
oid treatment. Many will exhibit problematic opioid seeking 

behaviors that could be related to poor pain relief, chemical 
coping (i.e., using medications to reduce life stresses) or 
dependence; behaviors that disappear either when pain and 
distress are adequately controlled, or once the opioids are 
discontinued. Largely because of their reversibility, these 
behaviors do not constitute addiction, although they do inter-
fere with the success of the pain treatment. At some point, 
though, a line might be crossed and the behaviors, their moti-
vators, and the patients’ ability to control the behaviors might 
reach criteria for true addiction. There are some opioid-
treated pain patients whose behavior is exemplary; there are 
some who are clearly out of control and should receive an 
addiction diagnosis so that they can be appropriately treated. 
But most patients lie between these two extremes and receive 
an addiction diagnosis according to the opinion of the treat-
ing clinician, which varies greatly between clinicians. It is 
not surprising then that published estimates of addiction aris-
ing in opioid-treated chronic pain patients range widely from 
5%  [  19  ]  up to 50%  [  23–  25  ] . 1  We do not really understand the 
extent to which true iatrogenic opioid addiction develops, 
and to some extent it might be avoidable with careful screen-
ing both in and out of treatment  [  26–  30  ] . Nevertheless, when 
true addiction does arise it has a devastating effect on the 
effort to improve a patient’s life through pain treatment, and 
a careful approach to opioid treatment of chronic pain is 
always warranted  [  1  ] .   

   Alternatives to Opioids 

 Although much of this chapter is devoted to opioids, 
justi fi ably given their key role in pain treatment and addic-
tion, it should be remembered that there are many alterna-
tives to opioids for managing pain. In fact, because of the 
many problems associated with opioid therapy, and despite 
the fact that opioids are the strongest analgesics available, 
the thrust of pain management, whether acute, terminal, or 
chronic, is to minimize opioid usage. This means using every 
available alternative to reduce reliance on opioids. 

 For acute pain management, local anesthetic blocks are 
extremely useful because they will last long enough to get 
patients over the initial severe postoperative pain period, or 
can be prolonged using catheters. Neuraxial and regional 
techniques are widely used to reduce opioid requirements 
after surgery. Non-steroidal anti-in fl ammatory drugs 
(NSAIDs) and acetaminophen are also useful and used for 
their opioid-sparing effect. A variety of other adjuncts are 
used less commonly including ketamine, clonidine, local 
anesthetics, and anticonvulsants. For opioid-dependent and 

   1   May include concomitant substance use disorders as well as iatrogenic 
opioid addiction (addiction arising directly out of opioid pain treat-
ment), since in several studies there is no distinction made.  
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addicted patients, these options are indispensable since 
without them patients who have become opioid refractory 
may not get any effective analgesia. 

 For terminal pain relief, which was traditionally treated 
successfully with opioids alone, it has become necessary to 
think about alternatives because opioid refractoriness can 
become a problem during a prolonged course of treatment. 
Since much cancer pain is neuropathic (due to changes in 
peripheral or central nervous system), it makes sense to treat 
with the neuropathic pain medications (anticonvulsants such 
as gabapentin and pregabalin or antidepressants such as amit-
ryptilline), as tolerated. The benzodiazepines have a dual 
role as anxiolytics and muscle relaxants and are often useful. 
Terminally ill patients suffer much inner turmoil for which 
they need support, whether in the form of family or profes-
sional counseling, or in the form of medications. Either way, 
optimizing their psychological status will greatly reduce pain 
and analgesic requirements, and is an invaluable adjunct to 
opioid pain management. For opioid refractoriness that can-
not be overcome by opioid rotation (switching to a different 
opioid that may reduce opioid dose requirement)  [  31,   32  ] , 
treatment with an  N -methyl- d -aspartate receptor antagonist, 
typically ketamine, may help. Steroids are useful analgesics 
at the end of life. Cannabinoid treatment, or allowing patients 
to use marijuana, may also be useful during terminal illness 
to improve pain relief and reduce nausea and distress. 

 Given the high degree of uncertainty about whether chronic 
opioid therapy is a good idea, when managing chronic pain few 
would disagree that opioids are a last resort. The  fi rst option 
must always be to change lifestyle if necessary, and optimally 
treat the underlying cause of pain. Patients who are willing can 
help themselves with the aid of self-help books, videos, or 
face-to-face counseling. Pain related to the spine might be 
helped by spine injections or other minimally invasive inter-
ventions before the surgical option is pursued. Surgery and 
other interventions can completely reverse pain when carefully 
applied, or make things worse when not. Alternative approaches 
such as acupuncture and massage are useful. Physical, behav-
ioral, and occupational therapy can be tried, and are particu-
larly helpful in a rehabilitation setting as part of comprehensive 
approach to teaching patients to cope with pain. Medications 
are helpful to some extent, especially in the short term, when 
they can help patients get over periods in their lives when pain 
is particularly troublesome. However, for nearly all the medi-
cations used to treat pain, many patients abandon their therapy 
after several months of treatment, or seek alternatives, when 
they begin to feel that the medication is no longer helping. The 
more commonly used chronic pain medications are the anti-
convulsants, antidepressants, and NSAIDs. Opioids, of course, 
are not so easily abandoned, even when they stop providing 
good analgesia, because of dependence. This is one of many 
reasons to be highly selective about opioid treatment for chronic 
pain, and to regard it as a last resort.  

   Opioids and Addiction 

   Addiction Mechanisms in 
Opioid-Treated Pain Patients 

 A key difference between opioid-treated pain patients and 
illicit opioid addicts is the way in which dependence is 
manifest. Dependence and addiction de fi nitions have pro-
duced a great deal of confusion in the pain  fi eld, especially 
after chronic opioid pain treatment was popularized and it 
become obvious that all patients treated continuously and 
long term with opioids develop dependence, but few mani-
fest “substance dependence” as identi fi ed by DSM-IV cri-
teria  [  16  ] . The word “dependence” was commandeered into 
addiction de fi nitions partly to medicalize addiction and 
remove the stigma associated with the word “addiction,” 
and partly because physical dependence often characterizes 
drug addiction. Yet opioid-treated pain patients may become 
dependent and tolerant without developing any of the com-
pulsive behaviors that comprise the other addiction criteria 
 [  16,   33,   34  ] . One of the dif fi culties we face in understand-
ing dependence during opioid treatment of pain is that 
while the manifestations of dependence in pain patients 
may include some of the same characteristics and those in 
addicts, they present differently. Thus, opioid addicts in 
withdrawal exhibit a characteristic withdrawal syndrome 
with central neurologic arousal and sleeplessness, irritabil-
ity, psychomotor agitation, diarrhea, rhinorrhea, and pilo-
erection. The pain patient, on the other hand, is more likely 
to simply experience a general feeling of malaise or being 
let down (withdrawal anhedonia)  [  35–  38  ] , possibly a wors-
ening of pain, or an increase in pain sensitivity (withdrawal 
hyperalgesia)  [  39  ] , and no overt physical symptoms. This 
state in pain patients could be thought of as a sub-threshold 
withdrawal. The difference between withdrawal states in 
addicts and pain patients can be explained partly by the fact 
that doses and dose  fl uctuations in pain patients are typi-
cally much smaller than in addicts. In addition, associative 
tolerance (learned tolerance)  [  37,   40,   41  ] , thus dose effect, 
may  fl uctuate even during the course of a day, with conse-
quent subtle withdrawal effects. In pain patients, with-
drawal anhedonia and hyperalgesia are likely to play an 
important role in the common clinical scenario where opi-
oid-treated pain patients are not experiencing good pain 
relief, yet discontinuing treatment or dose reduction makes 
things worse and is not acceptable to them. Dependence 
understood in this way  fi rst differs markedly from the “sub-
stance dependence” described by DSM criteria, and second 
characterizes the state that is reached by many opioid-
treated pain patients of poor analgesia and mood in the face 
of immediate worsening of pain and mood upon opioid 
withdrawal.  
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   Regulations and Guidelines in Pain Management 

 Whatever one thinks of opioid regulations in terms of their 
effect on recreational opioid use in society, the effect of regu-
lations on the medical use of opioids has been substantial, 
and in many ways has compromised physicians’ ability to 
provide pain management. What is seen throughout history 
and across cultures is that the more draconian the regula-
tions, the greater the effect on medical use. In the USA, for 
example, where the regulations introduced at the beginning 
of the twentieth century made it illegal for physicians to pre-
scribe opioids for addiction  [  42  ] , prescribing for both pain 
and addiction virtually stopped because physicians were 
afraid of losing their medical licenses. It took the pioneering 
work of addiction researchers in Lexington, Kentucky, to 
establish a role for opioid maintenance for the treatment of 
opioid addiction, culminating in a change in the regulations 
to allow such prescribing, but not until 1974 (Narcotic Addict 
Treatment Act, 1974)  [  43,   44  ] . A parallel effort was under-
way in the pain  fi eld, and pain advocacy  fi rst reestablished 
the rightful role of opioids in cancer pain treatment, and later 
evidence-based guidelines were produced by US govern-
ment agencies to encourage opioid prescribing for acute and 
cancer pain on the basis of proven improvements in outcome 
related to better pain control  [  45,   46  ] . Unfortunately, though, 
it is always dif fi cult to achieve a balance, and despite the 
efforts of both the detractors and the advocates, there con-
tinue to be abuses on both sides, all be they rare, that encour-
age the growth of even more draconian regulations on the 
one side  [  9,   47  ] , and unreasonable pain mandates on the 
other  [  7,   48,   49  ] . What has become clear, however, as the 
two parallel  fi elds (pain and addiction) have developed, is 
that guidelines for controlling use during opioid maintenance 
treatment of addiction  [  50,   51  ]  have become remarkably 
similar to those for controlling use during opioid treatment 
of pain  [  2–  7  ] . This suggests that expert opinion recognizes 
that opioid maintenance, whether for the treatment of addic-
tion or the treatment of pain, needs careful monitoring and a 
willingness to stop the treatment if it is not achieving its 
stated goals. It is not a coincidence, either, that the drugs 
used conventionally for opioid maintenance (methadone and 
buprenorphine) are used increasingly for the treatment of 
chronic pain.  

   Pain and Addiction Comorbidities 

 Chronic pain patients commonly present with psychiatric 
comorbidities, the most frequent being depression, anxiety, 
substance use disorders, somatization, and personality disor-
ders  [  52–  56  ] . For example, between 18% and 32% of chronic 
low back pain patients are found to have major depression 
during the course of their treatment  [  55  ]  compared with 5% 

point prevalence in the general US population  [  56–  59  ] . Rates 
of substance use disorders in chronic pain patients, estimated 
at between 5% and 50%  [  19,   23–  25,   53  ] , may also be mark-
edly greater than in the general population (estimated at a 
point prevalence of 16.7%)  [  53  ] . Whether the comorbidity is 
depression, anxiety, substance use disorder, somatization, or 
personality disorder, high rates of concurrence with chronic 
pain are well documented. It is less clear, however, which 
comes  fi rst, the pain or the psychopathology  [  22  ] . Although 
the high incidence of psychiatric comorbidity in both chronic 
pain patients and addicted individuals is well documented, 
the processes by which comorbidities alter the initiation and 
development of pain and addiction remain elusive. The 
diathesis-stress model, in which genetic and biological vul-
nerability (diathesis) interacts with life experiences (stress), 
is a useful construct on which to base studies that attempt to 
elucidate the interplay between chronic pain, addiction, and 
their shared comorbidities  [  60  ] . On the basis of this con-
struct, it is reasonable to suppose that chronic pain patients, 
having a high rate of shared psychiatric comorbidities with 
addiction, might be at increased risk of developing iatrogenic 
opioid addiction. Maladaptive responses of the hypotha-
lamic–pituitary–adrenal axis arising through disruption of 
normal responses by chronic stressors, including chronic 
pain, may be important common mechanisms in pain chro-
nicity, addiction, and other psychiatric comorbidities, espe-
cially depression  [  61,   62  ] .  

   Prescription Drug (Opioid) Abuse 

 Drug abuse has grown to be a societal problem of enormous 
proportions, in fl uenced by globalization, lucrative trading, and 
the availability of increasingly re fi ned and therefore increas-
ingly addictive substances  [  63,   64  ] . Prescription drugs are 
affected by the same factors that have produced marked growth 
in illicit drug abuse. In fact, in the USA, rates of prescription 
drug abuse may have overtaken those of illicit drug abuse as 
prescription drugs become increasingly favored by addicts 
because of their purity, relative safety, and easy availability 
 [  65–  68  ] . The result is an alarming increase in prescription drug 
abuse. Opioids, prevalent both in medical usage as analgesics, 
and in illicit usage (heroin and prescription opioids), are the 
prescription drugs of greatest concern because opioid use is 
medically necessary and widespread. Physicians are faced with 
an ethical dilemma: can they deny patients relief of chronic 
pain, or should they offer long-term opioid treatment and risk 
opioid abuse. If the latter, do they need to select patients for this 
treatment, and on what grounds can they ever deny patients 
opioids. Full discussion of these issues is beyond the scope of 
this review, nevertheless there are important issues at stake, 
with protection of patients and the community being the end 
goal for all clinicians providing opioids and guiding practice. 
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The question facing us now is can we realistically make a com-
plicated treatment widely available and unfettered, and if not, 
what is the best way to control it.   

   Conclusion 

 It is easy to dismiss addiction as something that arises only 
rarely during opioid treatment of pain, yet prescription opi-
oid abuse is growing  [  65–  68  ]  and clinicians providing opi-
oids are increasingly troubled by the failure of their patients 

to meet the promise of good pain control and a better quality 
of life. This may have as much to do with failing to under-
stand the complexity of long-term opioid pain management, 
as with the failure of the treatment per se. It may be, for 
example, that more patients would be helped and fewer 
harmed if a more careful treatment approach were adopted, 
with stricter selection criteria, and more time spent with 
fewer carefully selected patients. We need to  fi nd out. What 
we know already, though, is that the careless use of opioids 
is never successful, and leaves patients and those around 
them open to the risk of opioid abuse.       

        Opioids can be classi fi ed as naturally occurring, semisyn-
thetic and synthetic (Table  18.1 ). Morphine, codeine, 
papaverine, and thebaine are naturally occurring constitu-
ents of opium. The semisynthetic drugs are derived from 
morphine, codeine, and thebaine. The synthetic drugs 
structurally resemble morphine but do not occur in nature. 
They are produced by gradually reducing the number of 
rings from the 5-ring structure of morphine, through the 
4-ring “morphinans,” the 3-ring “benzomorphinans” to 
the 2-ring “phenylpiperidines” (Fig.  18.1 ). There are 
alternative classi fi cations of opioids: the drugs may be 

grouped according to the speci fi c receptors on which they 
act, or according to whether they are agonist, antagonists, 
or some combination of the two (Table  18.2 , Fig.  18.2 ).    

  Absorption:  The opioids vary in their absorption accord-
ing to their molecular size and shape, lipophilicity,  fi rst-
pass effect, and the compartment into which they are 
delivered. The hepatic  fi rst-pass effect is signi fi cant for 
many of the commonly prescribed opioids, including mor-
phine, oxycodone, and dilaudid, with an oral:parenteral 
ratio of 3:1. After neuraxial administration (intrathecal 

   Table 18.2    Alternative classi fi cation of opioids   

 Class  De fi nition  Example 

 Agonist  A drug which, when bound to the receptor, stimulates 
the receptor to the maximum level; by de fi nition, 
the intrinsic activity of a full agonist is unity 

 Morphine 

 Antagonist  A drug which, when bound to the receptor, fails completely 
to produce any stimulation of that receptor; by de fi nition, 
the intrinsic activity of a pure antagonist is zero 

 Naloxone 

 Partial agonist  A drug which, when bound to the receptor, stimulates the receptor 
to a level below the maximum level; by de fi nition, the intrinsic 
activity of a partial agonist lies between zero and unity 

 Buprenorphine (partial mu agonist) 

 Mixed agonist–antagonist  A drug which acts simultaneously on different subtypes, 
with the potential for agonist action on one or more subtypes 
and antagonist action on one or more subtypes 

 Nalbuphine (partial mu agonist, 
kappa agonist, delta antagonist) 

  From Textbook of Pain, Melzack and Wall, 1994, Chap. 49, table 49.1  

  Fig. 18.1    Structure of morphine-like opioids. ( a ) Morphine, ( b ) morphinan, ( c ) benzomorphan, ( d ) phenylpiperidine, and ( e ) tyramine 
moiety of endogenous opioids. Note the progressive removal of ring structures from  fi ve-ring morphine to two-ring phenylpiperidine 
(Reproduced with permission from Carr DB. Opioids.  Int Anesthesiol Clin  1988; 26:273.)       
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and epidural), both lipophilicity and molecular shape 
in fl uence absorption into cerebrospinal  fl uid (CSF) and 
subsequently onto spinal receptor sites. The globular 
shape and extreme hydrophilicity of morphine delay its 
absorption and favor its passage in CSF to higher centers. 

  Distribution:  Most opioid drugs are rapidly distributed 
throughout the body, and reach their central nervous 
 system (CNS) target sites within 5–20 min. The physical 
characteristics of opioids that determine distribution are 
protein binding, ionization, and lipophilicity. The extreme 
hypdrophilicity of morphine slows its passage across the 

blood–brain barrier, so compared with the more lipophilic 
opioids, its onset is slow and its action prolonged. 

  Actions:  Opioids act via speci fi c receptors on cell mem-
branes. There are three well-de fi ned “classical” opioid 
receptors (mu, delta, and kappa). The more recently 
identi fi ed “orphan” receptor has a high degree of similar-
ity to the “classical” opioid receptors and has been named 
 opioid receptor-like  (ORL). There is also pharmacologi-
cal evidence for subtypes of each known receptor, and for 
other, less well-characterized opioid receptors, including 
epsilon and gamma. Opioid receptors exist largely in the 

  Fig. 18.2    Examples of 
opioid receptor antagonists 
and agonists        
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  Abstract 

 The anabolic–androgenic steroids (AAS) are a family of hormones that includes the natural 
male hormone, testosterone, together with a group of synthetic derivatives of testosterone. 
These drugs are widely abused by men (and rarely, women) to gain muscle mass and lose 
body fat. Prior to about 1980, abuse of AAS was con fi ned largely to elite competitive ath-
letes, but in recent decades, AAS abuse has broken out of the athletic community and into 
the general population. Many modern AAS users have no speci fi c athletic aspirations at all, 
but simply want to become bigger and more muscular. About 2–6% of men in many Western 
industrialized countries have used AAS, but AAS use is rare in Asian societies. Individuals 
with body image concerns, such as “muscle dysmorphia,” appear more prone to abuse AAS. 
Male muscularity is more strongly emphasized and rewarded in industrialized Western cul-
tures than in Asia, and this difference likely explains the geographic distribution of AAS 
abuse. AAS cause few serious short-term medical effects, but over the long term may cause 
suppression of hypothalamic–pituitary–gonadal function, adverse effects on serum lipids, 
and cardiomyopathy. The most common psychiatric effects of AAS are mood disorders 
(typically hypomanic or manic syndromes during AAS exposure and depressive symptoms 
during AAS withdrawal); these are idiosyncratic, affecting a minority of AAS users, but are 
occasionally severe. A growing literature describes syndromes of AAS dependence, where 
individuals use AAS almost continuously despite adverse medical or psychiatric effects. 
Individuals displaying AAS abuse or dependence may also exhibit other forms of substance 
dependence. Unfortunately, AAS users rarely seek treatment, but this situation may change 
as the  fi rst large wave of illicit AAS users—those who  fi rst began AAS as youths in the 
1980s—now reaches middle age and enters the age of risk for long-term cardiac, neuroen-
docrine, and psychiatric complications from these drugs.            

      Anabolic–Androgenic Steroids       

     Harrison   G.   Pope   Jr.        and    Gen   Kanayama      
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  Learning Objectives 

    Anabolic–androgenic steroid (AAS) abuse is no • 
longer restricted to competitive athletes; many AAS 
abusers are men with no athletic aspirations who 
simply want to become more muscular.  
  AAS abuse is widespread in Western industrialized • 
countries, but rare in Asia, probably because of the 
greater emphasis on male muscularity in western 
cultural traditions.  

(continued)
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         The anabolic–androgenic steroids (AAS) are a family of 
hormones comprising the natural male hormone, testoster-
one, together with numerous synthetic derivatives of testos-
terone developed over the last 70 years  [  1,   2  ] . Testosterone 
itself was  fi rst isolated in the 1930s  [  3,   4  ]  and synthetic 
derivatives quickly followed  [  5  ] . All AAS have both  ana-
bolic  (“muscle building”) effects and  androgenic  (“mascu-
linizing”) effects; no compound has been created that 
produces one effect without the other. AAS have become 
widespread drugs of abuse because they allow users to gain 
large amounts of muscle mass and to lose body fat—often 
well beyond the limits of what would naturally be possible 
without drugs  [  6  ] . 

 Throughout the following discussion of AAS, it is impor-
tant to note that AAS should be distinguished from other types 
of steroid hormones. Many individuals, especially those with-
out medical training, are misled by the generic term “steroids” 
and fail to recognize that the vast majority of “steroids” pre-
scribed by doctors are not AAS, but instead corticosteroids, 
which have no anabolic properties and no abuse potential  [  7  ] . 
This confusion has likely led to in fl ated estimates of the prev-
alence of AAS use among students receiving anonymous sur-
vey instruments, because many students likely responded that 
they had used “steroids” when in fact they had been prescribed 
corticosteroids (see below)  [  8  ] . Therefore, throughout the fol-
lowing discussion, we will use the term “AAS” to indicate 
that we are talking speci fi cally about testosterone and its syn-
thetic relatives, and not about other types of “steroids.”  

   Pharmacology 

 Testosterone is synthesized in the body from cholesterol; like 
cholesterol, it has a four-ring structure containing 19 carbon 
atoms. Most synthetic AAS represent slight variations on 
this molecule, particularly variations created by addition of 
an alkyl group to the C-17 alpha position, which allows the 
compounds to survive  fi rst-pass metabolism and become 
orally active  [  5,   9  ] . 

 Testosterone is rapidly metabolized in the body, and thus 
synthetic testosterone preparations are generally produced as 
injectable esters, such as testosterone decanoate, testosterone 
cypionate, testosterone propionate, testosterone enanthate, 
and various blends of these esters. These esters are gradually 
hydrolyzed to testosterone after they are absorbed and pro-
duce a plateau of testosterone levels lasting for a few days to 
several weeks. Thus, when testosterone is used in the treat-
ment of hypogonadal men, injections can be administered at 
weekly or longer intervals  [  10  ] . By contrast, orally active 
AAS are metabolized fairly quickly, and thus are generally 
administered on a daily basis  [  10  ] . 

 AAS bind to intracellular receptors, and this AAS–
receptor complex then enters the nucleus of the cell, where it 
stimulates gene transcription, leading eventually to new pro-
tein synthesis  [  9  ] . It is this effect that leads to the muscle 
gains for which AAS are illicitly used  [  7,   11  ] . The mecha-
nism of the mood-altering effects of AAS (discussed below) 
is less well understood and may involve actions at various 
androgen receptors, together with the formation of psycho-
active metabolites of the parent AAS  [  12–  14  ] . Animal stud-
ies suggest that AAS modulate a number of neurotransmitter 
systems, including the GABA  [  13  ] , opioid  [  13–  20  ] , dop-
amine  [  13,   21–  23  ] , and serotonin  [  24–  27  ]  systems—and 
these    effects may contribute both to the psychoactive effects 
of AAS and to the evolution of AAS dependence and with-
drawal (see below)  [  14,   16,   20  ] .  

  (continued)

The psychiatric effects of AAS are idiosyncratic, • 
with many users exhibiting few psychiatric symp-
toms, but occasional individuals developing marked 
hypomanic or manic symptoms, sometimes associ-
ated with aggression and violence, while taking 
AAS.  
  AAS withdrawal is often characterized by depres-• 
sion, fatigue, and loss of libido, partially mediated 
by suppression of the hypothalamic–pituitary–
gonadal axis. These dysphoric symptoms may cause 
some individuals to quickly resume AAS use and 
eventually to go on to develop a syndrome of AAS 
dependence.  
  Individuals exhibiting AAS abuse and dependence • 
often display a history of other forms of classical 
substance abuse and dependence.  
  AAS users rarely seek treatment, but this situation • 
may change in the near future as increasing num-
bers of AAS users reach middle age.    

  Issues that Need to Be Addressed by Future Research 

    The phenomenon of AAS dependence should be • 
further characterized, and risk factors for develop-
ment of AAS dependence should be assessed.  
  Little is known about treatment of AAS abuse and • 
dependence, and future studies should focus on the 
unique features of this class of substance abusers.  
  The long-term psychiatric and medical effects of • 
AAS must be better studied, now that substantial 
numbers of former illicit AAS users are moving 
into middle age, and entering the age of risk for 
some of these possible effects.    
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   Therapeutic Use of AAS 

 By far the most important legitimate use of AAS is in the 
treatment of male hypogonadism  [  9,   10,   28–  30  ] . Healthy 
men normally display plasma testosterone concentrations of 
300–1,000 ng/dL; men who fail to achieve this range can 
usually be restored to normal physiological levels by admin-
istration of testosterone esters in the range of 100 mg per 
week or by use of transdermal testosterone preparations such 
as patches or gels  [  30–  33  ] . There is rarely any basis for the 
use of synthetic AAS in the treatment of male hypogonad-
ism, given the availability of testosterone itself. Testosterone 
and other AAS may rarely be used for a handful of other 
medical disorders, such as certain types of anemia, heredi-
tary angioedema, and occasionally breast cancer in women 
 [  10  ] . Testosterone has also been found effective for the wast-
ing syndrome associated with HIV infection  [  34,   35  ] , and 
two controlled studies  [  36,   37  ] —but not one other  [  38  ] —
have indicated that testosterone may also have antidepres-
sant properties in this population. Several recent studies, 
extrapolating from this experience, have attempted to use 
testosterone, either alone  [  39,   40  ]  or as an augmentation 
strategy  [  41–  44  ]  in men with a poor response to conventional 
antidepressant treatment, but experience in this area remains 
inconclusive  [  30  ] . A large controlled trial of testosterone as 
an augmentation strategy in depressed men incompletely 
responsive to serotonergic antidepressants has recently been 
completed  [  45  ] ; this study failed to  fi nd a signi fi cant differ-
ence between testosterone and placebo in the degree of 
improvement of depressive symptoms.  

   Nontherapeutic AAS Use 

 Initially, during the decades after AAS were  fi rst synthe-
sized, nontherapeutic use of these drugs was con fi ned 
largely to elite athletes  [  46  ] . However, by about 1980, body-
building and the cult of muscularity had begun to spread 
through Western societies  [  47  ] —a phenomenon evident in 
movies, magazines  [  48  ] , and even in children’s action toys 
 [  49  ] . In this climate, AAS use began to spread out from the 
athletic world and into the general population, abetted by 
various underground guides offering advice on how to self-
administer the drugs by mouth or by injection  [  50–  53  ] . By 
1990, concern about illicit AAS use in the United States 
reached the point where the American government enacted 
the Steroid Traf fi cking Act  [  54  ] , which de fi ned AAS as fed-
erally controlled substances, under the jurisdiction of the 
Drug Enforcement Administration. 

 Despite more aggressive attempts at enforcement, how-
ever, AAS remain readily available to illicit users throughout 
Western countries. Today, a majority of these illicit AAS 

users are not competitive athletes at all, but simply men who 
want to become leaner and more muscular  [  55–  57  ] . Contrary 
to some popular beliefs, illicit AAS use is often not associ-
ated with a health-conscious “bodybuilding lifestyle,” but 
instead may be only one form of substance abuse in individu-
als who use a wide variety of illicit drugs  [  58–  63  ] .  

   AAS Usage Patterns 

 As noted earlier, many AAS, including testosterone itself, 
are ineffective when taken orally, and are usually adminis-
tered by injection; others can survive  fi rst-pass metabolism 
and are effective when taken in oral form  [  2,   61  ] . Illicit AAS 
users often take a combination of both injectable and 
oral agents simultaneously, a practice colloquially called 
“stacking”  [  64  ] . Characteristically, AAS are taken for courses 
of time, colloquially called “cycles,” typically ranging from 
4 to 16 weeks, interspersed with off-drug periods  [  65  ] . One 
rationale for using AAS in cycles is that exogenous AAS will 
suppress the hypothalamic–pituitary–testicular axis (HPT 
axis), thus suppressing endogenous testosterone production 
 [  2,   61,   66,   67  ] . By using the drugs in cycles, therefore, a user 
can allow his own HPT axis to rebound to normal function 
during the drug-free intervals. 

 AAS users typically use doses far above the normal phys-
iologic range. A normal man produces about 35–70 mg of 
endogenous testosterone per week  [  67  ] , whereas AAS users 
may often use doses equivalent to more than 1,000 mg of 
testosterone per week  [  65  ] , and sometimes even the equiva-
lent of 3,000–5,000 mg  [  64,   65,   68,   69  ] . As will be discussed 
below, the psychiatric effects of AAS appear to be much 
more prominent in individuals who take doses in these higher 
ranges  [  70  ] .  

   Epidemiology of AAS Use 

 As mentioned earlier, anonymous surveys of illicit AAS use 
have often been compromised by the fact that respondents 
answered that they had used “steroids” when in fact they had 
not used actual AAS, but merely had been prescribed corti-
costeroids, or had used over-the-counter supplements that 
they believed to be AAS. As a result, anonymous surveys 
have often generated substantial numbers of “false positive” 
responses, leading to in fl ated estimates of the true prevalence 
of AAS use—especially among female respondents  [  8  ] . 
Nevertheless, even correcting for these possible sources of 
error, it seems likely that at least 2–6% of men have used 
AAS at some time in their lives in many Western countries, 
including the United States  [  71–  73  ] , British Commonwealth 
countries  [  74,   75  ] , Scandinavia  [  76–  78  ] , Brazil  [  79  ] , and 
elsewhere  [  80,   81  ] . However, AAS use is uncommon in 
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Asian countries, probably because these cultures place less 
value on muscularity  [  82  ] . AAS use in women is rare, since 
women are less likely to want to become very muscular, and 
also because women are vulnerable to the masculinizing 
effects of AAS, such as beard growth, deepening of the voice, 
and masculinized sexual characteristics  [  8  ] . Indeed, we are 
aware of only one published study in the last 15 years where 
the investigators succeeded in recruiting and evaluating a 
group of actual women who had used AAS  [  83,   84  ] —and 
even this investigation located only 25 women with a history 
of AAS use, despite a 2-year period of advertising in three 
metropolitan areas of the United States.  

   Adverse Medical Effects of AAS 

 AAS produce several short-term adverse medical effects, 
such as acne, gynecomastia, hypertension, and adverse 
effects on lipid pro fi les  [  46,   85  ] . However, these effects are 
generally modest (or detectable only on clinical evaluation) 
and rarely dissuade young men from using AAS  [  47  ] . Very 
rarely, orally active AAS can cause hepatotoxicity, including 
peliosis hepatis  [  86  ]  and even liver cancer  [  87–  90  ] , but the 
risk of these phenomena has often been overstated  [  91  ] . AAS 
may also contribute to a focal segmental glomerulonephritis   , 
although the magnitude of this risk remains uncertain  [  92  ] . 

 Probably the greatest long-term risk of AAS is on the 
cardiovascular system. AAS may produce a range of adverse 
cardiovascular effects, including myocardial damage  [  93–  97  ]  
sometimes leading to dilated cardiomyopathy  [  98–  101  ] . One 
recent report of cardiac function in American AAS users has 
suggested that the extent of myocardial pathology may be 
greater than previously anticipated, potentially placing long-
term AAS users at signi fi cant risk for heart failure  [  102  ] . 
AAS also increase low-density lipoprotein cholesterol and 
decrease high-density lipoprotein cholesterol  [  103–  105  ]  and 
may affect blood coagulation, leading to an increased risk of 
thrombus formation  [  106–  108  ] . These effects may have been 
responsible for many reported myocardial infarctions and 
cerebrovascular accidents in AAS users under age 40  [  109–
  119  ] ; as AAS users age, the risk of such events likely rises. 
One recent study found cardiac abnormalities on the autop-
sies of 12 out of 34 deceased AAS users  [  120  ] . 

 AAS may also sometimes cause persistent HPT axis sup-
pression, especially if these drugs are self-administered for 
prolonged periods. The authors have encountered several 
individuals who displayed hypogonadism for more than 6 
months after discontinuing AAS and cases lasting more than 
a year have been reported in the literature  [  121–  123  ] . 
Persistent hypogonadism has important psychiatric conse-
quences, including depressive syndromes  [  64,   65,   70,   124–
  129  ]  and potentiation of AAS dependence syndromes 
 [  16,   126,   130–  132  ]  as will be discussed below.  

   Adverse Psychiatric Effects of AAS Use 

 There are four general categories of AAS-associated 
 psychiatric effects: (1) major mood syndromes (typically 
manic or hypomanic symptoms during AAS exposure and 
depressive symptoms during AAS withdrawal); (2) violent 
or aggressive behavior; (3) AAS dependence syndromes; 
and (4) progression to other forms of substance misuse, espe-
cially opioid dependence. 

   Mood Syndromes 

 Hypomanic and manic reactions to AAS, in rare cases asso-
ciated with psychotic symptoms, have been reported anec-
dotally as far back as the early 1980s  [  133,   134  ] . In the late 
1980s, the  fi rst psychiatric case series appeared, describing 
39 male AAS users who were administered systematic psy-
chiatric interviews  [  64,   135  ] . Five of these men reported a 
manic syndrome while using the drugs; none reported a 
manic or hypomanic episode when not taking AAS. Three of 
the men with manic syndromes, plus two others not meeting 
criteria for mania, reported psychotic symptoms (delusions 
or hallucinations) while using AAS; none reported psychotic 
symptoms of AAS. Five also reported depressive symptoms 
after stopping an AAS “cycle,” but two of these men had also 
displayed major depression at times unrelated to AAS use. 

 The last two decades have produced numerous additional 
naturalistic studies describing apparent hypomanic or manic 
symptoms associated with AAS use. These studies have used 
varying assessment methods, including both personal inter-
views and various psychological rating scales to measure 
indices such as mood, hostility, and aggression. Study designs 
have included case reports or small case series  [  136–  138  ] ; 
longitudinal assessment of users before, during, and after 
AAS use  [  68,   139–  141  ] ; retrospective comparisons of AAS 
users on-drug vs. off-drug  [  64,   69,   142  ] ; comparisons of 
AAS users on- and off-drug with matched nonusers  [  65,   128, 
  142–  150  ] ; and even a longitudinal evaluation of two pairs of 
monozygotic twins where one used AAS and the other did 
not  [  151  ] . Two other retrospective accounts have also 
described pairs of monozygotic twins where one used AAS 
and the other did not; in both cases, the AAS-using twin 
exhibited severe psychopathology associated with AAS 
use—suicide in one case  [  129  ]  and extreme violence in the 
other  [  152  ] —whereas the non-AAS-using twin exhibited no 
psychiatric problems. Details of these various studies are 
provided in several recent review articles  [  70,   153–  156  ] . 

 However, the  fi ndings of the above studies vary consider-
ably, with some describing very pronounced effects of irrita-
bility, aggressiveness, grandiosity, and even occasional 
psychotic symptoms during AAS use  [  64  ] , others describing 
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only infrequent or modest effects, and at least one study 
 fi nding no effects at all  [  143  ] . Upon inspection, however, the 
differences among studies may be partially related to differ-
ences in the doses of AAS used by the men in the different 
studies. For example, one study compared 12 low-dose AAS 
users (de fi ned as less than 300 mg of testosterone or equiva-
lent per week), 51 medium-dose users (300–1,000 mg per 
week), and 25 high-dose users (greater than 1,000 mg per 
week). Only one (8.3%) of the low-dose users and 5 (9.8%) 
of the medium-dose users reported that they had ever experi-
enced an AAS-associated mood syndrome, as compared to 7 
(28%) of the high-dose users. Similarly, high rates of psycho-
pathology were reported in the 1988 Pope and Katz study 
described earlier in this section  [  64  ] ; the 8 men reporting 
manic and/or psychotic symptoms in this study were ingest-
ing a mean weekly dose of 900 mg. At the other end of the 
spectrum are the subjects of Bahrke and colleagues  [  143  ] , 
who exhibited virtually no psychiatric symptoms; these men 
were using a mean of only 318 mg per week, with none 
higher than 620 mg per week. Studies of users taking inter-
mediate doses of AAS have tended to show intermediate 
 levels of psychiatric symptoms. Taken collectively, then, 
naturalistic studies suggest that psychiatric symptoms asso-
ciated with AAS are rare up to AAS doses of 300 mg per 
week, somewhat more frequent (though still uncommon) 
at 300–1,000 mg per week, and much more common above 
1,000 mg per week. 

 The above naturalistic observations, however, do not estab-
lish that AAS actually  caused  the symptoms observed. For 
example, it might be argued that mood symptoms in AAS users 
are not attributable to AAS per se, but instead are attributable to 
premorbid psychological traits of the users themselves  [  68, 
  146,   149  ] , or to expectational factors, or to psychosocial 
in fl uences of the weightlifting culture, as some have speculated 
 [  157–  160  ] . The only good way to resolve these questions is 
with randomized controlled trials where volunteers are admin-
istered AAS vs. placebo under blinded conditions. 

 Of course, one cannot ethically administer grossly supra-
physiologic doses of AAS, comparable to the doses taken by 
illicit users, to normal volunteers—but there are published 
studies using more modest supraphysiologic doses. Several 
studies have used doses up to a maximum of 300 mg of tes-
tosterone equivalent per week and found very few psychiat-
ric effects  [  159,   161–  166  ] . However, these studies are not 
very useful for our purposes, because a dose of 300 mg per 
week is much lower than the doses used by most illicit AAS 
users. Thus, it is inappropriate to extrapolate from these 
results to the case of illicit users. 

 There are four laboratory studies, however, that have used 
doses of 500 mg per week or more, and which therefore come 
a little closer to approximating the doses used by illicit AAS 
users  [  167–  171  ] . We have described these studies in detail in 
previous reviews  [  2,   70,   168  ] . In these studies collectively, 

109 men received testosterone or other AAS under 
 double-blind conditions; 5 (4.6%) of these men developed 
hypomanic or manic syndromes on AAS, but none exhibited 
such syndromes on placebo. This rate is almost certainly an 
underestimate of the true rate of such reactions among illicit 
users in the  fi eld, for several reasons: (1) illicit users may 
take much larger doses of AAS, and for much longer periods, 
than was the case in any of these studies; (2) users may ingest 
(“stack”) multiple AAS simultaneously, with possible aug-
mentation of psychiatric effects; and (3) the laboratory studies 
recruited participants screened to eliminate cases with a history 
of psychopathology or substance use, whereas actual AAS 
users do not screen themselves with such care. Finally, AAS 
effects may be further potentiated by external in fl uences, 
such as provocative psychosocial in fl uences or simultaneous 
use of other drugs (such as alcohol) in conjunction with AAS. 

 Laboratory studies have not documented depressive 
symptoms associated with AAS use, largely because it would 
be unethical to deliberately administer AAS for prolonged 
periods to intentionally suppress the HPT axis or otherwise 
attempt to induce depression. However, several  fi eld studies 
have described depressive syndromes associated with AAS 
use, especially during the period of potential HPT suppres-
sion after discontinuing a lengthy “cycle”  [  65,   85,   127,   128  ] . 
Among these reports are several cases of suicides  [  124,   126, 
  129,   138,   172  ] . Like manic and hypomanic symptoms, AAS-
associated depressive symptoms may be highly variable, 
with most individuals showing few symptoms during AAS 
withdrawal and occasional individuals showing severe symp-
toms  [  12  ] . This idiosyncratic pattern has been replicated in 
the laboratory, where it has been shown that pharmacologi-
cally induced hypogonadism precipitates pronounced depres-
sion in a small minority of men, but not in the majority, for 
reasons that remain incompletely understood  [  173  ] . 

 In conclusion, an important observation in both labora-
tory studies and naturalistic studies is that the psychological 
effects of AAS are idiosyncratic: a majority of users, even at 
high doses, exhibit little or no psychopathology, whereas an 
occasional user exhibits severe effects. Interestingly, the 
same idiosyncratic pattern is observed in nonhuman mam-
mals; most hamsters administered AAS display pronounced 
aggressiveness, whereas some show little behavioral change 
 [  17,   174,   175  ] . Similarly, the hypogonadism induced during 
AAS withdrawal may also produce idiosyncratic responses; 
as just mentioned, some hypogonadal men show marked 
depressive symptoms, while most show none  [  173  ] . Clearly, 
this variability in response cannot be ascribed purely to psy-
chological or expectational factors, since it has been docu-
mented under double-blind conditions in both humans and 
animals. Although the nonuniform pattern of response has 
long been recognized  [  176  ] , its mechanism is still not under-
stood, and available  fi ndings in animals  [  17,   175,   177,   178  ]  
and humans  [  24,   179,   180  ]  are still preliminary.  
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   Aggression and Violence 

 A growing scienti fi c literature has described unusually vio-
lent or criminal behaviors, including many cases of murder 
or attempted murder, apparently associated with AAS use. 
Most of these reports have described individual cases or 
small case series. In most instances, the individual had dis-
played no history of comparable aggression or violence prior 
to AAS exposure. For example, Conacher and Workman 
described a 32-year-old bodybuilder who beat his wife to 
death while he was taking AAS  [  181  ] . Choi and colleagues 
 [  139  ]  described longitudinal observations of a 22-year-old 
bodybuilder who attempted to kill his girlfriend while he was 
on AAS. Pope and Katz described three men who developed 
grandiosity, aggressiveness, and violence while taking AAS 
 [  152  ] . One man abducted a woman and shot her in the spine 
when she tried to escape; the second murdered a hitchhiker; 
and the third planted an explosive device in the car of his 
ex- fi ancée and detonated it by remote control. None of these 
three men    had any prior criminal record, nor had any of them 
displayed a major psychiatric disorder or violence prior to 
AAS use. Several other recent case reports have described 
comparable cases  [  137,   182–  184  ] . Thiblin and colleagues 
 [  185  ]  described 14 violent offenders who were evaluated for 
current or past AAS use. These cases included six individu-
als with apparent AAS-related violence, which the authors 
said was “characterized by minimal provocation, great inten-
sity and long duration” (p. 305). These authors caution that 
one cannot be certain that AAS played an etiologic role in 
each case, but suggest that collectively, the 14 case reports 
provide additional evidence that AAS may lead to violent 
behavior and other mental disturbances, including psychotic 
symptoms. Subsequently, Thiblin and colleagues  [  186  ]  
described  fi ve additional young AAS users who became 
involved in criminal activities, including violent offenses. 
One of these showed evidence of conduct disorder prior to 
AAS use, but the others were not known to have acted out 
during early adolescence before AAS exposure. A recent 
review  [  153  ]  mentions six cases of AAS-induced criminal 
behavior seen by the authors, including three homicides and 
three violent assaults. The men in these cases apparently 
experienced psychotic symptoms, with “stereotypic qualities 
of irritability, aggressiveness, and grandiosity” (p. 287). The 
authors report that “the mental status of all six perpetrators 
cleared within weeks to 2 months, and they had speci fi c 
memory of the act and of their delusional thinking at the time 
the act was committed” (p. 287). 

 Clearly, it is dif fi cult to draw causal inferences from AAS 
use to violence in all of the cases described above. However, 
as noted earlier, many of the cases involved individuals with 
no evidence of psychiatric disorder, violence, or criminality 
when not using AAS—suggesting that AAS was likely a 

necessary causal factor in the behavior. Many of the cases 
also share very similar symptomatic features—what Hall 
and colleagues have referred to as the “stereotypic qualities 
of irritability, aggressiveness, and grandiosity”—again sug-
gesting that they do not represent chance phenomena, but are 
indeed attributable to AAS intoxication. 

 A Swedish forensic research group has recently used epi-
demiological techniques to assess possible links between 
AAS use and violent crimes. For example, one study of pris-
oners (using an analysis that excluded cases referred from 
substance abuse centers) found that individuals testing posi-
tive for AAS were signi fi cantly less likely to have been con-
victed of a crime against property, but signi fi cantly more 
likely to have been convicted of a weapons offense, as com-
pared to AAS-negative prisoners  [  187  ] . Another study exam-
ined the criminal history of deceased individuals testing 
positive for AAS, other drugs of abuse, or both categories; 
the  fi ndings suggested that criminal violence observed 
among AAS users was not confounded in any systematic 
way by the abuse of other drugs  [  188  ] . An earlier study from 
the same group found that deceased AAS users were 
signi fi cantly more likely to have died from homicide or sui-
cide than a comparison group of deceased amphetamine and/
or heroin users  [  189  ] . Although these  fi ndings do not permit 
causal inferences in speci fi c cases, they all appear consistent 
with the  fi ndings described earlier in this section.  

   AAS Dependence 

 A growing literature has shown that individuals can develop 
a syndrome of AAS dependence, in which they progress 
from using AAS in individual “cycles” and go on to use AAS 
on an almost continuous basis, with little or no time between 
cycles of use  [  190  ] . AAS-dependent individuals may con-
tinue usage despite signi fi cant adverse medical and psychiat-
ric effects, and they frequently describe withdrawal symptoms 
when they attempt to stop AAS. These withdrawal symp-
toms typically include decreased libido, depressed mood, 
sleep disorder, loss of appetite, and fatigue; AAS-dependent 
individuals will frequently resume use of the drugs to avoid 
these symptoms. 

 In addition, a substantial animal literature has shown that 
AAS can produce dependence syndromes. For example, rats 
and mice will selectively spend time in environments where 
they have received AAS  [  191,   192  ] , and hamsters will self-
administer testosterone, even to the point of death  [  193  ] . 
Interestingly, these hamsters will develop a syndrome of tes-
tosterone intoxication that has opioid-like features  [  193  ] . 
This syndrome can be antagonized by naltrexone, and indeed 
pretreatment with naltrexone will block testosterone self-
administration  [  15  ] . These and other animal data, recently 
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comprehensively reviewed by Wood  [  14  ] , provide strong 
evidence that AAS can produce a biological dependence 
syndrome, mediated in particular by neuroendocrine and 
opioidergic mechanisms  [  14,   16,   20  ] , and likely also modu-
lated by input from various other neurotransmitter systems 
 [  13,   21–  27  ] . 

 Over the past 20 years, eight  fi eld studies of human AAS 
users, to our knowledge, have attempted to apply the criteria 
for substance dependence from various editions of the 
American Psychiatric Association’s  Diagnostic and 
Statistical Manual of Mental Disorders   [  194–  196  ]  to these 
individuals  [  65,   128,   130,   197–  201  ] . These eight studies 
have collectively diagnosed AAS dependence in 197 (30.2%) 
of 653 AAS users, suggesting that AAS dependence is a rela-
tively common outcome of AAS use, likely af fl icting mil-
lions of individuals worldwide. Although the  DSM  diagnostic 
criteria are not ideally suited for diagnosing AAS depen-
dence, recent diagnostic criteria modeled on DSM-IV and 
speci fi cally adapted to AAS have been proposed  [  201  ] . 
A recent pilot study, using a structured diagnostic interview 
based on these criteria, has shown that these criteria can yield 
good interrater reliability and evidence of construct and dis-
criminant validity  [  202  ] . Nevertheless, the true prevalence of 
AAS dependence in the overall population of illicit users 
remains dif fi cult to estimate because of the dif fi culty of 
obtaining a representative sample of these individuals. In any 
event, it seems likely that the prevalence of AAS dependence 
may be increasing, because widespread illicit AAS use did 
not appear until approximately the 1980s, as discussed ear-
lier. Thus, many users are only now becoming old enough to 
have established a dependence pattern.  

   Concomitant Substance Use Disorders 

 Several studies suggest that AAS use and dependence are 
associated with other forms of substance dependence, espe-
cially opioids. For example, two reports have described abuse 
of nalbuphine, an opioid agonist–antagonist, among AAS-
using weightlifters  [  203,   204  ] . In another study at a substance 
abuse clinic in New Jersey, the authors found that 21 (9%) of 
227 sequential male heroin addicts appeared to have been 
 fi rst introduced to opioids through their use of AAS  [  205  ] . 
Yet another study evaluated 223 consecutive male inpatients 
at a substance abuse treatment center  [  62  ] . Among 88 men 
with a primary diagnosis of opioid dependence in this study, 
22 (25%) reported a past history of AAS use, as compared to 
only 7 (5%) of 135 men with a primary diagnosis of other 
forms of substance dependence ( p  < 0.001). Although these 
data are preliminary, they appear consistent with animal 
observations summarized earlier, suggesting possible com-
mon mechanisms in the effects of AAS and of opioids.   

   Treatment Implications 

 Despite the various adverse medical and psychiatric effects 
enumerated earlier, AAS users rarely seek treatment. Often, 
they view their drug use positively and are apprehensive 
about stopping AAS for fear that they will lose muscular 
size. Thus, they often do not present in the clinic unless they 
develop a serious mood disorder (e.g., depression with sui-
cidal ideation or a suicide attempt); aggressive behavior 
leading to a forensic evaluation (e.g., being arrested for vio-
lent behavior); or some other form of substance abuse that 
drives them to treatment (e.g., opioid dependence). Even in 
situations where AAS users do present in clinical settings, 
treatment may be dif fi cult, since they often do not trust medi-
cal personnel. For example, one recent study found that 
among a group of 43 AAS users recruited in the  fi eld, 40% 
reported that they would trust their drug dealer as much as 
they would trust any physician that they had seen, and 56% 
reported that they had never disclosed their AAS use to any 
physician  [  206  ] . 

 Because of these considerations, the treatment options for 
AAS dependence are still incompletely understood. One 
recent review article suggests that AAS dependence may 
arise via any or all of three separate pathways: (1) an  ana-
bolic  pathway, where individuals with body-image concerns 
might become dependent on AAS for their muscle-building 
effects; (2) an  androgenic  pathway, where men might repeat-
edly use AAS to self-treat hypogonadism from AAS with-
drawal; and (3) a  hedonic  pathway, where AAS dependence 
may arise via mechanisms shared with classical addictive 
drugs. Each pathway, if supported, would suggest speci fi c 
clinical treatments. 

 Looking  fi rst at the anabolic pathway, individuals with 
“muscle dysmorphia,” a form of body dysmorphic disorder 
characterized by an exaggerated preoccupation with muscu-
larity  [  207  ] , may become dependent on AAS because they 
are pathologically afraid that they will lose muscular size if 
they discontinue these drugs  [  208,   209  ] . Thus, treatment of 
the underlying pathology of muscle dysmorphia may be 
bene fi cial. Although to our knowledge there are no speci fi c 
studies of treatment of muscle dysmorphia, a substantial 
literature has shown that other forms of body dysmorphic dis-
order respond to cognitive behavioral therapies  [  210–  213  ]  
or to serotonergic antidepressants  [  214–  216  ] . Thus, these 
modalities may also be effective for underlying muscle 
 dysmorphia in some individuals with AAS dependence. 

 Looking at the androgenic pathway, a growing literature 
has suggested that it is important to identify and treat hypog-
onadism associated with AAS withdrawal, lest the individual 
be tempted to resume AAS in an attempt to self-treat these 
symptoms  [  61,   217  ] . Treatment of hypogonadism may 
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involve administration of human chorionic gonadotropin to 
stimulate testicular testosterone production  [  122,   218,   219  ]  
and clomiphene to stimulate pituitary function  [  220–  222  ] . 
Sexual dysfunction associated with AAS withdrawal may be 
ameliorated by phosphodiesterase inhibitors such as 
sildena fi l. Finally, AAS withdrawal may be associated with 
marked symptoms of depression in susceptible individuals, 
as discussed earlier. Case reports have described successful 
treatment of such symptoms with  fl uoxetine  [  127  ]  and with 
electroconvulsive therapy  [  124  ] , but these data remain lim-
ited. It seems likely that depression associated with AAS 
withdrawal should be treated with the same medications and 
psychosocial therapies used for ordinary biological depres-
sions, but the clinician should be particularly careful to treat 
the endocrine component  [  12  ] . 

 Finally, looking at the hedonic pathway, it seems likely 
that AAS dependence shares brain mechanisms with classi-
cal substance dependence, as discussed earlier, and thus may 
respond to both psychosocial and pharmacological interven-
tions known to be effective in classical substance depen-
dence. Many psychosocial treatments have been shown to be 
effective across a range of different drugs of abuse  [  223–  225  ] , 
and thus might well be effective for AAS dependence as well, 
especially in situations where AAS dependence occurs 
comorbidly with other forms of substance dependence, as is 
often the case  [  59,   60  ] . Also, given evidence for the apparent 
overlap between the mechanisms of AAS dependence and 
opioid dependence, described earlier, it seems possible that 
AAS dependence might be effectively treated in selected 
cases with naltrexone  [  12  ] , although to our knowledge this 
possibility has not been described in the literature to date.  

   Conclusions 

 Illicit AAS use and AAS dependence represent a major pub-
lic health in many Western industrialized societies, but the 
full public health implications of AAS abuse remain incom-
pletely understood. Our understanding of this form of sub-
stance abuse is limited by the fact that AAS use is often 
highly surreptitious—and indeed, in the authors’ experience, 
perhaps more covert than any other form of illicit substance 
abuse  [  206  ] . As a result, fewer investigators have “pene-
trated” the AAS subculture to perform  fi eld studies of these 
individuals, and the literature hence remains limited. 
Understanding of AAS is further compromised by the fact 
that widespread illicit AAS use in the general population did 
not arise until the early 1980s, as discussed earlier. As a 
result, it is only now that large numbers of former (and some-
times still current) AAS users are reaching middle age. Thus, 
the full magnitude of long-term AAS effects, both psychiat-
ric and medical, may still not be fully appreciated, because 
only now are suf fi cient numbers of individuals entering the 

age of risk for some of these conditions. As these aging AAS 
users develop adverse effects from long-term AAS exposure, 
such as cardiomyopathy, atherosclerotic disease, persistent 
hypogonadism, major mood disorders, and other forms of 
substance dependence, it seems likely that increasing num-
bers will present for treatment, which must be performed 
with recognition for the multiple pathways by which AAS 
dependence may arise, as discussed earlier.      
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   Prevalence 

   General Population 

 A number of epidemiologic studies conducted over the past 
20 years consistently indicate that anxiety disorders and 
SUDs co-occur more commonly than would be expected by 
chance alone  [  1–  3  ] . The National Epidemiological Survey 
on Alcohol and Related Conditions (NESARC) surveyed 
more than 43,000 adults and is the most recent and largest 
survey study focused on psychiatric and SUDs to date  [  4  ] . 
Approximately, 15% of those with any anxiety disorder in 
the past 12 months had at least one co-occurring SUD and 
17.7% of respondents with a SUD in the past 12 months also 
met criteria for an independent (i.e., not attributed to with-
drawal or intoxication) anxiety disorder. The relationship 
between anxiety disorders and drug use disorders (OR = 2.8) 
was stronger than the relationship between anxiety and 

 alcohol use disorders (OR = 1.7). Associations between 
SUDs and speci fi c anxiety disorders were virtually all 
signi fi cantly positive ( p  < 0.05) with the odds ratios for abuse 
more positive than those for dependence and the ORs for 
women more positive than those for men. Among individu-
als with anxiety disorders, marijuana use disorders were the 
most common drug use disorder (15.1%) followed by cocaine 
(5.4%), amphetamine (4.8%), hallucinogen (3.7%), and sed-
ative (2.6%) use disorder  [  5  ] .  

   Addiction and Psychiatric Treatment 
Populations 

 Because the relationship between anxiety and SUDs is 
fraught with symptom overlap and diagnostic dif fi culties, 
estimates of co-occurring disorders in treatment settings are 
variable and depend upon the diagnostic techniques used and 
the speci fi c disorder being assessed. Speci fi c prevalence esti-
mates will be addressed in more detail in sections focused on 
individual anxiety disorders. In one study of a large sample 
of SUD treatment clinics, 80% of individuals in treatment had 
at least one co-occurring anxiety disorder and comorbidity 
had a signi fi cant relationship to mental distress at initial 
interview and 6 years later  [  6  ] .   

     Abstract 

 The relationship between symptoms of anxiety, anxiety disorders and substance use, abuse 
and dependence is complex. Converging evidence from epidemiologic studies as well as 
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   Screening and Differential Diagnosis 

 One of the most challenging areas when addressing co-
occurring anxiety and SUDs is diagnosis. Anxiety is a com-
mon symptom during withdrawal from substances of abuse 
and symptoms associated with substance use and withdrawal 
can mimic most anxiety disorders. Substances of abuse also 
have profound effects on neurotransmitter systems involved 
in the pathophysiology of anxiety disorders and may unmask 
vulnerability or lead to neurobiological changes that mani-
fest as an anxiety disorder. The best way to differentiate 
substance-induced, transient symptoms of anxiety from anx-
iety disorders that warrant treatment is through observation 
of symptoms during abstinence, as transient substance-
related symptoms will improve with time. The duration of 
abstinence necessary for accurate diagnosis remains contro-
versial and is likely to be in fl uenced by the speci fi c anxiety 
disorder being assessed and the substance of abuse. For 
example, long half-life drugs (e.g., some benzodiazepines, 
methadone) may require several weeks of abstinence for 
withdrawal symptoms to subside, but shorter acting sub-
stances (e.g., alcohol, cocaine, short half-life benzodiaz-
epines) require shorter periods of abstinence to make valid 
diagnoses. The onset of anxiety symptoms before the onset 
of SUD, a family history of anxiety disorder, and/or sus-
tained anxiety symptoms during lengthy periods of absti-
nence all suggest an anxiety disorder that will warrant 
treatment. 

 Because of the high rate of co-occurrence of anxiety and 
SUDs, screening patients presenting at primary care, sub-
stance use, or psychiatric treatment settings is critical. This is 
especially important because early diagnosis and treatment 
can improve treatment outcomes. Screening tools can help to 
identify high-risk individuals, but because of symptom over-
lap and diagnostic dif fi culties, a detailed interview is likely 
to be necessary to fully differentiate substance-induced 
symptoms, which should resolve with abstinence from pri-
mary anxiety disorders that warrant treatment.  

   General Treatment Considerations 

 In general, treatment efforts addressing SUDs and psychiat-
ric disorders have developed in parallel. The integration of 
services and ef fi cacious treatments from both  fi elds is criti-
cal to the optimal treatment of individuals with co-occurring 
disorders. Maximizing the use of nonpharmacologic treat-
ment strategies is also important. Learning strategies to self-
regulate anxiety symptoms and alternative coping strategies 
can interrupt the cycle of using alcohol and drugs of abuse to 
combat intolerable subjective states. Among psychosocial 
treatments, cognitive behavioral therapies (CBT) are among 

the most effective for both anxiety disorders and SUDs. 
Promising pilot work investigating the integration of 
 treatments to develop therapies speci fi cally targeting 
 co-occurring anxiety and SUDs will be discussed in the 
 sections below, but there is much work to be done. 

 The investigation of pharmacotherapeutic treatments for 
both anxiety disorders and SUDs is progressing rapidly. The 
pharmacotherapeutic treatment of speci fi c anxiety disorders 
will be discussed in detail below, but there are some general 
principles that apply across disorders. In some SUD treat-
ment settings, the use of psychotropic medications is some-
times discouraged and this can undermine treatment  [  7–  9  ] . 
In addition, individuals in recovery often have complex and 
con fl icting feelings and attitudes about medications and may 
see the need for medications as a sign of defectiveness or 
failure. It is important to address feelings and attitudes about 
the use of medications and to develop a therapeutic partner-
ship focused on medication adherence in a proactive manner 
in cases where medications are an important part of optimal 
treatment. 

 When the relationship between psychiatric symptoms 
and substance use is unclear, the risks and bene fi ts of using 
medications must be carefully considered. If medications 
are used, treatment should generally follow routine clinical 
practice for the anxiety disorder with some speci fi c issues 
taken into consideration. Potential toxic interactions between 
the prescription medications and illicit drugs and alcohol 
must be carefully assessed and reviewed with the patient. 
The abuse potential of therapeutic agents should be consid-
ered and an ef fi cacious agent with the least abuse potential 
should be used. In particular, the use of benzodiazepines in 
the treatment of co-occurring anxiety disorders and SUDs is 
a controversial issue. Despite their effectiveness in immedi-
ate relief of panic and other anxiety symptoms, these agents 
are generally avoided in substance-using populations 
because of abuse potential. However, during the early treat-
ment phase when activation or latency of onset of antide-
pressant/anxiolytic is an issue with some medications, 
benzodiazepines may be a reasonable adjunctive medica-
tion. When benzodiazepines are prescribed to patients with 
co-occurring SUDs, limited amounts of medication should 
be given and patients should be monitored closely for 
relapse. As a rule, benzodiazepines should be avoided in 
patients with a current SUD and used with caution in those 
with a history of SUDs. Benzodiazepines should be 
considered for chronic treatment only when other pharma-
cological and nonpharmacological treatment options have 
been exhausted. 

 The use of agents targeting SUDs speci fi cally, such as 
naltrexone or disul fi ram, as add-on treatment for individuals 
with comorbid anxiety disorders and SUDs is underexplored. 
In one study of 254 outpatients with alcohol dependence 
and a variety of comorbid psychiatric disorders, Petrakis 
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and  colleagues  [  10  ]  investigated the ef fi cacy of disul fi ram 
and naltrexone alone and in combination in a 12-week trial. 
Participants treated with either active agent, as compared to 
placebo, had signi fi cantly more consecutive weeks of absti-
nence and fewer drinking days per week. Disul fi ram-treated 
participants reported less craving from pre- to posttreatment 
as compared to the naltrexone or placebo-treated groups. 
The effects of the medications by speci fi c comorbid psychi-
atric disorder were not discussed, but active medication was 
associated with improvement in anxiety symptoms. There 
was no advantage of combining medications. This study 
argues for the use of adjunctive pharmacotherapeutic treat-
ment targeting SUDs in individuals co-occurring anxiety dis-
orders and SUDs. Hopefully this area will be further 
investigated and these treatments will become integrated into 
routine clinical practice. 

 In the sections that follow, prevalence rates, differential 
diagnosis, and treatment of posttraumatic stress disorder 
(PTSD), panic disorder, social anxiety disorder (SAD), gen-
eralized anxiety disorder (GAD), and obsessive compulsive 
disorder (OCD) will be reviewed. Simple phobia will not be 
covered because most evidence suggests that this disorder 
has no speci fi c relationship with SUDs.  

   Posttraumatic Stress Disorder 

 Data from a number of studies over the last 20 years have 
emphasized the high co-occurrence of PTSD with SUDs. For 
example, a recent multisite longitudinal study of almost 
1,000 individuals demonstrated that a history of PTSD pre-
disposes individuals to elevated rates of drug abuse and 
dependence  [  11  ] . In the National Comorbidity Study, the 
odds ratio for SUDs was 2–3 for men and 2.5–4.5 for women 
with PTSD  [  12  ] . In one study using data from the ECA study 
 [  13  ] , the assault history and PTSD prevalence in individuals 
with SUDs were compared to the assault history and PTSD 
prevalence in those without SUDs   . Of all subgroups studied, 
cocaine/opiate users were most likely to report a PTSD-
qualifying traumatic event (43%), and the overall rate of 
PTSD was 10 times higher among these individuals com-
pared with individuals without a SUD. Among treatment-
seeking individuals with SUDs, the prevalence of lifetime 
PTSD has been reported as high as 50% or greater  [  14  ] . In 
the majority of cases, the development of PTSD precedes the 
development of the SUD  [  15  ] . 

 While the treatment of PTSD is generally multimodal, 
pharmacotherapy is playing an increasingly important role. 
Literature on the use of the selective serotonin reuptake 
inhibitors (SSRIs) in the treatment of PTSD is the most 
extensive. A number of SSRIs (sertraline, paroxetine, 
 fl uoxetine) have received FDA approval for the treatment of 
PTSD. There is one, double-blind, placebo-controlled study 
of sertraline in the treatment of PTSD in men and women 

with comorbid alcohol dependence  [  16  ] . Sertraline treatment 
was more ef fi cacious than placebo in the treatment of PTSD 
symptoms, but there were no overall differences between 
groups in alcohol consumption. However, post hoc analysis 
revealed that treatment with sertraline signi fi cantly decreased 
alcohol consumption in a subgroup of individuals with early 
onset PTSD (before age 18), and later onset, less severe alco-
hol dependence. 

 Several other classes of compounds are of particular inter-
est in the treatment of co-occurring PTSD and SUDs. A num-
ber of case series, open-label and small placebo-controlled 
trials suggest that anticonvulsant agents may be useful in the 
treatment of PTSD  [  17  ] . Of particular interest, Topiramate    
demonstrated ef fi cacy in secondary measures of PTSD 
symptoms in one small placebo controlled trial  [  18  ] . 
Topiramate has also demonstrated ef fi cacy in one placebo-
controlled trial and one open-label study  [  19  ] . Positive results 
have been reported in case series and open label studies for 
both gabapentin and vigabatrin in the treatment of PTSD 
 [  20  ] . These agents also show promise in alcohol and cocaine 
dependence  [  21  ] . Also, there is evidence that adjunctive 
treatment with atypical antipsychotic agents, including ris-
peridone and quetiapine, can provide therapeutic bene fi t in 
the treatment of PTSD  [  22,   23  ] . A recent preliminary study 
( N  = 61) demonstrated decreased alcohol consumption in a 
subgroup of individuals treated with quetiapine as compared 
to placebo  [  24  ] . Because of potential ef fi cacy in treating 
PTSD and SUDs, select anticonvulsant and antipsychotic 
agents warrant further exploration in the treatment of indi-
viduals with co-occurring PTSD/SUDs. 

 There are a number of investigations suggesting that inte-
grative psychotherapies addressing trauma/PTSD among 
SUD patients are bene fi cial and typically leads to signi fi cant 
reductions in both PTSD and SUD symptoms. The most 
widely studied integrated therapy to date is Seeking Safety 
(SS), a 25-session, manualized treatment that provides psy-
choeducation and teaches coping skills  [  25  ] . 

 In a recent controlled trial comparing SS to a health edu-
cation group in 353 women, both groups demonstrated 
signi fi cant improvement in substance use and PTSD-related 
outcomes, but there was no signi fi cant difference in improve-
ment between groups  [  26  ] . Of interest, improvement in 
PTSD symptoms was associated with improvement in sub-
stance use outcomes, arguing for aggressive treatment of 
PTSD symptoms in individuals with co-occurring PTSD/
SUD (NIH/NIDA CTN-0015, Women’s Treatment for 
Trauma and Substance Use Disorders). 

 Several small studies have systematically examined the 
integration of exposure-based treatment for PTSD with 
empirically validated treatments for SUDs. Trif fl eman and 
colleagues developed a manualized treatment combining 
RP, coping skills, psychoeducation, and in vivo exposure. 
In a small ( N  = 19) pilot trial it was shown to be as effective 
as, but not superior to, Twelve-Step Facilitation Therapy 
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with regard to PTSD symptoms and drug use  [  27  ] . 
In another uncontrolled trial, Brady and colleagues  [  28  ]  
developed a 16-session, manualized treatment consisting of 
combined  imaginal  and in vivo exposure therapy for PTSD, 
and cognitive-behavioral RP techniques for cocaine depen-
dence. Among treatment completers ( N  = 39), the interven-
tion was associated with signi fi cant reductions in all three 
clusters of PTSD symptoms and cocaine use. Preliminary 
data ( N  = 20) from an ongoing RCT show substantial reduc-
tions in both PTSD symptoms and substance use severity in 
subjects receiving COPE vs. treatment as usual for 
 substance use  [  29  ] . 

 Several other studies have preliminarily explored the use 
of psychosocial treatments among PTSD/SUD patients with 
favorable results  [  30,   31  ] . While more randomized, con-
trolled trials in this area are needed, the studies to date dem-
onstrate that for the majority of PTSD/SUD patients, 
addressing PTSD confers substantial therapeutic bene fi t.  

   Panic Disorder 

 In the NESARC study, lifetime prevalence of panic disorder 
(with or without agoraphobia) was 5.1% and was twice as 
common in women as compared to men  [  32  ]  and lifetime 
risk of both alcohol and drug dependence was increased in 
individuals with panic disorder  [  33  ] . In a recent review of the 
literature, the risk of panic disorder in the presence of alco-
hol use disorders was 2–4 times higher than in the absence of 
an alcohol use disorder  [  34  ] . In the Collaborative Study on 
the Genetics of Alcoholism, lifetime risk for panic disorder 
was increased in individuals with alcohol use disorders (4.2% 
vs. 1.0%, respectively). 

 Alcohol withdrawal can cause panic attacks. However, as 
compared to individuals with panic disorder, withdrawal-
precipitated panic attacks generally markedly improve dur-
ing the  fi rst several weeks of abstinence  [  35  ] . Alternatively, 
individuals with panic attacks may use alcohol to decrease 
panic symptoms and, consequently, develop an alcohol use 
disorder  [  34  ] . Panic attacks early in recovery that decrease in 
frequency may respond to support and reassurance. However, 
if the panic attacks continue or increase over several weeks 
of abstinence, the diagnosis of panic disorder should be 
made. Without treatment, the risk of relapse to alcohol use is 
increased  [  36  ] . In one prospective study of alcoholics 
recruited from acute treatment, panic disorder was the most 
common diagnosis and was predictive of relapse. After 4 
months, approximately 50% of those who had initially met 
criteria for an anxiety disorder no longer met diagnostic cri-
teria  [  37  ] . This  fi nding emphasizes the need to carefully track 
anxiety symptoms early in recovery and to provide normal-
izing information to patients about common withdrawal 
symptoms and the typical course of recovery. 

 The relationship between panic disorder and smoking is 
well studied and of interest. In the NESARC study, individu-
als with panic disorder had elevated 12-month prevalence 
rates of nicotine dependence  [  38  ] . Daily smoking is associ-
ated with an increased risk for the  fi rst occurrence of a panic 
attack or panic disorder and the risk is higher in active smok-
ers than past smokers  [  39  ] . Early smoking increases the risk 
of panic disorder  [  40  ] , and the initiation of smoking may pre-
cede the onset of panic disorder by many years (median = 12 
years)  [  41  ] . In addition, individuals with panic disorder who 
smoke regularly report more severe anxiety symptoms and 
social impairment as compared to nonsmokers  [  42  ] . 

 According to current guidelines, four classes of medica-
tions—SSRIs, TCAs, benzodiazepines, and MAOIs—have 
approximately comparable ef fi cacy in the treatment of panic 
disorder  [  37  ] . As previously discussed, benzodiazepines are 
generally avoided in individuals with SUDs. The SSRIs 
 fl uoxetine, sertraline, paroxetine, and  fl uvoxamine have all 
demonstrated effectiveness in clinical trials, have no abuse 
potential, and are the best choice for individuals with 
 co-occurring panic disorder and SUD  [  37  ] . 

 There is an extensive body of literature supporting the 
ef fi cacy of CBT in the treatment of panic disorder  [  37  ] . In 
one controlled trial of standard alcohol treatment vs. com-
bined CBT for panic disorder plus alcohol use disorder  [  43  ] , 
improvement of panic symptoms and relapse rates did not 
differ between the two groups. The authors hypothesized that 
typical strategies for managing anxiety such as stress man-
agement, relaxation training, and relapse prevention present 
in standard alcohol treatment programs may have made it 
dif fi cult to detect between-group differences  [  43  ] .  

   Social Anxiety Disorder 

 The lifetime prevalence of SAD ranges from 3 to 13%  [  44  ] . 
Approximately, 20% of individuals with SAD also suffer 
from a drug or alcohol use disorder and the lifetime preva-
lence of an alcohol use disorder with SAD (48%) is more 
than double that of individuals without lifetime SAD (29%) 
 [  45  ] . As the average onset of social phobia is before adoles-
cence, symptoms of social anxiety typically precede the ini-
tiation of alcohol or drug use  [  46  ] . In one study, SAD was 
diagnosed in 24.7% of 300 patients hospitalized for AUD 
and preceded AUD in 90.2% of cases. 

 The current treatment recommendations for SAD include 
SSRIs or beta blockers in combination with integrated psy-
chosocial treatment. There are a few studies examining treat-
ment options in comorbid populations. Schade and colleagues 
randomized 96 alcohol-dependent patients with comorbid 
anxiety disorders, including SAD ( N  = 87) to CBT plus 
optional  fl uvoxamine (150 mg per day) versus treatment as 
usual. There was greater improvement in the combined 
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 treatment group in anxiety outcomes. Fluvoxamine was not 
associated with better outcomes  [  47  ] . 

 Two small placebo-controlled studies of paroxetine in 
 co-occurring AUD and SAD have demonstrated signi fi cant 
improvement in social anxiety with paroxetine treatment but 
no signi fi cant group differences in alcohol use in either study 
 [  48,   49  ] . Gabapentin is an anticonvulsant agent with demon-
strated ef fi cacy in the treatment of social phobia  [  50  ] . This is 
of particular interest because gabapentin has also demon-
strated ef fi cacy in the treatment of alcohol withdrawal  [  51  ] ; 
and unlike benzodiazepines, gabapentin has no abuse poten-
tial. One case report of a polysubstance-dependent individual 
with comorbid SAD who was treated with gabapentin docu-
mented signi fi cant improvement in craving and substance use 
 [  52  ] , but there are currently no controlled trials examining the 
ef fi cacy of gabapentin in co-occurring SAD and SUDs. 

 In a study of individual CBT for alcohol use disorders ver-
sus concurrent alcohol use/SAD therapy, individuals who 
received concurrent treatment had worse alcohol outcomes 
 [  53  ] . The authors hypothesized that exposure to anxiety-
provoking social situations in concurrent treatment may have 
increased drinking to cope  [  53  ] . Terra and colleagues fol-
lowed 300 detoxi fi ed alcohol-dependent patients with and 
without SAD following standard treatment and found no dif-
ference in treatment adherence and outcomes, individuals 
with SAD chaired AA meetings less often, were more 
ashamed of attendance, felt less integrated into the group, and 
were less likely to feel better after a meeting  [  54  ] . Individuals 
with SAD may need treatment targeting their social anxiety 
before being able to bene fi t from group interventions. 
Individual therapy may be better tolerated than group therapy 
and a period of sobriety and skills training may be important 
before increasing exposure to social situations.  

   Generalized Anxiety Disorder 

 SUDs are one of the most common comorbid psychiatric dis-
orders among individuals with GAD  [  55  ] . In the NESARC 
study, approximately 90% of individuals with GAD had at 
least one other co-occurring disorder and GAD was strongly 
associated with alcohol use disorders  [  56  ] . Another epide-
miologic study of 5,877 adults found that GAD was the anxi-
ety disorder most often associated with using alcohol or 
drugs to self-medicate symptoms  [  57  ] . In adolescents, the 
presence of GAD is associated with a more rapid progression 
from age of  fi rst drink to alcohol dependence  [  58  ] . GAD fol-
lows a chronic course with low rates of remission and fre-
quent relapses/recurrences. Comorbid SUD decreases the 
likelihood of recovery from GAD and increases the risk of 
exacerbation  [  59,   60  ] . 

 As GAD symptoms can be mimicked by substance use or 
withdrawal, diagnostic complications can arise. Assessment 

of GAD should be delayed until intoxication or withdrawal 
has terminated. For short-acting drugs (e.g., cocaine) it may 
be possible to assess GAD after 1 week of abstinence, but 
longer periods of time (e.g., 4–8 weeks) may be required for 
longer acting drugs (e.g., methadone, valium)  [  61  ] . Patients 
should also be assessed for use of over-the-counter sub-
stances that can induce anxiety (e.g., caffeine, diet pills). 
DSM-IV requires that a core number of anxiety symptoms 
be present for at least 6 months in order to meet diagnostic 
criteria for GAD. Substance use during those 6 months needs 
to be considered, and symptoms of GAD must have been 
present during times other than when the patient was using 
or recovering from alcohol or drugs. This can be challenging 
to assess because many SUD patients presenting for treat-
ment and complaining of anxiety will not have had 6 months 
of abstinence. 

 The treatment of GAD in the context of addiction can also 
be challenging. The most current guidelines for the pharma-
cotherapeutic treatment of GAD are from the Canadian 
Psychiatric Association  [  62  ] . First-line medications include: 
paroxetine, escitalopram, sertraline, and venlafaxine XR. 
While controlled trials support the use of SRIs and NSRIs in 
GAD, no clinical trials of these agents have been conducted 
in individuals with comorbid GAD/SUD. Second-line agents 
include: alprazolam, bromazepam (not available in the 
United States), lorazepam, diazepam, buspirone, imipramine, 
pregabalin, and buproprion XL. Third-line medications 
to be considered are mirtazapine, citalopram, trazodone, 
hydroxyzine, and adjunctive olanzapine or risperidone. 
While affective for some individuals, controlled trials do not 
support the use of B-blockers. Paroxetine, escitalopram, and 
venlafaxine have demonstrated long-term ef fi cacy with 
increasing response rates over 6 months. Because approxi-
mately 20–40% of patients with GAD relapse within 6–12 
months after the discontinuation of pharmacotherapy, long-
term treatment may be needed  [  62  ] . 

 While benzodiazepines are effective in the treatment of 
GAD, their use in individuals with current or former SUDs is 
controversial because of their abuse liability. Some authors 
posit, however, that the empirical evidence regarding these 
concerns is lacking and suggests that benzodiazepines may 
be safely used to treat anxiety disorders in some SUD patients 
 [  63  ] . Buspirone, a partial 5-hydroxytryptamine [5-HT]1A 
agonist with low abuse potential, has been shown to be 
ef fi cacious in some studies in anxious alcoholics  [  61,   64, 
  65  ] , but the results are mixed  [  66,   67  ]  and more evidence 
supporting the use of buspirone in SUD patients with GAD 
is needed. 

 Among psychosocial treatments, CBT may help decrease 
both anxiety symptoms and risk of relapse. Patients with 
both GAD and SUDs may bene fi t from the education of 
relaxation techniques, coping skills, cognitive restructuring, 
behavioral activation, problem solving, and sleep hygiene 
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 [  61  ] . Nutritional counseling and regular exercise may also 
prove bene fi cial for GAD/SUD patients, although empirical 
trials are lacking.  

   Obsessive Compulsive Disorder 

 In comparison to other anxiety disorders, the association 
between OCD and SUDs is less robust  [  68  ] . For example, in 
a clinical sample of 254 individuals, approximately 4% of 
OCD patients met criteria for a lifetime SUD  [  69  ] . In the 
National Comorbidity Survey Replication study, OCD was 
negatively correlated with SUDs  [  68  ] . The Collaborative 
Study on the Genetics of Alcoholism found no signi fi cant 
increase in rates of OCD in individuals with alcohol use dis-
orders  [  35  ] . The lower rates of OCD among SUD patients 
may be due, in part, to the generally low levels of impulsive 
or spontaneous behaviors and high levels of harm avoidance 
exhibited by individuals with OCD. When OCD patients 
do use substances, they typically choose sedating agents 
(e.g., alcohol, marijuana). 

 Some substances of abuse (e.g., alcohol, stimulants) and 
medications (e.g., benzodiazepines) can produce obsessive-
compulsive behaviors  [  61,   70  ] . This potential confound 
should be ruled out when diagnosing OCD among SUD 
patients. In general, the differential diagnosis of OCD in 
individuals with SUDs is not as dif fi cult as that of some of 
the other anxiety disorders because there is less symptom 
overlap. For SUD patients, the content of obsessions and 
compulsions is restricted to alcohol or drug use. Obsessions 
and compulsions focused on procuring and using drugs alone 
or that occur only during intoxication do not meet diagnostic 
criteria for OCD. 

 Little research on the treatment of co-occurring OCD and 
SUDs has been conducted to date, and there are no random-
ized controlled trials examining the use of a pharmacologic 
treatment for this patient population. First-line medications 
for OCD are clomipramine,  fl uoxetine,  fl uvoxamine, parox-
etine, and sertraline. In individuals with SUDs, SSRIs are 
preferable to clomipramine because of more favorable side 
effect pro fi les  [  71  ] . Fals-Stewart and Schafer randomly 
assigned 60 substance abusers with OCD in a drug-free ther-
apeutic community to combined OCD and SUD treatment, 
SUD treatment alone, or SUD treatment plus progressive 
muscle relaxation. At 12 months, the group receiving com-
bined treatment had higher abstinence, longer duration in 
treatment, and a greater reduction in OCD symptoms  [  72  ] .  

   Nicotine and Anxiety Disorders 

 In the NESARC study, 28% of the participants used tobacco 
products and 25% were current cigarette smokers  [  38  ] . The 
12-month prevalence rate of nicotine dependence was 13% 

in the general population and 25% among individuals with 
anxiety disorders. The risk of anxiety disorder among indi-
viduals with nicotine dependence was more than twice that 
of any other psychiatric disorder. Conversely, the prevalence 
rates of nicotine dependence were also increased in individu-
als with anxiety disorders (panic disorder 40%, SAD 27%, 
and GAD 33%)  [  38  ] . Despite the strong associations between 
smoking, nicotine dependence, and anxiety disorders, there 
has been relatively little investigation of causal connections 
or treatment. A recent review suggested that smoking, and 
nicotine in particular, can alleviate anxiety, but other studies 
indicate that nicotine use and withdrawal can cause anxiety 
 [  40  ] . The Development and Assessment of Nicotine 
Dependence in Youth (DANDY) study followed a cohort of 
seventh graders for 3.5 years and found a strong association 
between trait anxiety and all measures of tobacco use and 
nicotine dependence. A relaxing effect from initial exposure 
to nicotine, distinct from relief of withdrawal symptoms, was 
predictive of a sixfold increase in risk for nicotine depen-
dence  [  73  ] . Smokers with a history of panic attacks have 
signi fi cantly more anxiety-related withdrawal symptoms and 
shorter quit attempts compared to those without panic attacks 
 [  74  ] . Models currently being used to explain the relationship 
between nicotine dependence and anxiety disorders include 
conditioning theory, cognitive theory and anxiety.  

   Conclusions 

 Because of the high co-occurrence of anxiety and SUDs and 
their prevalence in the population, primary care and mental 
health providers will encounter these conditions frequently 
in the course of their work. It is essential that providers 
address anxiety symptoms in individuals with SUDs as a 
routine part of treatment. This requires careful differential 
diagnosis, which usually requires at least a brief period of 
sustained abstinence. It also requires providers to consider 
the mechanism of action of different medications and to 
choose those with the lowest risk for abuse. Psychosocial 
treatments for anxiety and substance use are excellent pri-
mary and adjunct treatments for these co-occurring disorders 
and referrals should be made as necessary.      
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   Prevalence 

 Before establishing the concurrent prevalence rates of 
 depression and SUD, there are a number of considerations 
on which the evidence of a co-occurrence of depression and 
SUD might be differentiated. For instance, differences in the 
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  Learning Objectives 

    Clinical and epidemiological studies demonstrate • 
elevated prevalence rates of depression and SUD.  
  Con fl icting  fi ndings exist concerning the causal • 
association of depression and SUD.  
  Antecedents such as personality characteristics, • 
genetic and environmental factors contribute to both 
depression and SUD.    

  Issues that Need to Be Addressed by Future Research 

    Knowledge of antecedents would enable an • 
identi fi cation of adolescents at risk for depression 
and SUD.  
  This would lead to the development of preventative • 
interventions that address both depression and SUD.  
  How developmental change underpins the co-• 
occurrence of depression and SUD should be 
examined.    
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 prevalence rates of depression and SUD across studies might 
re fl ect variations in the measurement of both disorders. Some 
studies examine major depression as de fi ned by the 
Diagnostic and Statistical Manual of mental disorders 
(DSM-IV)  [  1  ] , while others have examined measures of 
symptom severity. Studies that utilize a higher cutoff for 
clinically de fi ned depression might indicate lower levels of 
prevalence than studies which encompass a range of depres-
sion symptoms. With regard to substance use, some studies 
group different types of substances together, often including 
alcohol, cigarettes, and illicit drug use, so it is not clear what 
the independent contribution of each makes to the co-occur-
rence of depression. Investigators have also examined prob-
lematic use of substances in terms of “abuse” and/or 
“dependence.” However, it is not unreasonable to expect that 
low levels of substance use can be associated with depres-
sion in individuals who are susceptible to the development of 
both problems. Measurement issues such as the ones out-
lined earlier might account for differences in prevalence of 
concurrent comorbidity and in its predictive course. 

 The concurrent prevalence of SUD among adults receiv-
ing treatment for major depression is between 8% and 25%, 
and the lifetime prevalence of SUD is even higher (30–42%) 
 [  2,   3  ] . Similar prevalence rates have been reported in adoles-
cent clinical samples  [  2–  4  ] . In an adolescent sample (13–19 
years of age) with a diagnosis of depressive disorders, 16% 
of participants reported a current comorbid SUD compared 
to only 2% of the comparison group with no depressive dis-
order  [  4  ] . High rates of depression are also shown in adults 
and adolescents seeking treatment for SUD  [  5–  7  ] . 

 Several epidemiological studies have shown that depres-
sion and SUD co-occur in the general population  [  8–  12  ] . In 
adults, the prevalence rates for the co-occurrence of depres-
sion with any substance use disorder in the previous 12 
months range from 5% to 19.2%  [  11  ] , with lifetime preva-
lence rates ranging from 9.1% to 32%  [  9  ] . Aside from 
con fi rming these basic associations, research has shown that 
depression is more often associated with substance depen-
dence than substance abuse. An examination of the co-
occurrence of alcohol dependence and abuse with other 
mental health disorders in the general population showed 
that women were more likely to show a co-occurrence of 
major depression and alcohol dependence than men  [  13  ] . The 
Odds Ratio (OR), which compares the observed co-occurrence 
of the two disorders with their expected co-occurrence, con-
sidering their prevalence in the general population, was 
reported to be 4.05 for women and 2.95 for men, meaning that 
for women with alcohol dependence they were 4 times more 
likely to have a diagnosis of major depression compared to 
2.9 times more likely for men with alcohol dependence. 

 Several studies have reported the co-occurrence of depres-
sion and SUD in adolescent samples  [  14–  21  ] . An increase in 
the prevalence of mood disorders from 5% in adolescents 

who had never consumed alcohol to 23.8% in adolescents 
who reported consuming alcohol almost weekly has been 
shown  [  12  ] . Similar results were also shown for frequency of 
cigarette and illicit drug use. Concurrent comorbidity 
between SUD and depression has been estimated to range 
from 11% to 32% across studies  [  22  ] . Examining the Odds 
Ratios showed a range from 1.1 for comorbid depression and 
cannabis use to 8.0 for any concurrent SUD  [  8,   22  ] .  

   Individual Differences in Age and Gender 

 An upsurge in the rate of depression often accompanies the 
onset of puberty, at which point the female predominance of 
mood disorders  fi rst emerges  [  23  ] . Differences exist between 
prepuberal depression with its onset in childhood and ado-
lescent onset depression. Twin studies suggest a greater 
genetic component for adolescent rather than childhood 
onset depression  [  24,   25  ]  supporting the view that childhood 
and adolescent onset depression differs in etiology. Research 
has often reported that in clinical samples, SUD is more 
associated with adolescent onset depression than childhood 
onset depression  [  26  ] . 

 Gender-speci fi c relationships are also shown to occur 
between depression and SUD  [  14,   18  ] . Even though depres-
sion is more common in females than males, the presence of 
depression prior to 13 years of age increased the risk for 
SUD between 13 and 16 years more for boys than for girls 
 [  18  ] . This can be an example of the often stated gender para-
dox  [  27  ]  in that disorders might be more severe in the gender 
in which they are less common. Until recently, SUD demon-
strated a higher prevalence in adolescent males than in 
females; currently, girls are shown to be increasing in their 
quantity and frequency of alcohol use, particularly in the UK 
 [  28  ] . Early onset alcohol and substance use (prior to age 15) 
is associated with an increased risk for adult mental health 
disorders  [  29  ] , particularly depression and suicidal behavior 
 [  30,   31  ] . These  fi ndings thus raise the question of whether an 
earlier age of onset per se contributes to these effects or 
whether it functions as a marker for more severe, or a more 
generalized liability, to subsequent dif fi culties  [  32  ] .  

   Causal Models 

 For the purpose of understanding the nature of this comor-
bidity, it is important to consider the causal relationships 
between these two sets of symptoms. In this case, the diag-
nosis of a disorder may be of less interest, but rather its tim-
ing or onset may be of greater importance. Therefore, 
longitudinal data are important for examining causal mecha-
nisms and risk factors. Prospective studies of clinical and 
epidemiological samples have the bene fi t of a longitudinal 
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design in that they involve multiple waves of assessment and 
allow for tests of the timing and patterning of symptoms. 
Moreover, they allow for opportunities to examine focused 
hypotheses about causal mechanisms. Epidemiological sam-
ples provide a number of advantages over clinical samples in 
that they can examine behaviors that fall short of a clinical 
diagnosis. However, one known disadvantage is that epide-
miological studies are based on large samples which may 
only include a small number of participants who show high 
levels of symptom prevalence. An alternative is to identify 
high-risk participants with known risk factors for the devel-
opment of both disorders, which allows for greater variabil-
ity and frequency of symptoms that would not be available in 
a community sample. The major limitation of this design, 
however, lies in uncertainties over the extent to which 
 fi ndings are speci fi c to that selected group or generalizable to 
the broader population. 

 A number of theoretical models have been posited in an 
attempt to explain comorbid psychopathology and substance 
use  [  33–  35  ] . Causal models would suggest that either psy-
chopathology can increase an individual’s potential vulnera-
bility to develop an SUD or that substance use may trigger 
psychopathological symptoms. The common factor or cor-
related liabilities model would posit that high rates of comor-
bidity are the result of a shared vulnerability to both disorders 
(e.g., genetic risk, personality, or temperament). An alterna-
tive model would highlight bidirectional effects between 
symptoms, in that each disorder has independent origins but 
its course and severity is exacerbated by the other disorder 
over time. Research has provided support for all models of 
comorbidity with the causation  [  36,   37  ]  and common factor 
model  [  34,   38  ]  receiving the most attention. However, cau-
tion is needed before assuming that earlier behaviors neces-
sarily cause later ones. It is possible that at some stage this 
temporal sequence is simply a function of maturational pro-
cesses, whereby the earlier disorder manifests itself earlier in 
time than the other. 

   Depression Causes an Increase 
in the Vulnerability for Substance Use 

 Theories that have been presented to support the idea that 
psychopathology can precipitate an increase in substance use 
include the self-medication model  [  39  ] , the tension reduction 
 [  40  ] , and the stress–response dampening model  [  41  ]  all of 
which would suggest that depressed individuals would use 
substances to reduce feelings of negative effect. The majority 
of studies that provide support for self-medication models of 
comorbidity tend to include adolescents or young adults who 
are at the onset of substance use. Elevated depression symp-
toms in adolescence often predict future alcohol use  [  42,   43  ] , 
alcohol use problems, particularly in males  [  44  ] , and alcohol 

abuse/dependence  [  21  ] . In a sample of 1,545 Finnish twins, 
early onset depressive disorder at 14 years was shown to pre-
dict frequent alcohol use and recurrent intoxication at 17.5 
years   , even after controlling for other psychiatric disorders 
and other substance use  [  43  ] . Depression symptoms and 
depressive disorder are also shown to be a risk factor for 
cigarette use and dependence  [  15,   17,   42,   45  ] . For instance, 
major depression assessed at 16 and 18 years increased the 
risk for daily cigarette smoking at 21 years by 19% com-
pared to adolescents without such a diagnosis  [  17  ] . Less sup-
port has been shown for a predictive relationship between 
depression and cannabis use  [  46  ] . Although, one recent study 
did demonstrate a predictive relationship between major 
depression at 14 years and subsequent cannabis onset and 
cannabis use disorder at 17 years after controlling for exter-
nalizing behavior  [  47  ] .  

   Substance-Induced Depression 

 Substance use may predispose individuals to the develop-
ment of depression, either through the physiological effects 
of heavy substance use  [  48  ]  or due to the consequences of 
heavy use (e.g., family problems, occupational, school). The 
majority of evidence that supports this causation model is 
often found in adults or college students where substance 
use has reached relatively elevated levels  [  49–  52  ] . Binge 
drinking and alcohol dependence are found to increase the 
odds of reporting depression  [  12  ] , with 11.3% of adults with 
an alcohol dependence diagnosis reporting an episode of 
depression in the previous 12 months  [  9  ] . In a prospective 
longitudinal study, it was reported that tobacco and illicit 
drug use in adolescence were predictive of major depression 
in early adulthood  [  53  ] . In an examination of the cumulative 
affect of substance use in the same sample, it was demon-
strated that heavy alcohol use, cannabis use, and more fre-
quent illicit drug use in childhood, adolescence, and young 
adulthood predicted major depression in late adulthood  [  36  ] . 
More recently, the predictive association between drinking 
patterns and depression in a nationally representative sample 
of Finnish adults was examined  [  52  ] . The authors demon-
strated that binge drinking predicted symptoms of depres-
sion 5 years later, over and above potential confounders such 
as average alcohol use, and preexisting alcohol dependence. 
In fact, the frequency of a hangover was the best predictor of 
later depression, suggesting that the link between alcohol 
use and depression in adults is limited to the effects of heavy 
drinking. 

 Concerns about the impact of cannabis use on depression 
are often related to the effects of THC on serotonin and other 
neurotransmitters in a way that can produce depression-
like symptoms. A prospective study examined the relation-
ship between cannabis use and depression in adulthood. 
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This study used data from the Epidemiological Catchment 
Area study in which a subsample of 1,920 individuals were 
followed-up 14–16 years later. Respondents who reported 
cannabis use and at least one symptom of either cannabis use 
dependence or abuse at baseline were 4.5 times more likely 
to report depressive symptoms in the follow-up period than 
individuals who were none users  [  50  ] . This association 
remained even after controlling for confounders and baseline 
depression. An Australian cohort of adolescents was fol-
lowed-up into adulthood to examine the link between early 
onset regular cannabis use and early adulthood depression. 
It was found that among females only, weekly cannabis use 
in adolescence predicted a twofold increase in rates of 
depression at 20–21 years, and daily use predicted a fourfold 
increase in depression risk  [  54  ] .  

   Reciprocal Associations 

 There is the possibility that depression and substance use are 
reciprocally related to each other, in which the onset of 
depression can increase substance use and subsequently the 
consumption of substances can increase the risk for depres-
sion. Studies that employ structural equation models can 
estimate simultaneous directional effects. Five such studies 
have utilized these techniques to examine sequential effects 
while estimating the reverse association  [  37,   55–  58  ] . In 
young adults, one study showed that heavy weekend drink-
ing predicted later weekday negative affect  [  55  ] , while 
another study demonstrated the reverse association, from 
alcohol dependence at 17 years to major depression at 25 
years  [  37  ] . However, in adults directional effects might have 
already been established earlier in development. One study 
examined the reciprocal relationships between depression 
and three separate substance use outcomes (frequency of 
alcohol, cigarette, and cannabis use) in 951 adolescents (12–
14 years). Positive relationships were shown between change 
in one construct and change in the other re fl ecting that both 
domains increase (or decrease) in parallel, but predictive 
relationships from one disorder to the other were not demon-
strated  [  57  ] . In a UK sample of adolescents (mean age 13; 9 
years), elevated initial levels in depression predicted growth 
in quantity and frequency of alcohol use over an 18-month 
period  [  58  ] .  

   Summary 

 The previous review demonstrated con fl icting  fi ndings with 
regard to the causal relationship between depression and 
SUD, and there are a number of potential factors that might 
account for this discrepancy in  fi ndings. Firstly, it is possi-
ble that signi fi cant directional effects are demonstrated at 

short-term intervals rather than yearly spaced assessments. 
Secondly, studies demonstrate stronger predictive associa-
tions between early onset depression and later substance use 
in adolescence. Whether this is due to the age of onset of 
depression occurring prior to the onset of SUD is unclear. 
Thirdly, differences may occur according to gender. Cross-
sectional associations between depression and SUD are stron-
ger in females than males, while longitudinal associations are 
stronger in males than females  [  14,   18  ] . Fourthly, associa-
tions can differ according to the substance assessed. Limited 
evidence has shown that depression is a stronger predictor of 
later alcohol use/dependence  [  42,   43,   58  ] , while cannabis use 
is a stronger predictor of later depression  [  50,   54  ] .   

   Common Factors 

 A third possible model that might explain the high rates of 
comorbidity of depression and substance use is that a third 
factor or a common underlying vulnerability contributes to 
the association between the two domains. Possible candi-
dates for a third factor are certain personality characteristics, 
a genetic vulnerability, or common environmental factors. 

   Personality Characteristics 

 Separate lines of research have shown that broad indices of 
personality traits, such as neuroticism and lower order facets, 
such as hopelessness, are associated with alcohol and sub-
stance use and abuse  [  59–  61  ]  and depression  [  62,   63  ] . 
Neuroticism refers to a broad temperamental sensitivity to 
negative stimuli and a tendency to experience negative emo-
tional states  [  64,   65  ] , and forms the cornerstone of the tripar-
tite model of personality in depression and anxiety  [  66  ] . 

 A number of prospective studies have examined how neu-
roticism or negative emotionality impacts on substance mis-
use and depression. In a sample of 378 college students, 
neuroticism accounted for a signi fi cant proportion of the 
variance in the association between alcohol use disorders 
and psychological distress  [  56  ] . Initial associations between 
major depression in mid-adolescence and alcohol abuse/
dependence and nicotine dependence in young adulthood 
were shown prior to controlling for additional variables  [  67  ] . 
After controlling for neuroticism these associations were not 
maintained, suggesting that neuroticism is not only associ-
ated with an increased risk of depression and SUD, but can 
account for the association between adolescent depression 
and later adult SUD. 

 It has been posited that hopelessness, a lower order trait 
of neuroticism would be associated with a speci fi c pattern of 
substance misuse. Speci fi cally, in a sample of substance 
abusing women, hopelessness was associated with major and 
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recurrent depression, and a threefold increased risk for 
opioid dependence, indicating that hopelessness might pre-
dispose individuals to depressed feelings and thus encourage 
the use of analgesics to reduce feelings of negative affect 
 [  68  ] . Furthermore, in college students, the same measure of 
hopelessness was associated with depressive symptoms, 
alcohol and sedative drug use, and coping with depression 
 [  69  ] , providing further support that individuals who score 
high in hopelessness are using substance to self-medicate 
painful depressive feelings. The idea that poor problem-
solving skills might mediate the relationship between hope-
lessness and substance misuse was explored in an adolescent 
sample (mean age 16.9 years   ). The authors posited that indi-
viduals high in hopelessness when encountering problematic 
events might not engage in rational problem solving due 
their personality style as characterized by a belief that nega-
tive events will occur. It was demonstrated that poor rational 
problem solving mediated the predictive association between 
depression and lifetime alcohol and cannabis use  [  70  ] . 
Research has also examined the association between the 
personality impulsivity, heavy alcohol use, and depression. 
A recent study demonstrated that adolescents who scored 
high in impulsivity and were consuming elevated levels of 
alcohol use did not demonstrate a developmental decrease in 
depression over time  [  58  ] . Research that has focused on 
depression and impulsivity at the biological levels has exam-
ined decreased serotonin levels in adolescents with alcohol 
use disorders, and in turn might lead to depression  [  71  ] . In 
addition, interactions with the environment need to be con-
sidered as impulsive individuals might be at risk of stressful 
or negative life events as a consequence of their risky behav-
ior (alcohol/drug use, antisocial behavior) and due to their 
poor decision making/poor planning.  

   Genetic Risk Factors 

 Depression and SUD might share an underlying genetic eti-
ology that increases the likelihood of their co-occurrence. 
However, the evidence for a shared familial relationship of 
alcohol disorder and depression is ambiguous. If such a rela-
tionship exists, family studies should demonstrate higher 
rates of alcoholism in  fi rst-degree relatives of depressed 
probands and/or higher rates of depression in  fi rst-degree 
relatives of alcoholic probands. In support of a genetic etiol-
ogy, studies have reported higher rates of alcoholism among 
relatives of depressed adults  [  72,   73  ] , suggesting a familial 
vulnerability that is common to both disorders. Twin studies, 
which examine if this familial vulnerability is related to 
genetic or environmental factors, have demonstrated that 
both genetic and speci fi c environmental sources of vulnera-
bility to depression overlap with those of alcohol dependence 
in adults  [  74  ] . However, no evidence has been shown for a 

causal effect model, in that the genetic risk for one disorder 
predicts the genetic risk for the other  [  75,   76  ] . Instead, 
research has shown that within an individual, a person’s sus-
ceptibility for depression and alcohol dependence was cor-
related. For instance, if relative 1 has depression, then the 
risk for relative 2 for alcohol dependence is increased, this 
would occur regardless if relative 2 had depression. 

 Sex differences are also demonstrated in the genetic and 
environmental contributions to depression and alcohol 
dependence comorbidity. For females half the risk for depres-
sion and alcohol dependence was due to genetic and speci fi c 
environmental factors, whereas for males it was due largely 
to genetic factors. These  fi ndings suggest that genetics play a 
role in the vulnerability to both alcohol risk and depression, 
and that speci fi c environmental stresses are associated with 
this comorbidity. 

 Although twin studies do not provide information on the 
speci fi c genes that might contribute to both disorders, stud-
ies by other research groups might shed light on this issue. 
For example, studies have found that a polymorphism in 
the serotonin transporter gene (5-HTTLPR) was associated 
with greater alcohol use and dependence (see  [  77  ]  for a 
review). It has also been examined in relation to depression 
 [  78  ] , neuroticism  [  79  ] , and using alcohol to cope with 
stress  [  80  ] .  

   Environmental Risk Factors 

 In addition to genetic risk factors, studies have examined the 
long-term effects of early environmental risk on subsequent 
depression and SUD. Several studies have con fi rmed asso-
ciations between early adversity and an increased risk for 
SUD and internalizing disorders. Collectively this work has 
focused on adverse rearing environments such as high 
con fl ict, parental divorce, low parental monitoring and harsh 
parenting, and at the extreme end physical and sexual abuse 
on both adolescent alcohol use and depression  [  81,   82  ] . In 
addition, a growing interest in the role of prenatal exposures, 
such as maternal smoking in pregnancy, has attracted interest 
in early onset substance use  [  83  ] , evidence for maternal 
stress in pregnancy on later emotional and behavioral disor-
ders  [  84  ] , and links between prematurity/low birth weight 
and subsequent depression  [  85  ] . Genetically informative 
studies are also utilized to establish to what extent environ-
mental risk factors are in fact truly, “environmental” in 
nature. For instance, having substance-using peers are shown 
to be highly predictive of both the initiation of alcohol use in 
adolescence as well as its continuation  [  86  ]  with perceived 
peers’ attitudes towards alcohol use and number of alcohol-
using peers as important factors contributing to adolescents’ 
problem alcohol and drug use  [  87  ] . Therefore, peer relation-
ships are argued to be a form of environmental mediated risk 
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for the development of SUD. However, evidence points to 
other possibilities, for instance the genetically in fl uenced 
child characteristics can evoke responses from peers. 
Evidence suggests that adolescents who demonstrate impul-
sive personality characteristics are more likely to select sub-
stance-using peers  [  88  ] , highlighting the interplay between 
genetic risk and susceptibility to risk environments in pre-
dicting SUD.  

   Moderating Mechanisms 

 The previous review demonstrated that environmental risk 
mediated the link between personality characteristics and 
SUD. There is consistent evidence that early adolescent 
depression interacts with conduct disorder to predict SUD 
 [  21,   89,   90  ] . For instance, elevated rates of depression early 
in adolescence is associated with higher rates of alcohol use 
disorder, but only in boys with high levels of conduct disor-
der  [  21  ] . Recently, it was hypothesized that adolescents with 
both high rates of depression and conduct disorder were 
more likely to use substances to elevate negative affective 
states because they were relatively unconcerned about vio-
lating social norms  [  90  ] .   

   Treatment Studies 

 Well-controlled treatment studies can also provide an oppor-
tunity to understand mechanisms maintaining comorbidity. 
If an evidence-based intervention for a particular set of 
symptoms, e.g., relapse prevention for alcohol dependence, 
is shown to reduce the other set of symptoms, then  fi ndings 
might have implications for how we understand causal 
relationships between the two sets of symptoms. However, 
before we review the literature examining these very  fi ndings, 
it is worth mentioning some methodological issues pertaining 
to this type of investigation. First, while certain evidence-
based interventions might be originally conceptualized as 
targeting a speci fi c set of problems, e.g., relapse prevention 
for alcohol dependence, the therapy might also contain some 
generic treatment effects, which would broadly impact on a 
variety of symptoms and problems. This such a case, the 
intervention might be shown to have an impact on the other 
comorbid disorder, i.e., depression, but this effect is achieved 
independent of any effect on drinking behavior. Therefore, 
when reviewing the treatment literature for this purpose, it is 
not only important to examine the dual effects of the treatment 
on each set of problems, but to also examine the extent to 
which speci fi c components of the treatment might impact 
each set of symptoms. Well-conceptualized research designs, 
particularly those that include relevant control conditions, 
can be more helpful in this regard. 

 Two previous reviews of outcome studies for behavior 
therapies for co-occurring substance use and mood disorders 
 [  35,   91  ]  have concluded that a number of evidence-based 
therapies for substance use disorders, particularly, cognitive-
behavioral or relapse prevention therapies, not only impact 
on substance use, but also have been shown to have broad 
effects on physical, social, and mental health. What is unclear 
is whether these secondary outcomes are the result of expo-
sure to generic therapeutic principles that might also have 
bene fi cial effects in other domains of life, whether they are 
real secondary outcomes of reduction in substance use, or 
they are necessary outcomes for effective substance use 
treatment, thus suggesting that substance use might be con-
sequential to these other changes. 

 With respect to substance dependence and depression 
more speci fi cally, three well-controlled randomized trials 
involving substance-using patients with elevated levels of 
depression shed some light on this issue. In one study, alco-
hol-dependent patients with elevated depressive symptom 
pro fi les received either an eight-session CBT for depression 
(CBT-D) or a relaxation training control in addition to their 
attendance at a partial-day hospitalization program for alco-
hol dependence  [  92  ] . This study showed that over and above 
traditional addiction treatment and the relaxation control, the 
CBT-D condition was associated with more enhanced and 
sustained recovery from depressive symptoms, as well as 
reductions in drinking. Similarly, a re-analysis of a random-
ized controlled trial of CBT and desipramine for cocaine-
dependent individuals showed that in those patients with 
elevated levels of depression, CBT was associated with lon-
ger periods of abstinence and improved treatment retention 
 [  93  ] . Finally, a CBT that included mood management strate-
gies was signi fi cantly more effective than a 12-step treatment 
approach for cocaine-dependent patients with a history of 
major depression  [  94  ] . The  fi ndings from these three well-
controlled randomized trials suggest that some of the vari-
ance in substance-related behavior in patients with comorbid 
substance dependence and depressive symptoms is conse-
quential to the depressive symptoms.  

   Summary and Conclusions 

 Multiple  fi ndings have documented the importance of exam-
ining comorbid depression and SUD. These include their 
increased prevalence, associated impairment, and the 
increased risk for social and occupational impairment later 
in adulthood. Clinical studies have generated lifetime co-
occurrence rates between 8 and 25% of SUD and depressive 
disorders, with females overrepresented  [  95,   96  ] . 
Epidemiological samples highlight similar associations albeit 
at slightly lower prevalence rates  [  11  ] . Prospective studies 
allow for opportunities to examine whether one domain is a 
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causal risk factor of the other. However, there are con fl icting 
 fi ndings with regard to the causal relationship of depression 
and SUD, with predictive associations varying according to 
gender, type of substance assessed, and age of onset of disor-
der. Knowledge of antecedents would enable identi fi cation 
of adolescents at risk and provide information for the devel-
opment of preventative interventions. Personality risk factors 
such as neuroticism and impulsivity are often associated with 
both depression and SUD  [  56,   58,   67  ] . A modest in fl uence 
for genetic transmission has been found, with males showing 
a larger genetic in fl uence than females  [  74  ] . Environmental 
risk factors contribute to both depression and SUD indepen-
dently, but research is lacking in the consideration of genetic 
in fl uences on the susceptibility to environmental risks in 
relation to comorbid depression and SUD. Treatment of 
depression and SUD encompasses psychotherapeutic and 
psychopharmological interventions. Most behavioral treat-
ment studies involving substance-using patients show evi-
dence of desistence of depressive symptoms as well 
reductions in alcohol and drug use  [  92,   93  ] . The  fi eld has 
now moved beyond examining the extent of the co-occurrence 
of depression and SUD to asking questions about the nature of 
these associations and their etiological links. Future research 
investigating the underlying mechanisms of in fl uence will 
necessarily involve integrating a range of interdisciplinary 
approaches. Furthermore, these integrative studies should be 
considered within the context of developmental change.      
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  Abstract 

 Attention de fi cit/hyperactivity disorder (ADHD) is a chronic illness that begins in 
 childhood and is characterized by inattention, hyperactivity, and impulsivity. In adulthood, 
ADHD is an invalidating illness, often with psychiatric comorbidity, including substance 
abuse and addiction. In children and adults, ADHD is very treatable. Medication forms the 
basis of treatment, with psychostimulants as the  fi rst choice. Additional cognitive therapy and 
coaching are necessary to help patients improve their functioning and organizational skills. 

 The high prevalence of ADHD in adults with substance use disorders (SUDs) points to 
the causal role of the disorder in the development of addiction. Many patients with ADHD 
and SUDs have a history of childhood behavioral problems, with early initiation of drug use 
and a more severe addiction course. ADHD has a negative in fl uence on the course of SUDs. 
Until now, the diagnosis and treatment of ADHD has received too little attention in this 
patient group. The limited number of controlled trials showed that ADHD in combination 
with SUDs is more dif fi cult to treat with medication and that treatment for the ADHD 
hardly has any in fl uence on the course of addiction. However, there is evidence that early 
treatment of ADHD has a preventive effect on the development of addiction. 

 When treating this patient group with psychostimulants, it is important to bear in mind 
the risk of abuse of the medication. Further research is necessary to optimize the treatment 
of ADHD and comorbid SUDs.            

      ADHD       

     Pieter-Jan   Carpentier         
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  Learning Objectives 

    ADHD is a common and highly treatable disorder • 
in children and adults, typically presenting with 
psychiatric comorbidity  
  ADHD is a risk factor in the development of addic-• 
tion; treatment for ADHD in childhood might have 
a preventive effect  
  ADHD is common in adults with SUDs, and has a • 
negative in fl uence on the course of the addiction  
  Treatment with psychostimulants involves the risk • 
of misuse that should preferably be avoided by pre-
scribing modern drug formulations or curtailed by 
making strict agreements  
  Pharmacotherapy for ADHD is less effective in • 
adults with SUDs    
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   Introduction 

 Attention de fi cit/hyperactivity disorder (ADHD) in chil-
dren was  fi rst described at the beginning of the twentieth 
century. The positive effect of psychostimulants was dis-
covered as early as in 1937, and these drugs have been used 
to treat children for almost half a century  [  1  ] . In contrast, 
the adult manifestations of ADHD have only been receiving 
attention over the past 20 years. ADHD in adulthood is an 
invalidating but quite treatable condition that in conformity 
with childhood ADHD is often accompanied by other psy-
chiatric disorders. This chapter mainly describes the asso-
ciation with substance use disorders (SUDs) and the 
consequences of this association on the treatment of the two 
disorders.  

   ADHD in Adults 

   De fi nition 

 The disorder characterized by the chronic presence of con-
centration problems, restlessness, and/or impulsiveness in 
children has been described under various names in the med-
ical literature and is presently de fi ned as ADHD in the DSM-
IV-TR  [  2  ] . This internationally accepted de fi nition denotes 
that the symptoms are present from a young age and cause 
problems in two or more settings. The disorder has a chronic 
course. In 30–60% of the cases, the complaints and symp-
toms remain problematic into adulthood. However, it appears 
that hyperactivity and impulsivity are remitting sooner with 
age than the concentration problems  [  3  ] .  

   Prevalence 

 ADHD has been diagnosed in children and adults in all racial 
groups that have been studied. In children, ADHD is the most 
common psychiatric illness, with a prevalence of between 
3% and 12%  [  4,   5  ] . The illness is diagnosed two to four times 
more often in boys than in girls. In adults, the worldwide 
prevalence has recently been estimated to be 3.4% (range 
1.2–7.3%) on the basis of an overview of international publi-
cations  [  6  ] . Higher prevalences have been found in speci fi c 
populations, for example, detainees, psychiatric patients, and 
patients with addiction problems  [  7–  10  ] .  

   Clinical Characteristics 

 A striking characteristic of ADHD in adults is that in the 
majority of cases, the illness has not been previously diag-
nosed or treated. Patients tend to underreport their com-
plaints. Owing to the chronic course of the illness, patients 
become used to the symptoms and have learned to compen-
sate for them. In many cases, the illness is not immediately 
apparent, because the most obvious symptom, motor rest-
lessness, is the  fi rst to remit  [  3,   11  ] . More characteristic is the 
underachievement that marks the lives of the majority of 
patients  [  12  ] . Adults with ADHD are commonly unable to 
perform at the level of their (intellectual) abilities, while fail-
ures in different  fi elds are typical in their life stories  [  13  ] . 
Although patients do attribute these features to themselves, 
the chronic dysfunction is often not the primary reason to 
seek psychiatric help. 

 The clinical symptoms in adults are varied (see Table  22.1 ) 
and changeable: it is distinctive that these patients do not 
function at a constant level. ADHD is a disorder of perfor-
mance, not of skill; it is not a disorder of knowing what to do, 
but of doing what one knows  [  15  ] . Patients have great 
dif fi culty with organizing and structuring their activities. 
They appear to function better in a structured environment, 
but also have great dif fi culty with routine and monotonous 
tasks. The concentration problems (such as easily becoming 
distracted, forgetfulness) occur particularly during monoto-
nous, time-consuming (i.e. mentally frustrating) tasks. The 
motor unrest usually changes with age into inner restlessness 
and rapid boredom  [  16  ] .  

 Comorbidity is a marked clinical feature of childhood and 
adult ADHD  [  17  ] . It has been estimated that up to 87% of 
adults with ADHD have one or more comorbid psychiatric 
disorders  [  18  ] . The most frequent disorders include: mood 
disturbances (depressive disorder, seasonal affective disor-
der, and bipolar disorder), anxiety disorders, addictions, and 
personality disorders. Many patients with an autistic spec-
trum disorder also have ADHD characteristics  [  19  ] .  

  Issues that Need to Be Addressed for Future Research 

    Firstly, more studies should con fi rm that ADHD in • 
patients with various SUDs can be treated 
effectively  
  More extensive research is also necessary to iden-• 
tify the reasons why pharmacotherapy for ADHD is 
less effective in addicted patients (e.g. clarify the 
in fl uence of long-term substance use)  
  Additional knowledge can provide important indi-• 
cations to optimize the treatment of ADHD (e.g. the 
relevance of tailored psychosocial interventions)  
  More systematic studies are needed on the in fl uence • 
of effective treatment of ADHD on addiction, in 
order to identify signi fi cant prognostic factors    
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   Etiology 

 ADHD is a neurobehavioral disorder with genetic, environ-
mental, and biological etiologies. Primarily, ADHD is a mul-
tifactorially determined hereditary disorder. In monozygotic 
twins, concordance is 60–80%, while in heterozygotic twins, 
concordance is 30%  [  20  ] . Between 10% and 35% of the 
immediate family members of children with ADHD are also 
likely to have the disorder. When one of the parents has 
ADHD, the chance of ADHD in the children is up to 57% 
 [  21  ] . Until now, molecular genetic studies have only revealed 
a limited number of candidate genes, each of which makes 
no more than a small contribution to the development of the 
disorder. A number of these genes are involved in dopamine 
and serotonin neurotransmission  [  20  ] . Recent genome-wide 
association studies has also identi fi ed genes that are involved 
in neural cell growth and metabolism  [  22  ] . 

 Presently, little is known about how these genes interact 
with each other and with environmental factors in the devel-
opment of the disorder. It is also unclear which environmen-
tal factors play a protective role or aggregative role. Although 
it has been established that ADHD is not caused by negative 
circumstances in the upbringing or traumatization, these fac-
tors are expected to have a negative in fl uence on existing 
vulnerability. This also applies to neurotoxic in fl uences (lead 
poisoning) and other forms of brain damage (perinatal brain 
damage, traumatic brain injury)  [  23  ] . 

 Imaging techniques in ADHD patients have chie fl y revealed 
abnormalities in the frontal, prefrontal, and subcortical parts 
of the brain  [  24  ] . Currently, it is impossible to  capture the 
clinical entity of ADHD in a single neuropsychological model. 
The most widely accepted  neuropsychological explanation 

model for ADHD focuses on disruption of the executive func-
tions, which can be demonstrated in many of the patients. The 
executive functions of the brain are responsible for planning 
and organization of purposeful behavior in response to incom-
ing stimuli. As a result of too little inhibition of unimportant 
stimuli, problems arise in the regulation and control of planned 
behavior  [  15  ] . Another current theory (delay aversion) focuses 
on the dif fi culty ADHD patients have with maintaining long-
term goals and postponing rewards. They are far more likely 
to target immediate grati fi cation than delayed rewards  [  25  ] .  

   Prognosis 

 If left untreated, adult ADHD is characterized by chronic 
dysfunctioning and can cause signi fi cant personal, social, 
and economic problems that negatively in fl uence overall 
quality of life  [  13  ] . Owing to the often thoughtless, irrespon-
sible, and unhealthy behavior, this group is at greater risk of 
material problems (unemployment, poor  fi nances) and health 
problems  [  26  ] . Additional dilemmas are caused by the 
comorbid psychiatric disorders that are commonly present.  

   Diagnostic Assessment 

 The basis of the diagnosis of ADHD in adulthood is to estab-
lish the lifelong presence of distressing concentration prob-
lems, restlessness, and/or impulsivity (Table  22.2 ). This 
means that the diagnosis is not so much determined by the 
clinical symptoms, but by anamnestic information that 
should preferably be obtained from multiple sources. As has 
already been stated earlier, the patient is not always the best 
informant. More clarity about the severity of the disturbance 
can be obtained from the partner, while the parents or family 
members can provide more information about the presence 
of symptoms in childhood  [  11,   27  ] . The lack of validated 
age-speci fi c criteria for adults is an important obstacle in the 
rapid recognition of the illness (also see Table  22.1 )  [  14  ] . 

   Table 22.1    Proposed age-speci fi c diagnostic criteria for ADHD in 
adults a    

 1. Is often easily distracted by extraneous stimuli 
 2. Often make decisions impulsively 
 3. Often has dif fi culty stopping activities or behavior 

when he/she should 
 4. Often starts a project or task without carefully reading 

or listening to directions 
 5. Often shows poor follow-through on promises or commitments 

made to others 
 6. Often has trouble doing things in their proper order or sequence 
 7. Is often more likely to drive a motor vehicle much faster than 

others (excessive speeding) 
  [For nondrivers, substitute this item: 
  “Often has dif fi culty engaging in leisure activities or doing fun 

things quietly.”] 
 8. Often has dif fi culty sustaining attention in tasks or play 

activities (optional) 
 9. Often has dif fi culty organizing tasks and activities (optional) 

   a Complaints and symptoms that were most speci fi c to adults with ADHD 
identi fi ed on the basis of a comparative study on ADHD patients ( N  = 142), 
psychiatric patients, ( N  = 97), and a control group ( N  = 109)  [  14  ]   

   Table 22.2    Diagnosis of ADHD in adults according to the DSM-IV-TR 
criteria   

 1. Symptoms beginning in childhood (before the age of 7 years) 
 2. As a child: 

 – A minimum of 6/9 DSM-IV-TR criteria of attention de fi cit 
and/or hyperactivity/impulsivity 

 – Leading to signi fi cant dysfunctioning in different settings 
(home, school) 

 3. Continuous presence of the symptoms over the course of time, 
with persistent dysfunctioning 

 4. At the time of testing: 
 – A minimum of 5/9 DSM-IV-TR criteria of attention de fi cit 

and/or hyperactivity/impulsiveness 
 – With signi fi cant dysfunction 
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Consequently, the clinical diagnosis is still being based on 
DSM-IV-TR criteria that were developed for children 
(Table  22.2 ). A number of screening and diagnostic instru-
ments have been developed, including the well-known 
Conners rating scale  [  28  ] . Lacking in speci fi city and sensi-
tivity for diagnostic purposes, neuropsychological testing 
offers little additional value  [  11  ] . Lastly, assessing psychiat-
ric comorbidity is an integral and indispensable part of the 
diagnostic procedure  [  12  ] .   

   Treatment 

 ADHD is quite treatable in children and good results have 
also been reported in adults (without comorbid psychiatric 
problems)  [  29,   30  ] . Extensive patient education about the ill-
ness, the causes and consequences is a  fi xed component of 
successful treatment  [  27,   31  ] . As is also the case in children, 
medication forms the basis of the treatment  [  32  ] ; in many 
cases medication will lead to stabilization of the ADHD 
symptoms. Essentially, adults receive the same types of med-
ication as children. The activity of these drugs has not been 
studied as extensively as in children but guidelines are start-
ing to emerge  [  27,   33  ] . Two speci fi c psychostimulants, meth-
ylphenidate (MPH) and dextroamphetamine (or 
dexamphetamine), are still the  fi rst choice (Table  22.3 )  [  48  ] . 
Their effectivity in children and adults has been documented 
in several controlled trials  [  49,   50  ] . Although less effective in 
adults than in children, they can decrease the hyperactivity 
and impulsivity as well as improve the concentration prob-
lems. Small differences in working mechanism of these drugs 
in improving dopamine neurotransmission can explain why 
some patients do not respond to one drug, but experience 
great bene fi t from the other  [  48,   51  ] . The side effects are 
actually fairly mild (anorexia, palpitations, headaches) with-
out long-term toxicity. The short duration of effectiveness of 
the two drugs (MPH: 3–4 h, dextroamphetamine: 4–5 h) 
places high demands on the therapy compliance of the patient. 
Their immediate but short effect is also the foundation of 

their abuse potential; therapeutic use of psychostimulants is 
subject to controlling laws in most countries. To a large extent 
it is possible to solve both problems of lack of compliance 
and risk of misuse by using reliable MPH slow-release for-
mulations (Concerta, with a duration of action of up to 12 h, 
Equasym and Medikinet working up to 8 h). Long-action 
dexamphetamine formulations are not available in Europe. 
However, lisdexamfetamine, currently in use in the USA, 
will shortly be released on the    European market. It is a prod-
rug that comprises dexamphetamine conjugated to the amino 
acid lysine. After oral administration, the prodrug is activated 
in the gastrointestinal tract by splitting off lysine and releas-
ing the active substance dexamphetamine. Because of the 
need for metabolic activation, this product has a reduced 
potential for parenteral abuse  [  52  ] .  

 Alternatives to these drugs are atomoxetine that chie fl y 
acts on noradrenergic neurotransmission  [  42  ]  and bupropion 
that also acts dopaminergically  [  44  ] . The clinical impression 
is that these substances are less effective than the stimulants 
 [  43  ] , particularly with regard to the concentration problems. 
Further options for pharmacological treatment are limited. 
Double-blind studies have documented a positive effect of 
tricyclic antidepressants (particularly desipramine)  [  45  ] , but 
these medications often have to be discontinued owing to 
bothersome side effects. The positive effect of moda fi nil in 
one smaller controlled study  [  38  ]  has not yet been replicated. 
Ef fi cacy of venlafaxine  [  46  ]  and moclobemide  [  47  ]  has only 
been reported in case reports or open studies. Monoamine 
oxidase inhibitors (MAOI) have hardly been studied in adult 
ADHD  [  53  ]  and are seldom used because of their potential 
for serious adverse reactions and drug interactions. In the 
past, clonidine was prescribed for children with ADHD, but 
this drug has become less popular due to limited effective-
ness and negative side effects. Another current medication 
strategy is to combine drugs with different mechanisms of 
action  [  48  ] . 

 In the majority of patients, pharmacotherapy alone is 
insuf fi cient; they derive great bene fi t from additional cogni-
tive therapy or psychosocial interventions (especially in the 

   Table 22.3    Medication choice in the treatment of ADHD in adults   

 Order of precedence  Name  Usual dosage range   N  daily doses  References 

 1  Methylphenidate  0.5–1.0 mg/kg/day  4–5 (IR)   [  34–  37  ]  
 Dextroamphetamine  0.25–0.50 mg/kg/day  3–4 (IR)   [  38–  41  ]  

 2  Atomoxetine  80–100 mg/day  1–2   [  42,   43  ]  
 3  Bupropion  300–450 mg/day  1–2   [  44  ]  
 4  TCA: desipramine 

 imipramine 
 100–200 mg/day 
 50–150 mg/day 

 1–2   [  45  ]  

 5  Venlafaxine  75–225 mg/day  1–2   [  46  ]  
 Moda fi nil  200–400 mg/day  1   [  38  ]  
 Moclobemide  300–600 mg/day  3   [  47  ]  

   IR  immediate release  
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form of coaching), aimed at helping them to cope with their 
ADHD and learn skills in the  fi elds of planning and organi-
zation  [  54–  57  ] . Coaching is a collaborative relationship 
between the patient and a professional to develop strategies 
for managing problems such as procrastination, time man-
agement, and organization. These therapies also have scope 
for emotional themes, such as coping with the disappoint-
ments and failures that result from the disorder  [  31,   58  ] . 
Offering these treatments in group form enables mutual rec-
ognition and the exchange of experiences. It is also recom-
mended to involve the patient’s partner in the treatment.   

   ADHD and Addiction 

   Prevalence 

 In adult as well as in childhood ADHD, psychiatric comor-
bidity determines clinical presentation and treatment strat-
egy to a large extent. The SUDs belong to the most frequently 
occurring problems in adults with ADHD: in some studies, 
the life-time prevalence rates of substance abuse and depen-
dence were as high as 52%  [  59  ] . ADHD has consistently 
been found in a substantial minority of addicted patients. 
Although higher rates were found in the early studies  [  60  ]  
(probably as a result of less strict criteria), more recent 
research (based on DSM-IV criteria) has revealed a preva-
lence in SUD patients of between 10% and 24%  [  61–  64  ] . 
A trend seems visible in which the prevalence of the combi-
nation increases with the severity of the disorders: the more 
severe the ADHD, the greater the chance of addiction and 
vice versa.  

   Clinical Characteristics 

 In the majority of addicted patients, the diagnosis of ADHD 
has never been made previously; thus, they have never 
received treatment for ADHD. Contrary to what has often 
been assumed, SUD patients with ADHD do not seem to 
have a selective preference for stimulants (cocaine, amphet-
amines); they also use sedatives (soft drugs, alcohol and 
heroine)  [  63  ] . It is common to encounter polydrug abuse. 
Some patients reported paradoxical effects of stimulant use 
(amphetamines, cocaine): they became calm and bright 
instead of driven and agitated. These  fi ndings are a strong 
indication of ADHD, but do not form proof of the diagnosis: 
not all patients with ADHD react to psychostimulants in this 
way and in addition, the higher dosages have a predomi-
nantly stimulant effect. 

 Many patients with ADHD and SUDs have a history of 
serious behavioral problems in childhood: 40% to even 93% 
of these patients conformed with the diagnosis of the 

 oppositional de fi ant disorder (ODD) and/or conduct disorder 
(CD) in their youth  [  64,   65  ] . In addition, many of them have 
an antisocial personality disorder (ASP): research showed a 
prevalence of 50%  [  64  ] , compared to 25% in SUD patients 
without ADHD. Another characteristic of this patient popu-
lation is early initiation of substance use, most often before 
the age of 20 years and not unusually before the age of 15 
years  [  66  ] . There are indications that the presence of ADHD 
accelerates the transitions from use to abuse to dependence 
and the progression to hard drugs  [  67  ] .  

   Etiology 

 The elevated association between ADHD and SUDs can be 
seen as the product of developmental interactions with 
ADHD symptoms (e.g. impulsivity or behavioral dysregula-
tion) and the consequences of ADHD (e.g. poor academic 
achievement), which increase the opportunity for the devel-
opment of SUDs. Genetic factors have a strong in fl uence in 
these interactions. ADHD and addiction are to a large extent 
genetically determined. Moreover, ADHD seems to occur 
more frequently in the families of addicted patients, while 
SUDs occur more frequently in the families of ADHD 
patients  [  60  ] . Patterns revealed by familial risk analyses sug-
gested that the association between ADHD and alcohol 
dependence is most consistent with the hypothesis of inde-
pendent genetic transmission of these disorders, whereas the 
association between ADHD and drug dependence is best 
explained by the hypothesis of variable expressivity of a 
common risk factor  [  68  ] . This seems to indicate a common 
genetic basis for ADHD and addiction, in which dopamine 
neurotransmission most springs to mind, because it plays a 
role in both ADHD and SUDs  [  20,   69,   70  ] . 

 Behavioral problems in childhood (ODD and CD), which 
are often combined with ADHD, have an even stronger 
in fl uence: it has been known for some time that these disor-
ders strongly increase the risk of addiction problems in adult-
hood  [  71  ] . Some authors hold the view that this is the 
principal (if not the only) explanation for the association 
between ADHD and addiction; it is not the ADHD that plays 
a causal role in the development of the addiction, but the 
serious behavioral problems which are often accompanied 
by ADHD  [  72  ] . This might also explain the negative in fl uence 
of ADHD on the prognosis of addiction. In practice, the 
combination of ADHD and CD is chie fl y found in patients 
with severe SUDs (particularly hard-drug addiction): many 
of them also have an antisocial personality disorder (ASP) 
 [  64,   65,   73  ] . 

 Other research has shown suf fi cient evidence that ADHD 
alone is a risk factor for the development of addiction. It is 
likely that the more severe forms of the disorder involve 
greater risk; this is in agreement with the  fi nding that 
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 persistent ADHD in adulthood is more commonly combined 
with addiction problems than ADHD in childhood alone 
 [  74  ] . In addition, the risk seems to be more closely associ-
ated with the hyperactive/impulsive symptoms than with the 
concentration problems  [  75  ] . The self-medication hypothesis 
has often been cited in this connection  [  76,   77  ] . According to 
this explanation model, patients with a psychiatric disorder 
use substances in an attempt to in fl uence their psychiatric 
symptoms and control them. In practice, many ADHD 
patients will mention this type of experience, even spontane-
ously: particularly the fact that substance use makes them 
feel calmer is given as the reason for (continued) substance 
use. This working mechanism, which has not yet been stud-
ied systematically, might play a prominent role in the devel-
opment of problematic substance use. 

 Secondary problems that often occur in ADHD (such as 
frequent failure and demoralization) and other comorbid dis-
orders (such as depression and anxiety disorders) can increase 
the vulnerability towards addiction even further  [  60  ] . In sum-
mary, ADHD can be considered as a moderately serious risk 
factor for the development of addiction, with the possibility 
of early recognition and good treatability as important 
advantages.  

   Prognosis 

 Studies have shown that in patients with untreated ADHD, 
the course of addiction is more dif fi cult; these patients seem 
to derive less bene fi t from treatment, show poorer treatment 
compliance, and have greater dif fi culty with achieving and 
maintaining abstinence  [  78,   79  ] . It is possible that the insta-
bility caused by the ADHD symptoms contributes to earlier 
substance use relapse. In addition, the ADHD cannot be 
treated adequately until the addiction has been stabilized. 
Therefore, the two disorders need to be treated together, 
preferably in an integrated approach.  

   Diagnosis 

 A careful diagnostic assessment is certainly recommended in 
addicted ADHD patients. The psychiatric comorbidity that is 
to be expected in these patients can also give rise to differen-
tial diagnostic problems. Another diagnostic issue is that the 
ADHD symptomatology can be masked or even mimicked 
by symptoms of intoxication or withdrawal  [  80  ] . Although 
abstinence at the time of assessment is clearly preferable, it 
is still possible to reliably diagnose ADHD in nonabstinent 
patients. As mentioned earlier, the diagnosis is not based pri-
marily on clinical  fi ndings, but chie fl y on anamnestic infor-
mation that supports the lifelong presence of concentration 
problems, restlessness, and impulsivity. Special attention 

must therefore be focused on the presence of ADHD 
 symptoms in childhood (before the initiation of drug use) 
and in periods of abstinence and/or periods of relatively 
stable  substance use  [  81  ] . Bringing in other informants 
(partner, parents, family) can help to clarify the picture  [  11  ] . 
To accurately judge the severity of the ADHD symptomatol-
ogy (and in the case of persistent diagnostic uncertainty) it is 
recommended to repeat the evaluation after stable abstinence 
has been achieved  [  60  ] .  

   Treatment 

   Treatment Planning 
 As patients with ADHD and SUDs have multiple problems 
that are complicated by further comorbidity (mood distur-
bances, anxiety disorders, personality disorders), it is impor-
tant to draw up a detailed treatment plan in advance in order 
to approach these complex problems in a systematic and 
integrated manner. In the majority of cases, abstinence will 
be the  fi rst step in the treatment. Subsequent treatment aims 
at stabilization of the psychiatric situation, usually by means 
of symptomatic treatment of the psychiatric comorbidity, 
mostly by using medication. ADHD medication can be con-
sidered at this point. When patients are suf fi ciently stable, a 
start can be made on the more extensive treatment of the 
addiction (relapse prevention) and psychiatric comorbidity 
(e.g. treatment for the personality disorder or anxiety disor-
der). In this phase, the psychotherapeutic and psychosocial 
treatment of ADHD can be initiated.  

   The Importance of Abstinence 
 In principle, abstinence is a necessary precondition for the 
treatment of ADHD. Persistent substance use will have a 
negative effect on the medication, either directly through 
interference on neurotransmitter level or indirectly due to 
reduced treatment compliance and irregular medication 
intake. In addition, possible positive effects of the medica-
tion might be masked by substance use  [  58  ] . Another prob-
lem is the risk of dangerous interactions between medication 
and psychoactive drugs (although this does not seem to be 
too detrimental in the case of psychostimulants)  [  82  ] . If the 
patient is unable to remain abstinent with outpatient support, 
inpatient detoxi fi cation should be considered. 

 In the past, medication was not started until after long-
term abstinence, in order to totally exclude interference from 
the addiction. The disadvantage of this approach is that after 
detoxi fi cation, many patients experience more trouble from 
their ADHD symptoms, which makes it dif fi cult for them to 
remain abstinent and engage in therapy. Particularly on the 
basis of clinical experience, it is now advised to start ADHD 
medication shortly after detoxi fi cation  [  60,   81  ] . This approach 
can also be applied to outpatient patients who are not too 
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severely addicted and who are motivated to stop their substance 
use; in these cases, the attempts to achieve abstinence and 
medication intake can be launched simultaneously.  

   Ef fi cacy of Medication 
 There are still no widely accepted guidelines for the appro-
priate pharmacological treatment of ADHD in the presence 
of SUDs  [  83  ] . In principle, the same medication is prescribed 
as that for ADHD adults without SUDs  [  58  ] . Although posi-
tive results have been published in case reports and open 
studies, convincing scienti fi c evidence of the effectiveness 
of these types of medication in this patient group is still lack-
ing  [  50  ] . Over the years only a limited number of placebo-
controlled trials have been conducted and they were hardly 
able to demonstrate any positive effect (Table  22.4 ). Only 
one recent study on atomoxetine in patients with alcohol 
addiction has produced more positive results  [  89  ] . These 
negative results are surprising, because, as highlighted 
before, ADHD is considered to be eminently treatable, both 
in children and in adults, with robust effectiveness of phar-
macotherapy in placebo-controlled trials  [  30  ] .  

 More research is necessary to con fi rm the assumed causes 
of these negative results. Firstly, there is the in fl uence of the 
psychiatric comorbidity; the best results have always been 
achieved in patients with a de fi nite diagnosis of (genetically 
determined) ADHD without comorbidity; patients with 
addiction problems are usually excluded from controlled tri-
als  [  34,   42  ] . In patients with more complex problems, diag-
nostic inaccuracy is more likely to occur. The ADHD 
symptoms can be caused or aggravated by other disorders 

(e.g. traumatic brain injury), which would explain a 
decreased effectiveness of the medication. In addition, it is 
quite plausible that the long-term use of psychoactive sub-
stances reduces the effectiveness of the medication due to 
constant interaction with the same neurotransmitter systems 
 [  92  ] . In most of the outpatient studies mentioned earlier, 
abstinence was not maintained  [  84,   87,   88  ] . The studies on 
stimulants were conducted with older formulations that were 
less reliable  [  87,   88  ] . Furthermore, inadequate dosages of 
the medication played a role  [  86  ] . On the basis of case 
reports, there is evidence that (some) ADHD patients with 
addiction need a higher dosage as a result of their substance 
use. The type of addiction may play a role: there is specula-
tion that ADHD in patients with alcohol use disorders 
responds better to medication  [  89  ] . The placebo response in 
ADHD medication trials is usually limited (to about 25% of 
the participants)  [  48  ]  and is lower than in mood disturbances 
or anxiety disorders. However, when the effectiveness of the 
active drug is fairly low, even a limited placebo response 
will make it more dif fi cult to demonstrate a signi fi cant 
difference. 

 Based on these considerations, the best results of pharma-
cotherapy will be seen in patients with a clear ADHD diag-
nosis with limited or stable comorbidity, during stable 
abstinence and using modern formulations: hardly the condi-
tions one expects when treating complex patients with 
chronic addictions. The combination of ADHD and addic-
tion is frequently a complex constellation, so it is hardly sur-
prising that a single therapeutic factor (in this case, 
medication) is unable to have a signi fi cant impact.  

   Table 22.4    Randomized controlled trials of ADHD medication in SUD patients   

 Study, year (ref)  Sample size  SUD type  Medication (dose)  Effect on ADHD a   Effect on SUD a  

 Schubiner et al., 2002  [  84  ]    48  Cocaine  Methylphenidate 
 3 × 30 mg 

 +  0 

 Riggs et al., 2004  [  85  ]    69  Various  Pemolide 
 75–112.5 mg 

 +  0 

 Carpentier et.al., 2005  [  86  ]    25  Various  Methylphenidate 
 3 × 15 mg 

 0 

 Levin et al., 2006  [  87  ]    98  Opioid 
 (MMT) 

 Methylphenidate 
 2 × 20–40 mg SR 

 0  0 

 Levin et al., 2007  [  88  ]   106  Cocaine  Methylphenidate 
 40 + 20 mg SR 

 0  0 (+) 

 Wilens et al., 2008  [  89  ]    72 + 75  Alcohol  Atomoxetine 
 25–100 mg 

 ++  + 

 Thurstone, 2010  [  90  ]    70  Various  Atomoxetine 
 25–100 mg 

 0  0 

 Konstenius, 2010  [  91  ]    24  Amfetamine  Methylphenidate 
 (OROS) 72 mg 

 0  0 

   a Symbols used to indicate effectiveness 
  MMT  methadone maintenance treatment,  SR  slow release formulation (duration of action 4–6 h) 
 0—no signi fi cant difference 
 +/++/+++—strength of the difference (when positive effect of active treatment)  
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   Psychostimulant Diversion and Abuse 
 The risk of diversion and abuse of psychostimulants in the 
treatment of ADHD forms an important consideration in 
SUD patients. When prescribing psychostimulants, the treat-
ing physician must be prepared for abuse by the patient and/
or others nearby. In animal experiments, methylphenidate 
showed characteristics similar to cocaine  [  93  ] . Although it 
has euphoric activity, this effect does not occur when thera-
peutic dosages are taken orally; higher dosages are necessary 
with faster absorption by the body via the intranasal or intra-
venous route. Regular use of therapeutic dosages does not 
lead to misuse or addiction  [  94  ] . 

 It is possible to avoid the risk of diversion and abuse in 
various ways. Abuse potential is signi fi cantly lower (and 
therapy compliance is clearly better) when longer acting psy-
chostimulant formulations are prescribed. However, these 
longer acting formulations are yet not widely available. The 
same applies for lisdexamfetamine and for atomoxetine, 
which lacks abuse potential  [  95  ] . As the other pharmacologi-
cal alternatives (mentioned previously) are seldom as effec-
tive, it may be necessary to prescribe the traditional 
short-acting psychostimulant formulations. A safe strategy is 
to prescribe these medications under strict conditions only 
and to discontinue prescription when these conditions are 
not met. A central issue is a reliable working alliance with 
the patient: the patient must be informed about the risks of 
the medication and agree to the conditions of its use. 
Obviously, there must be no doubt about the diagnosis of 
ADHD. Continued prescription of the medication should 
only take place after a trial period with convincing effective-
ness of the medication. In cooperation with the pharmacy, 
the medication is dispensed in small quantities. It is recom-
mended to involve a person who is close to the patient, in 
order to supervise the correct and regular intake of the medi-
cation. Abstinence during treatment is not only a precondi-
tion for optimal effectiveness, but also provides a means to 
measure the commitment of the patient to the therapy. The 
same applies to meeting appointments and participating in 
treatment. Under these circumstances, psychostimulants can 
be used fairly safely by this patient group. Moreover, the 
above-mentioned controlled studies have demonstrated that 
psychostimulant use does not lead to an increase in substance 
use  [  96  ] . However, it is also important to be aware of the 
poor therapy compliance associated with multiple dosages 
per day to be taken at  fi xed times  [  97  ] . 

 Although the psychostimulants methylphenidate and dex-
amphetamine have documented abuse potential, there is very 
little evidence that these drugs, in the formulations prescribed 
to treat ADHD, are abused in any widespread manner. 
According to the literature and clinical experience, it is com-
paratively rare for the psychostimulants prescribed for 
ADHD to lead to clinically signi fi cant levels of abuse or 
dependence  [  98  ] . However, more large-scale problems seem 

to be related to the misuse and diversion of these drugs to 
individuals who do not have ADHD. This diversion is usu-
ally associated with efforts to increase concentration and 
attention, often times in competitive academic environments 
 [  99,   100  ] .  

   Choice of Medication 
 The choice of medication not only depends on the character-
istics and circumstances of the patient, but also on the phar-
macotherapeutics available. In conformity with adult ADHD 
patients without addiction, psychostimulants still are the 
medication of  fi rst choice, despite the lack of hard evidence 
about their effectiveness. As mentioned earlier, the modern 
long-action formulations take clear preference, whereas the 
short-action formulations should only be prescribed under 
the above-described conditions. If the conditions are not met, 
other choices are atomoxetine (if available) or bupropion. 
Further alternatives (with decreasing ef fi cacy) are the tricy-
clic antidepressants or venlafaxine. 

 Owing to the limited effectiveness of the medication, it is 
important to closely monitor the treatment and to optimize 
the treatment circumstances. Frequent checkups are neces-
sary to strengthen the working alliance as well as to safe-
guard abstinence and correct medication intake. Good 
integration of the pharmacotherapy in the overall treatment 
strategy will be advantageous to compliance.  

   Other Treatment 
 Besides medication treatment, further psychotherapy and 
psychosocial support are certainly indicated in patients with 
ADHD and SUDs to preserve the prospect of stabilizing the 
two disorders  [  58  ] . Appropriate treatment, such as relapse 
prevention, is necessary to maintain abstinence. Preferably, 
the cognitive treatment and coaching of ADHD should be 
tailored to the unhealthy aspects of the patient’s life style, 
with extensive attention to the role of substance use. This 
kind of speci fi c treatment for the combination of ADHD and 
addiction has not yet been developed for general use and will 
be scarcely available.  

   The In fl uence of ADHD Treatment on the Addiction 
 In principle, effective treatment of the ADHD can be expected 
to have a positive effect on the prognosis of the addiction: 
patients are more stable and controlled, which should help 
them to engage in treatment and maintain abstinence. 
A number of case reports illustrated the impressive progress 
made by some addicted patients after effective treatment of 
their ADHD  [  101–  103  ] . However, very little research has 
been conducted into the effect of treatment for ADHD on the 
prognosis of the addiction. In as far as the controlled trials 
addressed this topic, they hardly showed any positive 
in fl uence on the course of the addiction  [  84,   87–  89  ]  
(Table  22.4 ). 
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 A more realistic view holds that effective treatment of 
ADHD will be feasible in many addicted patients, without 
having any direct positive in fl uence on the addiction. Such 
an assumption is based on the results achieved in other 
addicted patients with different comorbid psychiatric disor-
ders (such as mood disturbances and anxiety disorders)  [  104, 
  105  ] . Active treatment alleviates the comorbid disorder, but 
does not directly in fl uence the SUD  [  106  ] . This classic pat-
tern in dual diagnosis treatment can also be expected to apply 
to ADHD. 

 In spite of these limited expectations, there are enough 
convincing arguments to continue to actively identify and 
treat ADHD in SUD patients. Addiction is a multicausal dis-
order that has many more in fl uencing factors, but in which 
improvement of ADHD can help to tip the balance in a posi-
tive direction.   

   Prevention 

 In the majority of cases, ADHD precedes the addiction. 
Therefore, the question arises as to whether effective treat-
ment of the ADHD in childhood in fl uences the increased 
risk of SUDs in these patients. At the same time, there is 
concern about the late effects of the use of psychostimulants 
in childhood. Animal studies drew attention to the poten-
tially increased risk of psychoactive drug use as a result of 
exposure to psychostimulants in childhood through the 
mechanism of sensitization that increases the reinforcing 
effects of the drug  [  107  ] . Fortunately, scienti fi c research has 
not found any evidence of this. Moreover, a meta-analysis on 
several follow-up studies gave clear indications that pharma-
cotherapy of ADHD in childhood (i.e. with psychostimu-
lants) reduced the risk of addiction in adulthood  [  108  ] . These 
important  fi ndings were not con fi rmed in longer term fol-
low-up  [  109  ] ; however, it should be emphasized that in this 
naturalistic study after 10 years only 22% of the original 
patient group were still actively receiving treatment, which 
is not an optimal situation to demonstrate the protective 
effect of treatment. In all these longitudinal studies, there 
were hardly ever indications that treatment of ADHD with 
psychostimulants in childhood increased the risk of addic-
tion  [  96  ] . All these  fi ndings link up well with the important 
role that ADHD seems to play in the initiation of substance 
use and the development of addiction. This might explain 
why treatment of ADHD appears to have less in fl uence on 
an existing SUD; the greatest bene fi t would be achieved 
though prevention, before the addiction has fully developed. 
The possible preventive in fl uence of ADHD treatment on 
the addiction risk is another reason to identify and treat 
ADHD at a young age.   

   Conclusion 

 In research as well as in clinical practice, ADHD in SUD 
patients is still an underexposed diagnosis. Despite the fact 
that this condition is very treatable in children and adults, 
until now it has not been possible to suf fi ciently demonstrate 
the effectiveness of treatment in this adult patient group by 
means of controlled studies. Furthermore, the expected posi-
tive (albeit limited) effect on the course of the addiction still 
needs to be con fi rmed. In anticipation of further research, 
more attention to this disorder in clinical practice may pro-
vide indications for the improvement of treatment and for 
clearer determination of the importance of ADHD in the 
diagnosis and treatment of addicted patients.      
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  Abstract 

 Autism and alcoholism are common behavioral disorders with no phenotypic similarities to 
suggest underlying biological or etiologic connections. However, a number of studies have 
reported family overlaps which suggest these two behavioral disorders may have underlying 
associations. Our analysis of 167 families ascertained through an autistic child found that 
39% of families had a signi fi cant family history of alcoholism; the remainder reported scattered 
individuals with alcoholism in unrelated branches of the family. High alcoholism families 
differed from low alcoholism families in multiple measures including an 18-fold increase in 
alcoholism in females and more than twice the percentage of relatives with affective disor-
ders. Children with autism from high and low alcoholism families differed in the clinical 
course of their disorder and head size. Children from high alcoholism families were 1.5 
times more apt to present with a regressive onset and 2.8 times less likely to have macro-
cephaly, a common feature of autism. In contrast, families ascertained through a proband 
with alcoholism have not been noted to have an increased incidence of autism. This disparity can 
be understood by comparing the very different prevalence rates. We postulate that subsets of 
these two clearly heterogeneous behavioral disorders have a genetic overlap, such that fami-
lies identi fi ed with genetic loading for both disorders may have a common cause(s). This 
subset of families is expected to be more homogeneous and therefore a valuable resource for 
investigation of candidate genes and pathways common to autism and alcoholism.            
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  Learning Objectives 

    Families ascertained through a child with autism • 
cleanly separate into those with high and low inci-
dences of alcoholism.  
  Thirty-nine percent of autism ascertained families • 
have a high family history of alcoholism, de fi ned 
by alcoholism in either a parent or multiple family 
members in an apparent Mendelian pattern.  
  High and low alcoholism families differ in both the • 
characteristics of the alcoholism and the autism.  
  Autism and alcoholism are clinically distinct with • 
no overlapping symptoms.  
  The family overlap appears to identify a more • 
homogeneous subset of both disorders which should 
provide a resource for the investigation of candidate 
genes and pathways common to both disorders.    
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         Autism, or what is more appropriately called the Autism 
Spectrum Disorders (ASD)  [  1  ] , is a neurodevelopmental 
disorder de fi ned completely on the basis of persistent impair-
ments in social interaction, impairments in communication, 
and repetitive and stereotypic behaviors. For most children, 
the development of autism symptoms is gradual; however, 
approximately 30% have a “regressive” onset usually 
between 18 and 24 months  [  2–  4  ] . Fifty to seventy percent of 
children with autism are de fi ned as mentally retarded by 
nonverbal IQ testing. Seizures develop in approximately 
25% of children with autism. About 25% of children who  fi t 
the diagnostic criteria for autism at age 2 or 3 years subse-
quently begin to talk and communicate, and by age 6 or 7 
years blend to varying degrees into the regular school popu-
lation. The remaining 75% continue to have a lifelong dis-
ability requiring intensive parental, school, and societal 
support  [  5–  7  ] . 

 An increase in the prevalence of all the ASD has been 
reported worldwide. Prior to 1990, most studies estimated a 
general population prevalence for autism of 4–5 per 10,000 
(1/2,000–1/2,500)  [  8  ] . During the 1990s, studies of preschool 
children in Japan, England, and Sweden reported prevalence 
rates for autism of 21–31 per 10,000 (1/476–1/323)  [  9,   10  ] . 
A CDC case- fi nding study in Brick Township, New Jersey, 
reported prevalence at 40 per 10,000 (1/250) for autism and 
67 per 10,000 (1/149) for all PDDs  [  11  ] . An important epide-
miologic study from the United Kingdom utilizing special-
ized visiting nurses who monitored child health and 
development at ages 7 months, 18–24 months, and 3 years 
reported a prevalence rate of 16.8 per 10,000 (1/595) for 
autism and 63 per 10,000 (1/159) for all PDDs in children 
younger than age 5 years  [  12  ] . Those rates were recently 
con fi rmed, reporting a prevalence rate of 22 per 10,000 
(1/455) for autism and 59 per 10,000 (1/169) for all PDDs in 
children younger than age 6 years  [  13  ] . The most recent 
United States study identi fi ed 1/152 eight year old children 
across 14 sites diagnosed with an ASD  [  14  ] . 

 Epidemiologic evidence, however, indicates that the 
“autism epidemic” is not a re fl ection of an increased  incidence 

of ASDs, but rather is attributable to a gradual broadening of 
the diagnostic criteria plus increased autism awareness by 
both the public and professionals, which has led to more 
complete case  fi nding  [  15–  18  ] . Studies that  fi nd the greatest 
increase in the non-autism PDDs are also recording lower 
rates of mental retardation in these children. Only 30% of 
children with PDDs ascertained by Chakrabarti and 
Fombonne  [  13  ]  were mentally retarded compared with 70% 
of children in earlier studies. This suggests that many high 
functioning children with milder autistic symptoms had not 
been counted in past epidemiologic surveys. A recent update 
from the California Autism Surveillance Project shows that 
the increase of autism in California shows no sign of plateau-
ing and though the earlier age at diagnosis and inclusion of 
milder cases account for more than two thirds of the change, 
they cannot rule out that the remainder does not represent a 
true increase in the occurrence of autism  [  19  ] .  

   Establishing the Diagnosis 

 The behavioral criteria, compiled by the American Psychiatric 
Association Manual of Psychiatric Diseases, 4th edition 
(DSM-IV-TR)  [  20  ] , remain the standard for making an ASD 
diagnosis in the United States. The 2000 update of the 1994 
DSM-IV included changes in accompanying text but did not 
change actual diagnostic criteria.  

   DSM-IV Diagnostic Criteria for 299.00 
Autistic Disorder 

     I.    A total of six (or more) items from A, B, and C, with at 
least two from A, and one each from B and C:

    A.    Qualitative impairment in social interaction, as mani-
fested by at least two of the following:

    1.    Marked impairment in the use of multiple nonver-
bal behaviors such as eye-to-eye gaze, facial 
expression, body postures, and gestures to regulate 
social interaction  

    2.    Failure to develop peer relationships appropriate to 
developmental level  

    3.    A lack of spontaneous seeking to share enjoyment, 
interests, or achievements with other people 
(e.g., by a lack of showing, bringing, or pointing 
out objects of interest)  

    4.    Lack of social or emotional reciprocity      
    B.    Qualitative impairments in communication as mani-

fested by at least one of the following:
    1.    Delay in, or total lack of, the development of spo-

ken language (not accompanied by an attempt to 
compensate through alternative modes of commu-
nication such as gesture or mime)  

  Issues that Need to Be Addressed by Future Research 

    Identify more homogeneous subsets of both alco-• 
holism and autism.  
  Identify candidate genes with evidence of involve-• 
ment in both disorders.  
  Identify research populations ascertained with • 
autism plus apparent familial alcoholism and vice 
versa.   
  Test candidate genes in these more homogeneous • 
populations.    
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    2.    In individuals with adequate speech, marked 
impairment in the ability to initiate or sustain a 
conversation with others  

    3.    Stereotyped and repetitive use of language or idio-
syncratic language  

    4.    Lack of varied, spontaneous make-believe play or 
social imitative play appropriate to developmental 
level      

    C.    Restricted repetitive and stereotyped patterns of 
behavior, interests, and activities, as manifested by at 
least one of the following:

    1.    Encompassing preoccupation with one or more 
stereotyped and restricted patterns of interest that 
is abnormal either in intensity or focus  

    2.    Apparently in fl exible adherence to speci fi c, non-
functional routines or rituals  

    3.    Stereotyped and repetitive motor mannerisms 
(e.g., hand or  fi nger  fl apping or twisting or com-
plex whole-body movements)  

    4.    Persistent preoccupation with parts of objects          
    II.    Delays or abnormal functioning in at least one of the fol-

lowing areas, with onset prior to age 3 years (1) social 
interaction, (2) language as used in social communica-
tion, or (3) symbolic or imaginative play  

    III.    The disturbance is not better accounted for by Rett syn-
drome or childhood disintegrative disorder     

 If a child does not meet all the criteria, he or she may be 
given a diagnosis of Asperger syndrome (AS) or Pervasive 
Developmental Disorder-Not Otherwise Speci fi ed (PDD-
NOS). These three diagnoses comprise the ASD. Diagnosis 
of an ASD does not imply etiology; rather autism is an 
umbrella diagnosis with many etiologic subsets.  

   Diagnostic Tools 

 To diagnose autism, one must precisely enumerate the autism 
symptoms and their age of occurrence. This can be done by 
using a copy of the  DSM-IV-TR  or a number of checklists. 
The most commonly used is the CARS (Childhood Autism 
Rating Scale)  [  21  ] , which consists of 15 questions scored by 
the parent and the tester. The CARS is a reliable, well-veri fi ed 
measure, which is relatively fast and easy to administer. 
A score of 30–35 indicates mild autism and 36 or higher 
moderate-to-severe autism. Similar checklists, including the 
ABC (Autism Behavior Checklist)  [  22  ]  and the GARS 
(Gilliam Autism Rating Scale)  [  23  ] , are frequently used. The 
most commonly used screening tool is the M-CHAT 
(Checklist for Autism in Toddlers-modi fi ed)  [  24  ] . This 23 
item checklist is designed as a screening tool for primary 
care providers to identify at-risk toddlers at the 18-month 
visit, can be  fi lled out by parents in the waiting room, and is 
available in Spanish and English  [  25  ] . A recent replication 

study  [  26  ]  con fi rmed the validity in detecting possible ASD 
in both low and high risk groups aged 16–30 months. 

 In North America, research criteria for autism depend pri-
marily on the ADI-R (Autism Diagnostic Interview-Revised) 
 [  27  ] , which is a detailed parent interview, which takes 
between 2 and 3 h to administer and the shorter ADOS 
(Autism Diagnostic Observation Schedule)  [  28  ] . Both scales 
follow the DSM-IV criteria and were developed in an attempt 
to sort autism by its behavioral symptoms to permit 
identi fi cation of homogeneous ASD populations. Although 
required for research studies, these scales are not widely 
used in clinical practice because of the time and expense to 
administer them; the shorter ADOS is used in an increasing 
number of clinics.  

   Autism Heritability and Etiologies 

 Twin and family studies indicate that autism is fundamen-
tally a genetic disorder with the highest heritability index 
(>0.90) of the behavioral diagnoses. Monozygotic twins are 
concordant for autism 60–92% of the time, compared with 
0–10% concordance for dizygotic twins  [  29–  31  ] . Family 
studies provide an average sib recurrence risk of 4% for clas-
sical autism and an additional 4% for milder symptoms of 
the disorder  [  12  ] . These numbers however are somewhat 
misleading since recurrence risks for different autism sub-
groups vary from minimal to around 20%, depending on the 
underlying etiology  [  32,   33  ] . Moreover, more than 60 speci fi c 
genetic disorders are known to cause an autism behavioral 
phenotype  [  34–  37  ] . Routine karyotype analysis reveals chro-
mosome aneuploidy in ~5% of children with ASD  [  38,   39  ] . 
About half are maternally derived duplications of 15q11-
q13, including both supernumerary isodicentric 15q chromo-
somes detectable by routine cytogenetic studies and small 
interstitial duplications which can only be detected by aCGH 
(array comparative genomic hybridization) or interphase 
FISH of the  SNRPN  gene  [  40,   41  ] . Other commonly reported 
chromosome abnormalities include deletions of 2q,18q, 
22q13, Xp, trisomy 21, and the sex chromosome aneuploi-
dies, 47,XYY and 45,X  [  42,   43  ] . aCGH, which is quickly 
replacing routine chromosome analysis for evaluation of 
children with ASDs, identi fi es another 5–10% of children 
with other copy number variations. These numbers are expected 
to increase as more dense microarrays become clinically 
available  [  44–  47  ] . Finally, autism is also a prominent pheno-
type in a large number of single gene disorders including 
Fragile X syndrome (FMR1 trinucleotide repeat expansion), 
Tuberous Sclerosis (TSC1 and TSC2 gene mutations), Sotos 
syndrome (mutation or deletion of  NSD1 ), Rett syndrome 
(MECP2 gene mutations), Timothy syndrome ( CACNA1C  
gene), PTEN mutations, and a variety of mitochondrial respi-
ratory chain disorders  [  37  ] .  
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   Neurodevelopmental Foundation 

 There is abundant evidence that autism is predominantly 
neurodevelopmental in origin. Abnormalities in brain size 
and structure are common. Macrocephaly de fi ned as occipi-
tal frontal circumference  ³ 2SD above the mean re fl ects brain 
size  [  48,   49  ]  and occurs in 20–30% of ASD children and 
37–45% of their non-autistic parents  [  50–  52  ] . Courchesne 
et al.  [  53,   54  ]  found that 90% of children with autism between 
2 and 4 years of age have a brain volume larger than the nor-
mal average. Hazlett et al.  [  55  ]  observed similar cerebral 
volume enlargement. The signi fi cance of macrocephaly was 
underscored by Bolton’s report  [  56  ]  that infantile macro-
cephaly was a signi fi cant predictor (OR = 5.44) for the devel-
opment of autism. Recent studies  fi nd that head circumference 
at birth may actually be within the normal range or even 
reduced  [  57–  59  ]  and move postnatally into the macrocepha-
lic range. Our studies indicate that head growth surges 
throughout childhood is more consistent with autism than 
ultimate head size. This may explain why macrocephaly by 
itself has not been found to be a strong predictor of outcome 
or other phenotypic traits in autism  [  60,   61  ] . Understanding 
brain overgrowth in autism is incomplete with some 
con fl icting data which undoubtedly re fl ects both the paucity 
of longitudinal studies and autism’s inherent heterogeneity. 
Genes involved in brain overgrowth have been reviewed by 
McCaffery and Deutsch  [  57  ] . 

 In addition to brain size differences, between 10% and 
40% of children with autism have abnormal brain structure 
by MRI. A recent study of 77 children with idiopathic autis-
tic disorder, uncomplicated by seizures, severe mental retar-
dation, major anomalies, or focal neurologic signs found that 
in 40% of the children the MRI was read as abnormal by 
neuroradiologists with white matter signal abnormalities, 
severely dilated Virchow–Robin spaces and temporal lobe 
structural abnormalities being the most common  [  62  ] . This 
level of pathology in children with non-syndromic autism 
lends support to the controversial recommendation to obtain 
brain MRIs as a standard diagnostic test in autism. Structural 
imaging studies in autism have reported abnormalities in 
multiple structures, including the brainstem  [  63  ] , cerebellum 
 [  50,   53  ] , thalamus  [  64  ] , corpus callosum  [  65–  68  ] , amygdala 
 [  69  ] , hippocampus  [  70,   71  ] , and cortical sulcal patterns  [  72,   73  ] . 
Unfortunately the results are generally inconclusive, and 
sometimes even contradictory. These inconsistencies are 
most likely a consequence of heterogeneity. A unifying the-
ory, proposed by Minshew and Williams  [  74  ] , is that autism 
is a primarily a disorder of abnormal neuronal connectivity. 

 Physical anomalies are observed in a signi fi cant propor-
tion of children with autism  [  30,   75–  77  ] . Their presence or 
absence at birth can be used as an indirect measure of 

 perturbations during embryonic and fetal development. Early 
studies reported that children with behavioral disorders 
including autism have a higher risk of physical anomalies 
 [  78–  85  ] . Walker, for example, studied 74 autistic and non-
autistic children matched for age, sex, and socioeconomic 
group, using the Waldrop weighted scoring scale  [  86  ]  for 16 
anomalies. This study found that the mean minor anomaly 
score of 5.76 for the autistic children was signi fi cantly higher 
than the control group score of 3.53. He concluded this shift 
to a greater number of anomalies in the autistic children 
proved organicity in autism. Links et al.  [  82  ]  recognized that 
autistic children had more anomalies than their sibs and that 
the autistic children with the higher anomaly scores had 
lower IQs, spent more time in the hospital, and had less fre-
quent family histories of psychiatric illness or of drug or 
alcohol abuse. They concluded that the anomalies were the 
result of some unknown organic factor that played a role in 
the etiology of autism. Rodier et al.  [  76,   87  ]  proposed that 
physical phenotypic features could be used to pick out the 
children whose autism was due to mutations in the embryo-
logically important homeobox genes that model the develop-
ment of the brain stem and face. She also demonstrated how 
environmental teratogens, such as valproic acid and thalido-
mide, may produce teratogenic phenocopies by in fl uencing 
the same early developmental pathways. 

 In 2000, we proposed that physical dysmorphology can be 
used to identify a subset of children whose development was 
marred by abnormal processes during embyrogenesis  [  88  ] . 
Subsequently, we de fi ned complex autism as the ASD subset 
who displayed either signi fi cant dysmorphology or micro-
cephaly  [  89  ] . The complex autism subgroup comprises about 
20% of the total poulation studied, and individuals with com-
plex autism have poorer outcomes with lower IQs, more sei-
zures, more abnormal EEGs (46% vs. 30%) and more brain 
abnormalities on MRI (28% vs. 13%). The remainder have 
essential autism, which is more heritable, with a higher sib 
recurrence (4% vs. 0%), more relatives with autism (20% vs. 
9%) and a higher male to female ratio (6.5:1 vs. 3.2:1). These 
group differences between individuals with complex and 
essential autism are predicated on the developmental princi-
ple that individuals for whom there is evidence of an insult to 
morphogenesis will be etiologically distinct from those 
whose development proceeded normally and who will almost 
certainly differ in outcome and response to therapies. 

 Currently, a speci fi c etiology can be identi fi ed for 15–20% 
of children with autism; the rest remain idiopathic. Just as 
mental retardation and cerebral palsy have moved from the 
status of distinct disorders to clinical symptom complexes, 
autism is being documented in hundreds of neurologically 
based syndromes with various causes, outcomes and treat-
ment responses  [  36,   90,   91  ] . This suggests that the brain, 
when perturbed, has a limited number of responses of which 
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autism is one, a point of view which has been ampli fi ed by 
the paucity of autism speci fi c genes identi fi ed in the last 
decade despite autism’s high heritability index  [  29  ] . The gen-
eral consensus is that the failure to  fi nd major autism genes is 
primarily a re fl ection of etiologic heterogeneity  [  42,   92–  98  ] .  

   Comparing and Contrasting Autism 
and Alcoholism 

 Alcoholism, or more speci fi cally the alcohol use disorders of 
alcohol abuse and alcohol dependence, are very common, 
with a lifetime prevalence rate of >12% for alcohol depen-
dence  [  99  ] . Although there are criteria with physiological 
components (tolerance, withdrawal), alcohol abuse and 
dependence are diagnosed on the basis of their behavioral 
phenotype. Comparing alcohol dependence and autism, there 
are many more differences than similarities in the clinical 
phenotypes of the two disorders. Perhaps the most striking 
difference is their developmental course. While the age of 
onset of autism is in early childhood, the peak age of onset 
for an alcohol dependence diagnosis is in young adulthood 
 [  100  ] . So while there is clearly a strong genetic basis for 
alcohol use disorder, with heritability estimates of 40–70% 
 [  101  ] , the course of the disorder is such that a broad range of 
environmental factors (e.g., family/peer modeling, psycho-
social stressors, personality development) are also important 
contributors to its development and can exert a signi fi cant 
moderating in fl uence on any genetic etiologic factors. 

 There are a number of other phenotypic differences 
between the two disorders. For example, alcoholism is not 
associated with seizures, mental retardation, physical anom-
alies or abnormalities in brain structure or size. There is also 
no evidence for comorbidity between the two disorders. 
Although people with ASD certainly could develop alcohol 
dependence, there are no reports that they do so at higher 
rates than the general population  [  102–  105  ] . In fact, Santosh 
and Mijovic reported signi fi cantly lower drug and alcohol 
use in adolescents with PDDs and IQs >70 compared to 
those with other psychiatric disorders (3% versus 17%)  [  105  ] . 
A recent report by Sizoo et al. found that of 68 high function-
ing (IQ  ³ 80) adults with ASD, recruited from adult diagnostic 
centers, 19% could be classi fi ed with alcohol abuse or depen-
dence and an additional 9% reported past alcoholism  [  106  ] . 
Risk factors for alcoholism included parental alcoholism, 
early smoking, and higher adverse family events. These 
results were similar to a comparison group of adults with 
ADHD. Although this observed rate of alcohol use disorder 
is fairly high, the authors point out that their data are based 
on adults referred to specialized centers, and that the avail-
ability of addiction treatment facilities might have led to a 
relatively high prevalence of substance abuse comorbidity in 
their population. 

 When queried on overlap between autism and alcoholism, 
many clinicians recall reports attributing autism to maternal 
alcohol use in pregnancy  [  107–  109  ] . Whether there was a 
causal relationship was initially unclear. We know that a 
number of teratogens will cause the autism phenotype, 
including thalidomide, valproic acid, and Misoprostol, an 
abortifactant commonly used in South America  [  110  ] . And 
children with Fetal Alcohol Syndrome (FAS) do have a num-
ber of overlapping behavioral issues that are also seen in 
autism including social problems, hyperactivity, impulsivity, 
irritability, tantrums, cognitive delays, and sensory aversions 
 [  111,   112  ] . However, re-examination of these early studies 
makes a causal association doubtful, as none were based on 
currently available standardized autism diagnostic measures 
and in the series taken from FAS registries only 1–2% of the 
children were considered autistic. A recent behavioral study 
of autism symptoms based on the gold standard autism diag-
nostic measures (ADI-R, Autism Diagnostic Observation 
Scale) showed that the children with autism and PDD-NOS 
were clearly distinguishable from children with FAS  [  113  ] . 
In our experience providing comprehensive genetic and dys-
morphology evaluations in a dedicated autism clinic, FAS is 
rarely identi fi ed and we have never made a dual diagnosis of 
the two disorders. This is consistent with the experience of a 
number of other centers  [  36,   37  ] . Thus, we conclude that 
prenatal alcohol exposure does not cause autism and is not 
the explanation for the family history association between 
the two disorders. 

 Evidence of an etiologic connection between autism and 
alcoholism is based almost completely on the  fi nding that 
families of children with autism have higher that expected 
alcoholism histories. In addition to alcoholism, numerous 
autism family studies show signi fi cant clustering of other 
neuropsychiatric disorders including depression, manic 
depression, obsessive compulsive disorder, social phobia, 
anxiety disorders, substance abuse, and motor tics in rela-
tives of autism probands. This apparent genetic overlap 
between autism and other neuropsychiatric disorders has 
suggested that at least for certain types of autism there are 
common biochemical and genetic aberrations. Lobascher 
et al.  [  114  ]  compared the family histories of 23 autistic chil-
dren with normal controls and found a greater incidence of 
alcoholism (35%), psychiatric illness (35%), and mental 
retardation (26%) in the parents of autistic children. DeLong 
and Dwyer  [  115  ]  reported that 55% of their 51 autism fami-
lies had a  fi rst or second degree relative with alcoholism 
though the overall incidence rate of alcoholism among all 
929  fi rst and second degree relatives was only 6.5%. Piven 
et al.  [  116  ]  reported that 12.3% of 81 parents of autistic chil-
dren were alcoholic compared with 0% of 34 Down syn-
drome parents; the difference was not statistically signi fi cant. 
In a study of 36 autism families, Smalley et al.  [  117  ]  com-
pared the lifetime rates of psychopathology based on direct 
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SADS-LA interviews of parents and adult siblings of autism 
probands versus controls who had either tuberous sclerosis 
or an unspeci fi ed seizure disorder. They found that 47% 
(17/36) of the autism families had a  fi rst degree relative with 
substance abuse, including alcoholism, versus none in the 21 
control families. And 22% of  fi rst degree relatives reported 
substance abuse compared to none in the controls ( p  = 0.002). 
They also found increased rates of depression (32.3% vs. 
11.1%;  p  = 0.013) and social phobia (20.2% vs. 2.4%; 
 p  = 0.016). Not all family studies have reported increased 
rates of alcoholism. Bolton et al.  [  118  ]  using direct SADS-L 
interviews to assess the lifetime prevalence rates of psycho-
pathology found a signi fi cant increase in major depression in 
 fi rst degree relatives of individuals with autism but no 
signi fi cant increase in other psychiatric disorders including 
alcoholism and drug abuse. 

 In 2003 we reported family history analyses of 167 autism 
families  [  119  ] . Families were ascertained through an autistic 
child and queried using the family history method  [  120–  125  ]  
to determine the prevalence and pedigree con fi guration of 
alcoholism and related neuropsychiatric disorders and to 
determine whether a family history of alcoholism correlated 
with any identi fi able subset of individuals with autism. 
Looking at the population as a whole, we found 13.5% of the 
 fi rst degree relatives and 13.6% of second degree adults were 
reported to have alcoholism including, 6.6% of mothers, 
20.4% of fathers, 8.4% of grandmothers, and 27.5% of 
grandfathers. As expected, men were signi fi cantly more 
likely to have a history of alcoholism than women (20.3% vs. 
6.6%)   c   2 (1) = 74.1,  p  < 0.0001. Alcoholism rates in the autism 
ascertained families were compared to a control population 
of 22 families ascertained through a child with Down syn-
drome and to lifetime alcohol prevalence data reported by 
three large United States alcoholism epidemiological studies, 
including a Missouri rural and suburban cohort  [  126–  129  ] . 
The Down syndrome families reported signi fi cantly less 
alcoholism in all family members ( p  < 0.0001), comprising 
0% (0/44) of  fi rst degree relatives and 0.4% (1/234) of 
 second degree relatives, 0% (0/22) of mothers, 0% (0/22) 
of fathers, 0% (0/44) of grandmothers, and 2.3% (1/44) of 
grandfathers. Compared to the 15.2% lifetime prevalence 
of alcoholism reported for suburban, small town and rural 
Missouri  [  127  ] , the overall 13.7% rate of alcoholism reported 
by the autism families was similar,   c   2 (1) = 1.7,  p  = 0.19. The 
women in our population, however, were signi fi cantly more 
likely to report alcoholism than all women in Missouri (6.6% 
vs. 4.3%);   c   2 (1) = 7.1,  p  = 0.008. 

 Since alcoholism, like autism, is a heterogeneous disorder 
 [  130–  136  ] , we wanted to distinguish families with strongly 
genetic alcoholism from those with only sporadic or occa-
sional cases that might be more environmentally induced. 
Using strict criteria to pick out the families with clusters of 
alcoholism, we classi fi ed 39% (65/167) of the families as 

having probable genetic alcoholism. A family history was 
rated as signi fi cant or “probably genetic” for alcoholism if 
the proband had (1) a  fi rst degree relative with alcoholism 
(manifesting prior to concerns about the health of the 
proband), (2) a second degree relative plus at least two 
 additional individuals in the same family branch in a pattern 
suggesting Mendelian inheritance, or (3) alcoholism in at 
least four individuals all in the same branch of the family. 
The high alcoholism families had an elevated percentage of 
affected relatives in all categories, with 17% of mothers, 
52% of fathers, 14% of maternal grandmothers, 41% of 
maternal grandfathers, 21% of paternal grandmothers, and 
45% of paternal grandfathers reported as alcoholic. The 
remaining 102 families reported scattered individuals with 
alcoholism in unrelated branches of the family (less than 1% 
of females and less than 10% males). 

 Families and children whose pedigrees revealed an appar-
ent genetic distribution of alcoholism (designated high alco-
holism families) were compared with those that did not (low 
alcoholism families). The family histories differed in two 
ways. First, the high alcoholism families had a signi fi cantly 
higher proportion of affected (alcoholic) females. In the high 
alcoholism families, the number of female alcoholics was 18 
times the number in the low alcoholism families, whereas 
males were only 4 times more likely to be alcoholic (15.9% 
vs. 0.9% females; 38.2% vs. 8.7% males). The ratio of female 
to male alcoholics was signi fi cantly higher in the high alco-
holism families compared to the low (0.46 vs. 0.052, 
 p  = 0.0001). And compared with unselected Missouri fami-
lies  [  125  ] , the females in our high alcohol families were 3.7 
times more apt to be alcoholic. Secondly, high alcoholism 
families had more relatives with affective disorders, also dis-
tributed in a familial pattern (50.8% vs. 24%),   c   2 (1) = 11.93, 
 p  = 0.0006. This is consistent with previous studies of alco-
holism which report an association between alcoholism and 
affective disorders in families  [  137–  140  ] . A signi fi cant fam-
ily history of alcoholism did not associate preferentially with 
any other family history categories (cognitive, language, 
dyslexia, ADHD, or seizures). It is important to note that 
children from the high affective disorder families did not dif-
fer in any of the ways described in the next paragraph. 

 Evaluation of the autism probands from the high and low 
alcoholism groups differed in two important autism pheno-
types, macrocephaly, and type of autism onset. Children 
from the high alcoholism families were 2.8 times  less likely  
to be macrocephalic (14.7% vs. 40.6%)   c   2 (1) = 11.76, 
 p  = 0.0006. We had noted this inverse relationship between 
macrocephaly and alcohol family histories in our previous 
study of head circumference and autism  [  50  ] . In that study 
we found that only 20.7% of macrocephalic probands had 
strong histories of addictive disorders, compared with 37.2% 
of the normocephalic probands. In addition, we observed 
that macrocephaly in autism was highly familial with 45% of 
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the macrocephalic autistic children having at least one 
 macrocephalic parent, which suggests that there must be 
gene(s) which cause macrocephaly and also predispose to 
autism, and that non-autistic macrocephalic parents may be 
carrying gene(s) that put them at risk for having a child with 
autism. The very signi fi cant inverse relationship between 
high alcoholism family histories and macrocephaly suggest 
that whatever the genes are that predispose to both autism 
and macrocephaly are different and operate independently 
from gene(s) that predispose to alcoholism and autism. 

 The second difference between the autism probands from 
high versus low alcohol families was the clinical course of 
their autistic disorder. Children from high alcoholism fami-
lies were 1.5 times more apt to present with a regressive 
onset (52.5% vs. 35.8%)   c   2 (1) = 4.19,  p  = 0.04. This was 
found predominately in families where the mother was alco-
holic (80% vs. 40%)   c   2 (1) = 5.36,  p  = 0.05. There was no cor-
relation with paternal alcoholism. This raised the question of 
a direct teratogenic effect of alcohol on the developing fetus. 
However, only one mother with a history of alcoholism 
reported drinking during the pregnancy. And in all of the 
children, FAS was ruled out by careful physical examina-
tions. We believe that the connection between autism and 
familial alcoholism is consistent with the idea that there is an 
alcoholism subtype that is genetically mediated, highly pen-
etrant, and predisposes to the development of autism. 

 It is tempting to look for evidence of some shared bio-
chemical pathways or genes. Theoretically, a maternal factor 
is of interest since recent studies have reported that autism is 
associated with the maternal dopamine  b -hydroxylase alleles 
and that there is sib concordance for maternal, but not pater-
nal alleles, linked to dopamine, serotonin, and norepineph-
rine transmitters  [  141  ] . Clari fi cation of our association 
between regressive autism and maternal alcoholism will 
depend on replication of the studies in a larger sample of 
families. Nevertheless, it does recommend that for autism, 
like other complex disorders  [  142  ]  parental genotypes should 
be considered as possible risk factors.  

   Future Directions: Examining Autism in Studies 
of Alcoholism and Potential Common Genetic 
Pathways 

 With this clear observation of alcoholism in autism families, 
there is, to our knowledge, no mention in the alcohol litera-
ture of an association with autism. In this section, we will 
discuss what we think are the primary reasons for this dispar-
ity, as well as potential directions for future research to under-
stand the potential overlap between alcoholism and autism. 

 The  fi rst and possibly most important reason that the alco-
hol literature does not report any overlap with autism is that 
there is no evidence for an increased rate of alcoholism in 

individuals with autism  [  102–  105  ] . In fact, anecdotal 
 evidence would suggest that the rate of alcoholism is lower 
in autistic individuals than in the general population, most 
likely due to the fact that initiation of alcohol use is typically 
in early adolescence and is almost always in social contexts. 
The observed overlap between the two disorders we review 
here is at the level of the family, rather than the individual. 
This means that in order to detect this overlap, alcoholism 
researchers need to examine rates of autism in alcoholic fam-
ilies. As there is no evidence for high rates of autism in alco-
holics themselves, there has previously not been a clear 
reason to examine rates of autism in alcoholic families. 

 An additional reason why alcohol researchers may not 
have observed an overlap with autism is the large difference 
in prevalence rates between the two disorders. Any overlap 
between autism and alcoholism families would be re fl ected 
in larger increases in family history of alcoholism within 
autistic families than the corresponding increases in autism 
in families with a history of alcoholism. In other words, the 
rate of positive family histories of alcoholism in families 
ascertained based on the presence of autism is expected to be 
higher than the rate of autism in families ascertained based 
on the presence of alcoholism. These rates differ to the extent 
that the base rates of the two disorders differ. This lack of 
symmetry between two apparently similar conditional prob-
abilities is well known in the literature on assessment and 
probability. 

 The probability of having alcoholism in the family, given 
that there is autism in the family, is indicated by the joint 
probability of the disorders divided by the rate of autism. 
The probability of having autism in the family, given that 
there is alcoholism in the family, is indicated by the joint 
probability of the disorders divided by the rate of alcoholism. 
These two formulas diverge to the extent that their denomi-
nators, the base rate of the two disorders, differ. To illustrate, 
consider a conservative example, assuming a rate of 12% for 
family history of alcohol dependence and a 0.66% preva-
lence rate for autism, we would expect an 18-fold difference 
between the two calculations. This makes it much easier to 
detect an increased rate of alcoholism in autism families than 
the converse. If the overlap in family history of the two dis-
orders was as high as 50%, we would expect the rate of alco-
holism in autistic families to be 18%, while the rate of autism 
in families with alcoholism would only be 0.99%. In this 
example, a study of autism families looking at the probabil-
ity of alcoholism would need a sample size suf fi cient to 
detect that the rate (18%) is higher than that of the general 
population (12%). On the other hand, a study of families 
with a positive family history of alcoholism would need to be 
of suf fi cient size to detect that the rate of autism (0.99%) is 
higher than that of the general population (0.66%). A similar 
phenomenon in the literature is the overlap between nicotine 
use and schizophrenia. The base rates of cigarette smoking 
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(about 25% of the general population) and schizophrenia 
(approximately 1%) also differ markedly. Studies of those 
with schizophrenia easily detect a higher rate of cigarette use 
(upwards of 50%)  [  143  ]  than in the general population, and 
this increased rate of smoking in those with schizophrenia is 
well known. However, it would be quite dif fi cult for a study 
of cigarette smokers to detect a rate of schizophrenia in their 
sample that signi fi cantly exceeded 1%. Both the overlap 
between smoking and schizophrenia and our hypothetical 
numbers for autism/alcoholism overlap likely understate the 
dif fi culty in detecting higher rates of autism in families of 
alcoholics. The overlap between autism and alcoholism is in 
reality probably much lower than the overlap between 
schizophrenia and smoking and lower than the 50% estimate 
we used above. Estimates of the rate of having a positive 
family history of alcoholism are typically much higher  [  144  ] . 
Given the dif fi culty in detecting an increased rate of autism 
in alcoholic families, one direction for future research is for 
large scale epidemiologic studies to examine potential over-
lap between these two disorders in families. 

 Further complicating the picture is the potential that only 
a subgroup of alcoholism is linked to genes which also con-
tribute to autism. While alcohol dependence is undoubtedly 
etiologically heterogeneous, there is no fully accepted sys-
tem of subtyping alcohol dependence. There have been a 
broad range of approaches to subtyping alcoholism  [  129, 
  134,   145  ] . Subtypes have been identi fi ed by etiologic, phe-
notypic or developmental differences, as well as through 
comorbid conditions and combinations of these criteria. In a 
recent review, Hesselbrock and Hesselbrock  [  134  ]  noted that 
despite the various approaches to alcoholism subtyping, 
there is remarkable agreement about classifying subtypes by 
severity (chronic/severe vs. mild) and by personality/psycho-
pathology (depressed/anxious vs. antisocial). As noted, our 
prior study of autistic families found a higher rate of affec-
tive disorders in those classi fi ed as having strong family his-
tory of alcoholism  [  117  ] . This may suggest that the observed 
overlap between alcoholism and autism in families may be 
speci fi c to a depressed/anxious subtype of alcoholism. In a 
recent study of adults with ASD  [  146  ]  a higher level of harm 
avoidance associated with type 1 alcoholism  [  129  ]  was 
observed in those with ASD compared to general population 
norms. However, harm avoidance did not differentiate ASD 
participants with and without substance use disorder. 
Describing the phenotypic details of alcoholism in autism 
ascertained families would make a signi fi cant contribution to 
our current knowledge. 

 An essential approach to discovering genetic causes of 
heterogeneous disorders is to meticulously describe the phe-
notype and on that basis identify homogeneous subgroups 
which have the likelihood of being etiologically discrete. 
The most accepted method has been to de fi ne biomarkers/ 
endophenotypes. This has been easier in autism which is 

associated with its many structural, functional, and 
 bio- physiologic variants than for alcoholism where the phe-
notype is almost completely behavioral. However, both autism 
and alcoholism do provide researchers a number of “genetics 
related” markers, including the high male prevalence, recur-
rence risk variations, and family histories loaded for speci fi c 
psychiatric diagnoses. We suggest that identifying families 
who overlap for autism and alcoholism may identify a sub-
group with a likelihood of carrying a limited number of genes 
which in fl uence the development of both disorders  [  147  ] . As 
discussed above, identifying the smaller number of alcohol 
ascertained families which have individuals with autism will 
require a larger population. There is, however, ample evidence 
that the family history method is a speci fi c and sensitive tool 
for both autism and alcoholism as family members are likely 
to know which family members are affected  [  120–  123,   148  ] . 
Cooperative studies to identify familial alcoholism through 
autism probands could provide large enough populations for 
molecular analyses. Autism research is blessed with families 
who are advocates and willing to participate in research 
studies. One excellent resource is IAN, the Interactive Autism 
Network  [  149  ] , a national registry which currently has 
 collected comprehensive data on more than 25,000 autism 
families. Researchers are able to post requests for research 
participants and also to analyze the database. 

 Candidate gene searches are becoming more and more 
productive for both autism and alcoholism. More than 100 
genes and multiple copy number variants have been identi fi ed 
for autism  [  37,   90,   150–  152  ] , the majority of which do not 
overlap with biochemical pathways or genes implicated in 
alcoholism. Neurodevelopmental genes, for instance, are 
commonly implicated in autism, but not alcoholism. 
Nevertheless, there are areas of overlap. Dysregulation of the 
major neurotransmitter systems for GABA and serotonin 
occur in autism and in alcoholism (Table  23.1 ). And recently 
genes that encode structural cell adhesion molecule subfami-
lies which specify brain connectivity during development 
and in adulthood have been linked to both autism and alco-
holism. Autism is now considered a disorder of connectivity 
 [  95,   176,   177  ]  and is linked to numerous genes involved in 
neural cell adhesion (Neuroligin 3 and 4, Neurexin 1, SH3 
and multiple ankyrin repeat domains, Contactin-associated 
protein-like 2, Contactin 4 and Contactin 3, Protocadherin 1). 
Recently, addiction researchers have also queried relation-
ships with neural adhesion related genes. Uhl et al.  [  171  ]  
analyzed convergence data from genome wide association 
studies identifying 27 candidate genes that link addiction 
and co-occurring brain disorders ranging from smoking to 
Alzheimer’s disease; three cell adhesion genes (Neurexin 1, 
Contactin-associated protein-like 2, and Contactin 4) previ-
ously linked to autism were identi fi ed in addictive disorder 
populations. Moreover, addiction and autism share asso-
ciations with a number of cell adhesion gene subfamilies. 
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For instance, nicotine dependence as well as autism has been 
associated with Neurexin 1  [  178  ] , alcoholism with Neurexin 
3  [  179  ] . These data support the concept that the same genetic 
variants can have overlapping or pleiotropic in fl uences on 
more than one brain-based disorder.   

   Summary 

 Though autism and alcoholism are very different disorders, 
one with onset prior to age three and the other a disorder of 
adolescence and adulthood, we see evidence of shared famil-
ial predispositions and overlapping candidate genes and neu-
rologic processes. The notion of different disorders sharing 
defects in the same genes and pathways has been explored 
best in addictive disorders where twin studies identify over-
lapping genetic predispositions to dependence to most sub-
stance classes. And molecular genome wide association 
studies as well as meta-analyses are beginning to pick out 
candidate genes associated with more neurologic diseases 
than multiple addictions  [  171,   180  ] . These types of analysis 
have not been extended to autism, though Uhl et al.  [  171  ]  do 
suggest autism as a strong contender to share connectivity 
gene dysfunction with addictive disorders. These cross disor-
der comparisons are in their infancy and in most cases might 
best be considered hypotheses. We do not have the biological 
explanation for our observation that alcoholism is a signi fi cant 
trait in 39% of families identi fi ed through a child with an 
ASD. But it does indicate that when looking for autism gene 
associations, groups with and without high alcoholism family 
loading should be analyzed separately. The association 

between a maternal family history of alcoholism and 
 regressive onset autism raises questions of possible imprint-
ing or even the presence of genes active in adulthood that 
function as fetal morphogens. Both possibilities are open to 
currently accessible investigative approaches. Success in the 
study of these complex disorders will require that we identify 
and systematically address subtypes both within the con fi nes 
of each disorder and more broadly across disorders that 
overlap in family pedigrees. Simultaneously, the study of 
biological pathways and neurological systems within these 
subtypes should accelerate identi fi cation of speci fi c genetic 
etiologies.      
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   Table 23.1    Genes implicated in both autism and alcoholism susceptibility   

 Gene symbol and location  Autism  Alcoholism 

 Neurotransmitter genes 
 GABA receptor subunits (major inhibitory transmitter 
receptors in the brain) 

 GABRG3 
 15q11.2-q12 

 Cook et al.  [  153  ]  
 Martin et al.  [  154  ]  
 Collins et al.  [  155  ]  
 Buxbaum et al.  [  156  ]  
 Menold et al.  [  157  ]  

 Dick et al.  [  158  ]  
 Namkoong et al.  [  159  ]  

 Serotonin transporter gene 5-HTT    SLC6A4 
 17q11.1-q12 

 Sutcliffe et al.  [  160  ]  
 McCauley et al.  [  161  ]  
 Wassink et al.  [  162  ]  

 Hammoumi et al.  [  163  ]  
 Feinn et al.  [  164  ]  
 Seneviratne et al.  [  165  ]  

 Cell adhesion related genes 
 Neurexin 1 (trans-synaptic binding partner for 
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  Abstract 

 Subject of this chapter is the often found combination of personality disorders and 
 substance abuse disorders. The serious nature of this comorbidity is shown through the 
discussion of prevalence and epidemiological data. Literature shows that the comorbidity, 
hampering the diagnostic process, is seen as complicating for treatment planning. Therefore, 
etiological models that explain the co-occurrence of both disorders are helpful. Several 
models, among them the Behavioral Disinhibition Pathway, the Stress Reduction Pathway, 
and the Reward Sensitivity Pathway are described. Next, treatment programs, focusing on 
one or on both disorders are described, and research results are shown. Finally, clinical 
implications are described. The most important conclusion drawn is that treatment of dually 
diagnosed patients with severe problems needs to include both foci, and because of that 
conclusion, therapists need to be trained to address a range of symptomatic manifestations 
of personality pathology in the impulse control spectrum.            
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  Learning Objectives 

    High joint comorbidity is evident for ASPD/BPD • 
and substance use disorder.  
  Assessment and diagnosis require careful attention • 
to disentangling substance-related and independent 
personality pathology.  

  Several causal pathways can be distinguished, that • 
can have important consequences for planning 
treatment.  
  Contrary to expectations, recent evidence has con-• 
vincingly demonstrated that comorbid patients usu-
ally bene fi t from addiction treatments, but they 
often only improve to a level of problem severity 
that leaves them at considerable risk for relapse.  
  Some evidence suggests that comorbid patients • 
bene fi t from treatments focusing on the personality 
disorder as much as do those without substance use 
disorder.  
  Results show that treatment of dually diagnosed • 
patients with severe problems needs to include both 
foci (substance use disorder and personality disor-
der), because of the enormous gain for patients 
when personality disorders are addressed too.  
  Therapists need to be trained to address a range of • 
symptomatic manifestations of personality pathol-
ogy in the impulse control spectrum.    
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   Introduction 

 Literature searches show that the evaluation of co-occurring 
personality disorders has been the subject of countless stud-
ies by addiction researchers. Interestingly, very little atten-
tion is paid by personality disorder researchers to the 
co-occurrence of substance abuse. This state of affairs is 
dif fi cult to understand since prevalence rates show that 
comorbidity of substance abuse and personality disorders is 
the most common form of dual diagnosis to be found. Still, 
the topic of substance abuse is covered in only a very limited 
way in most personality disorder books and in the education 
of psychotherapists. A number of reasons might account for 
this: (1) the  fi eld of personality disorder research is relatively 
young, whereas the  fi eld of addiction has a long history; 
(2) the mental health  fi eld is, except for some addiction 
programs that have been adapted for treatment of person-
ality disorders—particularly therapeutic communities— 
segregated in treatment for mental health that excludes 
substance use disorders (SUD), and centers for treatment of 
SUD; (3) there is a differentiation in treatment programs for 
personality disorders and addiction problems, focusing on 
one kind of disorder only; (4) funding for personality disor-
der research has been more limited than funding for research 
on Axis I disorders. Finally, patients with addictive behav-
iors are often excluded from treatment programs and studies 
of personality disorders, because substance abuse patients 
are considered to have little potential for change, are a strain 
to the therapist, and are at high risk for dropout. Thus, most 
research on patients with co-occurring personality disorders 
have been conducted in patients referred for treatment of 
substance abuse. 

 This chapter aims to review the empirical and scienti fi c 
literature on the occurrence and treatment implications of 
comorbid substance use and personality disorders, based 

mostly on studies of substance use populations.  Prevalence 
and Epidemiology  provides an overview of empirical studies 
of comorbidity, and covers factors that affect prevalence esti-
mates.  Assessment and diagnosis  discusses probable reasons 
for the differences found in prevalence and epidemiological 
studies, and aims to advice clinicians on how to deal with 
diagnostic problems. In  Etiology  we examine the direction of 
the relationship between personality disorders and substance 
use disorders.  Treatment  builds on the etiological models 
that have been shown to have important implications for 
treatment planning and clinical management. Finally, 
C linical implications  will be discussed and some  conclu-
sions  are drawn.  

   Prevalence and Epidemiology 

   Prevalence Studies of Comorbidity Among 
Individuals with Personality Disorders 

 Reported prevalence rates of personality disorders (PD) in 
non-patient samples of individuals with substance use disor-
der are at least three times higher than in normal individuals 
(i.e., those without mental disorders including substance use 
disorder), ranging from 43% to 77% among patients with 
various personality disorders  [  1,   2  ] . In a sample of more than 
500 psychiatric patients, Zanarini et al.  [  3  ]  found substance 
use disorders in 64% of patients with borderline personality 
disorder (BPD) and in 54% of patients with other personality 
disorders. Toner et al.  [  4  ]  found a prevalence rate of sub-
stance use disorder of 100% among patients with cluster B 
personality disorders and no substance use disorders in clus-
ter A or C.  

   Prevalence Studies of Comorbidity Among 
Individuals with Substance Use Disorders 

 Numerous studies have shown that DSM-IV personality 
 disorders are highly prevalent among individuals with sub-
stance use disorders, particularly antisocial, borderline, 
avoidant, and paranoid personality disorders. Prevalence rates 
of personality disorders have ranged widely from 30% to 
75% in those with alcohol use disorders and from 30% to 
90% in those with drug addiction  [  1,   5,   6  ] . The estimate of 
personality disorder prevalence ranged from 44% among 
alcoholic patients to 79% among opiate abusers. The two 
most prevalent personality disorders among patients with 
substance use disorder are antisocial personality disorder 
(ASPD) and BPD, with reported estimates of 22% for ASPD 
and 18% for BPD. Reported estimates for paranoid and 
avoidant personality disorders are 11% and 10%, respectively 
 [  7  ] . The other personality disorders are found in less than 
10% of patients with substance use disorder (range 1–9%).  

  Issues that Need to Be Addressed by Future Research 

    More research focusing on the effectivity of DFST, • 
especially: what elements work.  
  Research on the effectivity of DBT for, other than • 
BPD, personality disorders in dually focused 
 treatment programs.  
  Research on the question whether treatment for • 
Drug or Alcohol abuse needs to be different, what 
creates the differences and why.  
  Examining effectivity of programs aimed at train-• 
ing therapist in multiple problem targeting.  
  Research in which the effectivity of a chain of • 
 interconnected, and theory consistent, treatment 
modalities (like day treatment, long-term after care, 
outpatient treatment) is examined.    
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   Epidemiological Studies 

 Many studies have stressed the negative effect of the combi-
nation of personality disorders and substance use disorder 
(SUD), as a strong predictor of relapse in addictive behavior 
 [  8–  10  ] . The combination of  ASPD  and SUD is particularly 
negative one, not only in a prognostic sense  [  11–  14  ] . Costs 
and duration of treatment are higher (i.e.,  [  15  ] ), as well as the 
risk of somatic illness  [  16,   17  ]  and premature mortality  [  18  ] . 
ASPD/SUD patients also create a strain to therapists because 
they show more aggressive and impulsive behaviors com-
pared to others  [  18  ] . The combination of  BPD  and SUD has 
proved to be a signi fi cant predictor of a lifetime diagnosis of 
SUD, even when the effects of other cluster B and all cluster 
C PDs are statistically controlled for  [  19  ] . Risks for and rates 
of suicide and suicide attempts, already high among individu-
als with BPD or substance abuse are even higher for individuals 
with both disorders  [  20–  22  ] . Among the other effects of the 
combination of BPD and SUD, unemployment is found  [  23  ] , 
as well as sexually promiscuous behavior  [  24  ] . 

 Although the evidence seems overwhelming, the conclu-
sion about the negative effect of combined SUD and PD 
needs to be called inconclusive. A number of studies have 
pointed out that the combined PD/SUD does not inevitably 
lead to negative prognostic consequences (i.e.,  [  25–  29  ] ). For 
example, the combination of ASPD/SUD and a comorbid 
affective disorder seems to in fl uence the prognosis in a 
bene fi cial way  [  30,   31  ] . 

 The differences found in epidemiological studies can be 
accounted for by the many methodological and interpretative 
problems faced by researchers of these populations: for 
example, differences in substances used, setting, differences 
in the diagnostic criteria employed (classi fi cation system, cri-
teria for excluding substance-related pathology, timeframe 
criteria), assessment procedures (time of measurement, 
method), and sampling factors (gender, age). For example, 
alcohol use is less destructive when compared to heroin and 
cocaine use  [  28,   32–  34  ] . Adult ASPD has a much better prog-
nosis compared to ASPD diagnosed before adulthood  [  35,   36  ] . 
The number of BPD criteria met appears critical  [  37  ] . Males 
and females differ in their patterns of comorbid personality 
and substance use disorders  [  30,   38–  40  ] . And,  fi nally, the 
assessment method employed seems to affect the observed 
prevalence to a great extent  [  41  ] . It can be expected that recent 
developments in psychiatric diagnostic modules will contrib-
ute to the validity of conclusions drawn in future research of 
substance use and psychiatric disorder epidemiology  [  42  ] .   

   Assessment and Diagnosis 

 According to DSM-IV-TR, it is only when the consequences 
of substance abuse persist beyond the period of alcohol and/or 
drug consumption that these features constitute personality 

pathology. There is some consensus that self-reports 
 overdiagnose personality disorders, especially in patients with 
substance use disorder  [  41  ] . Diagnostic (semi-structured) 
interviews may have greater speci fi city because questions 
and answers can clarify if a symptom is chronic and perva-
sive, more situation-speci fi c, or related to substance abuse 
 [  9,   43  ] . Further clinical inquiry can also determine whether 
other behavioral examples of the trait exist that are not 
speci fi cally related to substance abuse. An interview also pro-
vides important behavioral observations of the patient’s inter-
personal style that may inform clinical judgment  [  44  ] . 

 In treatment planning, one of the most problematic diag-
nostic questions for clinicians seems to be which personality 
disorder symptoms that may be substance related need to be 
included or excluded. It is important to realize that excluding 
all symptoms that have ever been related to substance use 
will probably exclude all secondary personality pathology 
and may even exclude primary personality pathology. This 
could lead to an extremely restricted, and perhaps ineffec-
tive, treatment plan, especially in clinical situations with 
comorbid patients where their problems are directly related 
to intoxication and/or withdrawal. A correct answer to these 
questions, however, seems to be nearly impossible. This task 
becomes almost impossible when the patient’s entire adoles-
cent and adult life is characterized by chronic substance 
abuse. A further problem is created because of the inability 
of most addicted patients to distinguish between behaviors 
that are related to substance intoxication, substance with-
drawal, or obtaining drugs and non-substance use-related 
behavior. This requires an empathic awareness of the impact 
of one’s behavior on self and others and a willingness to 
accept responsibility for one’s actions  [  44  ] . A high level of 
introspection and cognitive competence is, therefore, required 
and such qualities are often impaired in these patients. 
Patients have dif fi culties distinguishing what behavior is 
connected to drug use, and what behavior that was part of 
their not-using history, will stay when they no longer have a 
substance use disorder. In particular, distinguishing the anti-
social activities, like lying and cheating that may be related 
to obtaining substances, from non-substance-related behav-
iors, plays an important role. These behaviors are often seen 
as sign of personality disturbance but can in fact be a conse-
quence of the drug use. Also, these behaviors are often inter-
preted as signs of an ASPD (lying, aggression/assault, 
breaking the law), often a criterion that leads to exclusion 
from treatment. Consistent with this view, Rounsaville et al. 
 [  45  ]  found that excluding substance-related symptoms 
reduced the reliability of ASPD diagnoses (but not of BPD 
diagnoses). 

 In general, a PD diagnosis should be kept “in store,” until 
at least 2 weeks of abstinence has passed. Or, when time is 
too short, a collateral informant should be interviewed to 
gain valid information for diagnosis. In clinical practice it is 
probably more reliable to determine whether a symptom 
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should be considered substance related on an item-by-item 
basis and not wait until the end of the interview or until all 
items relating to a speci fi c disorder are administered. Also, 
DSM criteria in which substance dependence is an inherent 
part should be scored as due to substance abuse unless 
non-substance-related behavioral indicators of the trait 
(e.g., impulsivity, unlawful behaviors) are also present. In 
our experience it is important that the clinician should peri-
odically remind patients that questions refer to the way they 
usually are. All studies on the subject of comorbidity of PDs 
and SUD agree that a careful diagnostic process should be 
undertaken, but they emphasize that it is a prerequisite when 
the patient shows life-threatening behavior or risky behavior, 
such as exchanging used needles  [  13,   46  ] .  

   Etiology 

 It is now widely agreed in the literature that the addictive 
personality does not exist, and that no particular personality 
type is predisposed to addiction. But how do we account then 
for the common comorbidity of SUD and personality disor-
ders? Evidence for causal relationships between SUD and 
personality disorders can be derived from the fact that the 
rate of co-occurrence exceeds that by chance alone, as evi-
denced by familial aggregation studies, epidemiological 
 fi ndings, genetic epidemiology, long-term longitudinal stud-
ies, and retrospective studies that account for the order of 
onset of each disorder. The available evidence suggests at 
least three different possible developmental pathways to 
comorbidity: the primary substance use disorder model, the 
primary personality disorder model, and the common factor 
model. It is important to note that the different models are 
not necessarily mutually exclusive. In any individual case, 
more than one model may have explanatory value. 
Furthermore, it is possible that one model best describes the 
initiation of a comorbid disorder, whereas another describes 
long-term maintenance of the comorbid association. 

   Primary Substance Use Disorder Model 

 The primary substance use disorder model in which substance 
abuse contributes to the development of personality pathology 
has received relatively little empirical attention. Three mecha-
nisms are proposed  [  47  ] : (1) substance abuse often occurs 
within the context of a deviant peer group, and antisocial 
behaviors might be shaped and reinforced by social group 
norms (social learning hypothesis); (2) some Cluster A traits 
(e.g., suspiciousness, eccentric behaviors, magical thinking), 
Cluster B traits (e.g., egocentrism, manipulativeness), and 
Cluster C traits (e.g., passivity, social avoidance) may be shaped 
and maintained by the reinforcing and conditioning properties 

of psychoactive substances (behaviorist learning hypothesis); 
and (3) chronic substance abuse or withdrawal may alter per-
sonality through neuro-adaptive changes or a direct effect on 
brain chemistry (neuro-pharmacological hypothesis). 

 To the best of our knowledge, there are no studies that 
empirically support the primary substance use disorder 
model. The possibility that some symptoms in some indi-
vidual patients with substance use disorder are shaped and 
maintained by the reinforcing and conditioning properties of 
social group norms or psychoactive substances, however, 
should not be rejected. For example, with comorbid patients 
that stay in high-security hospitals for a very long period, it 
can be expected that the effect of the reinforcement contin-
gencies and the need to cope with the environment may lead 
to permanent changes in personality patterns.  

   Primary Personality Disorder Model 

 The primary personality disorder model describes comorbid 
relationships in which (pathological) personality traits con-
tribute to the development of substance use disorder. Since 
the 1990s, many studies have yielded empirical support for a 
more dimensional adaptation of this model (i.e.,  [  48  ] ). The 
available evidence suggests at least three different develop-
mental pathways from personality to addiction, associated 
with the clusters of personality disorder  [  9,   49,   50  ] . These 
pathways were de fi ned as the behavioral disinhibition path-
way, the stress reduction pathway, and the reward sensitivity 
pathway. 

   Behavioral Disinhibition Pathway 
 Individuals scoring high on antisocial traits like deceitful-
ness, or failure to conform to social norms, and impulsivity 
and low on constraint or conscientiousness have lower 
thresholds for deviant behaviors, and thus, they can easily 
become engaged in alcohol and drug abuse, especially when 
the circumstances in which they live are favorable  [  51,   52  ] . 
This model might account for the often found association of 
ASPD and, to some extent, BPD, with substance abuse. This 
model is the best documented one of the three. Firstly, as 
already pointed out, high comorbidity is observed between 
substance use disorder and Axis I and personality disorders 
from the impulse control spectrum  [  2,   53,   54  ] . Secondly, in 
addition to several longitudinal studies  [  48,   55,   56  ] , more 
direct evidence can be derived from Cohen et al.  [  57  ]  who 
found personality disorders, especially from cluster B, diag-
nosed on average at age thirteen to be highly predictive of 
diagnoses and symptoms of SUDs. Thirdly, based on a 
nationally representative epidemiologic sample ( N  = 43,093), 
Goldstein et al.  [  58  ]  concluded that onset of conduct disorder 
(CD) in childhood before age ten results in signi fi cantly 
elevated odds of drug dependence.  
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   Stress Reduction Pathway 
 The stress reduction pathway (the affect-regulation model) 
to substance abuse argues that individuals scoring high on 
traits such as stress reactivity, anxiety sensitivity, and neu-
roticism (sometimes associated with stressful childhood 
experiences) are vulnerable to stressful life events, and thus 
to the way of coping that includes drug and alcohol use. This 
pathway might account for the comorbidity with BPD, 
avoidant, dependent, and obsessive-compulsive personality 
disorder. Substances can be either used to enhance positive 
affect or for symptom relief. These individuals typically 
respond to stress with anxiety and mood instability, which in 
turn can become a motive for substance use as self-medica-
tion. Longitudinal studies have shown that teachers’ ratings 
of negative emotionality, stress reactivity, and low harm 
avoidance in children predicted substance abuse in adoles-
cence and young adulthood  [  48,   52,   55  ] . James  [  59  ]  showed 
the importance of negative emotionality in 617 university 
students with self-reported substance use problems and 
Cluster B PD symptoms. Furthermore, Conrod et al.  [  60  ]  
showed that coping motives for drinking as well as the fear-
dampening properties of alcohol were far more pronounced 
among men scoring high on anxiety-sensitivity than among 
their low-scoring counterparts. Finally, individuals who 
score high on measures re fl ecting impulsivity/disinhibition 
seem to experience pronounced alcohol effects and may be 
more sensitive to alcohol  [  61  ] . The self-medication pathway, 
which has most frequently been investigated for alcoholism, 
typically accounts for late-onset alcohol use disorders and is 
more prevalent among women than among men. Finally, 
indirect support for this pathway is found in a study in which 
58 female BPD patients were treated with standard Dialectical 
Behavior Therapy (DBT)  [  62  ] . Results showed that with the 
reduction of the impulsive self-destructive behavior, alcohol 
use was signi fi cantly reduced too.  

   Reward Sensitivity Pathway 
 It can be predicted that individuals scoring high on traits 
such as novelty seeking, reward seeking, and extraversion, 
will be motivated to use substances for their positive rein-
forcing properties. This pathway might account for the 
comorbidity of substance use disorder with antisocial, histri-
onic, and narcissistic personality disorders. Consistent with 
this hypothesis, some longitudinal studies  [  48,   52,   56  ]  have 
shown that novelty seeking as a temperamental trait in child-
hood predicts later substance use problems. Also, hyper-
responsiveness or hypersensitivity to the rewarding effects of 
substances, which in itself can be the result of repetitive use 
of the substances themselves, might develop most strongly 
among individuals characterized by a more general sensitiv-
ity to positive reinforcements  [  63,   64  ] . Furthermore, some 
evidence suggests that scores of extraversion, predict alcohol 
and drug dependence  [  65,   66  ] . Finally, Conrod et al.  [  60  ]  

demonstrated that men with multigenerational family 
 histories of alcoholism demonstrated elevated resting heart 
rates (index of psychostimulation) in response to alcohol 
intake, suggesting that this pathway partly mediates the role 
of genetic vulnerability in the etiology of alcoholism.   

   Common Factor Model 

 The common factor model assumes that both personality 
pathology and substance abuse are linked to an independent 
third factor that contributes to the development of both disor-
ders. This model is more likely for personality disorders that 
show relatively high joint comorbidity, such as ASPD and 
BPD  [  67  ] . This hypothesis is consistent with a psychobio-
logical perspective on personality disorders suggesting that 
BPD and ASPD are phenomenologically, genetically, and/or 
biologically related to Axis I impulse disorders such as sub-
stance abuse  [  68,   69  ] . 

 Family, twin, and adoption studies are generally considered 
most appropriate to evaluate whether a common risk factor is 
transmitted genetically or otherwise. Until now, no evidence 
for cross-transmission of pure forms and no support for the 
shared-etiology model have been found. Behavior genetic 
studies need to avoid biases in estimates of genetic and envi-
ronmental effects, like the possibility of substantial non-
random mating with regard to ASPD and substance use  [  70  ] . 

 Another approach in the search for common factors has 
relied on high-risk strategies, with the aim of identifying 
markers of biological vulnerability for both conditions. 
Justus et al.  [  71  ]  found that a reduced amplitude of the P300 
component of the scalp-recorded event-related brain poten-
tial in men is strongly associated with a general tendency 
toward antisocial, de fi ant, and impulsive traits, which in turn 
increase the risk for alcohol abuse  [  71  ] . Furthermore, some 
reviewers  [  47,   68  ]  have concluded that abnormalities in sero-
tonergic function may form a biological substrate underlying 
both substance abuse and impulsive/aggressive behavior.   

   Treatment 

   Outcomes of Treatments Focusing 
on Substance Abuse 

 Several studies published recently have showed convincingly 
that personality pathology, although associated with pre- and 
post-treatment problem severity, is not a robust predictor of 
the amount of improvement, which is in sharp contrast to 
clinical experiences and knowledge (e.g.,  [  28,   72  ] ). 
Furthermore, some studies showed that PD comorbidity is 
not associated with premature dropout or a shorter time-in-
program  [  73,   74  ] , or outcomes in pharmacotherapy  [  75  ] . 
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 Most studies have focused on cluster B disorders. Some 
factors seem to in fl uence compliance to treatment, such as 
case management. Havens et al.  [  76  ]  showed that injection 
drug users with and without comorbid ASPD, who spent 
25 or more minutes with their case manager prior to their 
treatment entry date, were 3.51 times more likely to enter 
treatment than those who received less than 5 min. Ball et al. 
 [  73  ]  found that lost motivation or hope for change appeared 
to be associated with dropout reasons. One study supported 
this  fi nding. Carroll et al.  [  74  ] , in a study focused on motiva-
tion, found that participants assigned to motivational inter-
viewing had signi fi cantly better retention rates, but there 
were no signi fi cant effects on substance use outcomes. The 
question whether staff functioning or attitude contributes to 
early dropout is still left unanswered, although several 
authors have suggested that these factors play a signi fi cant 
motivational role  [  73,   77,   78  ] . Also mandatory treatment can 
have bene fi cial effects  [  79,   80  ] , giving a whole new meaning 
to the concept “motivation.” 

 In a prospective 4-year study, Krampe et al.  [  81  ]  found 
that chronicity and the presence of a personality disorder 
were independently associated with decrease of cumulative 
4-year abstinence probability. Thus, it seems that “an equal 
amount of improvement” does not resemble a similar risk of 
relapse. A possible explanation for this apparent discrepancy 
is that patients without personality pathology improve to a 
level of problem severity that no longer leaves them at risk 
for relapse, whereas patients with personality pathology are 
at risk for relapse despite their improvement. One study sug-
gested that the level of emotional reactivity is lower among 
antisocial comorbid patients, compared to “normal” SUD 
patients, thereby hampering treatment  [  82  ] . Verheul, van den 
Bosch, and Ball  [  41  ]  show that it is important to differentiate 
between individuals with only antisocial behaviors and indi-
viduals with ASPD, including traits such as shallow affect, 
grandiosity, and lack of empathy and remorse. The latter 
group might be more at risk for poor treatment response and 
outcome as Marmorstein and colleagues  [  83  ]  show. This 
study also illustrates how signi fi cant the impact of gender is 
in the treatment of patients with comorbid problems. In a 
population-based sample of twins, the course of antisocial 
behavior with persisting (beginning by early adolescence 
and continuing through late adolescence) and desisting (stop-
ping by mid-adolescence) antisocial behavior in terms of risk 
for later substance dependence and background risk factors 
was examined. Late-onset antisocial behavior has many of 
the same negative correlates of persisting antisocial behavior 
but occurs in signi fi cantly more females. Although they are 
excluded from the diagnosis of ASPD, these youths have 
clinically signi fi cant problems similar to those adults with 
this diagnosis. In this respect it creates hope that there is a 
growing body of studies on the adequate detection of comor-
bidity among adolescents and young adults aimed at the 
development of early speci fi c interventions  [  84–  86  ] . 

 Consistently, several studies stress the importance of 
diagnosing and treating both substance use disorder and per-
sonality disorders in the same program  [  87,   88  ] , because 
patients continued to exhibit high levels of risk and mental 
distress, long after treatment for SUD. Furthermore, Fridell 
and Hesse  [  89  ]  showed that even if treating psychiatric prob-
lems has modest effects on abstinence, effective treatment of 
psychiatric symptoms in substance abusers might be life sav-
ing, because it decreases mortality.  

   Outcomes of Treatments Focusing 
on Personality Disorder 

 Little is known about the impact of substance abuse on treat-
ment outcome of patients in treatment for their personality 
problems. Patients with comorbid SUD are often excluded 
from studies examining the ef fi cacy of treatments designed 
to target personality disorder symptoms, although several 
studies have shown a lack of differences in clinical charac-
teristics and/or etiological background between patients with 
and without SUD  [  14,   90  ] . 

 To the best of our knowledge there is only one study that 
has investigated the impact of substance abuse on the out-
come of a treatment focusing on PDs. In their randomized 
trial of DBT among Dutch borderline women, Verheul et al. 
 [  91  ]  and van den Bosch et al.  [  62  ]  found no differences in 
effectiveness for patients with and without substance use 
problems. However, studies of the ef fi cacy of Mentalization 
Based Treatment (MBT) for severe BPD have typically 
included a large number of comorbid substance use disor-
ders, and have showed extremely favorable outcomes  [  92  ] , 
also in the long run  [  93  ] .  

   Outcomes of Dual Focus Treatments 

 Only two psychotherapies have been developed for dual 
treatment, i.e., Schema Focused Therapy and DBT. 

 The only documented integrated dual focus treatment for 
the broad range of personality disorders is dual focus schema 
therapy (DFST), developed by Ball and Young  [  94,   95  ] . 
DFST is a 24-week, manual-guided individual therapy 
including both symptom-focused relapse prevention and 
coping skills techniques and schema-focused techniques for 
maladaptive schemas and coping styles. 

 Ball and colleagues  [  96  ]  examined the treatment retention 
and utilization of DFST for a sample of 52 predominantly 
homeless men within a homeless drop-in center. The sub-
jects could be characterized as a group with all the persistent 
and pervasive de fi cits that de fi ne personality disorder in 
combination with substance abuse. Superior utilization of 
DFST over Drug Counseling (DC) for participants was 
found, although further analyses of separate Cluster A, 
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Cluster B, and Cluster C symptoms scores favored DC over 
DFST for therapy utilization by more severe Cluster A and C 
clients. In a second randomized pilot study among 30 meth-
adone-maintenance patients comparing DFST to 12-Step 
Facilitation Therapy (12FT), Ball  [  97  ]  found some prelimi-
nary empirical support. Patients met criteria for an average 
of 3.3 personality disorders per patient, with ASPD present 
in over 70% and BPD and avoidant personality disorder 
present in over 50% of the cases. There were no signi fi cant 
differences between the two therapies for retention, utiliza-
tion, or reductions in psychiatric symptoms or psychosocial 
impairment. Both therapy conditions demonstrated signi fi cant 
reductions in various severity indicators. DFST participants, 
however, demonstrated more rapid decreases in the frequency 
of their substance use over 6 months of DFST in comparison 
to 12FT. However, DFST patients and therapists reported an 
increase from a good early therapeutic alliance to a very 
strong alliance. 

 The two published randomized trials of DFST suggest 
this is a promising approach, but further research is 
necessary. 

 The second dual focus treatment involves a modi fi ed ver-
sion of DBT known as DBT-S. This program includes all of 
the components of standard DBT (i.e., weekly individual 
cognitive-behavioral psychotherapy sessions with the pri-
mary therapist, weekly skills training groups lasting 2–2.5 h 
per session, weekly supervision and consultation meetings 
for the therapists, and phone consultation) plus application 
of dialectics to abstinence issues, application of a speci fi c 
pharmacotherapy module, a treatment target hierarchy rele-
vant to substance abuse, new strategies to keep dif fi cult-to-
engage and easily lost patients, the addition of six new and 
modi fi ed skills, an individual skills consultation mode, and 
increased emphasis on using natural and arbitrary reinforcers 
for maintenance of abstinence. 

 In a randomized trial, Linehan et al.  [  98  ]  compared DBT-S 
to Treatment as Usual (TAU). Subjects assigned to DBT-S 
had signi fi cantly lower dropout rates and signi fi cantly greater 
reductions in substance-related outcomes and psychiatric 
functioning (although not parasuicidality) throughout the 
treatment year and at 16-month follow-up compared to con-
trol subjects. A second randomized trial  [  99  ]  showed some-
what mixed results. DBT-S and comprehensive validation 
therapy incorporating 12-step facilitation  (cvt + 12 s)  both 
effectively reduced opiate use and level of psychopathology, 
when combined with LAAM replacement medication. DBT 
participants maintained reductions in mean opiate use 
through 12 months of active treatment while CVT + 12 S par-
ticipants signi fi cantly increased opiate use during the last 4 
months. CVT + 12 S, however, was remarkably effective in 
retaining patients (100% vs. 64% DBT-S). 

 The ef fi cacy of DBT-S has been clearly established in a 
subgroup of substance abuse patients with BPD, but not with 

the wide range of other personality disorders found in 
 substance abusers. Further research is necessary.  

   Outcomes of Treatments Focusing 
on Pharmacotherapy 

 Pharmacotherapy may have an important role in the treat-
ment of dual diagnosis patients. Medications may ameliorate 
some personality disorder symptoms while simultaneously 
improving the outcome of SUD. It should be noted, however, 
that the co-occurrence of these disorders is also associated 
with high rates of non-compliance and an increased risk of 
lethal overdose, as well as the potential for dependence on 
medication. 

 Surprisingly, the number of studies focusing on pharma-
cotherapy in dual diagnosis patients is very limited. In the 
last 2 years, only one study was published. In a study on 
buprenorphine treatment outcome in heroin-dependent 
patients with personality disorders, Gerra et al.  [  100  ]  showed 
that high doses of buprenorphine predict a better outcome as 
measured by negative urines, but not as measured by 
retention.   

   Clinical Implications 

 In general, clinical guidelines for the treatment of personal-
ity disorder recommend psychotherapy whenever possible, 
complemented by symptom-targeted pharmacotherapy 
whenever necessary or useful. 

 The authors wish to mention some essential ingredients of 
effective treatment of patients with both SUD and personality 
disorders.

   In treatment of comorbid patients, risk assessment always  –
needs to take place and should be a critical focus of treat-
ment efforts  [  101–  105  ] .  
  The treatment requires special and professional attention  –
to both foci (substance use disorder and personality disor-
ders) from the very beginning, i.e., the program should 
consist of an integrated package of these elements, with a 
particular emphasis on motivational interviewing and 
validation throughout the entire treatment process  [  73, 
  74,   106  ] .  
  In addition to the regular program modules, intensive  –
individual counseling, with therapeutic contact for 
extended periods of time, is recommended to establish a 
working alliance and to prevent these patients from leav-
ing treatment early  [  107  ] . Treatment programs should 
integrate targeted behavior therapy interventions with 
empirical support for their use with speci fi c disorders 
found in substance abusers, particularly antisocial  [  108  ]  
and borderline  [  109,   110  ] . But psychotherapy with 
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patients with both SUD and personality disorder is likely 
to have greater success if it is provided in the context of a 
relatively long-term treatment program that provides 
suf fi cient structure and safety (e.g., day hospital, residen-
tial treatment, or methadone maintenance program), and 
is combined with a skill training or relapse prevention 
program.  
  Patients with SUD and severe personality disorders con- –
sume a disproportionate amount of staff time. They tend 
to be admitted into treatment repeatedly and exhaust the 
resources of one counselor after the next. Therapists treat-
ing these dual disorders should be professional or highly 
skilled therapists with extensive education and training in 
psychotherapy, psychopathology, personality disorders, 
and addiction. Given the challenges of treating this popu-
lation, all therapists should be obliged to take part in some 
forum for supervision or consultation.  
  Finally, participation in an appropriate aftercare program  –
is highly recommended.     

   Conclusions 

 We have seen that (1) high joint comorbidity is evident for 
ASPD/BPD and substance use disorder, (2) assessment and 
diagnosis require careful attention to disentangling sub-
stance-related and independent personality pathology, (3) 
several causal pathways can be distinguished, that can have 
important consequences for planning treatment, (4) contrary 
to expectations, recent evidence has convincingly demon-
strated that comorbid patients usually bene fi t from addiction 
treatments, but they often only improve to a level of problem 
severity that leaves them at considerable risk for relapse, (5) 
some evidence suggests that comorbid patients bene fi t from 
treatments focusing on the personality disorder as much as 
do those without substance use disorder, (6) results show that 
treatment of dually diagnosed patients with severe problems 
needs to include both foci, because of the enormous gain for 
patients when personality disorders are addressed too, and 
(7) therapists need to be trained to address a range of symp-
tomatic manifestations of personality pathology in the 
impulse control spectrum. 

 The lack of more signi fi cant progress in treatment for 
comorbid disorders has been attributed to stigma, clinical 
lack of knowledge, uncertainty regarding assessment, and 
insuf fi cient organizational support. Dissemination of infor-
mation on recent advancements in the treatment of comor-
bidity, including manual-driven, empirically validated 
treatment approaches (e.g., motivational enhancement, 
12-step and/or cognitive-behavioral therapies) is required.      
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  Abstract 

 Around half of all people with psychosis have a co-occurring substance use problem, a much 
higher prevalence rate than that found in the general population. Alcohol and cannabis are the 
most frequently used substances, and multiple substance use is common. This comorbidity has 
profound implications for the course and treatment of psychotic disorders. People with psy-
chosis who use drugs and alcohol have been reported to have poorer symptomatic and func-
tional outcomes than their non-substance using counterparts: they experience more symptoms, 
are less likely to be compliant with medication, are at greater risk of relapse and hospitalisation 
and as a consequence make greater use of mental health services. The causes of this increased 
comorbidity are not yet fully understood. There is evidence that cannabis may act as a speci fi c 
trigger for psychosis in some vulnerable individuals but simple broad models of either sub-
stance use causing schizophrenia or schizophrenia causing substance use have largely been 
discredited. Multiple risk factor models of comorbidity have not been adequately tested. 
Research on treatment development is limited and the  fi ndings contradictory: there is prelimi-
nary evidence for Clozapine but no evidence to support any one atypical antipsychotic over 
another. Likewise, despite promising  fi ndings for a combination of motivational interviewing 
and cognitive behavioural therapy there is little evidence for its superiority when compared to 
other psychosocial interventions. More good-quality longitudinal research is needed.            
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  Learning Objectives 

    Large numbers of people with schizophrenia and • 
other psychotic disorders use drugs and alcohol.  
  Drug and alcohol use results in poorer symptomatic • 
and functional outcomes for many people with psy-
chosis, even at relatively low levels of use.  
  Clozapine may be effective at decreasing substance • 
use but the evidence for other atypical antipsychot-
ics is either insubstantial or con fl icting.  
  There is currently little evidence to support any one • 
psychosocial intervention over another.    

  Issues that Need to Be Addressed by Future Research 

    Comorbidity models require further investigation.  • 
  More randomised controlled trials are needed to • 
identify effective pharmacological and psychoso-
cial treatments.    

         Psychotic disorders are estimated to affect around 3% of the 
population  [  1  ] . Schizophrenia is the most common of these. 
Characterised by both positive and negative symptoms such 
as disturbed perception (in the form of auditory, visual, olfac-
tory or tactile hallucinations), disturbances of thought (in the 
form of delusions), cognitive impairment (in the areas of 
attention, memory and problem solving) and apathy and avo-
lition  [  2  ] , schizophrenia is a severe and generally debilitating 
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disorder with an often poor prognosis. Behavioural disturbance 
is common and the major areas of functioning such as work, 
interpersonal relations and self-care are usually adversely 
affected. People with schizophrenia and other psychotic dis-
orders may also experience elevated levels of anxiety and 
depression and be affected by distress; feelings of stigmati-
sation and social exclusion as a result of their illness.  

   Substance Use Prevalence 

 Research shows that large numbers of people diagnosed with 
schizophrenia or other psychotic disorders use drugs or alco-
hol. Estimates of prevalence vary between settings and across 
geographical location but the majority of studies have found 
that substance use disorders are more prevalent in people 
with psychosis than in the general population. The largest US 
study, the Epidemiologic Catchment Area Study  [  3  ] , found 
that more than a quarter (27%) of those with schizophrenia 
had experienced a drug abuse disorder in comparison to 6.1% 
of the general population and one-third (33.7%) had experi-
enced an alcohol disorder compared to 13.5% of the general 
population. Overall, 47% of people with schizophrenia had 
experienced substance abuse or dependence. The National 
Comorbidity Study  [  4  ]  reported similar lifetime comorbidity 
rates for people with non-affective psychosis (45%). 

 The UK studies have generally reported lower rates of use 
than those in the USA. A recent review  [  5  ]  recorded drug and 
alcohol misuse rates in psychosis of between 20 and 37% in 
mental health settings, 6–15% in addiction settings and 
38–50% in inpatient, crisis team and forensic settings. The 
wide variations in prevalence rates and patterns of use 
reported in other European, Australian, Canadian and South 
American samples  [  6–  11  ]  suggests that substance use comor-
bidity may also depend on environmental and cultural differ-
ences including drug availability. 

 The types of substance used by people with psychosis vary 
widely. Alcohol and cannabis are the most commonly used 
substances in both US and UK samples  [  4,   12  ]  but patterns of 
stimulant and opiate use vary across studies. Other substances 
abused by this client group include hallucinogens, hypnotics 
and prescription medications. Multiple drug and alcohol use 
is common, with a signi fi cant number of people using more 
than one substance  [  12,   13  ] . In general, people with psychotic 
disorders tend to use substances that are accessible and 
 readily available in the community in which they live.  

   Consequences of Substance Use 

 Substance use by people with psychosis has a number of 
adverse consequences. As for people in the general popula-
tion, substance use can lead to  fi nancial problems, with 

 substance users spending money on drugs rather than other 
essentials, and to health problems, including liver, heart and 
lung damage. In addition to these direct health consequences, 
substance users with psychosis are also at an increased risk 
of indirect health consequences such as illness and injury 
 [  14  ]  including the damage caused by risky behaviours such 
as unprotected sex and needle sharing, for example hepatitis 
and HIV  [  15  ] . 

 People with psychosis and co-occurring substance use 
disorders are also more prone to violent victimisation. They 
are more likely to be exposed to people who may take advan-
tage of them  fi nancially and sexually as a result of their sub-
stance use  [  16  ] . This is particularly true for women with 
combined problems, who are more likely to have experi-
enced childhood sexual and physical abuse  [  17  ]  and who are 
vulnerable to subsequent retraumatisation in adulthood. 
People with psychotic disorders are also vulnerable to a 
range of other adverse outcomes relating to substance use 
including increased rates of suicidal ideation  [  18,   19  ] , 
increased aggression and violence  [  20,   21  ]  and increased 
levels of criminal activity and incarceration. Interpersonal 
con fl ict and stress such as con fl ict with family members and 
service providers who disapprove of substance use and its 
effects are also increased for this client group  [  22–  24  ]  and as 
a result of these negative consequences of substance use, 
people with psychosis who use drugs or alcohol are more 
likely to experience social exclusion  [  25  ] , homelessness and 
housing instability  [  26  ] . 

 Clinically, there is evidence to suggest that people with 
psychosis who use drugs and alcohol have poorer long-term 
outcomes than their non-substance using counterparts  [  8,   27  ]  
and signi fi cantly, studies have shown that even relatively 
minor use can have an adverse impact  [  28–  30  ] . Substance 
use has been associated with higher rates of treatment non-
compliance  [  31–  34  ]  including medication adherence and 
appointment attendance; with more positive symptoms  [  35  ]  
and with more relapses and hospitalisations  [  36,   37  ] . The 
study by Menezes et al.  [  27  ]  reported that inpatient admis-
sion rates among dually diagnosed patients were almost 
double those of patients with psychosis alone. People with 
combined problems also make greater use of emergency ser-
vices  [  38  ]  and these increased service utilisation rates are 
associated with greater economic costs.  

   Why Do People with Psychotic Disorders Use 
Drugs and Alcohol? 

 As we have already seen, people with psychosis are more 
likely to use substances than people in the general population 
and a number of negative outcomes result from this use. If 
treatments designed to help people with psychotic disorders 
are to be successful we need a better understanding of the 
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factors that contribute to these increased rates of substance 
use disorders. 

 A number of demographic correlates of substance use 
have been documented for people with psychosis. Although 
there is some variation according to the type of substance 
used  [  39  ] , there is some consistency in the main correlates 
identi fi ed. Like people in the general population of substance 
users, people with psychosis who use substances are more 
likely to be male. They tend to be younger (apart from alco-
hol users who are generally older), less well educated and are 
more likely to have a family history of substance use prob-
lems  [  27,   40–  43  ] . 

 Relatively few studies have investigated the relationship 
between substance use and psychiatric history, but there is 
evidence to suggest that substance use is associated with an 
earlier onset of schizophrenia  [  44  ]  and with an earlier age at 
 fi rst hospitalisation  [  24  ] . Substance use has also been associ-
ated with better premorbid social functioning  [  45–  47  ] . 
People with schizophrenia who are more socially active are 
assumed to have increased exposure to substances through 
their social networks: people with better social functioning 
have more opportunities to use substances and are therefore 
more likely to develop substance use disorders  [  24  ] . 

 The only reliable clinical correlate of substance use in 
psychosis to be identi fi ed to date is antisocial personality 
disorder (ASPD)  [  42  ]  and its childhood correlate, conduct 
disorder. Studies have shown that patients with schizophre-
nia and ASPD are more likely to have comorbid substance 
use disorder than patients without ASPD  [  48,   49  ] . For peo-
ple with schizophrenia and substance use disorder, ASPD 
is also associated with a more severe course of substance 
use disorder including earlier age of onset and larger quan-
tities of substance use  [  50  ] . A recent study compared peo-
ple with psychosis with no history of conduct disorder 
(CD)/ASPD to those with CD only; those with adult ASPD 
and those with full ASPD and found evidence for a late-
onset ASPD subtype which may develop in clients with 
severe mental illness secondary to substance abuse. This 
late onset group tended to have the most severe drug abuse 
severity, the most homelessness and the most criminal jus-
tice involvement  [  51  ] .  

   Comorbidity Models 

 A number of theories have been put forward to explain why 
people with psychosis are more likely to experience sub-
stance use disorders. There are four broad explanations: (1) 
substance use causes psychosis, (2) substance use is a conse-
quence of psychosis, (3) substance use and psychosis (par-
ticularly schizophrenia) share a common origin and (4) 
substance use and psychosis are bidirectional, interacting 
and maintaining each other. 

   Secondary Psychosis Models 

 These models of comorbidity posit that substance use 
 precipitates or causes psychotic disorders. We know that 
many of the substances people with psychosis use, including 
alcohol, cannabis, hallucinogens and stimulants are known 
to have acute psychotic effects. Studies have shown that 
alcohol and amphetamines may worsen the symptoms of 
people with schizophrenia or precipitate relapse but there is 
little evidence to suggest that they cause chronic psychosis 
or schizophrenia. There is, however, evidence to suggest that 
cannabis, the most frequently used drug by people with psy-
chosis, can have a causal effect. 

 A number of large-scale prospective longitudinal cohort 
studies have shown that cannabis users are more likely to 
develop psychotic disorders than non-cannabis users  [  52–
  58  ] . Zammit et al.  [  59  ]  found that people who were “heavy 
cannabis users” by the age of 18 (at least 50 occasions of 
use) were 6.7 times more likely to later be diagnosed with 
schizophrenia. Another study  [  56  ]  found that cannabis use at 
age 15 and 18 increased the risk of presenting with psychotic 
symptoms or schizophreniform disorder at age 26 (OR = 11.4 
for those who had used cannabis before the age of 15). This 
relationship was independent of the use of other substances. 

 Research on non-clinical samples provides additional 
support for the cannabis–psychosis link. A number of studies 
have found a relationship between cannabis use and psycho-
sis proneness or schizotypy (e.g.  [  60–  63  ] ). For example, 
Barkus et al.  [  60  ]  found that cannabis use per se was not 
related to schizotypy in their sample of healthy volunteers 
but that high-scoring schizotypes were more likely to report 
psychosis-like experiences and unpleasant after-effects asso-
ciated with cannabis. 

 However, despite the apparent causal link between can-
nabis use and psychosis we know that the majority of people 
who smoke cannabis do not go on to develop schizophrenia 
or another psychotic disorder. In countries where an increase 
in rates of cannabis use in the general population has been 
documented (e.g. Australia) there has not been a corre-
sponding increase in rates of schizophrenia  [  64  ] . It is prob-
able, therefore, that some individuals are more vulnerable to 
the effects of cannabis than others, perhaps because of a 
gene–environment interaction  [  65  ] , with some individuals 
being genetically vulnerable to the effects of cannabis. Caspi 
et al.  [  66  ]  tested this hypothesis in a longitudinal birth cohort 
study and found that a functional polymorphism of the cate-
chol- O -methyltransferase (COMT) gene moderated the 
in fl uence of adolescent cannabis use on adult psychosis: 
Carriers of the COMT valine 158  allele were more likely to 
experience psychotic symptoms after consuming cannabis 
than carriers of the COMT methionine allele. Experimental 
work also supports this link. Henquet et al.  [  67  ]  exposed 
patients with a psychotic disorder and their relatives to 
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delta-9-tetrahydrocannabinol (Δ-9-THC, the major psycho-
active component of cannabis) in a double-blind placebo 
controlled study and found that carriers of the valine allele 
were most sensitive to Δ-9-THC induced psychotic experi-
ences. This  fi nding was conditional on preexisting psycho-
sis liability. Other research has shown that Δ-9-THC 
transiently increases positive, negative and general schizo-
phrenia symptoms in patients with schizophrenia and that 
furthermore, patients with schizophrenia are more vulnera-
ble to the effects of Δ-9-THC than those without  [  68  ] .  

   Secondary Substance Use Models 

 These models suggest that psychotic disorders lead to sub-
stance use. The most well known of these is the self-medi-
cation hypothesis  [  69,   70  ]  which suggests that substance 
use is an attempt to self-medicate psychiatric symptoms 
such as hallucinations, anxiety and depression. The litera-
ture does show that some individuals report using sub-
stances to decrease symptoms or to cope with them better 
(e.g.  [  71–  75  ] ) and one study has shown that people who use 
substances to self-medicate psychotic symptoms and medi-
cation side effects are more likely to be substance use 
dependent  [  74  ] . 

 “Weaker” variants of the self-medication model postulate 
that people with psychosis use substances to self-medicate 
the extrapyramidal symptoms caused by neuroleptic medica-
tion [   76 ] or to alleviate dysphoria. Dixon et al.  [  46  ]  suggest 
that dysphoria might be the common factor underpinning 
increased comorbidity. “Perhaps only those patients whose 
symptoms (positive, negative or extrapyramidal) lead to dis-
tress or depression are the ones who abuse drugs” (p. 75). 

 According to Mueser et al.  [  30  ] , three types of evidence 
would provide support for the self-medication hypothesis (1) 
if epidemiological studies suggested that clients with partic-
ular psychiatric diagnoses were more prone to abusing 
speci fi c types of substances, (2) if psychiatric clients with 
more severe symptoms were more likely than less symptom-
atic clients to abuse substances and (3) if clients with com-
bined problems described bene fi cial effects of substance use 
on symptoms. Empirical data do not suggest a consistent 
relationship between substance use and speci fi c diagnoses 
and the studies assessing the link between of symptoms and 
levels of substance use have also been contradictory. Some 
studies have found that substance use is associated with more 
positive symptoms  [  35  ]  and fewer negative symptoms  [  24,   77  ]  
whilst others have found no such relationships  [  78,   79  ] . 

 Evidence from the self-report studies in which patients 
with psychosis have been asked to identify their reasons for 
substance use and to describe the effects of that use have 
provided some support for the self-medication hypothesis, in 
particular, the “alleviation of dysphoria” formulation. Many 

clients with dual disorders are able to point to some symptoms 
or negative emotional states that they report using alcohol or 
drugs to modify even though for some patients their stated 
reasons for substance use and their outcome expectancies 
for the effects of that substance are incongruous with the 
actual achieved effect. Some patients report using drugs 
and alcohol to make them feel better yet report feeling worse 
afterwards  [  46  ] . 

 Other secondary substance use models highlight social 
risk factors such as peer pressure and poor social compe-
tence  [  80  ]  and again, the self-report literature reveals that for 
many people with psychosis a key motivator for substance 
use is the desire to  fi t in with others and to facilitate social 
interaction  [  46,   71–  75,   81–  84  ] . 

 Gregg et al.  [  75  ]  found evidence for three distinct groups 
of substance users: a group who predominantly used for 
social and enhancement reasons, a group who used to regu-
late negative affect and to alleviate positive symptoms and a 
group who used substances to improve positive affect and to 
intensify their experiences. It is possible that these different 
pro fi les are related to patient symptomatology and patterns 
of substance use. 

 An understanding of the temporal relationship between 
the onset of schizophrenia and substance use may help to 
elucidate whether one of the two disorders is the primary 
disorder (if substance use is generally found to occur prior to 
schizophrenia the self-medication hypothesis would be less 
plausible) but the evidence to date has been contradictory. 
Hambrecht and Hafner  [  85  ]  found that one-third of the peo-
ple in their sample had a drug problem for more than 1 year 
before the schizophrenia began, for another third the onset of 
schizophrenia occurred at a similar time to the onset of sub-
stance use and for the  fi nal third they began more than a year 
before the substance use. These  fi ndings were interpreted in 
terms of a vulnerability-stress-coping model: the  fi rst group 
might have their vulnerability threshold reduced or their cop-
ing resources diminished as a result of their substance use. 
The second group might contain people who are already vul-
nerable to schizophrenia for whom substance misuse is a 
stress factor precipitating the onset of psychosis whilst the 
third group uses substances for self-medicating against or 
“coping with” the symptoms of schizophrenia.  

   Common Origin Models 

 Three main common origin models of substance use and 
psychotic disorders have been proposed highlighting bio-
logical, individual and social factors. Although there is evi-
dence to suggest that genetic factors independently contribute 
to schizophrenia  [  86  ]  and to substance use disorder  [  87  ] , the 
extent to which the two disorders share a common genetic 
vulnerability is not known. The results of family history 
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studies are con fl icting—although some studies have reported 
that people with combined problems are more likely to have 
family members with substance use disorders than patients 
with schizophrenia alone  [  88,   89  ] ; other studies have not 
found this to be the case  [  90  ] . 

 Some authors  [  91  ]  have emphasised the possible role of 
reward circuitry dysfunction and dopamine opioid neu-
rotransmission systems (see Chambers et al.  [  92  ]  for a 
review). In brief, people with psychosis might be biologi-
cally vulnerable to the rewarding effects of substance abuse. 
It has been suggested that this relationship might imply a 
common underlying vulnerability for both disorders in 
which the pathology of the cannabinoid system in schizo-
phrenia patients is associated with both increased rates of 
cannabis use and increased risk for schizophrenia  [  93  ] . 
Further research is needed to determine the relevant under-
lying neuropathological processes before  fi rm conclusions 
can be drawn. 

 A number of social and environmental factors could also 
potentially underpin both disorders, for example, family dys-
function  [  94  ]  and economic and social disadvantage. Another 
possible mechanism is traumatic early childhood experience. 
Members of the general population who report abuse in 
childhood are more likely to abuse substances in adulthood 
 [  95  ]  and for some, childhood abuse can also contribute to 
psychosis  [  96  ] . The available evidence suggests that the rela-
tionship may be bidirectional: trauma precedes the onset of 
substance use in some people with schizophrenia but may 
also put people with schizophrenia at increased risk of sub-
sequent retraumatisation. 

 Impairments in cognitive functioning have also been 
hypothesised to have an impact on both substance use and 
psychosis  [  97  ]  as have poorer coping skills, lower educa-
tional attainment, lower socioeconomic status, poor interper-
sonal and social problem-solving skills. It is unlikely that 
any of these cognitive and social risk factors operate inde-
pendently to increase rates of comorbidity but their cumula-
tive effects might. Few multiple risk factor models have been 
proposed but the cross-sectional literature does seem to sug-
gest that some of these factors may play a part.  

   Bidirectional Models 

 Bidirectional models propose that psychotic and substance 
use disorders trigger and maintain each other. For example, 
substance use may serve as a stressor precipitating onset of 
schizophrenia in vulnerable individuals and mental health 
problems are then subsequently maintained by continued 
substance use due to socially learned cognitive factors such 
as beliefs, expectancies and motives for substance use  [  30  ] . 
Thus, bidirectional models tend to involve multiple risk  factors. 
Examples include the affect regulation model put forward by 

Blanchard et al.  [  98  ]  which emphasises the role of enduring 
personality traits, coping and stress in the development and 
maintenance of substance use disorders. Barrowclough et al. 
 [  99  ]  also highlight the role of coping in their proposed mul-
tiple risk factor model which incorporates Marlatt and 
Gordon’s social-cognitive model of addiction  [  100  ] . In brief: 
certain situations and cues trigger drug or alcohol-related 
thoughts which, in the absence of alternative coping strate-
gies and in the context of low self-ef fi cacy for resisting use 
and positive expectancies about the effects of that use, make 
the person with psychosis vulnerable and more likely to use 
substances. In this model, de fi ciencies in coping skills and 
positive expectancies about the effects of drug and alcohol 
operate independently and jointly to contribute to the use of 
substances as a coping model. There is a signi fi cant literature 
demonstrating that motivations and beliefs about the effects 
of substance in fl uence substance use  [  74,   101  ]  and research 
shows that people with schizophrenia experience dif fi culty 
coping with stresses and may experience a limited repertoire 
of coping strategies  [  102,   103  ]  but there has not been an 
empirical test of this model. 

 Although the four types of model presented help clarify 
our understanding of the reasons for increased rates comor-
bidity, it is clear that no single model can adequately explain 
all comorbidity. The hypothesis that substance use causes 
schizophrenia is not supported suf fi ciently or consistently. 
Evidence from prospective cohort studies suggests that can-
nabis can have a causal role in the development of psychotic 
disorder but there is little evidence to suggest that other sub-
stances are a causative factor in chronic psychosis or schizo-
phrenia. Little support is found in the literature for the 
self-medication hypothesis although the self-report studies 
of reasons for use do show that some people with schizo-
phrenia report using substances in an attempt to alleviate 
speci fi c psychopathological symptoms or medication side 
effects. Common origin models have implicated both genet-
ics and neuropathology but no common gene has yet been 
identi fi ed and the neurobiological evidence is not consistent. 
Additional research is required. It is also possible that some 
other as yet unresearched variable or variables may account 
for the psychosis and substance use comorbidity. Bidirectional 
models which integrate aspects of the different causative 
models outlined above suggest that separate factors may be 
responsible for the initiation and maintenance of substance 
use by people with psychosis. It is possible, for example, that 
substance users whose drug use precipitated or caused the 
onset of psychotic symptoms (perhaps because of biological 
vulnerability) may continue using cannabis in order to alle-
viate or cope with the symptoms of schizophrenia better. To 
date, however, there have been no satisfactory empirical 
investigations of bidirectional models. Likewise, research 
has not yet tested the few multiple risk factors models that 
have been developed.   
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   Treatment Approaches 

   Pharmacological Interventions 

 The overwhelming majority of people with psychotic disor-
ders are prescribed antipsychotic medications. The two main 
classi fi cations of medications, conventional “typical” antip-
sychotics (e.g. Haloperidol) and newer, “atypical” antipsy-
chotics (e.g. aripiprazole, clozapine, olanzapine, quetiapine 
and risperidone) have both been shown to provide signi fi cant 
relief from psychotic symptoms and improve functioning. 
For people with comorbid substance use problems, however, 
typical antipsychotics have been found to be less effective 
 [  104  ] . They may even serve to worsen substance abuse in 
some people with psychosis  [  46,   105  ] . Better results have 
been reported for some of the newer atypical antipsychotics. 
There is preliminary evidence to suggest that clozapine, 
despite its many side effects, is effective at decreasing sub-
stance use in people with schizophrenia and schizoaffective 
disorder  [  106,   107  ]  but no randomised controlled trials with 
this client group have been conducted to date. The evidence 
for the other atypicals whilst promising is either insubstan-
tial or con fl icting  [  108  ] . 

 There are a number of pharmacological interventions for 
substance use disorders with two broad objectives: to man-
age withdrawal and to prevent relapse. Most medications 
work by targeting the neurotransmitters that are dysregulated 
in relation to a particular substance. Disul fi ram, naltrexone 
and acamprosate have been shown to reduce the risk of 
relapse to speci fi c substances (namely, alcohol and opioids) 
in the general population of substance users and methadone 
maintenance therapy (which seeks to stabilise chaotic life-
styles and reduce criminal activity and mortality) has been 
shown to be effective for opiate addiction. Tricyclic antide-
pressants (e.g. desipramine) have been found to reduce crav-
ings for cocaine and dexamphetamine may be used to reduce 
amphetamine use. However, although all of these pharama-
cotherapies can be safely prescribed for people with psy-
chotic disorders, research evidence is somewhat lacking for 
people with combined problems. Signi fi cantly, there are no 
pharmacological interventions for cannabis use, the main 
drug used by people with psychosis. 

 It is accepted that for people with psychosis, psychiatric 
medications must  fi rst be stabilised before adjunctive medi-
cations are added to the treatment regime  [  109  ] . It is also 
unlikely that pharmacological treatments can result in long-
term abstinence without psychosocial intervention. However, 
we know that substance users with psychotic disorders are 
less likely to be compliant with medication and it is some-
times dif fi cult to engage substance users with services. 
Barrowclough et al.  [  99  ]  note that there is often a history of 
poor relationships with service providers; a reluctance to 

 discuss substance use issues in anticipation of being criticised 
and lectured on the harmful consequences of substances and a 
bias towards suspiciousness or paranoid interpretation of rela-
tionships arising from psychotic symptoms and exacerbated 
by substance use. People with combined problems are also 
likely to have chaotic lifestyles making appointment sched-
uling and engaging in structured work dif fi cult. Interventions 
must therefore seek to build alliance as a  fi rst step.  

   Psychosocial Interventions 

 Research into interventions for this client group can be 
broadly divided into two types: evaluations of service deliv-
ery models and individual client therapy approaches. The for-
mer originated in the US in the 1980s when mental health and 
substance abuse services began to be integrated at the clinical 
level with treatment for both the mental health problem and 
substance use problem being provided by the same team in a 
uni fi ed setting in order to avoid gaps in service delivery. 
Approaches within this framework often employ assertive 
community outreach and include both pharmacological and 
psychosocial treatments including intensive case manage-
ment, residential treatment and contingency management. 
They may also make use of group and individual counselling, 
motivational interventions and family interventions. A num-
ber of reviews have reported modestly superior outcomes for 
integrated services  [  110–  112  ]  but it is probable that effects on 
substance use depend on the speci fi c interventions chosen. 

 Common psychosocial interventions for people with both 
psychotic and substance use disorders include motivational 
interviewing, which aims to increase an individual’s motiva-
tion for change; individual or group psychotherapy involving 
cognitive behavioural principles and group and individual 
social skills training  [  113  ] . These psychosocial treatments 
focus on engagement and building therapeutic alliance whilst 
recognising that motivation to change is often low and that 
relapse is common. Ongoing treatment works to increase 
motivation by enhancing desire to change, developing self-
ef fi cacy that change is possible, managing cognitive limita-
tions and enhancing interpersonal skills  [  109  ] . 

   Motivational Interviewing 
 Motivational interviewing (MI) seeks to help people under-
stand the impact of substance use by helping them to recogn-
ise the relationship of the substance use to their personal life 
goals. MI takes a non-confrontational approach to treating 
substance misuse and is intended to enhance the individual’s 
intrinsic motivation for change  [  114  ] . As Barrowclough et al. 
 [  99  ]  note “rarely does the client come to therapy asking for 
help with reducing alcohol consumption or drug taking. 
Rather the therapist approaches the client and works towards 
getting substance use on a shared agenda for change”. 
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 Although a handful of studies have shown that motiva-
tional interviewing can be used successfully with people 
with psychosis and substance use disorders to reduce levels 
of substance use  [  115,   116  ] , others have found no 
difference in substance use outcomes or any other outcomes 
 [  117,   118  ] .  

   Cognitive Behavioural Therapy 
 Cognitive behavioural approaches emphasise functional 
analysis of drug use: understanding the reasons for use and 
consequences of that use and involve skills training for rec-
ognising the high-risk situations (including moods and 
symptoms) which lead to substance use and to develop alter-
native coping skills for handling those situations and avoid-
ing substance use in future. 

 Although there is ample evidence to suggest that CBT can 
result in signi fi cant clinical bene fi t for people with psycho-
sis, only two randomised controlled trials have compared 
CBT to treatment as usual in people with psychosis and 
comorbid substance use to date  [  119,   120  ] . Edwards et al. 
 [  119  ]  evaluated a cannabis-focused CBT intervention for 
with a  fi rst episode of psychosis against an active control 
involving psychoeducation and treatment as usual and found 
no differences in substance use outcomes after 3 months of 
individual CBT. The study by Naeem et al.  [  120  ]  combined 
CBT with psychoeducation and also found no difference 
between groups after 3 months. 

 Three studies have combined MI with CBT  [  121–  123  ] . 
The  fi rst of these found superior outcomes for a longer-term 
intervention (9 months duration) which combined MI with 
CBT and a family intervention. Positive symptoms and 
relapse rates were decreased at 12 months and there was 
decreased abstinence from all substances; global functioning 
was also improved although not all of these bene fi ts were 
maintained at 18 months. The second  [  122  ]  compared 10 
sessions of MI plus CBT with routine care plus self-help 
books. The intervention group had improved global function 
at 12 months and decreased depressive symptoms but there 
were no differences in substance use outcomes. The  fi nal 
study  [  123  ]  compared group behavioural treatment (comb-
ing MI and CBT approaches with skills training and contin-
gency management) with supportive group therapy and 
found increased substance use abstinence for the interven-
tion group. Thus it appears that motivational interviewing 
combined with other interventions appears to offer some 
bene fi t for this client group. Further research is required to 
determine which combinations of intervention are most use-
ful and cost-effective long term.  

   Social Skills Training 
 Social skills training usually takes place in a group setting. 
Structured sessions, using role play and corrective feedback 
aim to help people develop the necessary interpersonal 

skills for building and maintaining relationships with others; 
dealing with con fl ict and handling social situations involving 
substance misuse. 

 Two randomised controlled trials have evaluated social 
skills training for people with combined problems, with 
con fl icting results. Hellerstein et al.  [  124  ]  found no differ-
ence across groups whilst Jerrell and Ridgely  [  125  ]  reported 
decreased drug and alcohol use, decreased psychiatric symp-
toms and improved functioning for skills training groups 
when compared to 12 step-based groups. 

 The recent Cochrane review of psychosocial interven-
tions  [  113  ]  reviewed 25 randomised controlled trials assess-
ing the effectiveness of a number of psychosocial interventions 
(total  N  = 2,478) and found “no compelling evidence to sup-
port any one psychosocial treatment over another to reduce 
substance use (or improve mental state) by people with seri-
ous mental illnesses”. A broader review, which included 45 
psychosocial interventions  [  111  ]  reported that no psychoso-
cial interventions showed consistent results on either sub-
stance use or mental health outcomes. It should be noted, 
however, that it is dif fi cult to pool results because of sam-
pling and methodological differences. Furthermore, both 
reviews evaluated interventions for people with “severe men-
tal illness” and included research involving people with 
bipolar disorder. The majority of participants in the studies 
reviewed will also have been taking antipsychotics and other 
medications but this was not accounted for in the analyses. 
To our knowledge there has not been a systematic review of 
psychosocial interventions for people with psychotic disor-
ders and substance use only.    

   Summary and Conclusions 

 Large numbers of people with schizophrenia and other psy-
chotic disorders use drugs and alcohol. This comorbidity has 
been associated with a range of adverse clinical and social 
outcomes including more positive symptoms, more relapses 
and hospitalisations, increased aggression and violence and 
higher rates of homelessness and housing instability. Although 
the correlates of substance use have been well documented, 
the causes are less well understood. A number of aetiological 
models have been proposed but no single model can explain 
all comorbidity. The dually diagnosed population is a hetero-
geneous group and it is probable that different models may 
account for comorbidity in different groups of people and 
multiple models may apply for some individuals. 

 A number of treatments for people with psychosis and 
combined substance use disorders are available. Typical 
antipsychotics are less effective for people with comorbid 
substance use problems but there is preliminary evidence to 
suggest that some newer atypical antipsychotics may decrease 
substance use, e.g. Clozapine. A number of psychosocial 
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interventions have been developed for use with this client 
group, and there is promising evidence to suggest that moti-
vational interviewing may be effective when combined with 
cognitive behavioural therapy although there is currently lit-
tle evidence to support any one psychosocial intervention 
over another. 

 Substance use by people with psychosis is a signi fi cant 
concern and there is a clear need for good quality long-term 
research to further elucidate the causes of substance use and 
to identify the best treatment methods if we are to help peo-
ple with psychosis reduce their substance use.      
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  Abstract 

 Community and clinical epidemiologic studies indicate that adults and adolescents with 
 substance use disorders (SUD; especially involving opiates or cocaine) are highly likely (as high 
as 90% prevalence in treatment-seeking samples) to have experienced psychological trauma at 
some time in their lives and as much as 11 times more likely than persons who do not have a 
SUD to meet diagnostic criteria for posttraumatic stress disorder (PTSD). Adults and adoles-
cents with PTSD are as much as 14 times more likely to meet criteria for SUD (including alcohol 
or other drugs) than those without PTSD. SUD and PTSD may occur prior to the other, but 
research indicates that it is more likely that SUD develop or are worsened as a result of attempts 
to cope with PTSD than the reverse. PTSD and SUD also exacerbate and sustain each other over 
time. An evidence-based screening measure and promising treatments have been developed and 
preliminarily validated for PTSD in SUD treatment populations, including integrated approaches 
to simultaneous SUD/PTSD treatment rather than sequential or compartmentalized treatments. 
Implications for clinical identi fi cation and treatment of SUD/PTSD are presented.            
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  26

    J.  D.   Ford   (*)
     Department of Psychiatry, Division of Child and Adolescent 
Psychiatry ,  University of Connecticut Health Center ,   Farmington , 
 CT   06030-1410 ,  USA    
e-mail:  jford@uchc.edu   

  Learning Objectives 

    Posttraumatic stress disorder (PTSD) and substance • 
use disorders (SUD) often co-occur  
  As many as 90% of SUD treatment recipients report • 
a history of psychological trauma  
  PTSD and SUD exacerbate each other’s severity • 
when they co-occur  
  PTSD is more likely to predate SUD than vice • 
versa, although the timing is variable  
  Screening for PTSD in SUD treatment samples can • 
be accomplished with a brief tool  
  Promising psychoeducational and psychothera-• 
peutic treatments have been developed and 

  Issues that Need to Be Addressed by Future Research 

    Studies are needed to determine the different • 
sequences of onset of SUD and PTSD within high-
risk samples such as adolescents, homeless persons, 
and military personnel  
  Studies are needed to determine the prevalence of • 
exposure to a variety of types of psychological 
trauma and of PTSD and complex PTSD across a 
range of populations  
  Studies are needed to re fi ne and de fi nitively establish • 
the evidence base for integrated treatments for 
comorbid SUD/PTSD, across a range of populations    

 preliminarily validated for the simultaneous treat-
ment of PTSD and SUD  
  Complex PTSD symptoms have a negative prog-• 
nostic effect in SUD treatment    
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         In the National Comorbidity Study-Replication (NCS-R; 
 [  1,   2  ] ), SUD were approximately twice as prevalent (15% 
lifetime; 4% past year) as posttraumatic stress disorder 
(PTSD; 7% lifetime, 1–2% current), and these disorders fre-
quently occurred comorbidly. Epidemiologic studies indicate 
that adults with SUD (especially involving opiates or cocaine) 
are 2.6–10.8 times more likely to have PTSD than adults 
who do not have a SUD  [  3  ] . Comparable  fi ndings are reported 
in epidemiologic studies with adolescents, with alcohol, 
marijuana, and “hard drug” abuse or dependence associated 
with a 1.6–2.9 times increased risk of PTSD. When the focus 
is shifted to the risk of SUD conferred by PTSD, studies 
indicate that adults with PTSD are between 1.4 and 4.5 times 
more likely to have a SUD (including alcohol or other drugs) 
than adults without PTSD. Among adolescents, PTSD is 
associated with a 3–14 times greater risk of SUD  [  3  ] . 

 In the present chapter, the scienti fi c and clinical litera-
tures on the relationship of SUD with exposure to psycho-
logical trauma and PTSD will be summarized, highlighting 
the bidirectional effects of SUD and PTSD on each other. 
Research on the impact of trauma exposure and PTSD on 
SUD treatment will be discussed, followed by implications 
for SUD treatment providers.  

   Psychological Trauma, Posttraumatic Stress 
Disorder, and Substance Use Disorders 

 Psychological trauma is de fi ned in the American Psychiatric 
Association’s  [  4  ]   Diagnostic and Statistical Manual, Fourth 
Edition Text Revision  (DSMIV-TR) as:

  “a traumatic event in which both of the following were present 
(1) the person experienced, witnessed, or was confronted with 
an event or events that involved actual or threatened death or 
serious injury or a threat to the physical integrity of self or others 
(2) the person’s response involved intense fear, helplessness, or 
horror.”   

 Psychological trauma thus is a special case of the larger 
class of life stressors which is de fi ned by objective threat of 
death (directly or as a witness) or of physical integrity (i.e., 
sexual assault or abuse) and intense subjective distress at the 
time of or shortly after the event(s). 

 PTSD is further de fi ned in the  DSMIV-TR  as present if, 
for more than 1 month, three types of symptoms occur and 
cause “clinically signi fi cant distress or impairment in social, 
occupational, or other important areas of functioning.” The 
PTSD symptoms are as follows:

    • Intrusive re-experiencing —unwanted disturbing memo-
ries of traumatic event(s), including but not limited to 
 fl ashbacks (experiencing the event as if it was occurring 
at the present moment) and psychologically or physically 
distressing reminders of past traumatic events, while 
awake or asleep (e.g., nightmares)  

   • Avoidance and emotional numbing —efforts to avoid 
thoughts, feelings, discussion, people, places, or activities 
that are reminders of past traumatic events, amnesia for 
important portions of those events (which must be “psy-
chogenic,” that is, not due to physical injury or illness), 
generalized anhedonia, emotional numbing, detachment 
from relationships, and a sense that life will be cut short 
(“foreshortened future”)  
   • Hyperarousal —sleep dif fi culties, anger or irritability, 
problems concentrating, extreme watchfulness (“hyper-
vigilance”), and an exaggerated startle response    
 In order to qualify for a diagnosis of PTSD at least one 

intrusive re-experiencing symptom, three avoidance and 
emotional numbing symptoms, and two hyperarousal symp-
toms must occur. 

 As adults, survivors of early childhood victimization trau-
mas are at risk for not only PTSD and SUD but also for other 
anxiety, affective, psychotic, and personality disorders and 
re-victimization. These adverse outcomes re fl ect disruptions 
of psychobiological self-regulation  [  5  ]  that have been labeled 
“complex” PTSD  [  6  ] . Although complex PTSD was not 
included as a distinct diagnostic category in the  DSM-IV , it is 
under consideration again as both an adult and childhood  [  7  ]  
diagnosis in the  DSM-5  (which will not be  fi nalized until 
2012). Complex PTSD involves emotional dysregulation, 
dissociation, somatization, risk-taking, and distrust/alien-
ation, which are similar to criteria for some personality dis-
order diagnoses such as borderline personality disorder  [  6,   8,   9  ] . 
Complex PTSD may interfere with engagement in treatment, 
participation in and learning from structured treatment activ-
ities, and with the ability to inhibit substance cravings and 
impulsive substance-seeking behaviors while sustaining 
substance-free relationships, motivational commitments, and 
relapse prevention behaviors  [  10,   11  ] . 

 Histories of exposure to traumatic violence (e.g., physical 
or sexual assault or abuse) are common and often lead to 
PTSD (i.e., 30–59% prevalence) among women with chronic 
SUD  [  12,   13  ] . Recent violence is prevalent among women 
with comorbid PTSD–SUD: more than 50% of women seek-
ing treatment for comorbid PTSD–SUD reported involvement 
in physically assaultive behavior with a primary partner in the 
past year, and 45% reported being exposed to sexual coercion 
by a partner  [  14  ] . In community epidemiological studies of 
men and women, traumatic violence was with associated sub-
stantially greater risk of developing PTSD (e.g., 46–65%) 
than other forms of trauma (e.g., nonviolent traumas; 8–20% 
risk of PTSD)  [  3  ] . PTSD and SUD often co-occur after trau-
matic violence: women in a national survey of crime victims 
were three times more likely to have a SUD if they had PTSD 
than if they did not  [  15  ] . Adolescents with PTSD also are at 
four to eight times increased risk of SUD  [  16  ] . 

 Across both genders and diverse ethnocultural back-
grounds, as many as 90% of SUD treatment recipients report 
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a history of sexual or physical assault, and as many as 59% 
have PTSD, including adults  [  3,   13,   15  ]  and adolescents  [  17  ] . 
Moreover, women seeking SUD treatment who had comor-
bid PTSD–SUD had more extensive trauma histories and 
severe PTSD symptoms (particularly avoidance, emotional 
numbing, and sleep dif fi culties) than women with PTSD 
only  [  18  ] . Additionally, higher substance use levels or prob-
lems are associated with worse intrusive and avoidance 
PTSD  [  19  ]  and dissociative  [  20  ]  symptoms. 

 Several hypotheses have been advanced to explain why 
PTSD and SUD co-occur, with the strongest empirical sup-
port accrued for a “self-medication hypothesis” proposing 
that SUD are the result of attempts by people with PTSD to 
use substances to cope with PTSD symptoms such as intru-
sive memories, hypervigilance, sleep disturbance, irritabil-
ity, and physical reactivity. Both epidemiological  [  3  ]  and 
SUD treatment  [  21  ]  studies indicate that PTSD more often 
(i.e., in 53–85% of cases) predates SUD than vice versa, with 
only one exception in which 18-year olds were slightly more 
likely (54%) to report that alcohol dependence preceded 
PTSD than vice versa (46%)  [  16  ] . A prospective study of 
primarily white middle-class adults in a health maintenance 
organization (age 21–35 years) found that PTSD led to a 
fourfold increased risk of developing SUD independent of 
the in fl uence of prior conduct problems or depression, but 
SUD did not increase the risk of either exposure to trauma or 
developing PTSD  [  3  ] . The strongest relationship between 
PTSD and SUD was with abuse or dependence upon pre-
scription drugs but not street drugs, consistent with the higher 
levels of use of prescription drugs versus street drugs by this 
particular subgroup of young adults. Similar  fi ndings of SUD 
leading to an increased risk of PTSD (but not of trauma 
exposure per se) have been reported with alcohol and street 
drugs in studies of women, military veterans, and disaster 
victims  [  21  ] . Both epidemiological and SUD treatment stud-
ies indicate that PTSD predates SUD more often (in 53–85% 
of cases) than vice versa, with only one exception in which 
18-year olds were slightly more likely (54%) to report that 
alcohol dependence preceded PTSD than vice versa (46%). 
A longitudinal study of primarily white middle-class adults 
in a health maintenance organization (age 21–35 years) 
found that PTSD led to a fourfold increased risk of develop-
ing SUDs independent of the in fl uence of prior conduct 
problems or depression, but SUDs did not increase the risk 
of either exposure to trauma or developing PTSD  [  3  ] . The 
strongest relationship between PTSD and SUDs was with 
abuse or dependence upon prescription drugs but not street 
drugs, consistent with the higher levels of use of prescription 
drugs versus street drugs by this particular subgroup of 
young adults. Similar  fi ndings of SUD leading to an increased 
risk of PTSD (but not increased risk of exposure to traumatic 
stressors) have been reported in studies of women, military 
veterans, and disaster victims  [  3  ] . 

 Thus, SUD may predate PTSD, but it is more likely that 
SUD develop or are worsened as a result of attempts to cope 
with PTSD and SUD also may exacerbate and sustain each 
other over time. Men and women with alcohol- or cocaine-
related SUD who had PTSD were more likely than those 
without PTSD to report a craving for substances if reminded 
of past trauma or substance use  [  22  ] . Accident survivors or 
women who have been raped were more likely to have per-
sistent PTSD if they had prior alcohol disorders than those 
with no alcohol disorder  [  21  ] .  

   Treatment for Comorbid SUD and PTSD 

 Despite these consistent  fi ndings of PTSD–SUD comorbid-
ity, most adults receiving SUD treatment are neither evalu-
ated for PTSD nor offered PTSD treatment, or PTSD services 
are provided only after lengthy periods of substance use 
abstinence  [  23  ] . Yet, adults with co-occurring PTSD and 
SUD often want to receive treatment for both PTSD and 
SUD and to do so in an integrated manner rather than address-
ing one disorder at a time  [  24  ] . Moreover, SUD treatment 
recruitment, retention  [  24  ] , and outcomes  [  23,   25,   26  ]  may 
be adversely affected if co-occurring PTSD is undetected 
and untreated. 

 PTSD appears to negatively in fl uence the course and out-
come of treatment for SUDs. Co-occurring PTSD and SUDs 
are associated with poorer SUD treatment recruitment and 
retention  [  24  ]  and outcomes  [  23,   25,   26  ] . However, these 
 fi ndings were not replicated in two other studies. Chart-
diagnosed PTSD was not associated with differential opiate 
substitution treatment outcomes with military veterans  [  27  ] , 
nor with SUD residential treatment retention among adoles-
cents  [  28  ] —although trauma exposed adolescents in the lat-
ter study were more likely to discontinue SUD residential 
treatment than adolescents with no history of psychological 
trauma. 

 Although persons with co-occurring PTSD and SUD often 
request integrated treatment for PTSD and SUD  [  24  ] , most 
SUD treatment recipients are neither evaluated for PTSD nor 
offered PTSD treatment—or PTSD services are provided 
only after lengthy periods of substance use abstinence  [  23  ] . 
On the positive side, PTSD treatment has been shown to 
reduce not only immediate but also long-term risk of SUD 
relapse if provided during the transitional period beginning 
soon after discharge from inpatient SUD treatment and dur-
ing the long-term recovery period  [  23  ] . When PTSD treat-
ment was provided to military veterans immediately after 
discharge from inpatient SUD treatment, reduced immediate 
and long-term risk of SUD relapse was reported  [  23  ] . While 
they did not provide integrated PTSD–SUD treatment, 
Ouimette and colleagues’  [  23  ]   fi ndings suggest that SUD and 
PTSD recovery and treatment are not incompatible—indeed 
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they may be essential to one another (see also Dansky 
et al.,  [  15  ] ). Consistent with the self-medication model of 
co-occurring PTSD/SUD, recent re-analyses of data from a 
large randomized controlled trial indicate that an integrated 
PTSD/SUD therapy was effective in reducing SUD with par-
ticipants who had severe initial SUD problems only if PTSD 
symptoms also improved in treatment  [  29  ] . Improvement in 
substance use problems, however, did not appear to lead to 
reductions in PTSD. Although several models of PTSD treat-
ment have been empirically validated in the past two decades, 
most PTSD therapies have not been adapted for co-occurring 
SUD  [  30  ] . Fortunately, integrated PTSD–SUD therapies 
have been developed (see Ford et al.  [  30  ] ), with promising 
 preliminary outcomes  [  31–  35  ] . 

 However, the Cohen and Hien  [  32  ]  study found that, 
although cognitive behavior therapy for comorbid SUD and 
PTSD had positive results for PTSD and substance use out-
comes, there were no differences between persons receiving 
cognitive behavior therapy and those who received no active 
treatment on measures of depression, dissociation, or social 
and sexual functioning. They note that sequelae of complex 
histories of interpersonal trauma (e.g., dissociation, affect 
dysregulation) may be particularly refractory to treatment 
 [  32  ] . Therefore, secondary analyses were conducted of data 
from a multisite study testing the ef fi cacy of contingency 
management (CM) in community-based clinics to examine 
PTSD and complex PTSD symptom severity as separate 
prognostic indicators  [  36  ] . 

 Over and above the strong effect of CM intervention, the 
severity of complex PTSD symptoms—but  not  history of 
trauma exposure, PTSD symptom severity, or overall psy-
chiatric symptom severity—predicted poorer outcomes in 
terms of retention in treatment and objectively veri fi ed con-
tinuous abstinence from cocaine and heroin use during treat-
ment. Brief measures of PTSD and complex PTSD symptoms 
were used which did not permit inferences about either 
PTSD or complex PTSD as diagnostic syndromes, and a 
more de fi nitive test of the study hypotheses would require 
the use of a structured interview (for PTSD or complex 
PTSD) or questionnaire (for PTSD) with continuous scores 
based upon the full set of PTSD and complex PTSD symp-
toms. Nevertheless, complex PTSD symptoms emerged as 
an independent prognostic factor for cocaine- and heroin-
use disorder treatment outcomes. Although there was not an 
interaction effect for complex PTSD symptoms and type of 
treatment (the comparison condition was supportive therapy, 
ST), closer inspection of the results for each treatment con-
dition showed that complex PTSD symptoms were predic-
tive of outcome only in the CM condition. Complex PTSD 
symptoms also appeared to impact, and to largely account 
for, a relationship between having witnessed an assault and 
poorer treatment retention. Thus, although CM has shown 
consistent positive outcomes in SUD treatment, strategies 

for successfully engaging and facilitating sustained 
 abstinence with patients who have complex PTSD symp-
toms may be needed to enhance their CM outcomes. The 
absence of a predictive effect for complex PTSD symptoms 
in ST may be due to the lesser amount of change achieved by 
ST with most patients, effectively limiting the variance in 
change and thus reducing the likelihood of detecting prog-
nostic relationships in the ST condition. 

 PTSD and complex PTSD symptoms were interrelated 
 [  36  ] , but only complex PTSD symptoms predicted immediate 
treatment outcome, consistent with Ford and Kidd’s  [  37  ]  
 fi nding that complex PTSD rather than PTSD predicted 
chronic PTSD treatment outcome. Comorbid PTSD–SUD is 
particularly likely to occur following severe trauma exposure 
and may involve particularly severe PTSD symptoms  [  18, 
  38  ] . These studies have not, however, distinguished between 
PTSD and complex PTSD symptoms. Thus, the documented 
tendency of PTSD and SUDs to exacerbate and sustain each 
other over time (e.g., increased craving for substances when 
reminded of past traumatic stressors or substance use  [  22  ] ) 
may be due in part to complex PTSD symptoms. Further, 
complex PTSD symptoms also have been found to be most 
strongly associated with severe intrusive re-experiencing 
symptoms (i.e., unwanted memories,  fl ashbacks) than PTSD 
alone  [  5  ] , which may elicit substance use as an attempt to 
self-medicate posttraumatic distress  [  21  ] . However, complex 
PTSD symptoms were unrelated to the number of 
CM-contracted activities completed; thus, interference with 
CM activity completion by complex PTSD symptoms does 
not appear to account the negative prognostic relationship. 

 Not only did PTSD symptom severity not predict imme-
diate treatment outcomes, but a  high  level of baseline PTSD 
symptoms was the strongest predictor of achieving absti-
nence at 9-month follow-up assessments  [  36  ] . This  fi nding is 
the opposite of prior studies’  fi ndings suggesting that higher 
levels of PTSD related to substance use problems and are 
negative predictors of SUD treatment outcomes  [  23,   24  ] , but 
consistent with a recent study with adolescents in SUD treat-
ment  [  39  ] . Upon closer inspection in bivariate analyses, this 
prognostic effect held only for patients receiving CM, a 
higher percent of whom achieved abstinence at 9-month fol-
low-up (84%) than in the overall CM cohort or in ST. It is 
also possible that patients with severe PTSD symptoms 
receive more services than those with less severe PTSD  [  27  ] . 
Thus, trauma history and PTSD may not constitute a prob-
lem for successful SUD treatment, but instead may be 
addressed with integrated PTSD/SUD treatment  [  24  ] . Further 
research is needed to determine how SUD treatment reten-
tion and outcomes can be enhanced for patients with com-
plex PTSD symptoms, for example by extending or adapting 
some of the recently developed manualized treatments for 
complex PTSD  [  30  ]  and for severe comorbid PTSD and 
SUD  [  11,   25,   34  ] .  
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   Implications for the Treatment of Comorbid 
SUD and PTSD 

 Recovery from PTSD is complementary with recovery from 
SUD because recovery from PTSD involves learning how to 
deal with un fi nished emotional business from trauma with-
out denial and with personal responsibility (i.e., sobriety). 
Psychological trauma survivors with PTSD are not “fragile,” 
but rather are highly resilient because they have had to 
develop ways of coping with extreme stressors, or else they 
would not be seeking sobriety  [  11  ] . Psychologcal trauma 
survivors with PTSD or complex PTSD have developed 
highly reactive bodily stress response systems that can pre-
cipitate or exacerbate SUD  [  40  ] . Awareness of and skills for 
managing PTSD symptoms, therefore, is an integral compo-
nent of SUD relapse prevention  [  32  ] . 

 Although there is a strong empirical evidence base for 
“prolonged exposure” and related therapies for PTSD which 
involve repeated re-telling of speci fi c traumatic memories, 
treatment for PTSD—and particularly for complex PTSD 
 [  30  ] —involves substantial work on skills for managing trau-
matic stress symptoms that is an essential prerequisite to 
therapeutic “trauma memory work.” Skills for managing 
traumatic stress symptoms—of both PTSD and complex 
PTSD—provide a foundation for psychological trauma sur-
vivors to make thoughtful choices about if, how, when, and 
with whom to re-examine trauma memories. Moreover, there 
is no way to eradicate memories of traumatic experiences 
nor necessarily any total permanent “cure” for PTSD or 
complex PTSD—but this is no different than for SUD. Most 
treatment recipients never completely eliminate traumatic 
stress symptoms, but they can reduce the distress caused by 
these symptoms by learning how to manage them rather than 
feeling powerless in the face of unwanted traumatic memo-
ries and the associated stress reactions. 

 Fundamental to integrated PTSD–SUD treatment is 
addressing how PTSD and SUD are understood by the clini-
cian and client—their “meta-models” for conceptualizing 
PTSD and SUD  [  11  ] . From a “disease model” perspective, 
PTSD and SUD are the result of psychobiological vulnera-
bility and reactions to environmental stressors that can 
become chronic disabilities. From a cognitive-behavioral 
standpoint, PTSD and SUD result from dysfunctional 
(i.e., threat-based or addiction-based) beliefs, cognitive 
biases, and reactive behavior patterns that lead to an escalat-
ing sense of anxiety, anger, and helplessness. From a stress 
and coping perspective, PTSD and SUD involve maladap-
tive coping in response to stressors that range in intensity 
from mild to traumatic  [  21  ] . From a resilience perspective, 
PTSD and SUD involve a loss or breakdown of the person’s 
psychological and interpersonal resources (e.g., sense of 
safety, self-ef fi cacy, motivation). From a developmental 

viewpoint, PTSD and SUD involve disrupted learning and 
maturation, such that the person does not develop self-
regulatory capacities and healthy attachments  [  5  ] . From a 
cultural perspective, PTSD and SUD involve larger socio-
cultural forces, barriers, and norms that in fl uence the impact 
that traumatic events have upon entire communities or soci-
eties and people’s core ways of life. 

 Treatments for co-occurring PTSD–SUD tend to address 
some but not all of these factors  [  11  ] . In order to retain 
streamlined interventions that are ef fi cient and do not over-
load either the provider or the recipient with information and 
activities, two domains have been identi fi ed that cut across 
all metamodels of PTSD and SUD, memory and emotion 
regulation. PTSD and SUD involve a loss of control over 
one’s own memory. In PTSD, this takes the form of unwanted, 
persistent, and fragmented memories of traumatic experi-
ences. In SUD, memory tends to be fragmented, overwhelm-
ingly painful and at times frustratingly elusive (e.g., when 
cues or cravings lead to impulsive substance seeking despite 
experiential knowledge of the adverse consequences). 
Therefore, integrated PTSD–SUD treatment must enable 
survivors to remember not only the traumatic stressors and 
addictive behaviors that they have experienced, but moreover 
to make fundamental developmental shift in personal iden-
tity from viewing self as a victim or failure to as a survivor 
whose life is enriched by sustained efforts toward recovery. 

 Although traumatic stressors and addictive behaviors are 
painful to remember, the major barrier to memory is not the 
events themselves but the extreme emotion dysregulation 
that traumatic memories or reminders evoke  [  5  ] . Chronic 
PTSD and SUD both involve mood shifts that encompass 
intense rage, grief, fear, despair, guilt, and shame, as well as 
profound emotional “cutoffs” such as dissociation, alexithy-
mia, and numbing. Integrated PTSD–SUD treatment there-
fore focuses on enhancing emotional regulation, in order to 
increase clients’ ability to recognize and manage both SUD 
and PTSD symptoms and their often complex interplay 
(e.g., intense denial, rage, and urges to use substances when 
experiencing painful unwanted memories or hypervigilance 
 [  11,   30  ] ). 

 Based on the goal of memory recovery and emotional 
self-regulation, Ford and colleagues  [  11  ]  have suggested 
several best practice guidelines for integrated PTSD/SUD 
services. For most SUD treatment recipients, the potential 
link between PTSD or complex PTSD symptoms and SUD 
symptoms typically has never been identi fi ed or discussed 
by a treatment provider, as if the two sets of symptoms were 
totally separate concerns. A brief (<5 min) screening ques-
tionnaire has been found to have strong sensitivity and 
speci fi city for the identi fi cation of SUD treatment recipients 
with undetected PTSD  [  41  ] . In addition to providing infor-
mation about clients’ current functioning and treatment 
needs, initial PTSD screening provides an opportunity to 
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begin educating the recipient about how PTSD and SUD 
symptoms can be addressed in tandem. For example, during 
a screening interaction, the provider can brie fl y explain that 
unwanted traumatic memories are actually signs of biologi-
cal and psychological self-protection that can be made more 
effective by viewing them as such rather than as signs of bio-
logical or psychological breakdown. For example, Ford and 
colleagues suggest the following explanation: “These 
unwanted memories and the feeling of being tense and in 
danger all the time actually are your body’s alarm system 
trying to protect you, but the problem is that you’re not in 
control of the alarm because you do not know how to turn it 
off when you really are safe. The treatment will help you 
learn some skills for controlling your body’s alarm reactions 
without slipping up and using alcohol to try to turn off the 
alarm.” Such empathic and practical approaches to PTSD/
SUD psychoeducation can enhance engagement in and moti-
vation for treatment by giving the recipient a new way to 
think of PTSD and SUD symptoms which has practical rel-
evance and resonates with personal experiences and goals. 

 In addition, as a result of chronic SUD, persons with 
PTSD or complex PTSD often are not able to gauge the 
severity of these symptoms, and thus may unintentionally 
under- or over-report them  [  11  ] . Education about PTSD and 
SUD in the screening process can facilitate a more accurate 
identi fi cation and estimation of PTSD and complex PTSD 
symptoms. The provider can explain that trying not to avoid 
emotional and bodily “alarm reactions” such as anger or 
craving for substances is an understandable attempt to cope 
with these reactions that provides short-term relief (“helps 
you get through the day, or the night”), but that unfortunately 
makes the stress reactions and addictive cravings more fre-
quent and disruptive in the long run. The provider can then 
offer the recipient an encouraging new perspective by 
explaining that the PTSD–SUD treatment is designed to 
teach new skills for giving the client more control over the 
body’s stress system to enable the recipient to alter the 
vicious cycle of feeling distressed, avoiding or denying stress 
signals, and then feeling worse and seeking substances. 

 A thorough review of traumatic stressors and PTSD/com-
plex PTSD symptoms can be upsetting or demoralizing. 
Therefore, screening does not automatically involve obtain-
ing a detailed trauma history or survey of PTSD symptoms. 
The brief screen validated by Kimerling and colleagues  [  41  ]  
does not speci fi cally ask about any traumatic stressors and 
inquires only about the four types of PTSD symptoms (sub-
dividing avoidance and emotional numbing into two separate 
items, consistent with research on the factor structure of 
PTSD) in general. Many PTSD–SUD treatment recipients do 
not feel ready to disclose more than small amounts of infor-
mation about traumatic experiences or PTSD symptoms until 
they have established a strong therapeutic alliance. In some 
cases, they may not be able to tolerate the intensity of their 

own reactions to disclosing the details of terrible personal 
memories. For others, this is merely a fairly rote recitation of 
a familiar list of problems that they believe will never change. 
Still others feel compelled to “tell all” either to justify their 
distress and their right to treatment, or because they do not 
know how to select manageable amounts of past memories 
and how to regulate the associated emotions. Screening 
therefore should not focus singularly on past traumatic 
events, but on how current stress reactions interfere with the 
current relationships and the attainment of life goals—and 
how treatment can help with this. Screening and follow-up 
assessment also should take into consideration diagnoses 
other than PTSD (e.g., depression, panic disorder) instead of 
assuming that stress-like symptoms always are due to PTSD 
or that the only sequela of exposure to traumatic stressors is 
PTSD  [  42  ] . 

 Although it can be dif fi cult logistically, Ford and col-
leagues  [  11  ]  recommend that each PTSD–SUD treatment 
recipient has a primary counselor, clinician, or case manager 
to ensure that this is complementary with all other aspects of 
the treatment plan. Frequency of contact with a primary pro-
vider can be individualized and may differ depending on the 
stage of treatment (e.g., frequent regular individual visits or 
phone check-ins may be helpful early in treatment or when 
symptoms or lapses are severe). The goal of a primary pro-
vider is to provide recipients with enough therapeutic struc-
ture and support to enable them to focus on recovery and life 
management in an organized manner despite the interference 
caused by PTSD and SUD. The treatment may involve group 
or individual therapy or case management (or both). Ford and 
colleagues  [  11  ]  recommend that PTSD–SUD groups should 
be gender speci fi c, at least in the initial phases of treatment. 
Many trauma survivors have never (or only rarely or inter-
mittently) had the opportunity to re fl ect on the impact that 
traumatic stress symptoms have had on their lives, as well as 
the chance to give and receive support with others of their 
gender. There are as many differences as similarities among 
same-sex trauma survivors, but a key similarity not shared 
with members of the opposite sex is the impact that traumatic 
stressors have upon each person’s sense of self. Same-gender 
groups provide an opportunity for men or boys as well as for 
women or girls to experience counseling in ways that add 
depth and richness to recovery both from traumatic stress and 
addiction. Recipients may feel greater con fi dence in moving 
to mixed-gender groups after having had the opportunity to 
develop skills and a commitment to PTSD as well as SUD 
recovery  fi rst gender-speci fi c PTSD–SUD groups. However, 
research is needed to validate these clinical observations, and 
to determine if, and for whom, same- or mixed-gender PTSD/
SUD treatment groups are optimal. 

 Prior to, and possibly instead of, delving in great detail 
into speci fi c traumatic memories or situations, PTSD–SUD 
clients bene fi t from learning skills that enhance their mastery 
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of memory and emotion regulation in their current lives. 
These skills can be applied to incidents in which they are 
troubled by unwanted traumatic memories or PTSD symp-
toms. Focusing on helping treatment recipients to make, and 
successfully implement, self-enhancing choices when faced 
with PTSD or complex PTSD symptoms enables them to 
make connections between current stress reactions and sub-
stance use cues or cravings with past traumatic experiences 
while maintaining an adaptive here-and-now focus on cur-
rent functioning, symptom management, sobriety, and per-
sonal goals. 

 Vicarious traumatization (VT), also referred to as second-
ary traumatization or compassion fatigue, refers to the emo-
tional impact providers experience from the clients’ intense 
traumatic stress reactions. Empathy, the ability to take 
another person’s internal frame of reference seriously, 
involves personal and professional boundaries that do not 
prevent a clinician from feeling the impact of patients’ suf-
fering, but does help the clinician re fl ect on and work through 
that impact, rather than just absorbing it as inchoate distress. 
On the other hand, sympathy, while laudable and probably 
inevitable, involves excessively permeable emotional bound-
aries that can lead to overidenti fi cation or enmeshment with 
clients. Empathy may protect against extreme VT, but it is 
not an “antidote” for VT  [  11  ] . Intense sympathy (e.g., feel-
ing a need to rescue a client), however, may intensify VT and 
is best addressed by regaining an empathic balance of 
involvement and separateness in relation to clients and clini-
cal work. 

 VT also is most likely to occur and to be heightened when 
a clinician’s personal issues are activated (affectively or 
symbolically) by patients’ current suffering or traumatic 
memories. Working through personal issues is the responsi-
bility of every helping professional, as well as deciding when 
it is necessary to place limits on the amount or type of thera-
peutic work being done for the sake of self-care and the 
well-being of clients. When providing SUD/PTSD treat-
ment, it is particularly important to monitor and proactively 
prepare for VT.  

   Conclusion 

 In light of the extensive and growing empirical database 
demonstrating a bidirectional relationship between SUD and 
PTSD, and suggesting that not only PTSD but also complex 
PTSD symptoms may require systematic attention in SUD 
treatment, integrated SUD/PTSD represents a challenging 
but evidence-based paradigm shift  [  43  ] . Fortunately, a psy-
chometrically and clinically promising brief screening mea-
sure is available for substance abuse (or primary care) 
providers to use in identifying patients for whom traumatic 
stress symptoms are particularly relevant in planning and 

delivering SUD treatment  [  41  ] . Promising interventions for 
comorbid SUD/PTSD have a developing evidence base with 
these often highly impaired adults and adolescents  [  33,   35  ] . 
The clinician in practice can draw upon these resources to 
enhance healthcare outcomes for patients with comorbid 
SUD/PTSD, as researchers continue to re fi ne and validate 
evidence-based tools for screening, assessment, and treat-
ment of this challenging type of co-occurring disorder.      
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    Most recreationally used drugs increase the risk of seizures. 
Mechanisms are both indirect and direct, the latter involving 
either toxicity or withdrawal. Especially in polysubstance 
abusers, different mechanisms are not mutually exclusive. 
For example, a drug user might be intoxicated with one agent 
while simultaneously withdrawing from another  [  1  ] .  

   Indirect Mechanisms 

 Parenteral drug users are subject to systemic and central ner-
vous system (CNS) infection. Immunocompromise associ-
ated with some agents (e.g., ethanol) confers additional risk. 
Of particular importance are endocarditis and AIDS. CNS 

  Abstract 

 Seizures can occur in recreational drug users by indirect mechanisms, including CNS 
 infection, ischemic or hemorrhagic stroke, cerebral trauma, or metabolic derangements 
such as hypoglycemia, hyponatremia, or renal failure. With some drugs, seizures are a feature 
of acute toxicity. Cocaine-induced seizures often occur without other evidence of toxicity; 
seizures in users of other psychostimulants—such as methamphetamine or methylene-
dioxymethamphetamine (ecstasy)—are usually accompanied by additional signs of over-
dose. Sedative drugs and ethanol cause seizures as a withdrawal phenomenon, but 
ethanol-related seizures appear to be of more than one type, some lacking a close temporal 
relationship to withdrawal. Clinicians should consider substance abuse when dealing with 
unexplained seizures and should consider seizures when encountering unusual symptoms in 
recreational drug users.            

      Seizures, Illicit Drugs, and Ethanol       

     John   C.  M.   Brust         

  27

    J.  C.  M.   Brust ,  M.D.   (*)
     Department of Neurology ,  Columbia University College 
of Physicians & Surgeons ,   New York ,  NY ,  USA    
e-mail:  jcb2@columbia.edu   

  Learning Objectives 

    Seizures in recreational drug users can be associ-• 
ated with either withdrawal or toxicity, or they can 
have indirect mechanisms such as CNS infection, 
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  With psychostimulant drugs, including cocaine and • 
methamphetamine, seizures are most often the 
result of direct toxicity.  
  With sedatives and ethanol, seizures are most often • 
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    Basic mechanisms for seizures that occur in asso-• 
ciation with drug toxicity or withdrawal need to be 
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complications of endocarditis include cerebral infarction, 
septic (mycotic) aneurysm rupture, brain abscess, and menin-
goencephalitis, each of which may produce seizures. CNS 
complications of AIDS, especially toxoplasmosis, lym-
phoma, herpes simplex encephalitis, and tuberculous or fun-
gal meningitis, also cause seizures, often as the presenting 
symptom. 

 Independent of endocarditis, recreational drug users are at 
risk for ischemic stroke. Mechanisms include embolization 
of foreign material, coagulopathy, and vasculitis. In cocaine 
users hemorrhagic stroke is most often the result of hyper-
tensive surges, whereas most ischemic strokes are probably 
the result of direct cerebral vasoconstriction  [  2  ] . Low-to-
moderate doses of ethanol appear to reduce the risk of isch-
emic stroke, whereas heavy doses increase the risk. Any dose 
increases the risk of hemorrhagic stroke  [  3  ] . Seizures are 
especially likely to occur when stroke occurs in the presence 
of drug intoxication or withdrawal. 

 Cerebral trauma in alcoholics is usually associated with 
intoxication and in illicit drug users with lawlessness and 
violence. Post-traumatic seizures can occur early (impact 
seizure) or late (post-traumatic epilepsy), and as with stroke, 
intoxication (e.g., with cocaine) or withdrawal (e.g., with 
ethanol) can further lower seizure threshold. 

 Metabolic derangements frequently encountered in drug 
users include hypoglycemia, hyponatremia, and liver or kid-
ney failure. Hypoglycemia is often overlooked in alcoholics 
when seizures during a binge are attributed to ethanol with-
drawal  [  4  ] .  

   Direct Mechanisms: Individual Agents 

   Opiates 

 Opiate drugs include a large number of agonists, antagonists, 
and mixed agonist/antagonists acting variably at   m  ,   d  ,   k   
receptors. In animals opiates are proconvulsant or anticon-
vulsant depending on species, seizure model, dose, rate of 
administration, and particular agent  [  5,   6  ] . 

 Heroin, the most commonly abused opiate, is injected, 
snorted, or smoked, often combined with cocaine or an 
amphetamine-like psychostimulant. Street preparations con-
tain a variety of pharmacologically active and inactive ingre-
dients, some of which are epileptogenic  [  7  ] . Heroin overdose, 
with coma, pinpoint pupils, and respiratory depression, is 
sometimes associated with seizures, but their occurrence 
in such a setting is so unusual that an alternative explanation 
such as concomitant ethanol withdrawal or CNS infection 
should be sought. In a case–control study heroin users were 
at increased risk for new-onset seizures, either unprovoked 
(OR = 2.57) or provoked (stroke, infection, trauma; 
OR = 3.65). OR was 6.61 for same day use, but seizures were 

not associated with overdose, and the risk persisted after a 
year of abstinence  [  8  ] . 

 Except in newborns, seizures are not associated with 
 opiate withdrawal, which causes  fl u-like symptoms (fever, 
myalgia, rhinorrhea, lacrimation, sweating, piloerection, 
abdominal cramps, vomiting, and diarrhea) and is seldom 
dangerous. By contrast, withdrawal symptoms in neonates 
can be severe or even fatal  [  9  ] . Seizures and myoclonus are 
described but can be dif fi cult to distinguish from jitteriness. 
Coexisting conditions that must be considered include hypo-
glycemia, hypocalcemia, intracerebral hemorrhage, menin-
gitis, sepsis, and withdrawal from other drugs or ethanol. 

 Seizures and myoclonus, as well as tremor, agitation, and 
hallucinations, are well-recognized features of meperidine 
toxicity, attributable to its active metabolite normeperidine 
 [  10  ] . The combination of meperidine and a monoamine oxi-
dase inhibitor exacerbates symptoms and can be lethal  [  11  ] . 

 During the 1970s parenteral abuse of pentazocine (Talwin) 
and tripelennamine (Pyribenzamine)—“T’s and blues”—
became popular in the American midwest  [  12  ] . Seizures 
were often encountered, and the antihistamine probably con-
tributed to lowered seizure threshold. 

 Seizures are anecdotally described in recreational users of 
propoxyphene  [  13  ] . Myoclonus is described during with-
drawal from fentanyl  [  14  ] .  

   Psychostimulants 

 Abusers of amphetamine, methamphetamine, and related 
psychostimulant drugs usually experience seizures in the set-
ting of obvious overdose—agitation, psychosis, fever, hyper-
tension, cardiac arrhythmia, delirium, or coma  [  15  ] . By 
contrast, seizures often occur in cocaine users in the absence 
of other symptoms  [  16–  19  ] . The reason is unclear. The prin-
cipal pharmacological action of amphetamine-like agents is 
a release of monoamine from synaptic terminals, and in ani-
mals methamphetamine-induced hyperthermia causes blood–
brain barrier disruption and neuronal degeneration in the 
amygdala and hippocampus, probably contributing to sei-
zures  [  20  ] . The principal action of cocaine is monoamine 
reuptake blockade; in addition, cocaine has local anesthetic 
properties, and other local anesthetics are also proconvulsant. 
In animals cocaine-induced seizures display “kindling”—
that is, repeated subthreshold doses of the drug eventually 
trigger seizures  [  21,   22  ] . Cocaine users can experience sei-
zures hours after use, perhaps attributable to pharmacologi-
cally active metabolites  [  16–  18  ] . Seizures are usually 
generalized tonic–clonic; focality suggests an underlying 
structural lesion such as brain contusion or stroke. Cocaine-
related seizures can follow parenteral or nasal use; new-onset 
seizures are especially likely in heavy “crack” smokers. 
Consistent with kindling, seizures can occur after repeated 
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use of cocaine, but they can also affect  fi rst-time users. 
Cocaine can trigger seizures in known epileptics  [  19  ] . Status 
epilepticus in cocaine users is often dif fi cult to control  [  17  ] . 

 In different reports the prevalence of seizures among 
cocaine users ranged from 1% to 9.3%  [  17,   19,   23,   24  ] . The 
higher  fi gure is from a phone survey. Higher prevalences 
among crack smokers probably re fl ect a dosage effect. 

 A case-report described bizarre behavior which was 
 considered cocaine intoxication but turned out to be partial 
complex status epilepticus  [  25  ] . 

 Seizures, as well as stroke, were well-recognized compli-
cations in users of phenylpropanolamine, which, until such 
products were banned by the Food and Drug Administration 
(FDA) in 2000, was available in over-the-counter diet pills 
and decongestants  [  26  ] . Seizures and stroke also occurred in 
users of “dietary supplements” containing ephedra alkaloids 
(ma huang)  [  27  ] . In 2003 the FDA banned these products. 

 Methylenedioxymethamphetamine (MDMA, “ecstasy”) 
has pharmacological properties of both amphetamine-like 
psychostimulants and mescaline-like hallucinogens. The use 
of ecstasy at “rave” parties, in which frenetic dancing drives 
up body temperature, is especially dangerous. Seizures are 
described either in the setting of obvious intoxication (espe-
cially severe hyperthermia) or without any other symptoms 
 [  28,   29  ] . In animals MDMA-induced seizures display a kin-
dling pattern  [  30  ] .  

   Sedatives and Hypnotics 

 Acting indirectly as GABA agonists, barbiturates, benzodi-
azepines, and non-barbiturate non-benzodiazepine sedatives 
produce in chronic users withdrawal symptoms similar to 
those associated with ethanol. In a study with volunteers, 
withdrawal after several months of ingesting amobarbital or 
secobarbital 400 mg daily caused electroencephalographic 
paroxysmal changes in one-third of subjects but no seizures. 
600 mg daily resulted in seizures in 10% of subjects. 900 mg 
daily resulted in seizures in three-fourths of subjects and 
delirium tremens in two-thirds  [  31  ] . 

 Symptoms following abrupt discontinuation of benzodi-
azepine drugs—principally anxiety and tremor—can be 
dif fi cult to tell from symptoms that led to benzodiazepine 
use in the  fi rst place, but seizures, hallucinations, and delir-
ium tremens do occur  [  32  ] . Withdrawal symptoms usually 
appear between 3 and 10 days after stopping a long-acting 
agent and within 24 h after stopping a short-acting agent. As 
with barbiturates, seizures are dose-related and unlikely in 
patients taking recommended therapeutic doses  [  33  ] . 

 Like barbiturates, glutethimide (often taken parenterally 
with codeine) can produce withdrawal seizures, but seizures 
or myoclonus can also occur with overdose, perhaps related 
to the drug’s anticholinergic actions  [  34  ] . Seizures also occur 

as a toxic effect of methaqualone (often taken with an 
 antihistamine, and banned in the United States)  [  35  ] . 

 Withdrawal seizures are described in users of zolpidem, 
the most widely prescribed sedative in the United States  [  36  ] . 

  g -hydroxybutyrate (GHB) and its precursors  g -butyrolactone 
and 1,4-butanediol are popular among participants at “rave” 
parties and as a “date-rape” drug  [  37,   38  ] . Physical depen-
dence results in abstinence symptoms similar to those 
observed during withdrawal from ethanol, including seizures 
 [  39,   40  ] . GHB is often taken with ethanol, and the combina-
tion can produce a more severe and protracted withdrawal 
syndrome  [  41  ] . It is also often co-ingested with psychostim-
ulants, including ecstasy and cocaine, making it dif fi cult to 
interpret reports of seizures or myoclonus during GHB 
intoxication. GHB binds to speci fi c GHB receptors and to 
GABA receptors, and its principal clinical effect is CNS 
depression. Although GHB-induced petit mal-like epilepti-
form EEG discharges are described in rodents and non-
human primates, epileptogenicity has not been documented 
in humans  [  42  ] .  

   Marijuana 

 In animals cannabinoid compounds (including the principal 
psychoactive ingredient,  d -9-tetrahydrocannabinol, THC) 
are variably proconvulsant or anticonvulsant depending on 
species and seizure model  [  43  ] . Although agonists at CNS 
endocannabinoid receptors inhibit synaptic release of both 
glutamate and GABA, their preponderant effect on experi-
mental seizures is anticonvulsant  [  44  ] . The non-psychoactive 
compound, cannabidiol, is most consistently anticonvulsant 
 [  45,   46  ] . 

 A case–control study found marijuana use to be protective 
against new-onset seizures in men (OR = 0.42). For women 
there was a trend toward risk reduction that did not reach 
statistical signi fi cance  [  8  ] . 

 Anecdotal reports describe either improved or worsened 
seizure control temporally associated with marijuana use 
 [  47–  49  ] . In a survey of 12 epileptic marijuana smokers, one 
subject reported increased seizure frequency and one 
decreased frequency  [  50  ] . A study of 16 refractory epileptics 
found that seven of eight subjects receiving cannabidiol 
became seizure-free compared to only one of eight receiving 
placebo  [  51  ] .  

   Hallucinogens 

 The hallucinogenic drugs most popular in North America and 
Europe—peyote cactus containing mescaline, mushrooms 
containing psilocin and psilocybin, and the synthetic ergot 
alkaloid  d -lysergic acid diethylamide (LSD)—produce 
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 similar perceptual, psychological, and somatic symptoms. 
Visual distortions and hallucinations are not considered epi-
leptic in nature, and neither is their spontaneous recurrence 
days or weeks later ( fl ashbacks)  [  52  ] . True seizures can follow 
very high doses, however, often accompanied by hyperten-
sion, fever, delirium, respiratory depression, or coma  [  53  ] .  

   Inhalants 

 Volatile substance abuse involves a large number of commer-
cial products and organic compounds, yet recreational inha-
lation of such substances produces similar effects that 
resemble ethanol intoxication. Inhalant abuse is addictive, 
yet a well-de fi ned abstinence syndrome is not described in 
chronic users. Seizures and hallucinations can occur during 
severe intoxication, however  [  54,   55  ] .  

   Phencyclidine and Ketamine 

 Phencyclidine (PCP, “angel dust”) and the related compound 
ketamine block glutamatergic neurotransmission and there-
fore should have anticonvulsant properties. In overdose, how-
ever, they can cause myoclonus and seizures, including status 
epilepticus  [  56,   57  ] . Additional signs of intoxication—fever, 
tachycardia, hypertension, nystagmus, psychosis, delirium, 
dystonia, and stupor or coma with a blank stare—usually pre-
cede or accompany the seizures. The degree to which gluta-
matergic blockade contributes to the proconvulsant effects of 
PCP and ketamine, as opposed to actions at more speci fi c 
“PCP receptors” and sigma receptors, is unclear. Tolerance 
and craving develop in PCP and ketamine users, but except in 
neonates an abstinence syndrome is not de fi ned.  

   Anticholinergics 

 Plants containing atropine and scopolamine are used recre-
ationally worldwide; in Europe and North America  Datura 
stramonium  is especially popular. Symptoms of intoxica-
tion—mydriasis, fever, dry mouth and skin, tachycardia, and 
restlessness—may progress to hallucinatory psychosis, 
delirium, and coma, with extensor posturing, myoclonus, or 
seizures  [  58  ] . The use of physostigmine in treating anticho-
linergic poisoning is reserved for those with severe symp-
toms, for physostigmine itself can cause seizures and cardiac 
arrhythmia  [  59  ] .  

   Ethanol 

 The term “alcohol-related seizures” refers to seizures 
 occurring in heavy drinkers in the absence of any other 

explanation such as cerebral trauma, stroke, CNS infection, 
metabolic derangement, pre-existing neurological disease, or 
a history of epilepsy. Alcohol-related seizures are considered 
a direct effect of ethanol, and they most often occur during 
withdrawal  [  60,   61  ] . 

 In a study of over 200 alcoholics with seizures, either 
incident (new onset) or prevalent, 78% occurred 7–30 h after 
the last drink, and except for 2 whose seizures occurred after 
2 or more weeks, 99% occurred within 72 h  [  62  ] . Some 
occurred while drinking. Seizures were single in 41% and 
more than 3 in 21%, usually occurring within a few hours. 
Status epilepticus was present in 3%. Seizures were general-
ized tonic–clonic in 95% and had a focal onset in 5%. They 
could occur alone or with other withdrawal signs such as 
tremor or hallucinosis. In a third of patients symptoms pro-
gressed to delirium tremens. (During delirium tremens, how-
ever, seizures are uncommon.) In this study the amount and 
duration of ethanol consumption were not determined. The 
authors concluded that seizures in alcoholics are a with-
drawal phenomenon and that subjects with seizures occur-
ring beyond the withdrawal period or with focal features 
probably have underlying structural pathology. 

 In a study of volunteers, six subjects drank ethanol around 
the clock (including a 3:00 AM dose) for at least 48 days 
 [  63  ] . Withdrawal symptoms included seizures in two and 
delirium tremens in two. One subject with seizures had had 
prior ethanol abuse. The pattern of drinking in these subjects 
was atypical; alcoholics do not awaken themselves in the 
middle of the night to have a drink. Moreover, the high per-
centage of subjects who experienced seizures was not 
encountered in other studies. In a report of over a thousand 
alcoholics detoxi fi ed without psychoactive drugs, only 1% 
had seizures  [  64  ] . In another study, abrupt withdrawal from 
ethanol produced abstinence symptoms including hallucino-
sis, but no subject had a seizure  [  65  ] . 

 A case–control study of new-onset seizures found that the 
amount of absolute ethanol suf fi cient to raise the odds ratio 
for seizure risk above one was 50 g daily  [  66  ] . (12 ounces of 
beer, 5 ounces of wine, and 1.5 ounces of liquor each contain 
roughly 15–20 g absolute ethanol.) At 200 g daily the OR 
was 20, but the minimal duration of drinking that conferred 
increased risk of seizures could not be determined. In that 
study, many seizures occurred either during active drinking 
or more than a week after stopping, and statistical analysis 
failed to demonstrate a clear-cut temporal relationship 
between seizures and early abstinence. Moreover, those who 
had recently increased their ethanol consumption tended to 
have seizures sooner after the last drink than those who 
decreased their consumption. 

 Another case–control study of new-onset seizures simi-
larly found an increased risk of seizures above 50 g daily 
absolute ethanol for men and 25 g daily for women  [  67  ] . 
That study did not address temporal relationships between 
seizures and active drinking. 
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 Animal studies con fi rm that ethanol withdrawal can cause 
seizures  [  68,   69  ] . Such seizures tend to be dissimilar to what 
is observed in humans, however, for example occurring after 
very little ethanol consumption, having high fatality rates, or 
requiring that the animal be dropped onto a hard surface or 
subjected to a loud noise. As with humans, their variable 
time courses and semiology suggest more than a single 
mechanism. In both animals and humans, repeated bouts of 
ethanol withdrawal increase the likelihood of eventual etha-
nol-related seizures  [  70–  72  ] . 

 Both withdrawal seizures and non-withdrawal seizures 
in alcoholics might involve the excitatory neurotrans-
mitter  glutamate. Ethanol acutely inhibits glutamatergic 
neurotransmission and facilitates inhibitory GABAergic 
neurotransmission with consequent up-regulation of post-
synaptic glutamate receptors and down-regulation of GABA 
receptors  [  73–  75  ] . Abrupt cessation of ethanol intake would 
then produce a hyperactive glutamatergic state and a hypoac-
tive GABAergic state, resulting in withdrawal symptoms, 
including seizures. Repeated bouts of withdrawal might, in 
turn, cause excitotoxic neuronal damage via  N -methyl- d -
asparte (NMDA) receptors and excessive calcium entry. 
Such damage could set the stage for the development of sei-
zures independent of acute abstinence. (Glutamatergic neu-
rotoxicity has been similarly offered as an explanation for 
alcoholic dementia.) 

 The diagnosis of alcohol-related seizures requires exclu-
sion of additional brain pathology, and patients with new-
onset seizures should undergo neuroimaging  [  76,   77  ] . Of 
259 patients with seizures temporally related to ethanol con-
sumption and with normal neurological examinations, 16 
(6.2%) had intracranial lesions identi fi ed by CT scan: four 
subdural hematoma, four subdural hygroma, two vascular 
malformation, three cysticercosis, and one each aneurysm, 
neoplasm, skull fracture with subarachnoid hemorrhage, and 
cerebral infarction. In 10 patients management was affected 
by the CT  fi ndings  [  78  ] . More problematic are patients with 
prior alcohol-related seizures. Although imaging may not be 
necessary in every instance, the clinician must always con-
sider the possibility of an underlying new treatable lesion in 
such patients. 

 Because alcohol-related seizures tend to occur singly or 
in a brief cluster, for many patients the need to treat has often 
passed by the time a patient is medically evaluated. On the 
other hand, in a controlled trial either intravenous lorazepam 
2 mg or placebo was given to alcoholic patients after a single 
generalized seizure, and over the next 6 h 3% of those receiv-
ing lorazepam had a second seizure compared to 24% of 
those receiving placebo (OR = 10.4). Of those not admitted 
to the hospital, one patient receiving lorazepam and seven 
receiving placebo had a second seizure over the next 48 h 
 [  79  ] . As for primary prevention, a Cochrane review of 57 
trials concluded that benzodiazepines are more effective than 

placebo against ethanol withdrawal symptoms, especially 
seizures  [  80  ] . The use of a benzodiazepine in this setting fol-
lows the principle that prevention of withdrawal symptoms 
from any drug is best achieved using an agent from the same 
pharmacological class or with a degree of cross-tolerance 
 [  81  ] . Ethanol itself, being a direct neurotoxin, is an inappro-
priate agent for preventing ethanol withdrawal, even though 
it would be the alcoholic’s drug of choice. 

 Although only a small percentage of alcohol-related sei-
zures progress to status epilepticus, a large percentage of 
patients seen in emergency departments with status epilepti-
cus have ethanol as the sole cause. In a series of 82 consecu-
tive admissions for status epilepticus, 29 episodes (35.4%) 
occurred in alcoholics, and 16 had no other obvious precipi-
tating factor  [  82  ] . Status epilepticus in such patients is treated 
by conventional means, with lorazepam the initial drug of 
choice. 

 Electroencephalography in patients with alcohol-related 
seizures is usually normal. A report that photomyoclonic or 
photoconvulsive responses were frequent during early with-
drawal was not borne out by later studies  [  83  ] . 

 Anticonvulsant prophylaxis is usually not indicated in 
patients with alcohol-related seizures and no additional 
pathology  [  76  ] . Subjects actively drinking are not likely to 
take their medications, and those not actively drinking do not 
usually need their medications. Animal and human studies, 
moreover, suggest that neither phenytoin, carbamazepine, 
nor valproate is effective in preventing alcohol-related sei-
zures  [  76,   84–  87  ] . When seizures in a heavy drinker are not 
temporally linked to active drinking or recent abstinence, 
when they occur in the presence of cerebral pathology such 
as brain contusion or epileptiform activity on EEG, or when 
seizures in an epileptic are mostly or entirely triggered by 
drinking, management considerations must be individual-
ized. In such patients treatment may be indicated even though 
compliance is unlikely. 

 Relevant to the question of anticonvulsant prophylaxis are 
observations that some anticonvulsants, including carbam-
azepine, valproic acid, gabapentin, and especially topira-
mate, reduce craving and ethanol consumption  [  88–  91  ] . 

 Whether epileptics can safely drink ethanol is disputed. In 
one study, one or two drinks per day appeared to precipitate 
seizures in 5% of epileptic patients, and  fi ve or six drinks per 
day precipitated seizures in 85%  [  92  ] . In another study, epi-
leptic patients drank 1–3 glasses of vodka over a 2 h period 
daily for 16 weeks, and there was no change in their seizure 
frequency or their EEG patterns  [  93  ] . Generalized epilepsies, 
especially juvenile myoclonic epilepsy in sleep-deprived 
individuals, appear to be especially sensitive to ethanol  [  94  ] . 
Guidelines from a European task force advise that most 
patients with partial epilepsy and controlled seizures and 
without a history of alcohol overuse can safely consume 1–3 
standard drinks 1–3 times per week  [  76  ] .       
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  Abstract 

 All primary headache subtypes (migraine, tension-type headache, cluster headache) may 
become complicated by medication overuse headache (MOH). MOH has developed into the 
third most common type of headache after tension-type headache and migraine. The preva-
lence reaches approximately 1% of the world’s population and shows an increasing trend. 
MOH is a condition in which headaches become increasingly frequent as a patient begins 
to use more and more acute headache medications. The initial headache frequency is one of 
the factors that may play a role in the development of MOH. However, the reasons why 
some patients overuse acute treatments of headaches whereas others do not are not clearly 
understood. MOH might be prompted and sustained by some psychological states and 
behavioral disorders, including fear of headache, anticipatory anxiety of attacks, and psy-
chological drug dependence. A range of behaviors presumed to be related to excessive 
medications are being increasingly recognized in MOH disease. These behaviors are linked 
by their reward-based and repetitive natures. Whether these behaviors are simply related to 
medications interacting with an underlying individual vulnerability or whether the primary 
pathological features of MOH play a role is not known. Neurobiological mechanisms 
underlying drug dependence and reward system (i.e. endocannabinoids, dopamine, orexins) 
might also be involved in MOH. The study of these neurobiological mechanisms and behav-
iors might allow not only a greater insight into the pathophysiology of MOH but also an 
improved clinical management of this disorder. Although many questions remain unan-
swered, it is encouraging that several clinical and experimental advances have shed new 
light on the neuropharmacology of nociception and have prompted new hope for more 
effective treatments of such diverse problems as chronic headache pain, migraine, and drug 
dependency.            

      Medication Overuse Headache: Causes, 
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  Learning Objectives 

    Primary headache subtypes may become compli-• 
cated by MOH.  
  The initial headache frequency is related to the • 
development of MOH.  
  MOH prevalence reaches approximately 1% of the • 
world’s population.  

(continued)
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   Introduction 

 In the 1988 International Headache Society (IHS) 
classi fi cation, drug-induced headache was de fi ned as (1) 
headache appearing at least 15 days per month, (2) regular 
intake of analgesics or ergot alkaloids, and (3) headache dis-
appearing after withdrawal of substance  [  1  ] . The term “drug-
induced headache” has been replaced by the term “medication 

overuse headache” (MOH) in the 2004 International 
Classi fi cation of Headache Disorders (ICHD-II)  [  2  ] . 

 MOH is a condition in which headaches become increas-
ingly frequent as a patient begins to use more and more acute 
headache medications. The revised criteria were more 
speci fi c with regard to headache features and type of medica-
tion overuse and required that the headache worsened or 
increased in frequency during symptomatic medication over-
use and resolved or reverted to its previous episodic pattern 
within 2 months after withdrawal of the overused medication 
 [  2  ] . However, the mandatory requirement of headache 
improvement following drug withdrawal has proven prob-
lematic in clinical practice. Using these criteria, the diagno-
sis of MOH could never be made during the initial evaluation 
as a withdrawal period was necessary to make the diagnosis. 
Furthermore, if patients improved after drug withdrawal, the 
diagnosis could be made only in retrospect, since the patient 
improved and the condition no longer existed. In addition, 
these criteria were dif fi cult to apply in large epidemiologic 
studies  [  3  ] . Thus, a revised version of these diagnostic crite-
ria has been published in the 2005 on behalf of the 
International Headache Society  [  4,   5  ] . According to the 
revised ICHD-IIR guidelines MOH should be diagnosed in 
patients who ful fi ll the criteria for a headache on  ³ 15 days 
per month, who overuse medications on a regular basis for 
>3 months, and for whom headache has developed or mark-
edly worsened during medication overuse (Table  28.1 )  [  6  ] .  

 All primary headache subtypes (migraine, tension-type 
headache, cluster headache) may become complicated by 
MOH  [  6,   7  ] . MOH has developed into the third most com-
mon type of headache after tension-type headache and 
migraine. The initial headache frequency is one of the factors 
that may play a role in the development of MOH. However, 
other factors than initial headache frequency may play a role 
in the development of this complex neurobiological and 
behavioral disorder. 

 ICHD-II states primary episodic headaches as chronic 
when attacks appear for more than 15 days per month, for at 

   Table 28.1    Revised criteria for medication overuse headache   

 Appendix 8.2 Medication overuse headache 

 Diagnostic criteria: 

 A. Headache present on  ³ 15 days per month 
 B. Regular overuse for >3 months of one or more acute/symptom-

atic treatment drugs as de fi ned under subforms of 8.2 
 1. Ergotamine, triptans, opioids, or combination analgesic 

medications on  ³ 10 days per month on a regular basis for >3 
months 

 2. Simple analgesics or any combination of ergotamine, triptans, 
analgesics, opioids on  ³ 15 days per month on a regular basis 
for >3 months, without overuse of any single class alone 

 C. Headache has developed or markedly worsened during medica-
tion overuse 

  (continued)

Drugs inducing MOH: analgesics, ergotamine, • 
triptans, combination analgesics with codeine or 
caffeine.  
  Psychological and behavioral disorders have been • 
reported in MOH.  
  Neuroimaging studies have shown orbitofrontal • 
hypofunction in MOH.  
  Possible neurobiological mechanisms underlying • 
drug dependence and reward system (i.e. endocan-
nabinoids, dopamine, orexins) might also be 
involved in MOH.  
  A detoxi fi cation program is needed in MOH.  • 
  Relapse after MOH treatment may occur.  • 
  Different pharmacological preventive strategies can • 
be considered.  
  Cognitive and behavioral therapeutic approaches • 
might be helpful.    

  Issues that Need to Be Addressed by Future Research 

    The reasons leading to different classes and amounts • 
of medication overuse in headache patients must be 
further investigated.  
  Neurobiological substrates underlying induction • 
and maintenance of MOH, and in particular neu-
rotransmitter systems, have to be explored.  
  Genetic mechanisms leading to selective vulnera-• 
bility to MOH should be further analyzed.  
  Gender differences in MOH have been observed. • 
The possible in fl uence of estrogen in MOH needs to 
be explored.  
  Future studies should assess whether patients with • 
MOH need withdrawal of acute medication in order 
to respond to prophylactic medication.  
  Future clinical studies dealing with the ef fi cacy and • 
tolerability of AEDs in MOH and possibly 
identi fi cation of further therapeutic and behavioral 
strategies are needed.    
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least 3 months  [  2  ] . Not all patients with chronic daily 
  headaches develop medication overuse. The reasons why 
some patients overuse acute treatments of headaches whereas 
others do not are not clearly understood. 

 Moreover, the reasons why patients with headaches using 
analgesics are more prone to developing chronic headache 
than patients with other pains remain unknown  [  8,   9  ] . It has 
been suggested that MOH might be prompted and sustained 
by some psychological states and behavioral disorders, 
including fear of headache, anticipatory anxiety of attacks, 
fear of disability with desire to relieve pain to continue 
function and psychological drug dependence. Psychiatric 
comorbidities (major depression, anxiety) and substance 
abuse disorders might also play a role in MOH  [  10,   11  ] . MOH 
is a complex neurobiological and behavioral disorder not 
completely understood  [  12  ] . MOH seemingly shares with 
other kinds of drug dependence some common neurobiologi-
cal pathways, including those that modulate motivation, 
reward, novelty seeking, behavioral control, response to 
stress, and relapse  [  12–  14  ] . The signi fi cantly increased famil-
ial risk for chronic headache, drug overuse, and substance 
abuse suggests that a genetic factor might be involved in the 
process of headache chroni fi cation  [  15  ] . The goal of treat-
ment is to detoxify patients, to reduce headache frequency by 
preventive measures, and to prevent the relapse of MOH. 

 The implications of current pathophysiological hypothe-
sis as well as available clinical data on MOH will be 
discussed.  

   Epidemiology 

 Epidemiological studies show that the prevalence of MOH 
reaches approximately 1% of the world’s population and 
shows an increasing trend  [  3,   16–  19  ] . Interestingly, MOH is 
not only prevalent in Europe and North America but it is a 
growing problem also in some Asian countries where the 
prevalence is the same as in Europe. 

 In a large cross-sectional population-based study 
 conducted in Norway (The Head-HUNT study), the preva-
lence of chronic headache associated with analgesic overuse 
in relation to age and gender as well as the relation between 
analgesic overuse duration and chronic headache (both 
migraine and nonmigrainous headache) was examined  [  3  ] . 
This relationship was also examined for other common 
chronic pain conditions like neck and low-back pain. 

 The authors observed that the prevalence of chronic head-
ache associated with analgesic use daily or almost daily for 
 ³ 1 month was 1% (1.3% for women and 0.7% for men) and 
for analgesic overuse duration of  ³ 3 months 0.9% (1.2% for 
women and 0.6% for men). Chronic headache was more than 
seven times more likely among those with analgesic overuse 
( ³ 1 month) than those without (odds ratio [OR] = 7.5, 95% 

CI: 6.6–8.5). Upon analysis of the different chronic pain 
subgroups separately, the association with analgesic overuse 
was strongest for chronic migraine (OR = 10.3, 95% CI: 8.1–
13.0), intermediate for chronic nonmigrainous headache 
(OR = 6.2, 95% CI: 5.3–7.2), and weakest for chronic neck 
(OR = 2.6, 95% CI: 2.3–2.9) and chronic low-back (OR = 3.0, 
95% CI: 2.7–3.3) pain. 

 The association became stronger with increasing duration 
of analgesic use for all groups and was most evident among 
those with headache, especially those with migraine  [  3  ] . 
Thus, the overall prevalence of chronic headache associated 
with analgesic overuse was 1%, in accordance with previous 
population-based studies. The prevalence increased until 
middle age and declined after that, with a peak at 40–49 
years of age in women and at 50–59 years of age in men. 
Interestingly, analgesic overuse and MOH can also become a 
problem in early adolescence and even in childhood  [  20,   21  ] . 
It has been shown that many adolescents consult neither their 
parents nor their physician when taking over-the-counter 
medication  [  22  ] . In a population of 5,471 adolescents, 13–18 
years of age, who were interviewed about their headache 
complaints and completed a comprehensive questionnaire 
including use of analgesics, the prevalence of daily headache 
associated with analgesic use was estimated 0.5%, with a 
higher rate for girls (0.8%) than for boys (0.2%). There was 
a signi fi cant association for both genders between analgesic 
use and headache, although most pronounced for migraine 
and a signi fi cant linear relationship between analgesic use 
and headache frequency  [  20  ] .  

   Classes of Overused Drugs and Dependence 

 The ICHD-2 suggests that MOH occurs as an interaction 
between a therapeutic agent used excessively and a suscep-
tible patient. There is evidence that all drugs used for the 
treatment of headache can cause MOH in patients with 
 primary headache disorders. In some patients, it is dif fi cult to 
identify a single causal substance since many patients take 
more than one compound at a time and each component of 
antimigraine drugs might induce headache. The use of drugs 
that lead to MOH varies from country to country since their 
availabilities in the market differ and cultural-related factors 
in fl uence people’s attitudes. 

 In the past combination analgesics with codeine or caf-
feine, or ergots combined with codeine were the most com-
mon headache therapies in many countries. The introduction 
of triptans changed this picture. In a large retrospective study 
conducted in the United States, it was observed that medica-
tions associated with overuse changed substantially in the last 
15 years  [  23  ] . There was a signi fi cant decrease in the fre-
quency of ergotamine (from 18.6% to 0%) and combination 
analgesic overuse headache (from 42.2% to 13.6%), whereas 
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the frequency of simple analgesic (from 8.8% to 31.8%), 
combination of acute medications (from 9.8% to 22.7%) and 
triptan (from 0% to 21.6%) overuse headache increased 
signi fi cantly. Interestingly, the frequency of opioid overuse 
headache did not change signi fi cantly over the time  [  23  ] . 

 It seems that all available triptans can cause MOH  [  24  ] . 
Overuse of triptans has been shown to cause MOH faster and 
with lower dosages compared with ergots and analgesics, the 
interval between  fi rst intake and daily headache was 1.7 
years for triptans, 2.7 years for ergots, and 4.8 years for anal-
gesics  [  25  ] . Current recommendations suggest that drugs are 
taken as soon as possible in migraine. Although the degree of 
drug ef fi cacy (triptans in particular) may improve with early 
use, this method increases the likelihood that the patient will 
take more drug than effectively necessary and thus develop 
MOH  [  24  ] . 

 Headache patients have been reported to develop physical 
dependence on codeine and other opioids  [  26,   27  ] . Up to 
10% of codeine is metabolized to morphine. Opioids are 
de fi nitely behaviorally active substances, but ergotamine, 
triptans, as well as simple and combined analgesics are not 
included in DSM-IV criteria. Nevertheless, patients with 
MOH show symptoms of tolerance and withdrawal  [  28,   29  ] . 
Accordingly, ergotamine and dihydroergotamine may lead to 
physical dependency characterized by a self-sustaining, 
rhythmic headache/medication cycle, with daily or almost 
daily migraine headaches  [  28  ] . 

 The reason for the physical dependency on ergotamine is 
unknown. One study found that the tyramine-induced mydri-
asis after ergotamine dose was increased during abuse but 
not after withdrawal of ergotamine, which would indicate a 
central inhibition of pupillary sympathetic activity during 
abuse  [  30  ] . Thus, a possible CNS effect of ergotamine might 
be observed after chronic use but not after a single dose of 
the drug. 

 Interesting is the role of caffeine in the development of 
CDH because of wide exposure to dietary and medicinal 
 caffeine. Caffeine is a common ingredient in both over-the-
counter and prescription headache medications since it may 
increase the analgesic action of aspirin and paracetamol  [  24  ] . 
As well known, caffeine increases vigilance, relieves fatigue, 
and improves performance and mood  [  31,   32  ] . Caffeine has 
been shown to cause withdrawal headache under placebo-
controlled double-blind conditions  [  33  ] . 

 The typical symptoms of caffeine withdrawal, such as irri-
tability, nervousness, restlessness, and especially “caffeine 
withdrawal headache”  [  33  ]  which may last for several days, 
encourage patients to continue their overuse. However, in a 
population-based study conducted in a sample of episodic 
and chronic headache sufferers, it has been shown that dietary 
and medicinal caffeine consumption appears to be a modest 
risk factor for CDH onset, regardless of headache type  [  34  ] . 
The results of this study are limited by the way in which pre-
chronic daily headache caffeine consumption was measured 

(patients’ past caffeine consumption recall). Nevertheless, the 
study suggests that caffeine consumption is a risk factor for 
CDH as caffeine consumption was increased in the period 
prior to CDH onset. Conversely, this study is not consistent 
with the hypothesis that caffeine consumption increases as a 
consequence of increasing headache frequency. 

 Eventually, it has also be outlined the risk of having clini-
cally signi fi cant pharmacokinetic drug–drug interactions in 
patients with medication overuse  [  35  ] . Overuse of indo-
methacin, prochlorperazine, and caffeine combination in 
chronic headache patients was found associated with 
increased plasma levels of indomethacin and caffeine, and 
with delayed elimination of indomethacin  [  36  ] . The authors 
suggested that high and sustained concentrations of these 
drugs may cause rebound headache, organ damages, and per-
petuate MOH  [  36  ] .  

   Possible Genetic Mechanisms 

 Both environmental and genetic factors may contribute to 
patient’s vulnerability to intoxication, substance overuse, 
dependence, and withdrawal in MOH. Abnormalities of dop-
aminergic and serotoninergic innervation, possibly geneti-
cally determined, might play a role in dysfunction of the 
cerebral pain network in MOH patients  [  13  ] . 

 Interestingly, the risk of substance overuse or dependence 
was found increased among MOH patients’ relatives sug-
gesting transmitted vulnerability to drug overuse  [  10,   15,   37  ] . 
In addition, a family history for chronic headache was found 
to represent a risk factor for the chroni fi cation of headaches 
 [  37  ] . On the other hand, it is worth of nothing that data on 
family history of psychopathological traits such as anxiety 
and depression in patients with MOH are not univocal 
 [  10,   15  ] . 

 However, molecular genetic studies in the  fi eld of MOH 
are still scarce and preliminary. 

 A genetic association study of chronic headache with 
drug abuse versus the dopamine metabolism genes found 
that the allele 4 of the exon III VNTR polymorphism of the 
dopamine receptor 4 gene DRD4 was associated with CDH 
 [  38  ] . Moreover, the allele 9 of the dopamine transporter 
(DAT) gene SLC6A3 was more common in CDH associated 
with drug abuse than in episodic migraine  [  38  ] . Since the 
function of the DAT is the presynaptic reuptake of dopamine, 
reduced availability of DAT may translate into enhanced 
dopaminergic synaptic transmission. DAT knockout mice, 
indeed, display an increased dopaminergic tone and behav-
ioral activation  [  39  ] . Thus, we can assume that genetic vari-
ability at the DAT gene modi fi es behavior and reactivity to 
medication overuse also in MOH. 

 An increased frequency of the short allele of the serotonin 
transporter gene and a different genotypic distribution was 
found in chronic tension-type headache patients with analgesic 
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overuse in comparison with chronic tension-type headache 
patients without analgesic overuse and healthy controls. 
These data suggested that serotonergic activity might be 
involved in the development of analgesic overuse in chronic 
tension-type headache patients  [  40  ] . 

 Moreover, wolframin polymorphism was analyzed in 
MOH patients  [  41  ] . Wolframin is a transmembrane protein 
mainly located in the endoplasmic reticulum, and involved 
in membrane traf fi cking, protein processing and the regula-
tion of calcium homeostasis. Wolfram syndrome (WS) is a 
neurodegenerative disorder associated with diabetes melli-
tus, diabetes insipidus, hearing loss, progressive blindness, 
and a heterogeneous combination of psychiatric disorders 
 [  41  ] . Heterozygous WS carriers are more prone to psychiat-
ric  illness than the general population  [  41  ] . In particular, a 
number of studies suggested that common polymorphisms of 
WFS1 are associated with psychiatric illnesses, in the 
absence of other WS manifestations  [  41  ] . To test the in fl uence 
of wolframin WFS1 polymorphisms on MOH, Di Lorenzo 
et al. analyzed MOH patients for the WFS1 polymorphism. 
The authors observed that wolframin polymorphism was the 
only signi fi cant predictor of drug consumption in a popula-
tion of MOH and suggested that wolframin appears as facili-
tating factor in addictive behavior development  [  41  ] .  

   Behavioral and Psychiatric Disorders 
Comorbidity 

 Compulsive drug seeking in MOH can be understood as 
involving both cognitive and behavioral mechanisms. 
Positive reinforcing effects of analgesic use during bouts of 
headaches may ultimately lead the patients to take the medi-
cation nearly ritualistically for fear that an attack might occur 
or worsen. The reinforcing psychotropic properties of opi-
ates may accentuate this phenomenon. On the other hand, the 
negative reinforcing effects of withdrawal symptoms may 
contribute to the maintenance of dependence. 

 A limited number of studies addressed dependence on 
acute treatments of headaches according to DSM-IV criteria 
in patients with frequent headaches. Studying a group of 
MOH patients with preexisting primary migraine and a group 
of patients with episodic migraine, it was observed that MOH 
patients were at increased risk of developing overuse or 
dependence on psychoactive substances other than analge-
sics or acute treatments of headaches  [  10  ] . 

 In a large Asian clinical-based study, a signi fi cant depen-
dence on migraine-abortive drugs in 68% MOH patients vs. 
only 20% of CDH patients without medication overuse was 
observed  [  42  ] . Accordingly, in a French cross-sectional, 
multicenter study it was observed that two-thirds of the MOH 
patients were dependent on acute treatments of headaches 
according to the DSM-IV criteria  [  11  ] . 

 Similarly, in an Italian study, using the Leeds Dependence 
Questionnaire, a markedly enhanced substance need in CDH 
patients with overuse of analgesics compared with patients 
with episodic headaches was reported  [  43  ] . The substance 
need was comparable in intensity to that noted in drug 
addicts despite some differences in dependence pro fi les 
(drug addicts had higher scores at items assessing compul-
sive use)  [  43  ] . 

 Certain behaviors and psychological states seem particu-
larly important in prompting and sustaining the overuse of 
medication  [  12  ] . These include fear of headache, anticipa-
tory anxiety, obsessional drug-taking behaviors, and psycho-
logical drug dependence, among others. Additionally, 
persons with Axis II personality disorders exhibit certain 
behaviors that promote medication overuse  [  12  ] . 

 Psychological comorbidities such as depression, anxiety, 
and failure of pain-coping abilities may contribute to head-
ache chroni fi cation. Furthermore, there is some evidence 
that psychiatric comorbidity is higher in chronic migraine 
than in episodic migraine (particularly in the case of chronic 
substance abuse)  [  10,   44  ] . 

 Psychiatric comorbidity (mood and anxiety disorders) in 
MOH with preexisting episodic tension-type headache as 
well as in those with preexisting migraine headache was 
observed  [  45  ] . In addition, borderline personality disorder 
associated with MOH has been observed  [  46,   47  ] . 

 Higher symptomatic drug consumption and more severe 
depressive symptoms on the Beck Depression Inventory 
questionnaire in MOH were also observed  [  41  ] .  

   Possible Neurobiological Mechanisms 

 Different neurotransmitters might be involved in MOH  [  13  ] . 
Glutamate is implicated in cortical spreading depression, 
trigeminovascular activation, central sensitization, and might 
be linked to migraine chroni fi cation. A signi fi cant increase in 
glutamate and nitrite levels in the cerebrospinal  fl uid, of 
CDH patients, without a signi fi cant difference between 
patients without and those with analgesic overuse headache 
was observed  [  48  ] . Accordingly, to test the hypothesis that 
glutamate might be related to triptan response and in fl uence 
central sensitization, cerebrospinal  fl uid glutamate levels of 
patients diagnosed with chronic migraine overusing analge-
sics, those without overuse, and those overusing triptans 
were studied  [  49  ] . Cerebrospinal  fl uid glutamate levels were 
similar in patients overusing acute medications compared to 
those without overuse. In contrast, patients overusing triptans 
had cerebrospinal  fl uid glutamate levels signi fi cantly lower 
than that observed in nonoverusers, and signi fi cantly 
higher than controls. In triptan overusers, cerebrospinal  fl uid 
glutamate levels, although lower, were not signi fi cantly dif-
ferent from patients overusing other types of analgesics. This 
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study showed lower glutamate levels in cerebrospinal  fl uid 
of chronic migraine patients overusing triptans. The authors 
suggest that glutamate may be implicated in triptan response 
mechanisms, triptans might also work in part by reducing 
extracellular glutamate levels in the brain  [  49  ] . Interestingly, 
a case report concerning a patient diagnosed with drug-
resistant chronic migraine who unexpectedly reported full 
remission of headache after memantine, a commonly used NMDA 
receptor antagonist, administered for treating concomitant 
mild cognitive impairment, was recently reported  [  50  ] . 

 In order to clarify the hypothesis that serotonin may be 
involved in MOH, the serotonin system in platelets of 
migraine patients with analgesic abuse headache compared to 
migraine patients and nonheadache controls was studied  [  51  ] . 
Signi fi cant decrease in platelet serotonin content in MOH 
patients compared to migraine patients and controls was 
observed. Based on this platelet model, the authors suggested 
that excessive use of analgesics alters the central serotonin 
system by depleting serotonin from its storage sites and 
results in the hyposerotonergic state. The authors hypothe-
sized that this analgesic-induced serotonin alteration repre-
sents a possible mechanism of headache transformation 
observed in this condition  [  51  ] . The same group investigated, 
in an animal model, the effect of chronic analgesic exposure 
on the central serotonin system and the relationship between 
the serotonin system and the analgesic ef fi cacy  [  52  ] . Chronic 
paracetamol administration resulted in a signi fi cant decrease 
in the maximum number of 5-HT2A binding sites and an 
increase in the maximum number of serotonin transporter 
binding sites in frontal cortical membrane  [  52  ] . Changes in the 
central serotonin system were associated with a rise in plate-
let serotonin levels. The degree of receptor down-regulation, 
as well as transporter up-regulation, became less evident 
after more prolonged drug administration. Plastic changes of 
serotonin receptors and transporters coincided with the 
decrease in the analgesic ef fi cacy of paracetamol, as well as 
a fall in platelet serotonin levels. These  fi ndings provided fur-
ther evidence in support of an involvement of the serotonin 
system in the antinociceptive activity of paracetamol  [  52  ] . 
The authors hypothesized that plasticity of this neurotrans-
mitter system after chronic analgesic exposure may lead to 
the loss of analgesic ef fi cacy and, in its more extreme form, 
may produce analgesic-related painful conditions, for exam-
ple, analgesic abuse headache  [  52  ] . 

 Moreover, the effect of chronic administration of different 
pain medications on the activity of the serotonin transporter 
(SERT) in patients with MOH was investigated  [  53  ] . The 
authors studied the kinetic of platelet serotonin uptake in 
patients with overuse of triptans or analgesics before and after 
drug withdrawal, as well as in headache-free healthy subjects 
and patients with episodic migraine. They observed a tran-
sient increase of SERT activity in patients with analgesic and 

triptan-induced MOH. However, these data do not allow to 
differentiate whether the increase of serotonin uptake is 
caused by either regular intake of analgesics and triptans or is 
a consequence of frequent headache attacks  [  53  ] . 

 A dopaminergic hypothesis of migraine has been postu-
lated  [  54  ]  and a hypothalamic involvement with a possible 
hyperdopaminergic state was found indeed in patients with 
chronic migraine overusing analgesic drugs  [  55  ] . 
Endocannabinoid system plays a role in modulating pain 
including headache and this system is involved in the com-
mon neurobiological mechanism underlying drug addiction 
and reward system mainly interacting with dopamine 
 [  56–  58  ] . In fact, cannabinoids regulate mesocortical as well 
as striatal DA systems  [  59  ] . Anandamide (AEA) and 2-arachi-
donoylglycerol (2-AG) are the most biologically active endo-
cannabinoids, which bind to both central and peripheral 
cannabinoid receptors. The level of AEA in the extracellular 
space is controlled by cellular uptake via a purported AEA 
membrane transporter (AMT), followed by intracellular deg-
radation by the enzyme fatty acid amide hydrolase (FAAH). 
AMT and FAAH have been also characterized in human 
platelets  [  60,   61  ] . 

 Interestingly, reduced levels of AEA in the cerebrospinal 
 fl uid of chronic migraine and chronic migraine plus probable 
analgesic overuse in respect of control subjects have been 
found  [  62  ] . Moreover, to test the hypothesis of an impair-
ment in the endocannabinoid system in patients with MOH 
and chronic migraine and to assess its relationship with any 
disruption of the serotonergic system, the levels of the two 
main endogenous cannabinoids, AEA and 2-AG, and the 
serotonin levels in platelets of chronic migraine patients, 
MOH patients and control subjects were investigated. 2-AG 
and AEA levels were signi fi cantly lower in MOH patients 
and chronic migraine patients than in the control subjects. 
Serotonin levels were also strongly reduced in the two patient 
groups and were correlated with 2-AG levels, with higher 
values for MOH patients. These data support the potential 
involvement of an imbalance of the endocannabinoid and 
serotonergic systems in the pathology of chronic migraine 
and MOH. These systems appear to be mutually related and 
able to contribute to headache chroni fi cation and MOH  [  63  ] . 
Accordingly, FAAH and AMT activities (the two main sys-
tems controlling AEA levels) are signi fi cantly reduced in 
chronic migraine and MOH in respect of either controls or 
episodic migraine group  [  64  ] . Thus, it can be hypothesized 
that a lowered AEA level in chronic migraine and MOH 
induces a reduction in FAAH and AMT as an adaptative 
response. 

 The orexins (hypocretins), hypothalamic neuropeptides, 
play a crucial role in arousal, feeding and reward  [  65  ] . 
Orexin-containing neurons from the lateral hypothalamus 
project densely to the ventral tegmental area, which is the 
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origin of dopamine projections implicated in motivation and 
reward  [  65  ] . Orexin A is able to inhibit neurogenic dural 
vasodilation via activation of the OX1 receptor, resulting in 
inhibition of prejunctional release of CGRP from trigeminal 
neurons  [  66  ] . Moreover, orexins could be involved in the 
abnormalities of feeding, sleep, and neuroendocrine func-
tions often observed in some chronic headaches. 

 Interestingly, signi fi cantly higher levels of orexin-A and 
corticotrophin-releasing factor were found in the cerebrospi-
nal  fl uid of MOH and to a lesser extent in patients with 
chronic migraine compared with control subjects  [  67  ] . These 
 fi ndings support the involvement of the hypothalamus in 
both chronic migraine and MOH. Ventral tegmental area 
(VTA) is the origin of dopamine projections implicated in 
motivation and reward  [  68  ] . Orexins project densely to VTA 
where they exert long-term excitatory modulation on dop-
aminergic neurons of this area  [  65  ] . 

 Interestingly, also endocannabinoids exert a strong modu-
latory control on VTA neurons  [  58  ] . In fact, the dopaminer-
gic neurons of the VTA release endocannabinoids that, acting 
in a retrograde manner on presynaptic CB1 receptors, inhibit 
both inhibitory GABAergic and excitatory glutamatergic 
inputs to VTA neurons. Thus, we can speculate that both 
orexin and endocannabinoids selectively target VTA dop-
aminergic neurons to exert their control on the mechanisms 
of reward and dependence possibly implicated in the 
pathophysiology of MOH.  

   Neuroimaging Studies 

 A few neuroimaging studies have been conducted in MOH. 
Periaqueductal gray matter is considered the center of a pow-
erful descending antinociceptive neuronal network. 
Interestingly, iron homeostasis in the periaqueductal gray 
was found selectively, persistently, and progressively 
impaired in episodic migraine and CDH with medication 
overuse  [  69  ] . The authors suggested that this  fi nding was 
possibly caused by repeated migraine attacks  [  69  ] . 

 Moreover, using MRI and voxel-based morphometry, a 
population of MOH, chronic tension-type headache patients 
and controls without headache history, was studied. 
Unexpectedly, morphometric alterations in MOH were not 
found  [  70  ] . 

 On the other hand, glucose metabolism with 18-FDG PET 
has been measured in chronic migraineurs with analgesic 
overuse before and a few weeks after medication withdrawal. 
These data were compared with those obtained from a con-
trol population  [  14  ] . The authors observed that before with-
drawal, the bilateral thalamus, orbitofrontal cortex (OFC), 
anterior cingulate gyrus, insula/ventral striatum and right 
inferior parietal lobule were hypometabolic, while the cere-

bellar vermis was hypermetabolic. All dysmetabolic areas 
recovered to almost normal glucose uptake after withdrawal 
of analgesics, except the OFC where a further metabolic 
decrease was found. A subanalysis showed that most of the 
orbitofrontal hypometabolism was due to eight patients over-
using combination analgesics and/or an ergotamine-caffeine 
preparation. These data indicate that MOH is associated with 
reversible metabolic changes in pain processing structures 
like other chronic pain disorders, but also with persistent 
orbitofrontal hypofunction. The authors hypothesized that 
the hypoactivity of the OFC may be induced by the repeated 
drug intake, but it could also re fl ect an underlying, geneti-
cally determined, liability to medication overuse. Thus, the 
authors suggest that orbitofrontal hypofunction, known to 
occur in drug dependence, could predispose subgroups of 
migraineurs to recurrent analgesic overuse.  

   Neurophysiological Studies 

 The so-called “wind up” phenomenon, consisting of sensiti-
zation of central nociceptive neurons following prolonged 
stimulation of peripheral nociceptive pathways, has been 
implicated in the development of chronic pain including 
MOH  [  71  ] . 

 The authors observed that a nociceptive stimulus was able 
to induce a second pain in chronic migraine with medication 
overuse. After discontinuation of the overused drug, an atten-
uation of the intensity of the second pain was observed  [  71  ] . 
In line with this study, pathophysiological mechanisms of 
impaired trigeminal pain processing in patients with MOH 
and migraine have been hypothesized  [  72  ] . Thus, trigeminal 
and somatic nociceptive systems in controls, episodic 
migraine, analgesics, and triptan-induced MOH before and 
after withdrawal were studied  [  72  ] . Trigeminal nociception 
was investigated by simultaneous registration of pain-related 
cortical potentials; nociceptive blink re fl ex was analyzed fol-
lowing nociceptive-speci fi c electrical stimulation of the fore-
head; and somatic nociception was evaluated using 
pain-related cortical potentials of upper limbs. Facilitation of 
both trigeminal and somatic pain-related cortical potentials, 
but not of nociceptive blink re fl ex in MOH, which normal-
ized after withdrawal were found. No differences were found 
comparing analgesics vs. triptan MOH. A transient facilita-
tion was found of trigeminal and somatic nociceptive systems 
in MOH, which was more pronounced on a supraspinal level. 
Both trigeminal and somatic nociceptive systems that were 
found activated in patients with chronic migraine normalized 
again after withdrawal and consequent reduction of headache 
frequency. The authors did not  fi nd evidence that facilitation 
depends on the class of overused medication or the coexis-
tence of depressive symptoms  [  72  ] .  
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   Detoxi fi cation 

 There is a general agreement that the patient should stop all 
medication and undergo a medication-free period of weeks 
to return to the initial headache frequency before medication 
overuse  [  73,   74  ] . Withdrawal may be necessary anyway 
because of serious health hazards associated with medication 
overuse. In fact, there are well-known potential secondary 
effects of chronic drug overuse on other organ system includ-
ing analgesic nehropathy, nonsteroidal anti-in fl ammatory 
drug gastropathy, or ergotism. Moreover, the rare but poten-
tially serious occurrence of the serotonin syndrome with 
triptan monotherapy has been recently pointed out  [  75  ] . 

 However, when the patient tries to stop or reduce the drug 
intake, the preexisting headache usually worsens. The main 
symptom of withdrawal is headache, often associated with 
nausea, vomiting, arterial hypotension, tachycardia, sleep 
disturbances, restlessness, anxiety, and nervousness. The 
duration and severity of withdrawal headache and accompa-
nying symptoms depends on the type of overused headache 
drug and appears to be shorter in patients overusing triptans 
than in those overusing ergots or analgesics  [  76  ] . Medication 
withdrawal strategies are not univocal  [  77–  84  ] . 

 It is generally believed that most patients can be treated on 
an outpatient basis  [  24  ] . Moreover, effective treatment of MOH 
involving ergots and triptan agents is more easily achieved 
than that which involves opioid or barbiturate-containing anal-
gesics  [  12  ] . In order to improve the management of MOH, 
some authors have suggested dividing MOH into simple and 
complex subtypes to discriminate between cases with little 
behavioral in fl uence from more complex ones  [  12,   47  ] . 

 De fi nitely, MOH depends on primary headache type, the 
pattern and severity of medication overuse, the types of drug 
overused, the psychiatric comorbidities, patients’ sociode-
mographic characteristics and patients’ past therapeutic 
experiences. Thus, the effectiveness of strong advice to 
withdraw the overused medication versus the effectiveness 
of two pharmacological detoxi fi cation approaches (outpa-
tients: advice + prednisone + preventive treatment; inpa-
tients: advice + prednisone + preventive treatment +  fl uid 
replacement + antiemetics) in patients diagnosed with MOH 
and migraine has been investigated  [  85  ] . After 2 months, 
85% of patients had reverted to an episodic pattern of 
migraine, and intake of acute medication was less than 10 
days per month. No statistically signi fi cant difference was 
found between the groups  [  85  ] . These data suggest that 
advice and education about the risk of MOH and its conse-
quences may be as effective as structured inpatient and out-
patient detoxi fi cation programs in achieving withdrawal of 
the overused medication at least in patients with low medi-
cal need. Accordingly, it is important to outline that patients 
with previous detoxi fi cation treatments, coexistent medical 

or psychiatric illnesses and overuse of agents containing 
opioids, benzodiazepines and barbiturates were excluded 
from this study  [  85  ] . 

 However, there is a general agreement that inpatient 
detoxi fi cation is advisable for patients who use tranquilliz-
ers, opioids or barbiturates, especially in large daily doses 
 [  24,   86  ] . Due to a lack of treatment recommendations, thera-
peutical strategies to alleviate withdrawal symptoms vary 
among centers and countries. Among those agents suggested 
for withdrawal therapy are analgesics, tranquillizers, neuro-
leptics, antidepressant drugs, antiepileptic drugs, corticoster-
oids, intravenous dihydroergotamine, subcutaneous 
sumatriptan, oxygen, and behavioral treatment  [  24,   77–  84, 
  87  ] . However, most of these treatments have not been inves-
tigated in a proper randomized, placebo-controlled trial. In a 
recent double-blind, placebo-controlled, randomized, single-
center pilot study it was observed that 100 mg prednisone 
given daily for 5 days decreases the duration of withdrawal 
headache signi fi cantly compared with placebo-treated 
patients and is well tolerated  [  88  ] . However, a previous 
Norwegian placebo-controlled study has shown that 60 mg 
prednisone given for 2 days and tapering the dose the follow-
ing 4 days had no effect on withdrawal headache in patients 
with CDH and medication overuse  [  89  ] . Additional studies 
to address the effectiveness of prednisone on withdrawal 
headache are needed.  

   Relapse in Medication Overuse Headache 

 After treatment of medication overuse and withdrawal of the 
overused medications, relapse occurs within months or years 
in a relatively high proportion of patients  [  90–  96  ] . The relapse 
rate is lower for individuals overusing triptans rather than 
analgesics  [  92  ] . Predictors of relapse may include  tension-type 
headache  [  92  ] , overuse of combined analgesics  [  92  ] , number 
of analgesic doses per day  [  91  ] , duration of MO  [  91  ] , overuse 
of butalbital and opioids  [  95  ] , male sex  [  94  ]  duration of 
migraine with more than eight headache days per month, a 
higher frequency of migraine after drug withdrawal, and a 
greater number of previous preventive treatments  [  96  ] .  

   Pharmacological Treatments 

 Standardized, overall accepted, international and evidence-
based guidelines for the treatment of MOH are not currently 
available. It partially depends on the absence of controlled 
clinical trials. It is generally believed that patients with MOH 
do not respond to prophylactic medications until the over-
used medications are withdrawn, and detoxi fi cation strate-
gies are advocated prior to the initiation of preventive 
medications. The early introduction of prophylactic medication 
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without a detoxi fi cation program in a randomized, open-
label, 1-year follow-up study of patients with MOH was 
recently performed  [  97  ] . This program was found to be an 
effective way to reduce headache days and total headache 
burden during the  fi rst 3 months. The improvement was sus-
tained during the whole follow-up period  [  97  ] . 

 Accordingly, data from previous clinical trials of preven-
tive migraine treatment in patients with chronic migraine, 
including those with medication overuse, provided similar 
suggestion  [  98–  102  ] . Among treatment options the use of 
preventive medications such as sodium valproate (divalproex 
sodium) and topiramate, in order to reduce dependency on 
acute care medication in MOH, had previously provided to 
have bene fi cial effects in episodic migraine  [  87  ] . A general 
feature of the antiepileptic drugs (AEDs) effective in the pre-
vention of migraine attacks is the ability to target multiple 
pre- and postsynaptic mechanisms  [  103  ] . In particular, the 
negative modulation of voltage-gated Na +  and Ca 2+  channels 
is a common feature of these drugs. Moreover, these AEDs 
share the ability to inhibit, although through different mech-
anisms, glutamate-mediated transmission in speci fi c brain 
areas, to increase endogenous GABA tone and to modulate 
GABA receptors. Modulation of these multiple molecular 
targets can interfere with gene regulation and increase the 
threshold for the activation of pain sensitization, a pathophys-
iological mechanism presumably involved in MOH. 

 Future clinical studies dealing with the ef fi cacy and toler-
ability of AEDs in MOH and possibly identi fi cation of fur-
ther therapeutic strategies are needed.  

   Cognitive and Behavioral Therapeutic 
Approaches 

 Strategies for behavioral management of comorbid psycho-
pathology in headache patients including MOH have been 
suggested  [  104  ] . An investigation to determine the role of 
behavioral therapy in the management of MOH has been 
conducted  [  105  ] . In a prospective study, patients with trans-
formed migraine and analgesic overuse received either phar-
macological therapy alone or pharmacological therapy 
supplemented with biofeedback-assisted relaxation. Both 
treatment groups achieved similar levels of improvement for 
up to 1 year following treatment. However, at the 3-year 
 follow-up point, patients who had received biofeedback-
assisted relaxation in addition to pharmacological therapy 
had greater sustained improvement on two out of three out-
come measures (i.e. fewer headache days and reduced intake 
of analgesic medications) and fewer relapses  [  105  ] . 

 Combined pharmacological and short-term psychody-
namic psychotherapy for probable MOH has also been inves-
tigated  [  106  ] . Patients underwent a standard inpatient 
detoxi fi cation protocol, lasting a mean of 7 days. Preventive 

therapy was initiated during detoxi fi cation. The short-term 
psychodynamic psychotherapy protocol comprised the Brief 
Psychodynamic Investigation (BPI) and psychoanalysis-
inspired psychotherapy. All patients (groups A and B) under-
went the BPI and pharmacological therapy. Half of the 
patients (group B) also not randomly underwent psychoanal-
ysis-inspired psychotherapy. At 12-month follow-up, a sta-
tistically greater decrease in headache frequency and 
medication intake was observed in group B than in group A. 
The relapse rate was much lower in group B patients at both 
6 and 12 months than in group A. The risk of developing 
chronic migraine during follow-up was higher in group A 
than in group B at 6 and 12 months. The study suggests that 
short-term psychodynamic psychotherapy in conjunction 
with drug withdrawal and prophylactic pharmacotherapy 
relieves headache symptoms in MOH, reducing both long-
term relapses and the burden of chronic migraine.  

   Conclusion 

 Apparently, MOH shares with other kinds of drug depen-
dence some common neurobiological pathways, including 
those that modulate reward, novelty seeking, behavioral con-
trol, response to stress, and relapse. Dysfunction in the orb-
itofrontal cortex and the striato-thalamo-orbitofrontal circuits 
has been found in MOH patients possibly re fl ecting an under-
lying liability to medication overuse. A combination of envi-
ronmental and genetic factors might play a role in MOH. 

 In all phases of drug abuse, females seem to be more sen-
sitive to the rewarding effects of drugs than males, and estro-
gen is a major factor that underlies these sex differences 
 [  107  ] . MOH indeed was found to affect a higher rate of girls 
than boys as well as an higher rate of women than men  [  3, 
  20  ] . The possible in fl uence of estrogen in MOH has not been 
properly explored so far. 

 For prevention of MOH, education of patients is the 
most important factor. Multidisciplinary approaches to 
 support patients who are under withdrawal treatment are 
necessary. 

 Further research is needed in order to address the issue of 
medication overuse in headache patients. The reasons lead-
ing to different classes and amounts of medication overuse 
must be investigated.      
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  Abbreviations  

  DBS    Deep brain stimulation   
  DDS    Dopamine dysregulation syndrome   
  DRT    Dopamine replacement therapy   
  ICD    Impulse control disorder   
  OCD    Obsessive–compulsive disorder   
  PD    Parkinson’s disease   
  STN    Subthalamic nucleus   
  VTA    Ventral tegmental area         

  Abstract 

 Parkinson’s disease (PD) is a neurodegenerative disease characterized by tremor, rigidity, 
and akinesia. PD patients are commonly treated by dopamine replacement therapy (DRT). 
The degeneration of the dopaminergic system and the longstanding exposure to DRT may 
cause, in a group of vulnerable patients, dysregulation of the brain reward system. These 
patients develop DRT-related compulsions, which include addiction to levodopa or dop-
amine dysregulation syndrome (DDS), punding, and impulse control disorders (ICDs). 
ICDs or behavioral addiction reported in PD include pathological gambling, hypersexuality, 
compulsive buying, and binge eating. Although the underlying pathophysiology is still 
poorly understood, these behaviors are linked by their reward-based and repetitive nature. 
Such behaviors may result in psychosocial impairment for the patients and are often hidden. 
The recognition of these behaviors is important and allows a better clinical management. 
Although the limited data do not permit particular therapeutic strategies, some approaches 
are worth considering: DRT reduction, trials of nondopaminergic medications and subtha-
lamic chronic stimulation.  
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  Learning Objectives 

    Addictive behaviors have been increasingly recog-• 
nized in Parkinson’s disease  
  Recognition of the phenomenology, risk factors, • 
and pathophysiology is important for an optimal 
management  
  Clinicians should be aware of these symptoms in order • 
to prevent potentially disabling psychosocial impact    

  Issues that Need to Be Addressed by Future Research 

    The true prevalence of these DRT-related behaviors • 
needs to be determined as well as the predisposing 
factors  
  Screening tools for identifying PD patients at risk • 
and rating scales to measure syndrome severity are 
needed for prevention and clinical assessment  

(continued)
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          Parkinson’s disease (PD) is a progressive neurodegenerative 
disease characterized by the loss of pigmented neurons of the 
brainstem, mainly the dopaminergic cells of the substantia 
nigra. The prevalence rate has been estimated at 120–180 per 
100,000, which places PD as the second most frequent 
 neurodegenerative disorder after Alzheimer disease. James 
Parkinson in his monograph “an Essay on the Shaking Palsy” 
 fi rst described the disease in 1817  [  1  ] . The cardinal motor fea-
tures of PD are rest tremor, cogwheel rigidity, and brady/aki-
nesia. However, a broad spectrum of nonmotor symptoms 
also complicates PD, encompassing autonomic, sensory, neu-
ropsychiatric, and sleep disorders. The substitutive therapy by 
 l -dopa or other dopaminergic agents dramatically improves 
the motor symptoms. However, with time the patient’s condi-
tion inexorably deteriorates with the development of adverse 
events that include motor  fl uctuations, “on” and “off” state, 
dyskinesia, neuropsychiatric complications, and the progres-
sive development of axial symptoms. These axial symptoms, 
which include falls, freezing of gait, speech disturbances are 
less responsive to dopamine-related therapy (DRT). In addi-
tion, a minority of PD patients develops compulsive behaviors 
that are triggered by dopaminergic drug therapy. In the past 
decade, these behaviors are being increasingly recognized and 
include pathological gambling, hypersexuality, compulsive 
shopping or eating, punding, and compulsive medication use. 
Such behaviors may result in devastating psychosocial conse-
quences and are therapeutic challenges for physicians.  

   Historical Background 

 PD patients    typically do not exhibit a predisposition to addic-
tive and reward-seeking behaviors. The classical personality 
traits have been described as meticulous, anxious, anhedo-
nic, more introverted, cautious, socially alert, and tense than 
controls  [  2,   3  ] . They have lower novelty-seeking than that of 
age-matched control subjects with a poor novelty-seeking 

character  [  4  ] . These characters may explain the lower inci-
dence of tobacco and caffeine use among PD patients  [  5  ] . 

 However, hyperlibidinous behaviors have been reported 
early after the discovery of levodopa therapy and later with 
the use of dopamine agonists or other antiparkinsonian 
drugs  [  6,   7  ] . Long-term dopamine replacement therapy 
(DRT) is associated with series of motor complications 
(dyskinesia and on–off phenomenon). It also induces psy-
chomotor activation and behavioral disorders similar to 
those seen after excessive use of psychostimulants such as 
amphetamines and cocaine. Surprisingly, the addictive 
potential of DRT on PD patients was not investigated. In 
1994, Friedman  fi rst identi fi ed a levodopa-related punding 
in PD patients  [  8  ] . Originally, punding describes stereo-
typed, senseless motor behaviors in amphetamine and 
cocaine addicts. Nevertheless, these hyperdopaminergic, 
disinhibitory behaviors were not widely recognized. In 
2000, Giovannoni et al. reported a case series of young PD 
patients with behavioral disorders characterized by self-
medication and addiction  [  9  ] . They named the syndrome 
“hedonistic homeostatic dysregulation.” Since then, a suc-
cession of reports described different aspects of these repet-
itive and reward-based behaviors. Different names have 
been proposed: hedonistic homeostatic dysregulation, dop-
amine dysregulation syndrome, impulse control disorders 
syndrome in PD, dopamimetic drug addiction, compulsive 
dopaminergic drug use, dopamine replacement therapy 
dependence syndrome, repetitive and reward-seeking 
behaviors, medication-related impulse control and repeti-
tive behaviors, dopamine-replacement- therapy-related 
compulsions. There is much disagreement surrounding the 
classi fi cation of these behaviors. However, although they 
encompass a broad spectrum of symptoms, these behaviors 
are linked by their repetitive and reward-based nature. 
Recently, Ferrara and Stacy proposed to divide these dop-
amine-related compulsions into three categories: impulse 
control disorder (ICD), punding behaviors, and dopamine 
dysregulation syndrome (DDS)  [  10  ] .  

   Dopamine-Related Compulsions in Parkinson’s 
Disease: De fi nitions, Prevalence, and Risk 
Factors 

 ICD, punding, and DDS may occur in combination in the 
same patient or independently. Some patient experienced 
one or two types of ICD (e.g. pathological gambling and 
hypersexuality) and do not use dopamine replacement ther-
apy compulsively. Punding is often associated with DDS but 
can be isolated. Most patients with DDS develop punding 
and/or ICD. However, few of them may have only compul-
sive medication use. 

  (continued)

Further research on the pathogenesis of these • 
 disruptive behaviors may allow a better understand-
ing of primary addictive disorders in non-PD patients  
  Outstanding questions are related to the manage-• 
ment of these disabling behaviors: prospective stud-
ies and long-term follow-up should help to clarify 
the true association between dopaminergic treat-
ment and the precipitation of such symptoms; the 
role of functional neurosurgery requires further 
investigations    
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   Impulse Control Disorders 

 According to the  Diagnostic and Statistical Manual of 
Mental Disorders , Fourth Edition-Text Revision, ICDs are 
characterized by a “failure to resist an impulse, drive or 
temptation to perform an act that is harmful to the person or 
to others”  [  11  ] . Only pathological gambling was formally 
de fi ned in this category yet other types of excessive reward-
seeking behaviors can be considered to be impulse-control 
disorders. The de fi nition overlaps with substance use disor-
ders thus such behaviors are commonly viewed as “behav-
ioral addictions.” There is a considerable variability in the 
clinical expression of each ICD. In Parkinson’s disease, 
reported ICDs include pathological gambling, hypersexual-
ity, compulsive buying, compulsive eating, kleptomania, 
impulsive-aggressive behaviors, and trichotillomania. The 
lifetime prevalence of ICDs (pathological gambling, hyper-
sexuality, excessive shopping, or a combination) is estimated 
at 6.1%  [  12  ] . Weintraub et al. reported similar prevalence 
rates of 6.6%  [  13  ] . On a recent study using a directed ques-
tionnaire administered to the patient and spouse, which 
included also compulsive eating, the prevalence rate was 
14%  [  14  ] . There is a strong association with dopamine recep-
tor agonists and ICDs. The prevalence with levodopa alone is 
0.7% whereas with dopamine agonists, it raised to 13.7% 
 [  12  ] . A recent study found that 25% of the patients taking 
dopamine agonists experienced a subjective increase in ICD 
but less than 20% of them estimated that the change was 
 deleterious  [  15  ] . 

   Pathological Gambling 
 Pathological gambling is one of the most frequently reported 
ICD, with hypersexuality in Parkinson’s disease. Its preva-
lence is estimated between 3 and 8%, whereas the lifetime 
prevalence in the general population in North America is 
1.7%  [  13,   16–  18  ] . Pathological gambling occurs more fre-
quently in young PD patients (at least younger age at PD 
onset). Gender plays also a role in prevalence as 75.6% of 
the gamblers were male in a literature review on pathologi-
cal gambling in PD  [  19  ] . There is no speci fi c characteristic 
with the pro fi le of the Parkinson’s disease but Voon et al. 
reported that right-sided Parkinson’s disease onset was more 
frequently associated with pathological gambling  [  20  ] . 
Alcohol abuse and impulsivity are the associated comorbidi-
ties  [  13,   21  ] . The association of depression and pathological 
gambling is controversial  [  19,   20  ] . There is an association 
between novelty-seeking personality and pathological gam-
bling in PD  [  20  ] . A personal or  fi rst-degree familial history 
of alcohol use disorder was found to be a predictive factor 
for pathological gambling  [  20  ] . The majority of the patients 
did not gamble before the diagnosis of PD  [  19  ] . The pre-
ferred gambling activities are slot machines (33%), casino 
attendance (unspeci fi ed activities) (21.3%), Internet gam-

bling (20%), lottery/scratch cards (16%), horse/greyhound 
racing (13.3%), bingo (5.3%), and stock market (1.3%). The 
increasing availability of Internet gambling has become an 
emerging problem  [  22  ] . Most reports indicate that patho-
logical gambling is associated with the use of dopamine 
agonists as a monotherapy or as an adjuvant to levodopa 
 [  23  ] . Some studies have suggested a particular agonist 
whereas other studies found no difference between different 
agonists  [  13,   16,   17,   19,   24  ] . The mean latency of pathologi-
cal gambling from dopamine agonist initiation was 23 
months  [  19  ] .  

   Hypersexuality 
 The abnormal behaviors of hypersexuality have a large vari-
ability in their expression. It may manifest as a sexual 
thoughts, excessive demands for sex from their partner, 
uncontrollable masturbation, compulsive use of pornogra-
phy, exhibitionism, and paraphilias. Hypersexuality may 
occur in spite of impotence  [  6  ] . The prevalence is estimated 
between 2.4 and 7% but may be underestimated due to 
patient reluctance to discuss these symptoms  [  25  ] . 
Hypersexuality has been reported to be more common in 
men and in those with early-onset PD  [  12,   26  ] . Hypersexuality 
has been reported early with the initial levodopa therapy 
 [  27  ] . Later dopamine agonists and selegiline, monoamine 
oxidase B inhibitors, have also been implicated in these 
behaviors  [  6,   26,   28  ] . Like in pathological gambling, hyper-
sexuality predominates in patients using dopamine receptor 
agonists  [  12,   13  ] .  

   Compulsive Shopping 
 Compulsive shopping or excessive buying is less reported 
in PD. Its prevalence is estimated between 0.4% and 1.5% 
in PD whereas the estimated prevalence of compulsive buy-
ing in the general population in the United States is 5.8% 
 [  12,   13,   29  ] .  

   Compulsive Eating 
 Compulsive or binge eating is less reported than pathological 
gambling or hypersexuality in PD and its prevalence is 
unknown. It affects mainly women. In a study in one clinic 
population, nine patients were identi fi ed with compulsive 
eating with undesired weight gain. They were all treated with 
dopamine agonists. Four had other comorbid compulsive 
behaviors;  fi ve patients were overweight at baseline  [  29  ] .  

   Other Reported ICDs 
 There are two reports of kleptomania in PD, one of tricho-
tillomania associated with other compulsive behaviors 
 [  30–  32  ] . Recently, reckless driving has been reported in 
two PD patients as a result of excessive use of  l -dopa. This 
behavior can be considered as a compulsive risk-seeking 
behavior  [  33  ] .   
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   Punding 

 Punding is a complex stereotyped behavior characterized by 
intense fascination with repetitive meaningless movements. 
Punding was  fi rst described in amphetamine and cocaine 
users  [  34  ] . The term itself comes from Swedish slang and 
literally translates into “block-head.” It consists of repetitive 
aimless activities. Friedman described the  fi rst case of pund-
ing in Parkinson’s disease with levodopa use  [  8  ] . Later, sev-
eral similar cases of punding in PD patients under dopamine 
replacement therapy were reported  [  9,   35–  37  ] . Punding con-
sists in a constellation of purposeless ritualistic behaviors 
such as sorting and resorting objects, shuf fl ing papers, 
grooming, hoarding, dismantling objects without being able 
to complete the tasks, doodling without producing artwork. 
Other unusual behaviors may be considered as punding, such 
as compulsive singing or humming  [  38,   39  ] , inordinate writ-
ing or blogging  [  40  ] , walkabouts or purposeless driving  [  9  ] , 
and long meaningless monologue. Indeed, some authors 
consider punding as an excessive involvement with a hobby 
or activity as these behaviors are repetitive and dif fi cult to 
disengage from. Activities usually remain selective for one 
or few types of behavior over time  [  8  ] . The phenomenology 
of punding is shaped by previous occupation or hobbies. 
Of fi ce workers stereotypically shuf fl e papers, carpenter col-
lect tools and do senseless home repairs, women repetitively 
sort through their handbags or brush their hair  [  36,   41  ] . 
Punding is usually associated with feelings of relief or calm-
ness but attempts to stop the activity by others results in irri-
tability and frustration. However, Kurlan described PD 
patients who engaged in aimless, compulsive rituals but were 
agitated while carrying out the activity  [  42  ] . These behaviors 
are recognized as inadequate and socially disruptive. The 
punders recognized that time spent on their activities is inap-
propriate and excessive. They typically complained of 
dif fi culty in  fi nishing their projects. However, some patients 
with punding lack awareness regarding the senseless nature 
of their behaviors  [  43  ] . These behaviors often resulted in iso-
lation from or con fl ict with other people. It often caused dis-
integration of family relationships. PD patients with punding 
tend to pursue their activities overnight. Punding seems to 
occur mostly during “on” state. Punding is different from 
OCD as the punders do not report intrusive thoughts and 
anxiety  [  44  ] . Punding is distinct from mania as the patients 
withdraw into themselves instead of being enthusiastic with 
 fl ight of ideas and engaging in multiple activities  [  36  ] . 

 The prevalence of punding is dif fi cult to assess due to dif-
ference in ascertainment. In one study on PD patients 
identi fi ed as taking high doses of dopaminergic medication 
(>800 mg levodopa equivalents per day), the prevalence was 
as high as 14%  [  36  ] . A second study conducted in a tertiary 
center in Canada found a prevalence of only 1.4%  [  43  ] . This 
disparity can be explained by the contrasting referral and 

assessment procedures used. The former study was based on 
a clinician interview of patients taking high dosages of DRT, 
the latter used a patient-rated questionnaire to an unselected 
population of PD patients. Furthermore, the variation in 
treatment practice may account for this discrepancy, as apo-
morphine is not available in Canada. Apomorphine is a 
potent rapid-onset dopamine agonist used as “rescue 
 medication” or by continuous subcutaneous infusion. It is 
conceivable that greater dopaminergic stimulation may result 
in a higher punding incidence. Indeed, PD patients with 
punding require large dose of DRT, frequent rescue dose and 
use of rescue medication overnight  [  36  ] . Punding is associ-
ated with several neuropsychiatric comorbidities including 
previously treated psychosis, hypersexuality, pathological 
gambling, and compulsive overuse of DRT  [  8,   9,   35,   36  ] . 
Insomnia is a common comorbidity and query to determine a 
relative decrease in daily sleep-time may aid in making the 
diagnosis  [  23  ] . There is a correlation between punding and 
younger age of disease onset, but not with gender. Punding is 
associated with higher personality impulsivity (Barrat 
Impulsivity Scale score) and a poorer disease-related quality 
of life (PDQ-39 score)  [  45  ] . The severity of the punding cor-
related with Parkinson’s disease’s severity, especially with 
dyskinesia severity. The relationship between dyskinesia and 
punding severity suggest the two arise from analogous mech-
anisms. They may both relate to drug-induced sensitization 
of neural systems mediating motor and behavioral functions 
that seem to be favored by a pulsatile administration of DRT 
(e.g. apomorphine and  l -dopa). 

 Unlike ICD, punding does not appear to be related to the 
type of DRT used (dopamine agonists or  l -dopa). It has been 
reported exclusively in patients with high medication dosage 
using frequent rescue doses. Short-acting medications such 
as  l -dopa and apomorphine, which induce pulsatile dop-
aminergic stimulation, may be important to the development 
of punding behaviors. However, punding may be underre-
ported and the prevalence in PD patients on lower dosage of 
DRT is unknown.  

   Dopamine Dysregulation Syndrome 

 DDS relates to a pattern of compulsive medication use that 
results in psychosocial dysfunction and severe dyskinesia. 
Giovannoni and colleagues reported the  fi rst case series of 
15 predominantly early-onset PD patients who take DRT in 
excess far beyond that required for motor control  [  9  ] . These 
patients were insistent on a rapid increase of medication dos-
age and resisted attempts to reduce the dose. Adverse effects 
were disabling dyskinesia and neuropsychiatric disturbances 
including mood disorders and social or legal dif fi culties. The 
term “hedonistic homeostatic dysregulation” was applied in 
reference to a model of substance dependence that interprets 
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the motivation to take drugs in terms of escape from with-
drawal  [  46  ] . With the observation that many of these behav-
iors improved with a reduction to DRT, the term dopaminergic 
dysregulation syndrome (DDS) was preferred  [  47,   48  ] . 

 Levodopa addiction has been described in parkinsonian 
as well as in nonparkinsonian patients  [  49  ] . DDS occurs in a 
vulnerable group of PD patients who typically experience an 
excellent initial therapeutic motor response from levodopa. 
However, these patients report transient euphoria after each 
dose of DRT, which may result in the development of a path-
ological wanting for the drug. From an early stage of the 
disease, patients with DDS take extra medication complain-
ing of tolerance or intolerable motor and affective symptoms. 
A pattern of compulsive drug-seeking through multiple 
sources develops leading to a rapid increase in DRT (>2 g 
per day levodopa equivalent)  [  50,   51  ] . Attempts at dose 
reduction are unsuccessful and may lead to a hoarding of 
medication and a search for alternative clandestine supplies 
 [  49  ] . Patients ignore medical advices and self-medicate using 
idiosyncratic cues. They perceived the “on” state only when 
disabling dyskinesia occurs. With higher DRT dosage, 
intense “off” period dysphoria or “on” period euphoria 
becomes evident. Patients often identify aversive “off” period 
as the reason for their compulsive medication use. In DDS, 
“off” period dysphoria (depression, anxiety, panic attacks) 
appears to be disproportionate in comparison to the “off” 
period motor disability  [  52  ] . Somatic complaints may be 
associated, which include abdominal pain, palpitations, pain-
ful limb, or profuse sweating  [  53,   54  ] . Euphoria, grandiose 
ideation, hyperactivity, or hypomania can appear during “on” 
period. Compulsive DRT use may lead to dopaminergic 
reversible psychosis. Delirium, paranoid ideation, and hal-
lucinations are commonly associated with hypomania, severe 
dyskinesia, and sleep disturbances. This psychosis is very 
similar to psychostimulant (amphetamine or cocaine) psy-
chosis. Punding is often associated with DDS  [  9,   36  ] . 
Hypersexuality, pathological gambling, compulsive shop-
ping, and binge eating may also be features of hypomanic 
phases in DDS patients. Heightened aggression is common, 
and includes irritability, low tolerance of frustration, angry 
outbursts, use of insulting language or gesture, aggressive 
threats, and occasional violence. There is a lack of insight to 
the harm caused to themselves and to the people around 
them. These behavioral disorders may have devastating con-
sequences to the patient with social isolation, marital break-
down, and legal or  fi nancial dif fi culties. Relapses are frequent 
after enforced medication reduction. 

 PD patients with DDS ful fi ll DSM IV clinical criteria for 
maladaptive substance dependence  [  55  ] . There are dif fi culties 
in applying the criteria for dependence to the use of medica-
tion in a chronic illness. PD patients require daily use of DRT 
and are unable to stop it. However, patients with DDS have a 
pathological use, as overdosing is a main characteristic. 

There is a severe impairment in social functioning, which is 
also affected by the disease but usually less intensively and 
later. The tolerance is dif fi cult to apply in PD as the dose 
requirements increase with time as motor disability pro-
gresses. Patients with DDS have a compulsive pattern of 
DRT-seeking leading to the intake of very large total daily 
doses of levodopa equivalents in the early course of the 
 disease. Bearn and colleagues applied a semi-structured 
questionnaire designed to distinguish adaptive therapeutic 
dependence from maladaptive dependence on DRT  [  55  ] . The 
most common unifying feature was the withdrawal dyspho-
ria in the group with DDS. PD patients with DRT misuse 
report anxiety and depression when unmedicated, which was 
the reason given for drug-seeking behavior. Panic attack and 
psychic off symptoms may represent withdrawal phenomena 
due to recurrent depletion of levodopa in the mesolimbic 
regions  [  56  ] . Some patients with DDS also report euphoriant 
effects as a reason for excess use. 

 The prevalence of DDS is estimated between 3.4 and 4% 
 [  9,   57  ] . However, in a prospective study on 85 PD patients 
(candidates) for subthalamic nucleus (STN) deep brain stim-
ulation (DBS), 14 patients (16%) ful fi lled the DDS criteria 
 [  58  ] . Candidates for surgery are at risk for DDS as they usu-
ally have young age of onset, high DRT dosage with dis-
abling dyskinesia. Furthermore, the therapeutic management 
is uneasy in this population, as long-term DRT reduction is 
incompatible without sacri fi cing motor bene fi ts. The preva-
lence of behavioral compulsions (hypersexuality, excessive 
shopping, or pathological gambling) and punding in DDS 
patients was found to be, respectively, 64% and 88%  [  45  ] . 

 Compulsive DRT use is more prevalent in men with 
younger age of PD onset  [  9,   32  ] . Independent predictors for 
DDS are current alcohol intake, depressive symptoms, and 
novelty-seeking personality traits  [  59  ] . Other predisposing 
factors may be past history of drug abuse and family history 
of psychiatric problems  [  9,   57  ] . 

 Short-acting medications such as subcutaneous apomor-
phine or fast-acting formulations of  l -dopa (dispersible oral 
formulation) are more prone to compulsive use  [  9,   47,   54,   59  ] . 
Higher levodopa dosage with or without adjunctive dop-
amine agonist therapy in association with frequent need 
for “rescue” medication may be predictive for the develop-
ment of DDS. DDS on dopamine agonist monotherapy is 
very rare  [  47,   60  ] .   

   Physiopathology 

   Neuroanatomy and Sensitization Theory 

 There is a general consensus that dopamine is pivotal in the 
development and persistence of addiction  [  46,   61,   62  ] . It has been 
suggested that the use of dopamine in PD might abnormally 
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stimulate the mesolimbic pathways leading to behavioral 
disorders similar to that associated with psychostimulant 
addiction. The pathophysiologic processes underlying 
 behavioral or substance addiction in PD are not clear. There 
is a debate whether behavioral and chemical addictions share 
the same substrates  [  3,   32,   63  ] . There may be a common 
pathophysiologic basis for the observed features as DDS, 
punding, and ICD are linked by their reward or incentive-
based and repetitive nature. 

 Parkinson’s disease is characterized primarily by loss of 
dopaminergic neurons in the substantia nigra pars compacta. 
In addition to the nigrostriatal motor pathway, dopaminergic 
neuronal circuitry also includes the mesolimbic and mesocor-
tical systems, with  fi bers from the ventral tegmental area 
(VTA), which is relatively spared in PD, to the nucleus accum-
bens and frontal cortex. These neuronal circuits are involved 
in memory, reward and motivation and may be implicated in 
the pathogenesis of dopamine-related compulsions. Dopamine 
input to the nucleus accumbens is central to the sensitization 
to the motivational effects of drugs. It has been hypothesized 
that an overstimulation of the mesolimbic system may pro-
mote the development of these reward behaviors (   Fig.  29.1 ). 
In PD, patients with compulsive medication use have enhanced 
dopamine release in the ventral striatum after taking levodopa 
in an 11C-raclopride PET study  [  3  ] . These results suggest that 
VTA neurons releasing dopamine in the ventral striatum might 
be sensitized to exogenous dopamine in DDS patients and 
support the neural sensitization theory  [  47,   64  ] . Similar obser-
vations have been made in the striatum of rodents after behav-
ioral sensitization to psychostimulants  [  61  ] . Behavioral 
sensitization, which is an increase in behavioral drug effects 
with repeated exposure, re fl ects an increase in the incentive 
salience assigned to a drug. This leads to compulsive drug 
“wanting” dissociated from drug “liking.” In line with this 

 fi nding, Evans and colleagues reported that the subjective 
“wanting” but not the “liking” of  l -dopa was correlated with 
the ventral striatal dopamine release  [  3  ] . Furthermore, drug 
“wanting” predicted levels of drug use in DDS patients. This 
re fl ects an incentive salience for levodopa use rather than a 
rewarding hedonic impact. The effect of chronic pulsatile 
dopaminergic medication has been postulated to underlie dys-
kinesia. Levodopa-induced dyskinesia is generally thought to 
be also a sensitization phenomenon. The development of dys-
kinesia in animal models of PD requires the same drug sched-
ule as that necessary to induce psychomotor sensitization by 
psychostimulants  [  65  ] . It has been hypothesized that pulsatile 
dopaminergic medications may induce dyskinesia by sensiti-
zation of the dorsal striatum and DRT-related compulsions by 
sensitization of the ventral striatum.   

   The Role of Dopamine Receptors 
and Dopaminergic Medications 

 The administration of dopaminergic medications may be 
associated with DRC-related compulsions by several mecha-
nisms. ICDs are strongly associated with dopamine agonists 
as a class but not with any speci fi c agonists  [  12,   13,   17  ] . 
Patients without PD taking dopamine agonists for restless 
leg syndrome, multiple system atrophy, or multiple sclerosis 
also develop ICD or punding  [  66–  69  ] . The association 
between dopamine agonist therapy and ICDs has been attrib-
uted to an excessive stimulation off particular dopamine 
receptors, thus resulting in aberrant activity of speci fi c 
regions. Dopamine D3 receptors are found predominantly in 
limbic regions, whereas D1 and D2 receptors are widely 
expressed in all dopaminergic areas. Dopamine agonists 
have a relative af fi nity for D3 receptors. 

  Fig. 29.1    Dopamine release 
within the ventral striatal 
reward circuit (from Evans 
and Lees  [  48  ] )       
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 Phasic release of dopamine from the VTA to the nucleus 
accumbens occurs with unexpected reward with variation 
according to reward magnitude  [  70  ] . Conversely, phasic 
 suppression occurs when an expected reward is not received. 
In contrast to phasic release, tonic dopamine release occurs 
with anticipation of the greatest reward uncertainty. High 
uncertainty such as slot machines or other gambling may 
itself be rewarding  [  70  ] . Thus, excessive levodopa doses in 
DDS, with its pulsatile (or phasic) stimulation or postsynap-
tic dopamine receptors tonic stimulation with dopamine ago-
nists may result in loss of the physiological pattern of 
dopamine activity. This interference with the pattern of dop-
amine release may increase the expected value of stimuli by 
indicating reward in the absence of reward or by the absence 
of feedback indicating the lack of reward  [  20  ] .  

   Underlying Vulnerability and Parkinson’s 
Disease-Related Factors 

   Individual Risk Factors 
 The occurrence of DRT-related compulsions in a small sub-
group of PD patients suggests an underlying susceptibility. It 
remains unclear what predispose some PD patients to 
develop ICDs, DDS, or punding while determination of risk 
factors may help to prevent the troubles. In PD, ICD and 
DDS are associated with a younger age of onset of the dis-
ease  [  9,   14,   19,   20  ] . The relations between age and punding 
are less striking and vary within the different studies  [  36,   45  ] . 
However, the greater use of dopamine agonists and 
higher dosage of levodopa equivalent medications in this 
group of patients may act as confounder. The link between 
disinhibitory behaviors and younger age could re fl ect an 
age-related susceptibility. Concerning personality traits, 
“novelty-seeking,” impulsivity, and risk-taking are corre-
lated with ICDs in PD and non-PD populations  [  20,   71  ]  and 
with DDS in PD patients  [  59  ] . Higher impulsivity score is 
predictive for the occurrence of punding or ICDs  [  45,   72  ] . It 
has been hypothesized that although dopaminergic medica-
tions return dorsal striatum dopamine levels to more normal 
levels improving motor impairment, the relative preserva-
tion of ventral striatal dopamine may result in overdosing 
the ventral striatum and ventral prefrontal cortex  [  32,   73  ] . 
This may increase impulsivity in PD patients. Gender is also 
in fl uencing the prevalence of ICDs and it seems that espe-
cially hypersexuality and gambling are more frequent in 
men than in women even if some sociologic bias may exist 
 [  12,   74  ] . Punding seems independent from sex while com-
pulsive eating and weight gain may be more frequent in 
women  [  60  ] . 

 Genetic factors are estimated to contribute to 50% of the 
vulnerability to substance addiction  [  75  ] . Genetic factors are 

associated with younger illness onset in PD. A history of 
 previous addiction and/or alcohol abuse seems much more 
frequent in PDs patients and ICDs or DDS  [  12,   20, 
  47,   76  ] . A young age of onset and a personal or a family his-
tory of mood disorder have also been strongly associated 
with DDS and ICDs  [  12,   20,   57,   59  ] . 

 Underlying potential predisposing personal, genetic, and 
disease subtype-related factors need to be assessed in order 
to prevent the emergence of these disabling behaviors in 
Parkinson’s disease.  

   Dopaminergic Treatment as a Risk Factor 
 ICDs are strongly associated with dopamine agonists’ 
intake often in the  fi rst months following initiation or after 
a dosage increase  [  13,   16,   19–  21  ] . Initial reports incrimi-
nated mainly pramipexole, a dopamine receptor agonist 
with a high D3 receptor af fi nity, as a causing agent of ICDs 
but further reports have demonstrated that all the dopamine 
receptor agonists can induce the same disorders. ICDs are 
for most of the authors dose-dependent but in some patients 
dose reduction may not be suf fi cient and patients must stop 
the treatment intake. This fact may suggest an “all-or-
none” phenomenon rather than a dosage-dependent mech-
anism as suggested by the occurrence in patients with 
restless leg syndrome of increased gambling (6%) and sex-
uality (4%) while they are treated with very low dosages 
of dopamine agonist associated or not with levodopa  [  24  ] . 
A few reports suggest that levodopa may induce ICDs in 
PD patients  [  26,   77  ] . 

 DDS is related to short-acting dopaminergic medications 
such as levodopa or apomorphine subcutaneous injections 
 [  59  ] . Punding does not appear to be related to any type of 
dopaminergic treatment.    

   Management 

 There are limited data to support any particular therapeutic 
strategy for the management of DRT-related compulsions. 
Several approaches should be considered. 

   Prevention: Identifying Patients at Risk 

 The management of DRT-related compulsions consists of 
patients and caretaker education. The potential for behav-
ioral addictions should be discussed with patients and 
 caretaker in the context of potential side effects of the medi-
cation for Parkinson’s disease before the initiation of treat-
ment especially with dopamine agonists. Each case should 
be systematically evaluated for the presence of DRT misuse, 
ICD, or other signs consistent with punding or DDS. 
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Patients should be inquired about their pastimes and the 
 quality of their sleep  [  32  ] . Most patients with DRT-related 
compulsions have sleep reduction secondary to nocturnal 
activities. Particular attention should be given to patients 
with dopamine agonists and higher dosage of  l -dopa. The 
identi fi cation of patients at greater risk, which include younger 
age at PD onset, being male, depressed mood, increased 
novelty- seeking trait and personal or familial history of alco-
hol use, would allow for a closer follow-up  [  20,   57,   59,   78  ] .  

   Pharmacological Approach 

 Several case reports and series indicate improvement of ICDs 
with decrease or discontinuation of dopamine agonist ther-
apy or switching to a different agonist  [  13,   19,   24,   60,   79  ] . 
A recent study assessed the long-term outcome of ICDs 
in Parkinson’s disease. At a mean follow-up period of 29 
months, 83% of the patients no longer met the ICD criteria 
after cessation or reduction of dopamine agonist, without 
worsening in motor symptoms  [  80  ] . Punding behaviors may 
improve with reduction or cessation of dopamine agonist or 
levodopa  [  35,   43  ] . DDS requires enforced medication reduc-
tion with the cooperation among physicians (neurologist, 
psychiatrist, general practitioner) and family members or 
healthcare providers  [  10  ] . The lowest doses of DRT that con-
trol the motor symptoms should be used with cessation of 
rescue dose (subcutaneous apomorphine or liquid form of 
levodopa)  [  48  ] . Avoiding pulsatile dopaminergic stimulation 
by apomorphine subcutaneous infusion can be a successful 
compromise in some patients  [  9  ] . However, ICD and pund-
ing may sometimes be resistant to dopaminergic therapy 
reduction. The prognosis of DDS is generally poor with high 
rate of relapse  [  47,   59  ] . 

 There are several case reports of various medications tried 
in order to control the DRT-related compulsions. However, 
data are limited and do not permit treatment guidelines. The 
atypical antipsychotics have been found to be of some 
bene fi t. Clozapine successfully treat hypersexuality and 
punding  [  35,   42  ] . In patients with DDS and/or punding, use 
of quetiapine was found to reduce or stop punding  [  36,   37  ] . 
However, quetiapine can also trigger punding  [  40  ] . Valproate, 
lithium, and selective serotonine reuptake inhibitors have 
been used successfully with PD patients with ICD and/or 
punding and/or DRT addiction  [  12,   26,   36  ] . Antiandrogen 
(cyproterone) may be considered for severe hypersexuality 
 [  33  ] . Topiramate was associated with the resolution of ICDs 
(pathological gambling, hypersexuality, excessive shopping, 
and binge eating) in seven PD patients  [  81  ] . Amantadine was 
found to be effective for severe punding in one patient  [  82  ] . 
However, amantadine has also been linked with ICDs  [  13  ]  
(Table  29.1 ).   

   Nonpharmacological Approach 

 Several reports note improved behaviors with multiple thera-
peutic approaches  [  23  ] . Counseling, including Gamblers 
Anonymous    can be useful in some patients  [  13  ] . Restricting 
money or Internet access, requesting to be on the casino-
banned list can have bene fi cial effects. Restriction in medi-
cations in patients with DDS and/or punding has been 
advocated  [  9,   36,   47  ] . Family involvement and psychother-
apy may be bene fi cial.  

   Surgical Treatment 

 STN DBS, an effective therapy for treating disabled parkin-
sonian patients improves motor impairment and reduces 
dopaminergic treatment with a long-term ef fi cacy  [  83  ] . 
However, data regarding its effects on addiction in PD 
remain controversial. Some authors emphasized the delete-
rious effects of STN DBS on behavioral disorder including 
DDS and ICDs. Houeto and colleagues reported two cases 
with worsening levodopa addictions after STN DBS  [  84  ] . 
Romito reported  fi ve cases with transient postoperative 
hypersexuality that occurred although DRT reduction     [  85  ] . 
PD patients may develop pathological gambling after STN 
DBS although these behaviors can be improved with 
change in parameters setting  [  86,   87  ] . However, STN DBS 
can be effective in controlling behavioral and DRT addiction 
in some patients. Pathological gambling, associated in 
some patients with DDS, has been reported to improve 
postoperatively  [  76,   80,   88,   89  ] . Two patients with severe 
DDS associated with hypersexuality had a dramatic 
improvement of their disruptive behaviors after STN DBS 
coupled with medication reduction  [  90  ] . In a recent prospec-
tive study, 11 out of 12 patients ful fi lling DDS criteria had 
a complete resolution of their DRT addiction after STN 
DBS  [  91  ] . 

 Some hypothesis may explain the ef fi cacy of surgical 
therapy of these DRT-related compulsions  [  88  ] : (1) the mas-
sive reduction in DRT with dopamine agonist withdrawal, 
(2) the replacement of pulsatile stimulation with chronic 
stimulation which may decrease neural sensitization (as it 
does with dyskinesia), (3) the relative speci fi city of DBS for 
motor regions compared to medications which over fl ow all 
the brain and its dopamine receptors, (4) the improvement of 
nonmotor  fl uctuations with less mood swings, and (5) a pos-
sible direct effect of the STN on addiction. Concerning this 
last hypothesis, some recent data on animals showed that 
STN lesions reduced the rewarding ef fi cacy of cocaine  [  92  ] . 
The mechanism by which such changes occurred remains to 
investigate.   
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   Conclusion 

 There is an extensive evidence to link addiction and dopamine 
and Parkinson’s disease provides a unique condition with a 
chronic disturbance of dopamine regulation. There is an 

increasing recognition of behavioral and DRT addiction in a 
signi fi cant minority of PD patients. ICDs, punding, and DDS 
may result in devastating physical, social, and  fi nancial reper-
cussions. The anatomic substrate for these behaviors is not 
fully elucidated but clearly involves changes in the dopamin-
ergic pathways within the mesolimbic brain reward circuits. 

   Table 29.1    Diagnostic criteria for DRT-related compulsions (from Ferrara and Stacy  [  10  ] )   

  Diagnostic criteria for pathological gambling   [  11  ]  
 A. Persistent and recurrent maladaptive gambling behavior as indicated by  fi ve or more of the following 

  1. Is preoccupied with gambling (e.g. preoccupied with reliving past gambling experiences, handicapping or planning the next venture, or 
thinking of ways to get money with which to gamble) 

  2. Needs to gamble with increasing amount of money in order to achieve the desired excitement 
  3. Has repeated unsuccessful efforts to control, cut back or stop gambling 
  4. Is restless or irritable when attempting to cut down or stop gambling 
  5. Gables as a way of escaping from problems or of relieving a dysphoric mood (e.g. feelings of helplessness, guilt, anxiety, depression) 
  6. After loosing money gambling, often returns another day to get even (“chasing” one’s losses) 
  7. Lies to family members, therapists, and others to conceal the extent of involvement with gambling 
  8. Has committed illegal acts such as forgery, fraud, theft, or embezzlement to  fi nance gambling 
  9. Has jeopardized or lost a signi fi cant relationship, job, or educational or career opportunity because of gambling 
  10. Relies on others to provide money to relieve a desperate  fi nancial situation caused by gambling 

 B. The gambling behavior is not better accounted for by a manic episode. 
  Proposed diagnostic criteria for pathological hypersexuality   [  12  ]  
 A. The sexual thoughts or behaviors are excessive or an atypical change from baseline marked by one or more of the following: 
  1. Maladaptive preoccupation with sexual thoughts 
  2. Inappropriately or excessively requesting sex from spouse or partner 
  3. Habitual promiscuity 
  4. Compulsive masturbation 
  5. Telephone sex lines or pornography 
  6. Paraphilias 
 B. The behavior must have persisted for at least 1 month 
 C. The behavior causes at least one of the following: 
  1. Marked distress 
  2. Attempts to control thoughts or behaviors are unsuccessful or result in marked anxiety or distress 
  3. Are time-consuming 
  4. Interfere signi fi cantly with social or occupational functioning 
 D. The behavior does not occur exclusively during period of hypomania or mania 
 E. If all criteria except C are ful fi lled, the disorder is subsyndromal 
  Proposed diagnostic criteria for compulsive buying   [  12  ]  
 A. Maladaptive preoccupation with buying or shopping, or maladaptive buying or shopping impulses or behaviors, as indicated by at least one 

of the following: 
  1. Frequent preoccupation with buying or impulses to buy that is/are experienced as irresistible, intrusive, and/or senseless 
  2. Frequent buying of more that can be afforded, frequent buying of items that are not needed, or shaping for longer periods of time than intended 
 B. The buying preoccupations, impulses or behaviors cause marked distress, are time-consuming, signi fi cantly interfere with social or 

occupational functioning or results in  fi nancial problems (e.g. indebtedness or bankruptcy) 
 C. The excessive buying or shopping behavior does not occur exclusively during period of hypomania or mania 
  Proposed diagnostic criteria for dopamine dysregulation syndrome   [  9  ]  
 A. Parkinson’s disease with documented levodopa responsiveness 
 B. Need for increasing doses o dopamine-related therapy (DRT) in excess of those normally required to relieve parkinsonian symptoms 
 C. Pattern of pathological use: expressed need for increased DRT in the presence of excessive and signi fi cant dyskinesia, despite being “on,” 

drug-hoarding or drug-seeking behavior, unwillingness to reduce DRT, or absence of painful dystonia 
 D. Impairment in social and occupational functioning:  fi ghts, violent behavior, loss of friends, absence from work, loss of job, legal dif fi culties, 

arguments, or dif fi culties with family 
 E. Development of hypomanic, manic, or cyclothymic affective syndrome in relation with DRT 
 F. Development of a withdrawal state characterized by dysphoria, depression, irritability, and anxiety on reducing level of DRT 
 G. Duration of disturbance of at least 6 months 
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Underlying potential predisposing personal, genetic and dis-
ease subtype-related factors need to be assessed. The optimal 
management of DRT-related compulsions in PD patients is 
not de fi ned yet and awaits prospective data. Prevention is 
obviously most important. Clinicians treating PD patients 
should be aware of these behavioral disorders and systemati-
cally enquire about risk factors. While reduction of dopamin-
ergic therapy is the main treatment strategy, other 
nondopaminergic agents, psychosocial interventions, and 
STN DBS are worth considering. However, these behaviors 
may be incompletely responsive and relapses are frequent. 
Active areas of research are done to determine the true preva-
lence, predisposing factors, and future treatment strategy for 
these addictive behaviors in Parkinson’s disease.      
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  Abstract 

 Nearly all drugs of abuse and alcohol have considerable effects on sleep ef fi ciency, sleep 
continuity, sleep stages, and consequent next-day alertness. It has been hypothesized that 
such drug effects on sleep and wake function may act as contributing factors in maintaining 
compulsive and excessive drug use, as well as factors that increase the risk for relapse. 
Alcohol at high doses disrupts sleep continuity and suppresses REM sleep. In abstinent 
alcoholics, a REM sleep disturbance is predictive of relapse. Stimulants, which have day-
time alerting effects, have been shown to increase alertness and wakefulness at night, and 
suppress REM sleep. Analgesics have been found to decrease REM sleep and total sleep 
time, as well as increase daytime sleepiness. Hallucinogens have varying effects on sleep. 
MDMA has been shown to reduce sleep time without having major effects on REM sleep, 
whereas marijuana has been found to decrease REM sleep while increasing slow wave 
sleep. Older sedative-hypnotics like the barbiturates are also REM suppressant. In fact, 
virtually all drugs of abuse have REM suppressant properties, at least acutely. In contrast, 
the newer sedative-hypnotics (i.e., the benzodiazepine receptor agonists) which have a low 
abuse liability have been shown to have little effect on REM sleep.         
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  Learning Objectives 

    Nearly all drugs of abuse and alcohol affect sleep • 
ef fi ciency, sleep continuity, sleep stages, and conse-
quent next-day alertness  
  These sleep and daytime alertness alterations, • 
although not the primary reinforcing mechanism, 
function as contributing factors in initiating and 
maintaining drug abuse  

  The clinician must determine whether chronic use • 
of sleep or alertness altering drugs is therapy- 
seeking or drug-seeking behavior    

   Introduction 

 Alcohol and all drugs of abuse have effects on sleep ef fi ciency 
and continuity, as well as sleep stages (e.g., most typically 
suppressing REM sleep) and consequent next-day alertness. 
It has been suggested that these sleep and daytime alertness 
alterations, although not the primary reinforcing mechanism, 
function as contributing factors in initiating and maintaining 
drug abuse and as factors that increase the risk for relapse. 
Except for alcohol little is known about the effects of 
other drugs of abuse on prevalent sleep disorders such 
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as  sleep-disordered breathing, restless legs/periodic leg 
 movements (RLS/PLMS), and primary insomnia. After 
brie fl y reviewing the normal physiology of sleep and describ-
ing the more common primary sleep disorders relevant to 
drugs of abuse, this chapter will discuss the known effects of 
alcohol and drugs of abuse on sleep and alertness. The role 
these sleep and alertness alterations play in initiating and 
maintaining alcohol and drug abuse will be discussed.  

   Normal and Pathological Sleep 

   Normal NREM and REM Sleep 

 While sleep is a biologically motivated behavior, sleep 
research made its major advances after the discovery of the 
electrophysiological correlates of sleep, especially REM 
sleep. The simultaneous recording of the electroencephalo-
gram (EEG), the electro-oculogram (EOG), and the electro-
myogram (EMG) are the accepted standard measures of 
sleep state and waking. In contrast to the low voltage 
 (10–30  m V) and fast frequency (16–35 Hz) of activated 
wakefulness, the cortical EEG of relaxed, eyes-closed, wake-
fulness is characterized by increased voltage (20–40  m V) and 
an 8–12 Hz frequency (alpha). During the transition to sleep, 
sometimes called drowsy sleep or transitional sleep, the EEG 
frequency becomes mixed while the voltage remains at the 
level of relaxed wakefulness. In NREM sleep, EEG voltage 
is further increased and frequency is further slowed. When 
arousal threshold is highest, the EEG of NREM sleep has a 
predominance of 0.5–2 Hz frequency with voltages of 75  m V 
and higher which is termed slow wave sleep. The EMG, 
highest in wakefulness, is gradually reduced during NREM 
sleep, although limb and body movements occur aperiodi-
cally during NREM and there is voluntary control of muscu-
lature. The EOGs of wakefulness reveal rapid eye movements, 
which during the transition to NREM sleep become slow and 
rolling. Importantly, the rolling eye movements mark the 
onset of the functional blindness all humans experience dur-
ing sleep. The EOG becomes quiescent during slow wave 
sleep. After 90–120 min of NREM sleep, the healthy normal 
enters REM sleep. 

 The EOG of REM sleep, for which this sleep state is 
named, is characterized by rapid conjugate eye movements. 
The cortical EEG of REM reverts to the low voltage, mixed 
frequency pattern of drowsy sleep. The second de fi ning char-
acteristic of REM sleep is its skeletal muscle atonia, which is 
re fl ected in the EMG showing a total absence of muscle tone. 
The muscle atonia of REM sleep occurs through a process of 
postsynaptic inhibition of motor neurons at the dorsal horn 
of the spinal cord. Another important feature of REM sleep 
is its tonic and phasic components. The tonic components of 

REM sleep are the persistent muscle atonia and the desyn-
chronized EEG. The phasic components include bursts of 
eye movements occurring against a background of EOG qui-
escence. Coupled with the eye movement bursts are muscle 
twitches, typically involving peripheral muscles. These 
twitches are superimposed on the tonic muscle atonia of 
REM and probably re fl ect sympathetic drive breaking 
through the postsynaptic inhibition. The autonomic nervous 
system also shows activity with increased and more variable 
respiration, heart rate and blood pressure. It is important to 
recognize that while REM/NREM are differentiated by EOG, 
EMG, and EEG activity, all systems are in fl uenced including 
sexual function, control of respiration, thermoregulation, 
mentation, and a host of other parameters. These two distinct 
brain states, NREM and REM sleep, cycle every 90–120 min 
for 4–5 cycles each night.  

   Common Sleep Disorders 

   Insomnia 
 Insomnia complaints are reported by approximately 33% of 
the population, and about 10% meet DSM IV diagnostic cri-
teria for an insomnia disorder and these are predominantly 
women. It is de fi ned by both the Diagnostic and Statistical 
Manual, Fourth Edition Revised (DSM-IVR) and the 
International Classi fi cation of Sleep Disorders (ICSD) as 
dif fi culty initiating sleep, maintaining sleep, or nonrestor-
ative sleep that is associated with daytime distress or impair-
ment. The sleep problem must be present 2–4 weeks 
depending on diagnostic system. Exclusion of other primary 
sleep disorders, psychiatric disorders, and medical disorders 
is required in both classi fi cations for the diagnosis of pri-
mary insomnia. Behavioral treatment and pharmacotherapy 
with hypnotics are the two well documented effective treat-
ment modalities.  

   Restless Legs/Periodic Leg Movement Disorder 
 Restless legs/periodic leg movement disorder (RLS/PLMD) 
is estimated to occur in 3–15% of the population. RLS is a 
complaint of an irresistible urge to move the leg because of a 
dysthesia, uncomfortable, crawling sensations in the lower 
limbs that mostly occurs in the evening and when at rest. RLS 
is typically accompanied, during sleep, by periodic leg move-
ments (PLMs), rhythmic (15–45 s), slow (0.5 s)  dorso- fl exions 
of the leg at the knee during sleep. PLMs  usually cease during 
REM sleep due to the atonia of REM sleep. RLS delays sleep 
onset and a rapid return to sleep after nighttime awakenings 
and PLMs fragment sleep with brief arousals. The  fi rst line of 
treatment is dopaminergic agonists. Benzodiazepine, anti-
convulsants, and opiates are also reported as being effective 
as second- and third-line treatments.  
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   Sleep-Related Breathing Disorders 
 Sleep-related breathing disorders are found in approximately 
4–10% of the population with sleep apnea syndrome 
being present in 3% of the population, typically obese men 
(a 2:1 ratio). It is characterized by frequent 10–30 s episodes 
of apnea (e.g., complete air fl ow cessation) or hypopnea 
(e.g., reduced air fl ow). The respiratory disturbance is due to 
obstruction of the airway associated with excessive tissue in 
the airway, the reduced muscle tonus of NREM sleep, the 
atonia of REM sleep, and an altered metabolic control of 
breathing during sleep. Hypoxemia and EKG changes occur 
during events and brief arousals from sleep occur to break 
the obstruction, restore upper airway tone, and open the air-
way and allow for resaturation. These frequent arousals frag-
ment sleep, disrupt its restorative capacity, and produce 
excessive daytime sleepiness. Apnea is associated with 
hypertension, stroke, and an increased risk of accidents. The 
most common treatment is continuous positive airway 
 pressure (CPAP) which serves as an airway splint blocking 
the airway collapse. Stimulants (i.e., moda fi nil) are used as 
adjuncts when the excessive sleepiness is not resolved with 
CPAP.  

   Narcolepsy 
 While not as common as the previous disorders, it is among 
the more disabling due to severity of the excessive daytime 
sleepiness, its principle symptom. In addition to sleepiness, 
the narcolepsy syndrome consists of cataplexy, sleep paral-
ysis, and hypnagogic hallucinations. Cataplexy is a revers-
ible short-lived loss of muscle tone occurring during the 
wake state and triggered by intense emotion. At transitions 
from wake to sleep, the person with narcolepsy experiences 
sleep paralysis, an inability to move or speak, and visual 
hallucinations. The clinical symptoms of cataplexy, sleep 
paralysis, and hypnagogic hallucination are all pathological 
manifestations of REM sleep. Today, it is recognized that 
the pathophysiology of narcolepsy involves the loss of 
orexin-producing cells in the hypothalamus. Orexin is a 
critical transmitter in the maintenance of wakefulness. 
Sleep onset REM periods are now considered the pathog-
nomonic sign of narcolepsy. The principle treatments of 
narcolepsy are stimulants for the excessive daytime 
 sleepiness and REM suppressing antidepressants for the 
cataplexy.    

   Alcohol and Alcoholism 

   Alcohol in Healthy Adults 

 Studies of alcohol effects on sleep typically administer 
 alcohol 30–60 min before sleep resulting in peak concentra-
tions at or just prior to bedtime. The doses used range from 
0.16 to 1.0 g/kg, the rough equivalent of one to six standard 

drinks producing breath ethanol concentrations (BrEC) up to 
0.105% at bedtime  [  1  ] . Sleep latency is reduced over this 
dose range. However, at a low 0.16 g/kg dose increased sleep 
time was reported, but not at the higher 0.32 and 0.64 g/kg 
doses. Improved sleep only at low doses is likely due to a 
second-half of the night sleep disruptive rebound wakeful-
ness that occurs with higher doses. The typical BrEC at lights 
out for higher doses is between 0.05% and 0.09%, and given 
that ethanol is metabolized at a rate of 0.01–0.02% BrEC per 
hour, within the  fi rst 4–5 h of the sleep period ethanol has 
been completely metabolized. This leads to rebound wake-
fulness, as well as REM sleep, during the last hours of the 
sleep period  [  2  ] . Thus, for the whole night total sleep time at 
high doses is actually decreased and thus has profound clini-
cal implications of alcohol used as a self-treatment for 
insomnia/sleep disturbance. 

 In addition to sleep induction and maintenance effects, 
ethanol alters the normal 90–120 min cycling of sleep stages 
 [  3  ] . A dose-dependent suppression of REM sleep, at the least 
in the  fi rst half of the night (i.e., with ethanol present in 
plasma), and in some studies increased slow wave sleep in 
the  fi rst half of the night is reported. After  fi rst-half of the 
night with REM sleep suppression, a second-half of the night 
REM sleep rebound is typically reported. As with the rebound 
wakefulness noted above, the second-half REM sleep 
rebound likely relates to the timing of complete ethanol 
elimination from the body. Repeated nightly administration 
of ethanol leads to tolerance development to both the sleep 
induction and sleep stage effects. Finally, discontinuation of 
short-term nightly ethanol is followed by a REM sleep 
rebound, although the appearance of a REM sleep rebound is 
likely related to dose, duration of use, basal level of REM 
sleep, and the extent of prior REM sleep suppression and 
tolerance development. 

 Some clinical implications of the studies on ethanol 
effects in healthy nonalcoholics can be mentioned. The asso-
ciation of regular heavy drinking and chronic insomnia com-
plaints should be easily identi fi able. But, occasional insomnia 
can be related to a patient’s occasional heavy drinking. One- 
or two-week sleep diaries that query about social drug use, as 
well as, the sleep complaints can help identify for the clini-
cian and patient the relation of their alcohol use and sleep 
problems. Inquiry as to the quantity and timing of the 
patient’s alcohol consumption relative to the attempt to sleep 
may reveal the sleep-disruptive potential of the alcohol use.  

   Alcohol Effects in Primary Sleep Disorders 

 About 30% of individuals with insomnia in the general pop-
ulation report using alcohol to help them sleep and 67% of 
them report the alcohol was effective in inducing sleep  [  4  ] . 
The healthy normal studies showing sleep-disruptive etha-
nol effects used higher doses (about 5–6 drinks) than the 



378 T. Roehrs and T. Roth

doses (e.g., 1–2 drinks) reportedly used by insomniacs. In 
laboratory studies of primary insomniacs ethanol (BrEC 
0.04% at bedtime) improved sleep without producing a sec-
ond-half wakefulness rebound  [  5  ] . Compared to age-
matched noninsomniac controls with a similar social 
drinking history, the insomniacs chose to self-administer 
alcohol before sleep more frequently. The risk associated 
with using alcohol as a sleep aid is that tolerance to its initial 
bene fi cial effect develops within 5 nights and insomniacs 
increase their self-administered dose to compensate  [  6  ] , 
potentially leading to the use of doses which produce sleep-
disruptive effects. 

 In the wake state alcohol is a mild respiratory depressant 
and during sleep it decreases upper airway tone leading to 
snoring, exacerbating obstructive sleep apnea syndrome 
(OSA), and possibly precipitating sleep-disordered breathing 
in at-risk persons (e.g., snorers, obese). Patients with moder-
ate OSA, de fi ned as an average respiratory disturbance index 
(RDI: number of apnea and hypopneas per hour of sleep) of 
22, received 300 ml of bourbon 2 h before bedtime and their 
RDI was increased to 28  [  7  ] . Patients with a range of sleep-
related breathing disorders (baseline RDIs of 14–54) were 
given an unspeci fi ed dose and BrEC of ethanol which 
increased the RDIs of every patient  [  8  ] . In several patients 
with COPD ethanol worsened the degree of hypoxemia and 
in several patients with only a snoring history it induced 
apnea  [  8  ] . That an asymptomatic snorer with no apnea will 
develop apnea after ethanol was convincingly shown in a 
later study  [  9  ] . In another study, ethanol (BrEC = 0.08%) in 
snoring men increased their RDIs to a pathological level (i.e., 
RDI >10)  [  10  ] . On the other hand, the  fi ndings in asymptom-
atic individuals without risk factors have been inconsistent. 

 The risk for PLMS is increased in association with self-
reported alcohol consumption in a sample of sleep disorders 
clinic patients  [  11  ] . But, in abstinent alcoholics the rate of 
PLMs was not different than a general sleep disorders clinic 
sample rate of PLMS  [  12  ] . Alcoholism is associated with 
de fi ciencies in iron, ferritin, magnesium, and vitamin B 

12
 , 

and polyneuropathy   , all of which are also associated with 
PLMs and RLS. To the extent that the alcoholic has any of 
these de fi ciencies, RLS and PLMS may be precipitated and/
or exacerbated.  

   Sleep of Alcoholics and Alcohol Effects 
in Alcoholics 

 Patients with alcoholism commonly complain of sleep 
 problems, daytime sleepiness, and parasomnias. Alcoholics 
report polyphasic sleep patterns with short sleep periods fol-
lowed by short wake periods that are distributed across the 
24-h day during drinking binges. This type of sleep pattern is 
seen in organisms without a circadian pacemaker. It is possi-
ble that during these binges the sleep–wake cycles and light–

dark exposure of alcoholics are so chaotic that they are 
arrhythmic. Laboratory studies of patients with alcoholism 
show that sleep latency and total sleep time are disturbed on 
both drinking, as well as on nondrinking nights  [  13  ] . Prolonged 
sleep latency in alcoholics when drinking contrasts with the 
reduced sleep latency that alcohol produces in nonalcoholics 
and suggests tolerance development and possible neurobio-
logical changes in sleep–wake mechanisms. In addition, as in 
healthy normals, drinking in alcoholics is associated with 
increased slow wave sleep and REM sleep suppression with 
rapid tolerance development to these effects  [  13  ] . 

 The acute alcohol abstinence phase lasts 1–2 weeks, 
although some of the withdrawal symptoms such as mood 
instability, disturbed sleep, and craving remain beyond this 
period. During the acute abstinence phase slow wave sleep is 
reduced, sometimes to minimal levels, and REM sleep conti-
nuity is disrupted  [  3  ] . There are frequent and fragmented 
REM episodes and shortened NREM–REM cycles during 
the acute abstinence.  

   Recovery and Long-Term Abstinence 
in Alcoholics 

 Abnormal sleep patterns can persist for up to 3 years in some 
patients with alcoholism. Sleep remains shortened and REM 
sleep pressure elevated re fl ected in elevated REM percents, 
shortened latencies to REM sleep and higher REM densities 
 [  14  ] . While it is tempting to attribute these sleep abnormali-
ties to the excessive alcohol drinking of the patients, the 
sleep problems could have preceded the development of the 
alcoholism or they could be secondary to the development of 
other medical and psychiatric disorders that develop during 
the alcoholic drinking of the patient. 

 Irrespective of the cause, both objective and subjective 
measures of sleep after acute abstinence predict the likeli-
hood of relapse during long-term abstinence. Early labora-
tory studies suggested that low levels of slow wave sleep are 
predictive of alcoholism relapse  [  15  ] . Other more recent stud-
ies have identi fi ed REM sleep disturbances, either  elevated 
REM sleep percent or shortened REM sleep latency as pre-
dictive of relapse  [  16  ] . Interestingly, sleep-predictive relapse 
risk was greater than that associated with other variables such 
as age, marital status, employment, duration and severity of 
alcoholism, hepatic enzymes, and depression ratings.   

   Stimulants 

   Caffeine 

 Many do not consider caffeine a drug of abuse; even within 
the medical community its potential for abuse is not fully 
appreciated. Laboratory data indicate there are conditions 
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under which caffeine is persistently self-administered and it 
has abuse liability, albeit a relatively low liability compared 
to other recognized drugs of abuse  [  17  ] . Caffeine in doses of 
150–400 mg administered immediately before sleep prolongs 
the onset of sleep and reduces total sleep time and sleep con-
tinuity in healthy normals  [  18–  23  ] . The sleep- disruptive 
effects of caffeine were compared to that of the psychomotor 
stimulants. In that study 300 mg caffeine reduced sleep 
ef fi ciency from 89 to 74%, while 40 mg pemoline reduced it 
to 80% and 20 mg methylphenidate to 61%  [  20  ] . As to sleep 
stage effects, some studies report reductions of stage 3–4 
sleep  [  19,   20  ] , but unlike the psychomotor stimulants, stage 
REM sleep is not affected. There are data indicating that 
heavy caffeine use is associated with RLS/PLMS. 

 Discontinuing the chronic use of caffeine is associated 
with mood and performance disturbances. A withdrawal 
syndrome was observed after a double-blind, placebo- 
controlled cessation of chronic, but moderate (235 mg daily 
on average), caffeine consumption  [  21  ] . Putting the dose in 
context, an 8 oz cup of coffee contains 100 mg caffeine, but 
some of the more recent “branded” coffees have as much as 
500 mg. On the second day of caffeine cessation (20 h post-
caffeine use), in addition to the ubiquitous headache, reduced 
vigor and increases in sleepiness, fatigue, and drowsiness 
were experienced. For moderate to heavy caffeine users, the 
morning cup of coffee immediately after arising probably 
restores caffeine levels and alertness. The 8-h sleep period is 
essentially a caffeine discontinuation and thus morning 
sleepiness is, in part, a caffeine discontinuation effect.  

   Nicotine 

 Study of nicotine’s effects on sleep has been facilitated with 
the development of nicotine delivery systems (i.e., nicotine 
gum and patches) for use in clinical smoking cessation pro-
grams. Transdermal nicotine (7–14 mg) in normals produced 
a dose-dependent increase in wakefulness during the sleep 
period and a reduction in percent REM sleep relative to a 
placebo patch  [  24  ] . Another study of nonsmoking normals 
found that 17.5 mg transdermal nicotine increased wake 
time and decreased REM sleep percent  [  25  ] . In obese, non-
smoking patients with sleep-disordered breathing 15 mg 
transdermal nicotine reduced both total sleep time and per-
cent REM sleep. But, it did not improve the sleep-disordered 
breathing of these patients which was the study’s primary 
purpose  [  26  ] . 

 In nicotine-dependent individuals, its discontinuation is 
associated with a disturbance of sleep and alertness. Smokers 
were studied during the week prior to and following cessa-
tion of chronic smoking and the number of arousals, awaken-
ings, and sleep stage changes were all increased during the 
cessation week  [  27  ] . In a double-blind study using a placebo 
vs. nicotine patch discontinuation of average daily use of 30 

cigarettes, the number of arousals was increased relative to 
the smoking baseline in the placebo group, while in the nico-
tine (22 mg) patch group arousals were reduced and stage 
3/4 sleep was increased relative to the smoking baseline  [  28  ] . 
Given the pharmacokinetics of nicotine, any smoking base-
line is a partial discontinuation during the usual 8 h sleep 
period of nonsmoking. Since the nicotine patch was worn 
continuously, it is probable that sleep was improved relative 
to a partial discontinuation (i.e., a smoking baseline). These 
data are consistent with the several questionnaire studies that 
 fi nd smokers are more likely than nonsmokers to report prob-
lems falling asleep and staying asleep  [  29  ] .  

   Psychomotor Stimulants 

   Cocaine 
 Very few laboratory studies have assessed the effects of 
cocaine and its discontinuation on sleep and daytime alert-
ness. Clinical assessments describe continued and prolonged 
wakefulness during “cocaine runs.” The cocaine runs are 
then followed by “crashes” characterized by excessive sleep 
and sleepiness  [  30  ] . Sleep laboratory studies of cocaine dis-
continuation in cocaine-dependent persons have shown ele-
vated total sleep time and REM sleep rebound during the 
initial abstinence. The acute abstinence was followed by a 
persisting insomnia and REM sleep disturbance over the 
3-week study duration  [  31  ] . A laboratory study of cocaine 
administration and discontinuation found that 600 mg per 
day intranasal cocaine (insuf fl ated from 19:00 to 21:00 h) 
severely disrupted sleep, delaying its onset at the 23:00 h 
bedtime for up to 3–4 h and then suppressing REM sleep 
 [  32  ] . During the  fi rst two discontinuation days, average daily 
sleep latency on the multiple sleep latency test (MSLT) was 
less than 5 min (i.e., a pathological level of sleepiness), most 
probably due to the severely shortened sleep over the prior 5 
days of cocaine use. The MSLT also showed multiple sleep 
onset REM periods (SOREMPs), probably due to a REM 
rebound secondary to the prior REM sleep suppression dur-
ing the cocaine administration nights. After 14 days of absti-
nence, a nocturnal sleep and REM sleep disturbance 
remained, although the MSLTs were free of SOREMPs and 
the latencies returned to slightly elevated levels.  

   Amphetamine 
 While not the drug of choice, amphetamine is indicated for 
the treatment of narcolepsy and attention-de fi cit hyperactiv-
ity disorder (ADHD). Few sleep studies of amphetamine 
administration and discontinuation have been done. In an 
early study, 10 or 15 mg  d -amphetamine administered at 
night doubled sleep latency and suppressed REM sleep in 
healthy young adults  [  33  ] . Another study of healthy 
adults and patients with narcolepsy reported that a 7–8 am 
administration of methamphetamine (10 mg) reduced sleep 
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ef fi ciency that night (11 pm bedtime) in control subjects and 
similarly at 40–60 mg doses in the narcoleptics  [  34  ] . With 
this morning administration, no REM sleep effects were 
observed in the normals. But, the patients who received 
higher doses showed prolonged REM latencies and reduced 
REM sleep times. Amphetamine-dependent subjects assessed 
during the drug’s discontinuation showed a REM sleep 
rebound on the second night of discontinuation which lasted 
for 3–5 nights  [  35  ] . This amphetamine-related REM sleep 
rebound was delayed relative to that associated with cocaine 
discontinuation, which is probably due to the pharmacoki-
netic differences between the drugs (i.e., the longer half-life 
of amphetamine). The rebound also was longer lasting, 
which may be due to differences in the duration or amount of 
prior use, or the level and duration of REM sleep suppres-
sion. Total sleep time also was elevated over the same 3- to 
5-day time period, probably recovery sleep due to the prior 
drug-induced sleep loss, but subsequently sleep time became 
shorter than normal, suggesting continuing insomnia. As in 
abstinence from cocaine dependence, the continued insom-
nia in amphetamine abstinence raises questions regarding a 
stimulant-induced persisting alteration of sleep–wake 
mechanisms. 

 No studies of the effects of amphetamine discontinuation 
on daytime levels of sleepiness–alertness have been done in 
amphetamine-dependent persons. One would predict amphet-
amine discontinuation is associated with increased daytime 
sleepiness and multiple sleep onset REM periods on the 
MSLT similar to that reported for the discontinuation of 
cocaine.  

   Methylphenidate 
 Methlyphenidate is indicated for ADHD and narcolepsy. It is 
the drug of choice for ADHD and a second choice drug for 
narcolepsy. While it is considered to have a lesser abuse lia-
bility than amphetamine, case studies of abuse have been 
reported and its neuropharmacology is similar to that of 
amphetamine. In healthy normals, 20 mg reduced total sleep 
time, increased the latency to REM sleep, and reduced the 
min    of REM sleep, while 10 mg only increased REM sleep 
latency  [  36  ] . In an earlier study, 5 mg was reported to increase 
the latency to REM sleep and reduce the percent of REM 
sleep without affecting other sleep measures  [  37  ]      . In chil-
dren with ADHD, studies of the effects of methylphenidate 
taken during the day on subsequent sleep are inconclusive. 
Sleep time was shortened in one study  [  38  ]  and increased in 
another  [  39  ]  and in one study REM sleep was fragmented 
 [  39  ] . But, these studies can be questioned for a variety of 
methodological and control issues. 

 We are unaware of sleep studies that have documented the 
discontinuation effects of methylphenidate in dependent 
individuals. To the extent that sleep time and REM sleep was 
reduced during drug use, increased daytime sleepiness with 
multiple sleep onset REM periods would be predicted. The 

role that the excessive sleepiness following discontinuation 
of any of these stimulant drugs may have in their continued 
use and abuse is illustrated by self-administration studies 
done in healthy normals. When given an opportunity to self-
administer methylphenidate (20 mg), healthy normals, with 
no current or previous substance abuse history, choose active 
drug on only 20% of the opportunities after 8 h time-in-bed 
(TIB) the previous night, but on 80% of the opportunities 
(i.e., 20% placebo choice) when sleepiness was present due 
to a restriction of time in bed to 4 h  [  40  ] .    

   Opioids 

 The opioids are disruptive of sleep continuity and sleep stag-
ing. Heroin (3, 6, and 12 mg/70 kg), administered IM in a 
double-blind placebo controlled design to abstinent opioid 
addicts, produced dose-related decreases in total sleep time, 
stage 3–4, and REM sleep  [  41  ] . Heroin is metabolized to 
morphine and morphine (7.5, 15, and 30 mg/70 kg) also pro-
duced a dose-related decrease in sleep time, stage 3–4 and 
REM sleep in the abstinent opioid addicts  [  42  ] . Similarly, 
methadone (7.5, 15, and 30 mg/70 kg) decreased total sleep 
time, stage 3–4 and REM sleep in abstinent opioid addicts 
 [  43  ] . All these opioids also produced increased brief arousals 
and frequent sleep stage changes, a disruption of sleep 
referred to as sleep fragmentation. Studies have indicated 
that tolerance to the sleep disruptive effects develops within 
weeks  [  44  ] . With tolerance development, the sleep fragmen-
tation is lessened and the REM sleep suppressive effects tend 
to diminish. 

 The discontinuation of chronic opioid use is associated 
with sleep disturbance. Heroin addicts being maintained on 
methadone in an outpatient research treatment program were 
discontinued from their treatment and sleep was recorded in 
the laboratory  [  45  ] . Sleep latency and latency to REM sleep 
were prolonged and percent stage 3–4 sleep was reduced 
compared to normals. Interestingly, after a week of buprenor-
phine 4 mg, a partial mu opioid agonist, the sleep patterns 
normalized. 

 Opioids have important effects on sleep disorders. 
Although not the  fi rst line of treatment, opioids improve RLS 
and or often used in patients to do not respond to dopamine 
agonists, the  fi rst treatment choice. In contrast, given their 
negative effects of respiratory drive they are contraindicated 
in sleep-related breathing disorders.  

   Sedative-Hypnotics 

 The benzodiazepine receptor agonists (BzRAs) are indicated 
for the treatment of insomnia and studies clearly show they 
improve sleep with the newer non-BzRAs also not altering 
normal sleep staging. However, they are considered to have a 
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relatively high abuse liability within the medical community. 
Epidemiological and laboratory studies indicate the abuse 
liability of modern sedative-hypnotics is relatively low. The 
distinction “modern” is critical in that, the early sedative-
hypnotics, barbiturates and ethanol-based drugs (i.e., eth-
chlorvynol, choral hydrate) clearly produce both physical and 
behavioral dependence. BzRAs are not as likely to do such. 

 Daytime self-administration studies were done in nor-
mals, persons with substance abuse histories, and patients 
with anxiety disorders. These studies showed a generally 
low behavioral dependence liability. The BzRAs were self-
administered by substance abusers at low and declining rates 
over time  [  46  ]  and were not differentially self-administered 
relative to placebo by the normals or patients with anxiety 
disorders  [  47,   48  ] . Recent research has found that some 
patients with anxiety disorders self-administered alprazolam 
relative to placebo  [  49  ] . Our own studies of presleep triazo-
lam or placebo self-administration in patients with insomnia 
have found that triazolam and placebo are self-administered 
at similar rates (67–88%) in a single-choice paradigm (i.e., 
choice of taking the available capsule or not)  [  50–  52  ] . When 
forced to choose on a given night between triazolam and pla-
cebo, triazolam is preferred 80% of the time  [  52  ] . But criti-
cal to assessing abuse liability, when given an opportunity, in 
a single-choice paradigm, to self-administer multiple cap-
sules on the same night, a 0.27 mg average nightly triazolam 
dose was self-administered (i.e., 0.25 mg is the clinical 
dose), while the placebo dose was escalated to the three cap-
sule maximum. Normal volunteers in these studies self-
administered capsules at a 20–40% nightly rate, signi fi cantly 
lower than that of the insomniacs. This high hypnotic self-
administration of insomniacs and active drug preference of 
some anxiety patients raise questions about distinguishing 
between therapy-seeking and drug-seeking behavior, an 
issue discussed below.  

   Hallucinogens 

   Tetrahydrocannabinol 

 Marijuana remains the most frequently abused illicit drug in 
the United States, although its popularity appears to cycle, 
trending up and down over decades. Tetrahydrocannabinol 
(THC) is one of the principle active ingredients in marijuana 
and THC is classi fi ed as a mild sedative at low doses and a 
hallucinogen at high doses. 

 Study of THC’s effects on sleep and wakefulness 
occurred predominately during the 1970s. Low doses of 
THC, 4–20 mg, in either experienced marijuana users or 
nonusers had mildly REM sleep suppressive effects  [  53–
  55  ] . Some studies found total sleep time and stage 3–4 sleep 

were increased  [  52,   54  ] , which then decreased after a week 
of repeated nightly use  [  55  ] . At high doses, 50–210 mg, in 
naive or experienced marijuana users THC suppressed 
REM sleep, but effects on total sleep time were not observed 
 [  56  ]  and stage 3–4 sleep was reduced in one report  [  57  ] . 
Some of the studies report a REM sleep rebound on the 
THC discontinuation nights  [  53,   56  ]  and some a reduction 
in sleep time or an increase in sleep latency  [  54,   56  ] . These 
studies all involved presleep laboratory administration of 
THC. Several studies in situ or semi-controlled laboratory 
situations with moderate and heavy marijuana users smok-
ing their usual marijuana cigarettes during the day or early 
evening have also been done. Self-reported or rater-observed 
sleep time was increased in two such studies  [  58,   59  ] . But 
in one sleep laboratory study, little or no effects on sleep 
measures were observed  [  60  ] . These mild sedative effects 
have also been observed during daytime studies using per-
formance assessments. In situ assessment of daily activity 
levels also show reduced activity during moderate or heavy 
marijuana use  [  59  ] .  

   (±)3,4-Methylenedioxymethamphetamine 

 An amphetamine derivative that has become increasingly 
popular as a recreational and drug of abuse is (±)3,4-
methylenedioxymethamphetamine (MDMA), or “Ecstasy.” 
This drug has hallucinogenic properties and acts indirectly 
by stimulating the release of brain monoamines  [  61  ] . Exposure 
to MDMA decreases total sleep time with a decrease in 
NREM sleep, but no signi fi cant effects on REM sleep. Within 
the NREM sleep, individuals who use MDMA have less 
stage 2 sleep, but there are no apparent differences in stage 1 
or slow wave sleep (stages 3 and 4)  [  62  ] . In a placebo-con-
trolled study, acute MDMA shortened sleep primarily by 
increasing sleep initiation and it reduced stage 3–4 sleep and 
suppressed REM sleep  [  63  ] . The MDMA-reduced sleep time 
was not associated with increased daytime sleepiness the 
 following day as seen in a 4-h sleep restriction condition. 
Average daily sleep latency on the MSLT the day after night-
time placebo was increased in MDMA users compared to 
age-matched controls and MDMA users had an elevated 
number of sleep onset REM periods compared to controls.   

   Sleep–Wake Disturbance in Alcoholism 
and Drug Abuse 

 As the review above indicates alcohol and all drugs of abuse 
alter sleep, its staging, and consequent daytime alertness. 
The role of sleep–wake disturbance in alcoholism and drug 
abuse is not well understood. It is known that insomnia is a 
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risk factor for substance abuse. Yet, the extent to which 
insomnia or daytime sleepiness leads to new cases of alco-
holism or drug abuse is not known. Furthermore, the degree 
to which treatment of insomnia or daytime sleepiness in 
abstinent alcoholics and drug abusers reduces risk of relapse 
is not known. To date the few alcoholism treatment trials 
have failed to clearly demonstrate that improved sleep 
reduces relapse and the only available drug abuse treatment 
trial, while encouraging, is not conclusive. There is the inher-
ent assumption in this discussion that sleep disturbance is 
causally related to alcoholism or drug abuse, either as the 
precipitant or consequent. But, it may be co-morbid and 
independent or related to a third common factor. 

 In the above review of the sleep effects of alcohol and 
drugs of abuse, the reader may have noted that most all of the 
drugs of abuse suppress REM sleep, with tolerance to the 
REM-suppression developing rapidly. The signi fi cance of 
these effects is not clear. Most antidepressants (tricyclics, 
MAOIs, and SSRIs) are much more potent REM suppres-
sants, typically driving REM sleep to below 10% of the night 
and tolerance does not develop to the REM suppression even 
with chronic use. The degree of REM suppression in 
depressed patients is associated with improvement in mood 
 [  64  ] . Further, total sleep deprivation and REM sleep depriva-
tion by awakening on entry to REM sleep has antidepression 
effects in patients with depression  [  64  ] . 

 Studies have shown that acute REM deprivation by awak-
ening enhances pain sensitivity  [  65  ] . Thus, whether the REM 
suppression of opiates is reducing their analgesic effect is a 
critical question. And, whether the reduced analgesic effect 
then leads to the need for higher opiate doses and to develop-
ment of physical dependence is also a critical issue. 

 At the very least the REM effects may re fl ect the devel-
opment of physical dependence and an altered CNS neuro-
biology. Chronic alcohol and drug use likely alters the 
neurobiology of sleep and the control of REM sleep, a pre-
dominately pontine cholinergeric phenomenon. In abstinent 
alcoholics, a REM sleep disturbance remaining after the 
acute discontinuation is predictive of relapse. We are 
unaware of studies regarding the presence of a REM distur-
bance  following abstinence for other drugs of abuse and the 
predictive value of such a disturbance, if present, to 
relapse. 

 It also should be noted that some of the medications used 
to treat various sleep disorders (i.e., stimulants for narco-
lepsy, BzRAs for insomnia, opiates for RLS/PLMS) have 
known abuse liability. It is not fully known what the risk of 
abuse of these drugs is in sleep disorder patients. Earlier it 
was noted that there is risk for insomniacs who use alcohol 
as a sleep aid. Tolerance to ethanol’s sleep inducing effects 
develops rapidly which then leads to dose escalation. 
Virtually all sleep disorders are chronic and hence require 
long-term therapy. The question then arises as to whether 

chronic use of these medications represents drug-seeking or 
therapy-seeking.  

   Drug-Seeking Versus Therapy-Seeking 

 It is often dif fi cult to differentiate drug-seeking from ther-
apy-seeking in clinical practice. In drug-seeking the drug 
and its effects, typically its “euphorogenic” effect, is the 
focus of the drug use, while in therapy-seeking the allevia-
tion of disease-related symptoms is the focus of the drug use. 
However, in the clinic drug-seeking and therapy-seeking can 
become closely intertwined and what was once therapy-
seeking can shift to drug-seeking. The clinical challenge for 
clinicians is to differentiate the two phenomena. Some of the 
potentially differentiating and de fi ning characteristics of 
drug-seeking versus therapy-seeking are presented in 
Table  30.1 . The de fi ning characteristic of drug-seeking is 
evidence that the drug is taken in excessive amounts (suprath-
erapeutic doses), in nontherapeutic contexts, and is preferred 
over other commodities (e.g., money) and various social and 
occupational activities. To the degree that the drug is chosen 
over other commodities or social activities is evidence for 
the extent of its risk for abuse. Supportive of its reinforcing 
capacity is evidence in the scienti fi c literature that the drug is 
readily discriminated from placebo by behavioral and 
 subjective assessment. These assessments typically rate the 
drug for it “euphorogenic” and drug-liking effects. That is, 
the drug’s subjective effects are the focus of its use. Then, to 
the degree that the dose is escalated over time, one has evi-
dence of the development of tolerance and possible physical 
dependence.  

 In contrast, therapy-seeking is evident if the drug has 
demonstrated ef fi cacy for the disorder or condition being 
treated. As well, the patient has the signs and symptoms and 
the appropriate diagnosis for the indicated use of the drug. 
The pattern of drug taking, its dose and duration of use, is 
consistent with its therapeutic effects. Finally, the patient 
believes that the drug is effective and readily experiences its 

   Table 30.1    Drug-seeking vs. therapy-seeking behavior   

 Drug-seeking behavior 
 • Drug chosen over other commodities or activities 
 • Drug taken in excessive, nontherapeutic amounts 
 • Drug taken on chronic basis leading to tolerance and physical 

dependence 
 • Drug taken in nontherapeutic context 
 Therapy-seeking behavior 
 • Drug has demonstrated ef fi cacy for the indicated condition 
 • Duration and dose of self-administration is limited to therapeutic 

effects 
 • Patient has signs and symptoms for which drug is indicated 
 • Drug is believed to be and is experienced as being ef fi cacious 
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therapeutic effects. But, the drug-seeking versus therapy-
seeking distinction becomes dif fi cult in situations where 
therapy-seeking shifts to drug-seeking behavior. For exam-
ple, one is concerned regarding the use of ethanol as a hyp-
notic by an insomniac. While presleep ethanol use may 
initially be effective in improving sleep, rapid tolerance 
development is likely which may lead to dose escalation. 
Further, other of ethanol’s reinforcing effects (i.e., its 
“euphorogenic” effects) may be discovered by the person, 
especially as dose is escalated, and its use may then extend 
beyond the therapeutic context and dose (i.e., before sleep as 
a hypnotic). A similar shifting pattern can be described for 
stimulant or opiate use. On the other hand, drug-seeking may 
be maintained because the drug, in addition to its mood alter-
ing and “euphorogenic” effects, also has therapeutic effects 
(i.e., the stimulant effects of cocaine or amphetamine do 
reverse the excessive sleepiness that is experienced during 
drug discontinuation). Thus, the dependence is maintained 
by both its mood altering effects and its therapeutic effects, 
what others have termed “self-medication.”      
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  Abstract 

 Craving is a concept with good face validity and poor construct validity. The dif fi culties 
measuring craving includes that it varies by time, by environment, by the amount of stress, 
by one’s state of mood, that it may be partially unconscious and that there is no clearly 
established concept of what exactly is being measured. Neural mechanisms of drug craving 
are reviewed. The ventral tegmentum is central to craving. It is connected to limbic and 
cortical structures that help the organism learn to  fi nd alcohol and drugs via the establish-
ment of drug cues that intensify craving. The “dream on” mechanism and the subcortical 
pathways of addiction are identical (Solms, Behav Brain Sci 23:843–850, 2000). Specimen 
drinking/drug dreams are provided. A possible neural mechanism of transition from heavy 
drinking of alcohol to physical addiction is described and tied to the onset of drinking 
dreams. Therefore, drinking dreams would represent a biological marker of the transition 
from psychological to physical addiction. With more empirical work, it is possible that drug 
dreams would be established as the psychological readout of the “switch mechanism” to 
physical addiction and persistent craving for alcohol or drugs. Drug dreams might then 
represent the “gold standard” for craving research because they are a direct readout of mid-
brain function, and become the basis of construction of scales to capture the phenomenon 
of craving. Drinking and drug dreams represent a biological manifestation of addiction that 
can be used in psychotherapy to help the patient to be conscious of their persistent urge to 
relapse and to understand that their brain has been permanently captured by the addictive 
drug; whether they use or not. Nightmares are a subset of dreams de fi ned by the presence 
of alarm on awakening. Nightmares are common in the addicted population because of an 
increased incidence of childhood abuse and posttraumatic stress disorder. Despite the 
wishes of some patients to avoid using nightmares in their psychotherapy, addressing the 
issues raised by the nightmare is essential as part of helping the patient remain abstinent.            

      Drug Abuse, Dreams, and Nightmares       

     Brian   Johnson         
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        Addiction specialists face a formidable problem in terms of 
measuring craving for alcohol and drugs. Craving has high 
face validity and poor construct validity  [  1  ] . By face validity 
is meant that there is plausibility to this measure. Anyone 
who has spoken to addicted persons knows that craving is 
central to perpetuation of addictive behaviors. Persons who 
are addicted to nicotine smoke cigarette after cigarette hour 
after hour for years because they are prompted by craving for 
another  [  2  ] . So according to face validity, we all know what 
craving is. 

 And yet, putting into words what craving might be is 
almost impossible. It seems to vary over time, and yet it is 
unusual to have a craving scale that can account for this. 
Craving varies according to environment; there are drug cues 
that accelerate it. For example, one person reported that he 
was comfortably and reliably sober 6 years after his last use 
of cocaine, but when he returned to his old neighborhood he 
was assailed by intense urges to buy cocaine and pick up 
prostitutes  [  3  ] . But cue-induced craving represents a speci fi c 
subset of studies and these studies show that craving can be 
accelerated in a second  [  4–  7  ] . No craving scale accounts for 
this  [  1  ] . Stress can increase craving; apparently via binding 
of corticotrophin releasing factor at ventral tegmental and 
nucleus accumbens shell sites  [  8,   9  ] , and yet stressors are not 
incorporated into any craving scale. Craving is worsened by 
depression; the mechanism is not known  [  2,   10,   11  ] , and yet 

mood state is not part of any craving scale. Berridge and 
Robinson  [  12,   13  ]  suggest that craving may be unconscious, 
which might put it beyond any measure. There is no reliable 
way to measure absolute craving, no “gold standard” of crav-
ing that could be used to validate a particular scale  [  1  ] . 

 Construct validity refers to the explanatory power of a 
scienti fi c concept. We could measure craving only if we had 
a theoretical framework to help us select measures that are 
conceptually relevant. If we do not know what causes crav-
ing, we are in a poor position to evaluate it. In fact, the prob-
lem of constructing a valid craving scale has yet to be 
accomplished  [  1  ] . 

 The solution to the craving problem may lay in the use of 
dreams. What use are dreams? Isn’t dream analysis some 
holdover from antiquated Freudian practitioners who used to 
think that listening to dreams had some relevance for under-
standing “the unconscious”—whatever that might be? 

 This chapter will take a neuropsychoanalytic approach. 
By this is meant that by having a brain science framework in 
listening to patients, one begins to understand more about the 
patient, and also more about the brain science. In order for a 
thought to achieve consciousness, it probably needs some 
cortical input  [  14,   15  ] . Freud’s use of dreams to understand 
the unconscious thinking of his patients can be adapted in the 
twenty- fi rst century to our use of dreams to help patients 
become aware of previously unconscious midbrain phenom-
ena  [  16  ] . Psychoanalysis has been moving forward like any 
other  fi eld. It has a tradition of using brain science in its work 
since it was started by that neuroscience researcher Freud. 

 By combining the face validity of craving with the neuro-
science of addiction and the phenomenon of drug dreams, 
we are in a position to receive readout from subcortical areas 
whose function has been distorted by exposure to alcohol 
and drugs. By adding brain science to dream observation, we 
will be able to suggest a solution to the problem of articulat-
ing and measuring craving. In turn, the improved apprecia-
tion of what craving for alcohol and drug represents should 
put practitioners into a better position to help their patients. 

   Subcortical Mechanisms of Physical Addiction 

 The addictive use of alcohol or drugs has two aspects. The 
 fi rst, the reason for initiation  [  17  ] , and to some extent for 
persistent use, has to do with “psychological addiction,” the 
use of the intoxicated state to supplant intolerable affect  [  3, 
  18–  20  ] . Drinking or drug use becomes a typical response to 
dif fi culties from within or from outside the person—a char-
acter trait  [  20  ] . 

 In addition to the wish to remove feelings by supplanting 
them with a state of intoxication is the demand of various 
neural systems that have been altered by repeated alcohol 
and/or drug exposure. Although it would be reductionistic to 

  Issues to Be Addressed by Future Research 

    When in the course of addictive illness do drug • 
dreams and drinking dreams begin?   
  How many exposures are required for each addic-• 
tive drug?   
  Is route of administration relevant?   • 
  Are men or women more susceptible to developing • 
this marker of craving?   
  Is there a vulnerable age? Might later onset of use • 
of drugs or alcohol make development of drug 
dreams less likely?  
  In a population of heavy drinkers, for example per-• 
sons convicted of drunk driving, might the presence 
of drinking dreams have a prognostic meaning such 
as persons who cannot resume drinking without 
 further consequences?  
  Might a verbally-administered craving scale be • 
developed that was correlated with the presence or 
absence of drug dreams?  
  Once one type of drug dream was established, indi-• 
cating craving for that drug, how many exposures of 
a second addictive drug would be needed to provoke 
the new onset of dreams about the second drug?    
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assume speci fi c and concrete neural centers or pathways that 
result in the drive to compulsively perpetuate drinking or 
drug-taking, there is substantial evidence that the initial pre-
disposition to accelerating alcohol and drug-taking has to do 
with aberrant salience created by sensitization of the ventral 
tegmental dopaminergic-SEEKING    system  [  12,   21–  26  ] . 
Over the course of the illness more frontal–cortical areas 
become important, such as the amygdala, hippocampus, 
anterior cingulate, and prefrontal cortex  [  27–  30  ] . One way to 
summarize the neural process of addiction is that one falls ill 
unconsciously as the SEEKING system demands continuing 
alcohol and/or drug use. Secondarily, the frontal areas that 
control modulation of drive become overstimulated and 
compromised so that the addicted person automatically turns 
their attention to alcohol and drug cues, while eschewing 
natural rewards and becoming increasingly incapable of pro-
ducing survival behaviors. 

 The diagram shows the pharmacological mechanism of 
three addictive drugs whose action on the ventral tegmental 
area (VTA) of the midbrain is best known.   
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   Craving/Dreaming Pathways:  Neurop  neuropeptides, 
 GABA  gamma amino butyric acid        

   Nicotinic receptors for acetylcholine on the VTA and cho-• 
linergic inputs from the amygdala to VTA nicotinic recep-
tors accelerate dopaminergic transmission to the nucleus 
accumbens shell.  
  Cocaine and methamphetamine disrupt the dopamine • 
reuptake transporter protein recycling of dopamine that 

impinges on the nucleus accumbens shell. This provokes 
increased depolarization of nucleus accumbens shell 
neurons.  
  Opiates inhibit a gamma amino butyric acid (GABA) • 
inhibiting interneuron, which disinhibits the VTA, allow-
ing increased dopaminergic stimulation of the nucleus 
accumbens shell  [  31  ] .    
 In turn, the nucleus accumbens shell interacts with frontal 

areas: medial orbitofrontal cortex, frontal eye  fi elds, etc., so 
that learning occurs. Desire for something with survival 
value is created by the experience of dopaminergic signals 
originating in the VTA. The system was created in animals 
so that they would be alert to the possible availability of food, 
water, or sex  [  12  ] . The mechanism of anticipation of a sought 
entity is instantiated by prefrontal areas detecting cues in the 
environment that suggest the availability of the desired drug. 
The perception is relayed to the VTA, which in turn increases 
dopaminergic tone to the nucleus accumbens shell, creating 
a sense of excitement. Learning is reinforced as glutamater-
gic inputs to frontal areas, and experience, guide and tone the 
prefrontal/VTA/nucleus accumbens shell system via long-
term potentiation. The brain learns by asking, “Did the cue 
lead to grati fi cation?” 

 The nucleus accumbens core is oriented to rote experi-
ences. As experiences become well-worn by constant use of 
addictive drugs, neural circuits become well-connected via 
long-term potentiation. Eventually the core can take stimula-
tion directly from the VTA alert system, and turn it into 
motor actions  [  30  ] . Nucleus accumbens core activation can 
dominate behaviors so that they become automatic. Obtaining 
drugs becomes routine, and deviating from established 
behaviors becomes more dif fi cult  [  32  ] . 

 It is only conscious inhibition of drug seeking that can 
oppose these subcortical mechanisms. Consciousness of the 
consequences of alcohol and drug use, and/or alliances with 
others who will help the individual maintain sobriety, is the 
only remedy for this constant unconscious stimulation from 
the midbrain that produces inchoate urge. Craving cannot 
have a standard word de fi nition because of the subcortical 
brain system that provokes it. Addicted persons want alcohol 
or drugs for the same reasons that anyone wants sex or food; 
the desire just is. In Alcoholics Anonymous the aphorism 
that describes this midbrain mechanism is, “You drink 
because you are an alcoholic.” 

 So the common mechanism of craving is dopaminergic 
tone in the SEEKING system provoked by exposure to addic-
tive drugs, leading to a constant sense of drug hunger. 
Abstinence moderates the craving. But once established, it is 
unlikely that craving will disappear completely. As the neu-
ral system diagrammed above is sculpted by repeated drug 
exposure leading to long-term potentiation of connections 
that alert the vulnerable person to the availability of alcohol 
or drugs, there is a midbrain signal to obtain the substance 
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provoked by drug cues. Craving varies according to environ-
ment—such as in the story at the beginning of the man who 
was 6 years sober and con fi dent of remaining so until he 
entered his old neighborhood. Drug cues accelerate drug 
hunger by provoking glutamatergic stimulation from frontal 
areas to VTA. Stress can increase craving by virtue of corti-
cotrophin releasing factor receptors on the VTA  [  8  ] . VTA/
nucleus accumbens dopamine functioning is involved in 
depressive illness  [  33  ]  and although the mechanism of 
increased craving during depressive illness is not yet 
described, there is a plausible interaction because of the 
shared substrate. Berridge and Robinson’s  [  12  ]  suggestion 
that craving may be unconscious would simply be a re fl ection 
of the craving pathway being subcortical, whereas it requires 
cortical activity to make a stimulus conscious  [  14,   15  ] . So 
we have now described a neural system that re fl ects all the 
problems that exist with the craving literature. Now, how 
might we solve the problem of measuring it?  

   Drug Dreams as a Marker of Exposure 
to Addictive Drugs 

 This is a dream from a sober patient who was addicted to 
alcohol and no other drugs (age 28).

  We were drinking a champagne toast. Then I begin to go around 
the room and drink leftover champagne from glasses. Then I am 
on my fourth glass of red wine and I forget to cover up my 
 drinking. My mother says, “Have you been drinking? Tell the 
truth”  [  20  ] .   

 This is a dream from a sober patient who came to treat-
ment after heroin detoxi fi cation, and who had been addicted 
to nicotine, amphetamines, cocaine, benzodiazepines, barbi-
turates, and marijuana in addition to alcohol (age 50).

  My mother and I were in our summer house. There were three of 
us celebrating. My mother says, “We’ll have to drink to that.” 
She poured expensive champagne. I thought, “I already did Redi 
Whip. That will really be relapsing.” Maybe I could hide it. 
I didn’t think I could say no to her. I said fuck it and drank the 
champagne. I thought, “What does this mean? Should I take 
Percs?” I was thinking, “Why is she giving me booze?” The third 
person is a he, balancing my mother’s morals, caring  [  16  ] .    1    

 Drug dreams have been observed recurrently, but there is 
no consensus in the addiction literature regarding their  origin, 
utility, or persistence. According to Colace  [  34  ] , “…drug 
dreams as biological-drive-related dreams may contribute to 
reducing the intensity of frustrated drives in the post-dream 
period. Patients who have drug dreams show a better ability 

to deal with drug-craving stimulation than those who do not 
have drug dreams.” However, there has been no systematic 
study of how common such dreams are in the addicted popu-
lation, when in the course of addiction and/or treatment they 
are  fi rst reported, whether they persist over a lifetime, and 
how they are related to age, gender, cognitive functioning, or 
speci fi c drug exposure.             

 How might drug dreams be connected with drug craving? 
We know that drug dreams do not appear to be present while 
addicted persons are actively using their drug  [  34,   36,   39, 
  40,   48  ] . Rather, they appear as withdrawal and drug craving 
begin. Colace  [  34  ]  showed that subjects who used heroin 
constantly did not have drug dreams, whereas subjects who 
became abstinent began to have frequent dreams of seeking 
or using heroin, apparently correlated with physical with-
drawal. Araujo, Oliveira and Piccoloto  [  52  ]  found that the 
27% of their subjects who dreamed of alcohol had signi fi cantly 
higher scores on a craving scale. This increase of alcohol and 
drug dreams is greatest in the period immediately following 
cessation of use; Reid and Simeon  [  43  ]  found that 89% of 
cocaine-dependent subjects had drug dreams within the 
 fi rst month of abstinence, while only 57% reported them at 
6 months. 

 The Reid and Simeon study con fi rms the common clinical 
observation that abstinence facilitates the reduction of crav-
ing. But it appears likely that drug craving and drug dreams 
never go away. In my study of a single patient treated four 
times per week over 5 years of abstinence, drug dreams per-
sisted at a constant rate  [  16  ] . What the dreams seemed to do 
was help the patient be conscious of her persistent urges to 
use alcohol and drugs. In a 6-month study, treatment out-
comes were better for the 57% of subjects reporting drug 
dreams 6 months after intake  [  43  ] . 

 As to why alcohol and drug dreams appear during absti-
nence rather than while using, one explanation is a variant of 
Freud’s “dreams are the guardian of sleep”; that dreaming of 
alcohol and drugs allows the addicted individual to postpone 

  Reports of Dreams About Alcohol and Drugs 

  Alcohol   [  16,   20,   35–  38  ]  
  Nicotine   [  16,   39,   40  ]  
  Cocaine   [  16,   41–  45  ]  
  Opiates   [  16,   34,   46–  48  ]  
  Benzodiazepines   [  16,   49  ]  
  Marijuana   [  50  ]  
  Benzodiazepines   [  16,   49  ]  
  Multiple drugs appearing in multiple dreams   [  16,   51  ]  
  Drug dreams reported to correlate with or be helpful 
for maintaining abstinence   [  16,   36,   38–  40,   43,   49,   51  ]  

   1   “Redi Whip” is a pressurized whipped cream product. The patient had 
guilt over experimenting with inhaling a small amount of the gas vehi-
cle the day before the analytic hour. “Percs” is the street name of a fre-
quently abused compound of oxycodone and acetaminophen.  
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motor activity until they complete needed restorative sleep 
by giving an illusion of wish-ful fi llment  [  16  ] . A second 
explanation might be that the user is now trying to develop 
new strategies and schemas for maintaining abstinence by 
rehearsing activities during the motor paralysis of sleep. This 
would lead to better outcomes. 

 In terms of clinical practice, listening to drug dreams is an 
effective way to help patients be conscious of their daily pre-
occupation with using drugs or drinking, and any connec-
tions, stressors or cues that may be provoking the urge. For 
example, in the sample dreams given above, the patients are 
acknowledging their continuing urge to drink. It may be 
helpful for the therapist to make an interpretation that this 
urge is apparent in the dreams, and ask if the patient were 
aware of these urges and any associated issues. In each 
dream, the patient is also expressing a wish to be helped with 
their alcohol craving. The therapist would inquire regarding 
the  fi rst dream about the patient’s thoughts about her mother. 
In the second dream, the therapist would ask about the 
patient’s thoughts about the therapist. In both cases, one 
interpretation might be that the dreams show that the patient 
has crossed over from alcohol abuse to physical addiction to 
alcohol. This means that having one drink would intensify 
craving to such an extent that many more drinks would be 
likely to follow. 

   Subcortical Mechanisms of Drug Dreams 

 Patients will often state that they have no more craving; even 
patients who subsequently relapse back to active addiction. 
Could it be that relapse after sustained sobriety is a manifes-
tation of psychological addiction; that the addicted person 
was confronted by an issue that they felt helpless about, or 
they experienced intolerable isolation, and their use of the 
substance was purely an emotional response in the same neu-
rotic direction that originally provoked their addiction? That 
may be the reason for relapse in some cases. But it would not 
explain the commonly observed phenomenon that a person 
has been abstinent from cigarettes for years,  fi nds they have 
“just one,” and then quickly resumes smoking at the fre-
quency of previous years. Without denying the reality of 
relapse for emotional reasons, there must be a second cause 
of relapse; the kind that has no plausible emotional cause. 

 A link here is the persistence of drug dreams during sobri-
ety. In my study of persistent drug dreams over 5 years of 
sobriety  [  16  ] , despite the psychoanalysis of this patient 4 
days per week, we rarely could  fi nd a plausible emotional 
cause. Solms  [  53  ]  used a sophisticated analysis of patients 
with brain lesions in diverse areas to show that the dream-on 
mechanism and the drug craving mechanism share the iden-
tical medial forebrain pathways, originating in the VTA. 
Although there are many accounts of the meaning of dreams, 

the one that  fi ts here is that with the motor system paralyzed, 
the dreamer is able to make wide connections throughout the 
brain to consider possible strategies for survival and prosper-
ity in the world  [  54  ] . But the initiation of the dreaming 
mechanism  fl ows from the VTA and involves our basic quest 
for food, water, sex and relationships. 

 In other words, the origin of Freud’s aphorism that every 
dream contains a wish is like the aphorism from Alcoholics 
Anonymous that “I drink because I’m an alcoholic.” The 
brain system that exists to have us animals seek food, water, 
sex and relationships (the wish), and that is taken over by 
exposure to addictive drugs so that alcohol and drugs are 
sought, provokes dreams that allow the individual to experi-
ment with potential actions while their motor system is para-
lyzed. Everyone since Freud has recognized that hunger  [  16, 
  55  ]  and thirst  [  54  ]  will provoke dreams of eating or drinking 
water. So of course when there is alcohol or drug hunger, the 
dreamer will seek alcohol and/or drugs. One characteristic of 
these dreams while patients are in treatment is that the treat-
ers may also be part of the dream; notice that in the specimen 
dreams that there is a protective agent who comes in to help 
with the drive to drink. 

 The  fi rst specimen dream of the 28-year-old woman 
whose mother asked if she was drinking was produced by a 
woman who had left detox to drink in a motel. Her mother 
called me, asked if I would see her, and brought her from the 
motel to my of fi ce. In a memorable  fi rst visit I demonstrated 
the presence of alcoholic myopathy to the patient and her 
mother. In the dream, the urge to drink is modulated by the 
image of the mother. 

 The second specimen dream is from the 5-year study of 
this patient who had an absence of protective, nurturing 
 fi gures both during childhood and in her adult life. As the 
analysis progressed, the dreams shifted from pure seeking to 
seeking with a protective male  fi gure who reliably was 
described by the patient as the analyst  [  16  ] . 

 The careful reader will notice that while the diagram 
shows the mechanisms of physical addiction to nicotine, 
cocaine (and methamphetamine) and opioids, there is not a 
diagram of how this might happen with alcohol. Alcohol can 
be drunk in large quantities, and daily, without the appear-
ance of drinking dreams. For example, only one drinking 
dream was found during “The psychoanalysis of a man with 
active alcoholism”  [  56  ]  despite daily heavy drinking before 
and during some of the treatment, and analytic observation 
over 1,580 treatment hours. The patient engaged in heavy 
daily drinking, with consequences, but did not ever show 
alcohol withdrawal. This is consistent with the critique of 
O’Brien, Volkow and Li  [  57  ]  that dependency and with-
drawal are not directly related to addiction. 

 But it seems that drinking dreams have an onset at about 
the same time as physical withdrawal begins. As seen in the 
craving/dreaming diagram, ventral tegmental dopamine 
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activity is tonically inhibited by GABAergic input. The 
 alcohol withdrawal syndrome is a product of the release of 
driving neurotransmitters from ordinary GABAergic modu-
lation. While we are used to monitoring this phenomenon in 
the periphery by its manifestations as increased pulse, blood 
pressure, sweating, agitation, etc., decreased GABAergic 
tone is also present in the central nervous system. Due to the 
downregulation of GABAergic tone by blanketing of 
GABAergic neurons with alcohol, it may be that during 
withdrawal there is a corresponding increase in ventral teg-
mental dopamine now released from tonic GABA interneu-
ron inhibition. Therefore, unlike other drugs, alcohol craving 
would begin to be seen some time after chronic heavy use 
had already been extent for a period of time. One can drink 
every day without provoking craving and drug dreams, as 
long as the amount is suf fi ciently small that GABAergic tone 
is unaffected because most of the day is spent in a homeo-
static state unaffected by the alcohol. 

 This time course, that the transition from psychological to 
physical dependence on alcohol requires progression of 
drinking to the point where the alcohol will blanket 
GABAergic receptors takes away the explanation that alco-
hol dreams are simply a manifestation of emotionally-rele-
vant experiences or daily experiences being represented in 
dreams. The dreams are therefore a marker of a brain change 
produced by the alcohol taken in large enough amounts over 
suf fi cient time to cause downregulation of GABAergic tone. 
The development of drinking dreams then would be a psy-
chological manifestation of the “switch” mechanism from 
alcohol abuse to alcohol dependence and a direct readout of 
a permanent brain alteration of the dynamic balance of the 
SEEKING system against other competing and modulating 
systems. 

 All psychotherapies feature as a central component the 
need of the patient to be conscious of various factors that 
predispose to relapse into recurrent drinking and drug-
taking. In this model, drinking and drug dreams are a measure 
of ability to be conscious of the activity of the ventral teg-
mental dopaminergic SEEKING system. The need to inhibit 
the drive to continue to use addictive drugs as the central 
feature of the process of recovery from active addiction is 
derived from the Berridge and Robinson  [  13  ]  model of con-
scious and unconscious systems of motivation, learning, and 
memory. In their model, conscious cognitive incentives have 
an autobiographical (hippocampal) nature linked to ability 
to predict outcome and understand causation. Ventral 
tegmental dopaminergic seeking is connected to learning 
via Pavlovian-conditioned responses and instrumental-
conditioned responses. In this model, not all wanting is con-
scious. Thus, addicted individuals may begin to seek alcohol 
and drugs for reasons of which they are not conscious. 
Berridge and Robinson  [  13  ]  state, “For example, drug addicts 
in some circumstances will work for low doses of stimulants 

or  morphine, doses that produce no subjective effects and 
even no autonomic responses, without being aware that they 
are doing so.” The process of recovery from this form of 
addiction requires that individuals be constantly conscious 
of their urge to relapse, constantly make conscious decisions 
regarding alcohol or drug use, and to be aware of the need to 
  protect themselves from stress and loneliness.  

   Nightmares 

 A nightmare is simply a dream with unpleasant emotion. 
Hartmann  [  58  ]  suggests that they are ubiquitous in childhood 
and that adult nightmares are not necessarily related to trauma. 
However, Hartmann has also followed the course of night-
mares after trauma and suggests that their content becomes 
less frightening as the traumatic event is worked through. 

 The problem for therapists who treat addicted patients 
with nightmares is that the patients awaken terri fi ed, the 
nature of addictive illness is that patients are intolerant of 
feeling, and the patients often demand that rather than use the 
dreams to help them understand what they have been through, 
the patients insist that the dreams be suppressed. Added to 
this is the problem that many addicted patients have been 
horribly brutalized as children, especially sexually, and fre-
quently suffer from posttraumatic stress disorder  [  59,   60  ] . 
This situation can create a dif fi cult countertransference in the 
therapist. Sometimes the material is so anxiety-provoking for 
the therapist as well as the patient that they also may want to 
escape from the experience of listening to the patients’ mem-
ories. Some practitioners see nightmares as a symptom to be 
suppressed  [  61  ] , for example with prazocin  [  62  ] . 

 However, most psychotherapists would value nightmares 
and have their patients make associations that allow the 
issues that come up in the dreams to be discussed. Dreams 
allow past events to be remembered and compared with cur-
rent circumstances  [  63  ] . No matter how horrible, memories 
of abuse or of life-threatening trauma need to be contextual-
ized into the safer present. The danger of suppressing an 
urgent signal that a memory needs to be metabolized and the 
distress ameliorated via witnessing by the therapist and re-
evaluation within discussions of the patient and therapist is 
that the patient will use alcohol or drugs persistently in an 
effort to distance themselves from experiences that are for-
ever encoded in their brains. Late-stage patients can be irre-
versibly ill. They have gone decades since the original 
traumatic event, drinking or using drugs to try to get away 
from their memories, suffering cognitive decline from the 
cumulative effects of active addiction, and still having night-
mares and other symptoms of posttraumatic stress disorder. 
They live as if the event had just happened. 

 Nightmares are a complex phenomenon involving many 
internal factors rather than simply being a manifestation of 
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real external danger  [  64  ] . There would be no particular 
 reason in a psychological treatment to work with a nightmare 
in any different way than any other dream. Any dream is a 
communication from the dreamer to the treater to be decoded 
via associations. By bringing a nightmare to treatment, the 
patient is asking for help from the therapist.   

   Summary and Conclusion 

 This chapter on dreams and nightmares is based on literature 
from craving studies, neurobiology, and drug dreams. 
Assembled together they provide a context for understanding 
each other so that it becomes clearer how to study and treat 
addicted patients. The model presented has the construct 
validity that has been missing from craving scales. By fol-
lowing dreams we have a direct readout of neural changes 
caused by exposure to alcohol and drugs. But it is evident 
from what has been presented that much more work needs to 
be done. It would follow from this material that drug dreams 
might form the “gold standard” for craving research; but that 
assertion could only be substantiated by more empirical 
studies of dreams and eventually correlation of dreams with 
scales constructed to capture the activity of the subcortical 
SEEKING pathway. This approach would require some 
innovative thinking. 

 In addition, if the hypothesis that drinking dreams repre-
sent a psychological manifestation of a biological change 
from psychological to physical addiction is supported by 
empirical data, the diagnostic criteria for alcohol dependence 
might be rewritten to include this biological marker rather 
than merely descriptions of behaviors related to drinking. If 
this hypothesis were con fi rmed, it would have signi fi cant 
implications for prevention, psychoeducation, and stigma-
reduction. We would be able to show that the biological dis-
ease of alcoholism can be seen by a change in an everyday 
biologically-driven experience, dreams, and that this experi-
ence represents a permanent change in the brains of persons 
who use drink alcoholically. It would give addicted persons a 
way to know that they can never use again because they can 
observe this change in themselves. 

 Addicted persons can experience the urges to relapse by 
telling their dreams to people who care about them; psycho-
therapists, addiction counselors or fellow members of 
Alcoholics Anonymous. By discussing drug dreams, the 
reality that the patient has gone through an irreversible 
change, and will crave alcohol and/or drugs for the rest of 
their lives, becomes more integrated into the identity of the 
addicted person. Nightmares, even in the context of over-
whelming physical trauma or sexual abuse, are an urgent sig-
nal that a memory is causing current stress; stress that could 
provoke a relapse to active addiction; unless the nightmare 
can be used to work through the trauma.      
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  Abstract 

 A large amount of substances and their association can lead to worsening of latent or active 
cardiovascular diseases and, sometimes, to ex-novo cardiovascular diseases. 

 Negative cardiovascular effects are mainly due to pharmacokinetics of substances, in 
particular if drugs are administered in combination, or if intake, distribution, and elimina-
tion processes are altered; moreover, negative effects can be due to pharmacodynamics of 
drugs as in the presence of an interaction between an otherwise non-toxic substance and a 
morphofunctional altered cardiac substrate. 

 In the  fi rst part of this chapter, we systematically describe cardiovascular effects of illicit 
drugs, as listed by the World Anti-Doping Agency and including different classes of sub-
stances, namely, anabolic androgenic steroids, hormones and related substances,  b 2-ago-
nists, diuretics, stimulants, narcotics, cannabinoids, glucocorticosteroids, alcohol, and 
 b -blockers. The second part is dedicated to cardiovascular effects that can occur during the 
use and abuse of most common prescription drugs as antipsychotic, antibiotics, anti-viral, 
antihistaminic, and antineoplastic drugs.            
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  Learning Objectives 

     1.    The intake of illicit drugs could be particularly dan-
gerous in athletes and in common people, especially 
in the presence of the following:  

      Pre-existing arrhythmic or structural primary • 
disease also in an early or latent stage.  
      Latent form of some inherited arrhythmogenic • 
molecular heart disease due to genetic defects 
related to cytoskeleton, sarcomere, cell junc-
tions, ion channels, etc.  

      Cardiac disease presenting with ventricular • 
tachycardia during physical effort.  
      Ex-novo cardiac diseases due to long-term intake • 
of illicit drugs, especially at high doses and in 
multiple associations.  

    2.    Caution should be always taken because some 
drugs, routinely prescribed in daily practice, can 
bring unexpected danger and cause severe cardiac 
arrhythmias (i.e. histamine receptor antagonists and 
antibiotics).     
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   Background 

 A large amount of substances and their association can lead 
to worsening of latent or active cardiovascular diseases and, 
sometimes, to ex-novo cardiovascular diseases. 

 Negative cardiovascular effects are mainly due to both 
pharmacokinetics of substances, in particular if drugs are 
administered in combination or if intake, distribution, and 
elimination processes are functionally or anatomically 
altered, and their pharmacodynamics as in the presence of an 
interaction between an otherwise non-toxic substance and a 
morphofunctional altered cardiac substrate (e.g., Long QT 
syndrome). 

 This chapter is divided in two main sections:
    1.    Cardiovascular effects of illicit drugs are systematically 

described in this section. Illicit drugs are listed by World 
Anti-Doping Agency (WADA list 2011, yearly updated 
  http://www.wada-ama.org    ) and comprise all the sub-
stances that can be assumed by common people and by 
athletes, both very young and master athletes, with ergo-
genic scope during all lifetime. Many of these drugs can 
induce cardiovascular effects during short-, mid-, and 
long-time use  [  1–  6  ] . The description of those drugs offers 
the chance to understand and to acquire knowledge in the 
less-known but widespread  fi eld of modern sport cardiol-
ogy  [  7–  9  ] . We will describe cardiovascular changes that 
can potentially occur during treatment with these sub-
stances both in healthy subjects and in patients with pre-
clinical or clinical manifestation of cardiovascular 
diseases. The different classes of WADA list also include 
substances that are taken without ergogenic effect but as 
recreational drugs that are often listed in abuse drugs 
registries.  

    2.    The second section of this chapter is dedicated to cardio-
vascular effects that can occur during the use and abuse of 
the most common prescription drugs as antibiotics, anti-
viral, antihistaminic, antineoplastic, and anti-psychotic 
drugs. Many of these substances have been extensively 
treated in the other chapters of this book.      

   Cardiovascular Diseases in User of Illicit Drugs 

 The current medical survey of athletes is complicated by the 
large use of “illicit drugs” taken, at any age, by both profes-
sional and non-professional athletes  [  4,   6,   8,   9  ] . 

 We prefer the term “illicit drugs,” rather than “doping,” 
because they comprise the following:
    1.    Drugs taken as true “doping,” or “performance enhancing 

drugs (PEDs),” anabolic-androgenic steroids (AAS), 
stimulants, beta-2-agonist, erythropoietin (EPO), growth 
hormone (GH), insulin-like growth factor (IGF-1).  

    2.    “Masking agents,” i.e., drugs taken in order to cover the 
presence of other speci fi c drugs in tests for doping control. 
(e.g., diuretic, plasma expanders, chemical and physical 
manipulations probenecid, alfa reductase inhibitor 
 fi nasteride, etc.)  

    3.    “Antagonists of side effects,” to counteract the adverse effects 
of abuse of AAS (e.g., gonadotropins), agents with anti-
estrogenic activity, and aromatase inhibitors (e.g., letrazole).  

    4.    “Recreational drugs” (or drugs of abuse) including ecstasy 
(MDMA) and other amphetamines and other very new 
synthetically derived formulations, several classi fi ed as 
“designer drugs.”     
 In fact, the spreading of the use of PEDs is often associ-

ated with an increased assumption of “recreational drugs” in 
athletic population  [  10,   11  ] . 

 Several illicit drugs, banned by International Olympic 
Committee (IOC) and since 1999 yearly updated by the 
World Anti-Doping Agency, may cause cardiac collateral 
effects, through a direct or indirect cardiac action, and may 
provoke especially arrhythmogenic effect, during short, 
medium, or long term. 

 The cardiovascular (CV) effects comprise a wide spec-
trum of diseases: hypertrophic, dilated, ischemic cardiomyo-
pathies, myocarditis, thromboembolic diseases, and also a 
wide range of supraventricular and/or ventricular cardiac 
arrhythmias, focal or re-entry type, that are often symptom-
atic and potentially lethal even in healthy subjects with no 
previous history of cardiac diseases. The risk of lethal 
arrhythmias and sudden death is very high in subjects with 
pre-existing cardiac diseases, particularly latent arrhyth-
mogenic substrate or primary arrhythmic disorders, includ-
ing some inherited cardiomyopathies at risk for sudden 
cardiac death (SCD)  [  12–  14  ]  or with structural disease 
caused by the long-lasting assumption of the illicit drugs, 
e.g., cocaine, stimulants, and AAS. 

 The 2011 IOC list of the “Prohibited classes of sub-
stances” (  http://www.wada-ama.org    —World Anti-Doping 
CODE—Valid 1 January 2011—International Standard) is 
reported in Table  32.1 .  

  Issues that Need to Be Addressed by Future Research 

 The main arrhythmologic, pathophysiologic, and epi-
demiologic aspects of cardiovascular adverse effects 
of illicit drugs and common prescription drugs are an 
excitant challenge for cardiologists activating serious 
prevention actions. 

http://www.wada-ama.org
http://www.wada-ama.org


39532 Drug Abuse in Cardiovascular Diseases

   Substances and Methods Prohibited at All Times 
(In- and Out-of-Competition) 

   Non-approved Substances 
 The 2011 WADA list points out the illicit role of any phar-
macological substance which is not addressed by any section 
of the List and without current approval for human therapeu-
tic use.  

   Anabolic-Androgenic Steroids 
 The IOC 2011 WADA list of AAS includes the more recent 
pharmaceutical products and contains also designer drugs in 
order to provide a complete spectrum for anti-doping con-
trols (  http://www.wada-ama-org    ) (Table  32.2 ).  

 The AAS are listed as “exogenous” (e.g., androstendiol, 
nandrolone, stanozolol, thetrahydrogestrinone) and “endog-
enous” de fi ned as AAS when administered exogenously 
(e.g., prasterone and testosterone). Anabolic steroids are 
derived from modi fi ed testosterone to enhance anabolic 
rather than androgenic action and may be used in oral, 
17alpha-alkylated, or intramuscular, 17beta-esteri fi ed, prep-
arations. They represent the most used illicit drugs and the 
most frequently discovered drugs in anti-doping controls, 
often taken by very young athletes  [  3,   15,   16  ] . Their admin-
istration is often associated with other substances, to mask 
the identi fi cation in anti-doping controls or in pharmacologi-
cal cocktails. They are taken in order to increase protein syn-
thesis, muscle mass, level of aggressiveness, and to obtain a 
rapid recovery after effort. In sport activities based on preva-
lent use of muscular strength, such as bodybuilding and 
weight lifting, the dose of anabolic steroids taken by the ath-
letes may be very high, up to 100-fold the therapeutic levels. 
Not infrequently, various anabolic steroids are used in com-
bination, a practice known as “stacking”  [  17  ] . Moreover, 
pro-hormones and steroid hormones may be present in some 
dietary supplements for athletes, who, therefore, are exposed 
to the drug action  [  18–  20  ] . 

 Various cardiac adverse events have been reported with 
the use of these drugs: pathologic cardiac hypertrophy with-
out a concomitant increase in microvascular circulation that 
is associated with  fi brosis, necrosis, in fl ammatory in fi ltrates 
that are arrhythmogenic  [  2,   3,   21  ] , myocardial infarction 

   Table 32.1    The 2011 prohibited list world anti-doping code   

  I. Substances and Methods Prohibited at All Times (in- and out-of-
competition) 

  Prohibited Substances  
 S1. Anabolic agents 

  1. Anabolic Androgenic Steroids (AAS) 
 a. Exogenous AAS 
 b. Endogenous AAS 

  2. Other Anabolic Agents, including but not limited to 
clenbuterol, selective androgen receptor modulators 
(SARMs), tibolone, zeranol, zilpaterol 

 S2. Peptide hormones, growth factors, and related substances 
  1. Erythropoiesis-Stimulating Agents [e.g., erythropoietin 

(EPO), darbepoetin (dEPO), hypoxia-inducible factor (HIF) 
stabilizers, methoxy polyethylene glycol-epoetin beta 
(CERA), peginesatide (Hematide)]. 

  2. Chorionic Gonadotrophin (CG) and Luteinizing Hormone 
(LH) in males. 

  3. Insulins. 
  4. Corticotrophins. 
  5. Growth Hormone (GH), Insulin-like Growth Factor-1 

(IGF-1), Fibroblast Growth Factors (FGFs), Hepatocyte 
Growth Factor (HGF), Mechano Growth Factors (MGFs), 
Platelet-Derived Growth Factor (PDGF), Vascular-
Endothelial Growth Factor (VEGF), as well as any other 
growth factor affecting muscle, tendon, or ligament protein 
synthesis/degradation, vascularization, energy utilization, 
regenerative capacity or  fi ber type switching and other 
substances with similar chemical structure or similar 
biological effect (s) 

 S3. Beta-2-agonists 
 S4. Hormone antagonists and modulators 
 S5. Diuretics and other masking agents 

  Prohibited methods  
 M1. Enhancement of oxygen transfer 
 M2. Chemical and physical manipulation 
 M3. Gene doping 

  II. Substances and Methods Prohibited In-Competition 
 S6. Stimulants 
 S7. Narcotics 
 S8. Cannabinoids 
 S9. Glucocorticosteroids 

 III. Substances Prohibited in Particular Sports 
 P1. Alcohol 
 P2. Beta-blockers 

    http://www.wada-ama.org    —World Anti-Doping CODE 2011  

   Table 32.2       Reported  fi ndings in users of AAS with severe C V 
events/SD   

 – Hypertrophic CMP with 
necrosis,  fi brosis, in fl ammatory 
changes 

 – Dilated CMP; Myocarditis 
 – Myocardial infarction with or 

without thrombotic occlusion 
 – Vasospasm in susceptible 

subjects 
 – Systemic and cardiac throm-

boembolic events 
 – Coronary atheroma, cardiac 

steatosis 
 – Micropathology:  a. Focal myocardial necrosis 

 b. Regional myocardial  fi brosis 
 c. Contractions band necrosis 
 d. myocardial  fi brosis 
 e. myocardial coagulation 

necrosis 

 Arrhythmias occur often during physical activity 

http://www.wada-ama-org
http://www.wada-ama.org
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without coronary thrombus  [  6,   22  ] , dilated cardiomyopathy 
 [  23,   24  ] , and progressive myocardial hypertrophy not com-
pletely reversible  [  25,   26  ] . 

 Moreover, their use is associated with intraventricular 
thrombi that can cause cerebral and  peripheral thromboem-
bolism     [  27  ] , with myocardial infarction with and without 
coronary thrombus, with sudden death due to hypertrophic 
cardiomyopathy and myocarditis during sport activity  [  9,   25, 
  28–  32  ] . Most of these fatal events were reported in power 
lifters and bodybuilders  [  29,   31  ] . 

 Anabolic steroids produce several changes in lipid metab-
olism, with increase in LDL and decrease in HDL choles-
terol levels  [  9,   21,   33,   34  ] , as well as thromboembolic events 
due to an increase in platelet adhesion, to pro-thrombotic 
modi fi cation of endothelium, and to interferences with coag-
ulation factors. 

 Many different arrhythmias may be induced by the ana-
bolic steroids with different direct or indirect mechanisms. 
Among them are myocell injury and necrosis, in fl ammatory 
in fi ltrates,  fi brosis, and hypertrophy  [  2,   3,   21  ] . 

 AAS may present sympathetic effect during physical 
activity. Arrhythmias occur often during physical activity 
and may be due to myocellular alterations and increasing 
sympathomimetic activity. 

 Anabolic steroids are often administrated along with 
masking agents as diuretics, tamoxifene (to reduce gyneco-
mastia), chorionic gonadotropin (which increases endoge-
nous testosterone levels)  [  33  ] , cocaine, and growth hormone 
(hGH) for its well-known anabolic effect  [  34  ] . 

 The side effects of anabolic steroids intake are multiple: 
serious alterations of liver function with hepatocellular alter-
ations, hepatitis, hepatic neoplasm, modi fi cation of connec-
tive tissue structure with decreased collagen, decrease in 
tension of tendons with susceptibility to ruptures  [  35  ] , insu-
lin resistance, sterility, gynecomastia, testicular hypotrophy, 
and acne; moreover immune depression, virilization in 
women, and aggressive behavior including sexual aberra-
tions and crimes have been reported  [  2,   35,   36  ] . 

 The arrhythmias frequently reported during assumption 
of anabolic steroids also in combination are atrial  fi brillation 
 [  37  ] , supraventricular and ventricular ectopic beats, sus-
tained and not sustained ventricular tachycardia, and ven-
tricular  fi brillation  [  37,   38  ] . Arrhythmias occur often during 
physical activity. QT prolongation can also occur, particu-
larly in genetically predisposed individuals  [  39  ] . Some 
reported  fi ndings    in users of AAS with severe cardiovascular 
events and SD are listed in Table  32.2 .  

   Erythropoietin 
 In clinical practice, erythropoietin (EPO) became available 
as a drug, recombinant human erythropoietin (rHuEPO), 
synthesized from ovary cells of hamster since 1988, thanks 
to genetic engineering techniques based on recombinant 

DNA. Its administration as medical therapy is mainly used in 
anemia, in chronic renal disease and heart failure (HF), and 
in some surgical and cardiosurgical  fi elds. On the contrary, it 
is widely used as “blood doping”  [  40,   41  ]  in place of former 
autologous or heterologous blood transfusion doping. 
Athletes often take EPO, to provide a sense of strength and 
stamina while engaged not only in physical activities as 
cycling, skiing, marathon running, and swimming, but also 
in competitive short duration performances. It is deemed that 
up to 3–7% of elite endurance athletes have used it  [  42  ] . 

 The general aim of    “blood doping” is the enhancement of 
oxygen tissue availability and thereby increasing its arterial 
blood concentration, by raising hemoglobin and red cell lev-
els with EPO administration. In the bone marrow, it stimu-
lates erythroid precursors and regulates apoptosis, according 
to physiologic inputs of oxygen requirements from intersti-
tial renal tubular cells and from hepatic level. 

 The long-term use of HuEPO  a   b  and darbopoietin, a syn-
thetic derived of EPO, is characterized by many side effects. 
Increasing total number of red cells leads to a rise in blood 
viscosity, which in athletes could be further increased by natu-
ral perspiration during intense sport performances, especially 
in endurance sports. Besides, due to their actions on endothe-
lium and platelets, thromboembolic risk could be raised in 
predisposed subjects, and cases of hypertension, myocardial 
infarction and stroke, and sudden death were reported in 
cyclists and other endurance athletes  [  1,   2,   10,   43  ] . 

 More recently, a new drug for refractory anemia as the 
continuous erythropoiesis receptor activator (CERA) is used 
as a PED by the athletes. The administration of CERA 
induces a strong stimulation of red cells production and has 
the advantage of every 3 weeks intake (website 22-4-2004, 
F.Hoffmann-La Roche Ltd). Moreover, the 2011 list intro-
duces a new erythropoiesis stimulator, namely hypoxia-
inducible factor (HIF)-stabilizers. 

 Arrhythmias occurring in athletes with “blood doping” 
are usually “secondary” to circulatory effects induced by 
increased erythroid mass, increased blood viscosity, altered 
endothelial and platelet function with possible pulmonary 
and cerebral thromboembolic events, and hypertension dur-
ing effort  [  44  ] , as well as to frequent concomitant adminis-
tration of PEDs such as stimulants, anabolic steroids, or 
masking agents like diuretics.  

   Growth Hormone and Insulin-Like Growth Factor I 
 Hypophysis produced growth factor (GH) acts on speci fi c 
receptors present in almost all human tissue and especially in 
the heart, immune system, glucose metabolism, muscles, 
bone, and cartilaginous and fat tissue. 

 GH stimulates, in particular    at the hepatic level, the pro-
duction of IGF-I, that is, GH effectory factor, on many target 
organs which acts on speci fi c IGF-I receptors. This is the 
reason why both GH and IGF-I are responsible for various 
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tissue stimulating actions. The large physiological effects 
explain the polymorphism of collateral effects due to illicit 
intake of both GH and IGF-I as PED. Therapeutic clinical 
use of GH and IGF-I is quite limited, being indicated in some 
nutritional and endocrine disorders, congenital or acquired, 
with clear indications for GH established by law. Instead, 
exogenous rhGH and rhIGF-I are widely used by athletes as 
anabolic agents to decrease body fat and to increase muscle 
mass, cardiac performance, and stamina on the job  [  45–  48  ] . 
The real effect on muscle strength is still subject to debate 
 [  49–  51  ]  and is under investigation. 

 Up to now, the side effects related to rhGH and rhIGF-I 
“ergogenic” abuse are not clari fi ed in athletes, which usually 
present a wide individual and stress variability of GH plas-
matic levels, but a signi fi cant increase in mortality was 
reported in clinical treatment for catabolic diseases  [  52  ] . 

 In athletes taking these drugs for a long time and at high 
dosages, the following side effects are possible: myalgia, 
asthenia, headache, arthralgia, diabetes mellitus, metabolic–
ionic alterations, disthyroidism, visceral acromegaly (liver, 
heart, bladder), osteoarthritis, pulmonary diseases, lipid 
metabolism disorders, and higher risk of rectal and breast 
cancer, hypertension, cardiomyopathy (hypertrophic or 
dilated), with interstitial  fi brosis, linfo-monocytic in fi ltrates, 
and necrosis similar to the histological alterations observed 
in acromegaly  [  53  ] . Also, different types of supraventricular 
and ventricular arrhythmias, focal or re-entry, can occur, par-
ticularly when other arrhythmogenic conditions are present, 
as metabolic disorders, hypertension, or hypertrophic or 
dilated cardiomyopathy, especially in athletes with genetic 
susceptibility to arrhythmias or latent cardiomyopathy. 

 Some research models for hypertrophic cardiomyopathy 
suggest that genetic mutations of sarcomeric function can 
induce a reduction in velocity and strength of contraction that 
can be a trigger for GH release with secondary compensatory 
hypertrophy and  fi broblastic growth  [  54  ] . The question about 
the negative role of GH abuse, for PDE effect, in athletes 
with latent HCM is still unclear. Adverse effects of IGF-I are 
similar to that of GH. IGF-I is thought to have analogous 
actions on muscle mass and function as the GH  [  44,   55  ] .  

   Beta-2-Agonists 
  b  

2
 -receptor agonists were both previously considered in the 

WADA lists, in the list of “anabolic agents,” and in the list of 
“stimulants,” and are used by athletes in order to increase 
muscle mass and physical strength.  b  

2
 -agonists are reported 

in the WADA list 2011 as S3 (  http://www.wada-ama.org    ). 
Salbutamol and salmeterol inhalatory administration is 
allowed in accordance with the manufacturers’ recommended 
therapeutic regime. The 2011 list abolished the requirement 
of  b  

2
 -agonists Declaration of Use. Another  b  

2
 -agonist clen-

buterol included in the WADA list among other anabolic 
agents is banned “at all times” (Table  32.1 ). 

  b  
2
 -Agonists might induce supraventricular and ventricular 

ectopic beats, as well as other focal and re-entry arrhythmias 
 [  56  ] , particularly in subjects with underlying cardiomyopa-
thies and in case of concomitant administration with other 
drugs. 

 The arrhythmogenic effect of these drugs is related both 
to their direct  b  

2
 -adrenergic action, particularly when inhaled, 

and, at long-term, to cardiac abnormality due to anabolic 
action, especially with systemic administration often in asso-
ciation with other anabolic agents. 

  b  
2
 -Agonists’ collateral effects are muscle mass increase 

with body fat loss, trembling, insomnia, headache, hyperten-
sion, nausea, excitement, and agitation.  

   Diuretics and Other Masking Agents 
 “Diuretics” are a class of heterogeneous substances prohib-
ited by IOC that act both as masking agents and as diuretics, 
reported in the WADA list 2011 as S5 (  http://www.wada-
ama.org    ). 

 Diuretics are often taken to mask assumption of other 
drugs having renal excretion: the purpose is to attempt to 
dilute the cut-off urinary concentration of those drugs which 
is evaluated in tests for doping control (e.g., stimulants, nar-
cotics, and anabolic steroids such as nandrolone, methandi-
enone metabolites, methyltestosterone, and stanazolol). 
Probenecid is a typical drug used for this purpose. 

 Diuretics are also used to lose weight temporarily in many 
types of sports sorted by weight categories. Furosemide is 
often used by intravenous injection by bodybuilders before 
competitions, to get better shaped muscles by washing out all 
subcutaneous tissue water. 

 Administration of diuretics may cause supraventricular 
and ventricular arrhythmias due to hypokalemia, dehydra-
tion, severe hypotension, and electrolytic imbalances, which 
are further facilitated by concomitant intake of stimulants, 
steroids, and peptidic anabolic agents or  b -agonists. 
Moreover, these arrhythmias might be particularly severe if 
underlying primary or “toxic” cardiac diseases are present. 
In the athletes with silent genetic mutations of sodium and 
potassium channels, induction of torsades des pointes, due to 
electrolytic imbalance and subsequent QT interval prolonga-
tion, may be particularly dangerous.   

   Substances and Methods Prohibited 
In Competition 

   Stimulants 
 The heterogeneous group of stimulants includes many classes 
of drugs, widely used in order to obtain performance enhance-
ment, a raise of aggressiveness and competitiveness level, 
and reduction of fatigue perception, or for “recreational” 
purposes, systematically reported in the WADA list 

http://www.wada-ama.org
http://www.wada-ama.org
http://www.wada-ama.org
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(Table  32.3 ). Amphetamines are widely used among com-
petitive athletes because of their well-known effects, which 
include performance enhancement, raise of aggressiveness, 
and reduction of fatigue perception  [  48,   57,   58  ] . Ephedrine 
and other similar alkaloids are also contained in the 
herbal product “ephedra,” marketed as a dietary supplement 
 [  59,   60  ] . The 2011 List includes the stimulant “methylhexa-
neamine,” another substance marketed as a nutritional sup-
plement (commonly known as geranium oil). In addition, 
methylenedioxymethamphetamine and other synthetic ana-
logues contained in the recreational drug “ecstasy” are com-
monly used by young people, including athletes  [  61,   62  ] .  

 Stimulants are a frequent cause of atrial  fl utter/ fi brillation, 
ventricular tachycardia  [  63  ] , in athletes, particularly during 
physical activity. In subjects predisposed, the intake of stim-
ulants can exacerbate the sympathetic effects due to physical 
exercise associated with the arrhythmogenic effect of illicit 
drugs administrated to athletes. 

 A meta-analysis  [  64  ]  on the ef fi cacy and safety of ephedra 
and ephedrine, taken for weight loss and improvement of 
physical performance, showed that there are not suf fi cient 
data to support the use of these compounds for enhancing 
athletic performance. By contrast, risks of psychiatric, auto-
nomic, and gastrointestinal symptoms as well as heart palpi-
tations were increased up to two- to threefold. QTc 
prolongation was observed in healthy young men who were 
taking ephedra and caffeine products  [  65  ] . Re-entry arrhyth-
mias may be due to adrenergic activity on myocardial refrac-
tory periods  [  66,   67  ] . Some cases of myocardial infarction 
and ventricular tachycardia were reported in amphetamine-
addicted individuals, even with normal coronary angiogra-
phy  [  68  ] . Several cases of cardiac arrest and sudden death 
were reported in users associated with coronary artery dis-
ease, cardiomyopathy, and myocarditis and others with direct 
myocyte toxicity  [  61,   66  ] . 

 In the long term, the abuse of stimulants may cause dilated 
cardiomyopathy and related arrhythmias  [  69,   70  ] . The con-
sumption of stimulants might result as particularly hazard-
ous in athletes with Wolf–Parkinson–White syndrome 
because of increasing atrial and ventricular excitability and 
shortening of accessory pathway refractoriness, with possi-
ble consequent fast atrial  fi brillation and ventricular 
 fi brillation  [  8  ] . 

 Sympathomimetic amines are also used to treat the atten-
tion de fi cit hyperactivity disorder (ADHD), a typical disor-
der of school-age boys with increased activity, inability to 
concentrate, and poor school performance. Cases of myocar-
dial infarction, stroke, and sudden death were reported in 
young people and adults treated for ADHD, particularly 
with methylphenidate  [  71  ] , drug inserted in the WADA list 
2009 as a speci fi ed stimulant. Caution in the long-term treat-
ment of young subjects with ADHD  [  72  ]  for pre-existing 
asymptomatic cardiovascular abnormality is strongly 

 recommended, and need of pre-treatment assessment and 
long-term monitoring is suggested.  

   Cocaine 
 The connection between cocaine use, sport, and arrhyth-
mogenic effects is well established. This drug, included in 
the “illicit drug” list as “nonspeci fi ed stimulants S6” 
(Table  32.3 ), is usually taken for its euphoric effects rather 
than to improve physical performance. There are no 
scienti fi c documentations about the ef fi cacy of cocaine in 
improving physical activity, even though it is well known 
that it may alter fatigue perception by its euphoric effects. 
Furthermore, its use represents a serious social problem: 
millions of addicted in the world, including many athletes 
 [  6,   73  ] . For this reason, cocaine collateral effects have been 
extensively studied, both with experimental research and 
with clinical effects on humans, also in athletes, and those 

   Table 32.3    The 2011 prohibited list of stimulants (S6) WADA code   

 All stimulants (including both optical isomers where relevant) are 
prohibited, except imidazole derivatives for topical use and those 
stimulants included in the 2011 Monitoring Program. a  
 Stimulants include: 
  a: Nonspeci fi ed stimulants  

 Adra fi nil; amfepramone; amiphenazole; amphetamine; 
amphetaminil; ben fl uorex; benzphetamine; benzylpiperazine; 
bromantan; clobenzorex; cocaine; cropropamide; crotetamide; 
dimethylamphetamine; etilamphetamine; famprofazone; 
fencamine; fenetylline; fen fl uramine; fenproporex; furfenorex; 
mefenorex; mephentermine; mesocarb; methamphetamine( d -); 
p-methylamphetamine; methylenedioxyamphetamine; 
methylenedioxymethamphetamine; moda fi nil; norfen fl uramine; 
phendimetrazine; phenmetrazine; phentermine; 4-phenylpiracetam 
(carphedon); prenylamine; prolintane. 

 A stimulant not expressly listed in this section is a Speci fi ed 
Substance. 

  b: Speci fi ed stimulants (examples)  
 Adrenaline b ; cathine c ; ephedrine d ; etamivan; etilefrine; 
fenbutrazate; fencamfamin; heptaminol; isometheptene; 
levmetamfetamine; meclofenoxate; methylephedrine d ; 
methylhexaneamine (dimethylpentylamine); methylphenidate; 
nikethamide; norfenefrine; octopamine; oxilofrine; 
parahydroxyamphetamine; pemoline; pentetrazol; 
phenpromethamine; propylhexedrine; pseudoephedrine e ; 
selegiline; sibutramine; strychnine; tuaminoheptane; 
and other substances with a similar chemical structure or 
similar biological effect(s). 

   a  The following substances included in the 2011 Monitoring Program 
(bupropion, caffeine, phenylephrine, phenylpropanolamine, pipradol, 
synephrine) are not considered as  Prohibited Substances  
  b   Adrenaline  associated with local anesthetic agents or by local admin-
istration (e.g., nasal, ophthalmologic) is not prohibited 
  c   Cathine  is prohibited when its concentration in urine is greater than 
5  m g per mL 
  d  Each of  ephedrine  and  methylephedrine  is prohibited when its concen-
tration in urine is greater than 10  m g per mL 
  e   Pseudoephedrine  is prohibited when its concentration in urine is 
greater than 150  m g per mL 
   http://www.wada-ama.org    —World Anti-Doping CODE 2011  

http://www.wada-ama.org
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studies represent an optimal model that can be extrapolated 
to the more complex phenomenon of illicit drugs including 
arrhythmias and sudden death (Table  32.4 ).  

 Cocaine, an alkaloid derived from Erythroxylon coca, has 
an important acute action, especially if inhaled or smoked, 
and also many important long-term effects has been demon-
strated in both men and animals  [  74,   75  ] . Indeed, this alka-
loid may cause different kinds of focal or re-entry 
supraventricular and ventricular arrhythmias, as ectopic 
beats, atrial  fi brillation, AV node re-entry tachycardia, WPW 
arrhythmias, and non-sustained and sustained VT and VF. 
Arrhythmias are frequently associated with physical effort. 
The association of the sympathetic effects of physical exer-
tion with cocaine addiction may play an important role in the 
genesis of these arrhythmias  [  73  ] . 

 Clinical and experimental animal studies on cocaine 
effects showed prolongation of PR, QT, and QTc intervals; a 
wide QRS; supraventricular and ventricular ectopic activity; 
ventricular tachycardia; and ventricular  fi brillation  [  74, 
  76–  78  ] . 

 Cocaine can lead to cardiac side effects, through multiple 
arrhythmogenic mechanisms:
    (a)    Local anesthetic effect with block of sodium and potas-

sium channels  
    (b)    Sympathomimetic effect with  a - and  b -receptors stimu-

lation and consequent heart rate and atrial and ventricu-
lar excitability increase  

    (c)    Intracellular calcium overload (after-depolarization 
arrhythmias)  

    (d)    Arrhythmias due to ischemia/reperfusion  
    (e)    Increase in heart rate due to vagolytic effect  
    (f)    Inhibitor of generations and conduction of the action 

potential, with prolongation of QRS due to sodium 
channel-blocking effects  [  79  ]      

 Arrhythmias may also be “secondary” to systemic effects 
of the drug such as hyperthermia, acidosis, and stroke, which 

are favored by particular environmental conditions (high 
temperature, high humidity, and air pollution). 

 The ability of cocaine to cause myocardial infarction 
 frequently with severe complications is well known  [  73,   75, 
  80,   81  ]  with the risk in the  fi rst hour after use as much as 
24-fold  [  82  ] . 

 Myocardial infarction as well as various arrhythmias can 
occur even after the  fi rst administration of cocaine, regardless 
of dosage. Cases of young athletes involved in physical activ-
ity soon after cocaine inhalation are typical, and many types of 
arrhythmias have been observed either in the setting of isch-
emic/reperfusion events or not: supraventricular tachycardia, 
atrial  fi brillation, ventricular tachycardia/ fi brillation, torsades 
des pointes due to “secondary” long QT syndrome, asystole 
(sporadic reports of asystole treated with emergency cardiac 
pacing), and cardiac arrest. “Chaotic atrial arrhythmia,” simi-
lar to that observed in severe respiratory insuf fi ciency or acute 
myocarditis, is considered a  typical toxic cocaine-related 
arrhythmia  [  8  ] . Also, cocaine-induced wide complex VT may 
be considered as typical toxic arrhythmia, frequently due to 
high doses of the drugs  [  75  ] , and the treatment is based on 
administration of sodium bicarbonate  [  83  ] . 

 Cocaine can induce electrocardiographic modi fi cations as 
a V1–V3 ST elevation (coved type) typical for Brugada syn-
drome, due to a selective block of myocardial Na channels 
probably in subjects with latent arrhythmic disease  [  84  ] . 
Long QT syndrome with possible torsade des pointes/VT is 
a well-reported collateral complication of cocaine intake, 
especially in subjects with congenital silent susceptibility 
 [  78,   85  ]  frequently related to hERG potassium channel 
blockade  [  77,   86  ] . 

 Long-term abuse of cocaine could result in myocardial 
hypertrophy  [  87  ] , myocarditis, dilated cardiomyopathy  [  75, 
  81,   87  ] , rupture of aortic aneurysm, stroke, and in accelerat-
ing the course of atherosclerosis  [  88,   89  ] . Post-mortem 
examination of some patients has shown areas of myocardial 
necrosis with “contraction bands” due to strong adrenergic 
stimulation  [  75,   90  ] . Different arrhythmias due to the under-
lying diseases have been observed, with lethal events often 
during physical exertion.  

   Narcotics 
 In the WADA list 2011, the following narcotics are prohib-
ited:  buprenorphine, dextromoramide, diamorphine (heroin), 
fentanyl and its derivatives, hydromorphone, methadone, 
morphine, oxycodone, oxymorphone, pentazocine, and 
pethidine.  

 Narcotics are not PEDs but are usually used by athletes 
when unable to participate in trainings or competitions for 
traumatic reasons. Use of these substances may cause dan-
gerous psychological reactions, a decrease in sensitivity to 
pain, and a disproportionate and false increase in the sense of 
courage, which may prove dangerous in certain situations. 

   Table 32.4    Arrhythmias and sudden death reported with cocaine use   

 • Any types of supra or ventricular arrhythmias, focal and re-entry, 
VT and VF. 

 • “Chaotic atrial arrhythmia,” like in severe respiratory insuf fi ciency 
or in acute myocarditis. 

 • 24-Fold increase in the risk of MI within the  fi rst hour after use. 
 • Typical toxic “wide complex VT” (high doses like in “body 

packers” with ruptured packet of cocaine in intestines) or “body 
stuf fi ng” (ingestion of drugs for evasion of arrest). 

 • Wide QRS complex with large R ¢  wave in aVR (typical hallmark 
of Na channel blockade) in massive overdose. 

 • Torsade de pointes due to long QT syndrome frequently related to 
hERG IKr channel block in subjects with or without congenital 
silent susceptibility. 

 • Brugada-like ECG patterns (ST segment elevation “coved types” in 
leads V1, V2, and V3 due to selective block of Na channel). 
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 Some narcotics can have arrhythmogenic effects. In par-
ticular, methadone was found to have a pro-arrhythmic effect 
(torsade des pointes), most likely owing to a block of the IKr 
current with QT prolongation  [  91–  93  ] . 

 A list of side effects due to narcotics in athletes has been 
proposed, psychological (dizziness, mood changing), sys-
temic (nausea, vomiting, depression, and sweating), and 
cutaneous (skin itching, skin redness, and skin irritations). 

 Among narcotics, oxycodone, a potent opioid analgesic 
drug, is increasingly used among high-school students and 
young athletes  [  94  ] .  

   Cannabinoids 
 They include marijuana and hashish and can induce exer-
cise-related sinus tachycardia, atrial  fi brillation, paroxysmal 
supraventricular tachycardia, supra and/or ventricular ecto-
pic beats, and severe ventricular arrhythmias  [  95,   96  ]  medi-
ated by catecholamines. An increase in cannabinoids 
addiction has been reported in every kind of sport, mostly 
because of a social recreational usage rather than for an ergo-
genic effect  [  97,   98  ] . Moreover, cannabinoids seem to cause 
drug dependence, psychomotor changes, antimotivational 
syndrome, and de fi ciencies of the immune system, which are 
often present in athletes after extreme physical efforts. A 4.8-
fold increase in the risk of myocardial infarction in the  fi rst 
hour following marijuana use was described  [  99  ] . Some 
adverse CV events including vascular complications, cere-
bral ischemic events, and stroke were observed  [  100  ] .   

   Substances Prohibited in Particular Sports 

   Alcohol 
 Alcohol is included in the classes of substances prohibited in 
particular sports and only in competition by some 
International Sports Federations (Table  32.5 ). Alcohol pro-
duces well-known depressive effects on central nervous sys-
tems,  movement in-coordination, and dif fi culties in careful 
concentration. Moreover, alcohol intake may be a cause of 

atrial  fl utter/ fi brillation  [  101  ] . Chronic alcohol intake may 
provoke a late occurrence of alcoholic cardiomyopathy and 
atrial  fl utter/ fi brillation, ventricular tachycardia, and heart 
failure.  

 Alcohol is often assumed in association with other illicit 
drugs. The combined use of ethanol and cocaine has been 
most frequently found in emergency departments and it can 
produce deleterious cardiovascular effects  [  102  ] . The risk of 
sudden death was found to be much higher in individuals 
who were taking both alcohol and cocaine than cocaine alone 
 [  103  ] . This additive effect was likely because of the produc-
tion of a metabolite, coca-ethylene, which can block the dop-
amine reuptake, enhancing the toxic effect of the cocaine 
used alone.  

   Beta-Blockers 
  b -Blockers are a class of substances prohibited only in com-
petition by IOC in speci fi c sports that require high degree of 
concentration and steadiness and in which the intake of these 
drugs can minimize tremors, anxiety, and emotional tachy-
cardia (Table  32.5 , P2 WADA list 2011). 

 These drugs may induce bradyarrhythmias with atrioven-
tricular blocks of various degrees, sinus bradycardia, junc-
tional and ventricular escape rhythms, ventricular ectopic 
beats bradycardia-dependent, especially in patients with 
underlying structural and electrical disorders (Table  32.6 ).     

   Table 32.5    P1. Alcohol   

 Alcohol (ethanol) is prohibited  In-Competition  only, in the following 
sports. Detection will be conducted by analysis of breath and/or blood. 
The doping violation threshold (hematological values) is 0.10 g/L 
 • Aeronautic (FAI) 
 • Archery (FITA, IPC) 
 • Automobile (FIA) 
 • Karate (WKF) 
 • Motorcycling (FIM) 
 • Ninepin and Tenpin Bowling (FIQ) 
 • Powerboating (UIM) 

    http://www.wada-ama.org    —World Anti-Doping CODE 2011  

   Table 32.6    P2.  b -Blockers   

 Unless otherwise speci fi ed, beta-blockers are prohibited  in-Competition  
only, in the following sports 
 • Aeronautic (FAI) 
 • Archery (FITA) (also prohibited  Out-of-Competition ) 
 • Automobile (FIA) 
 • Billiards and Snooker (WCBS) 
 • Bobsleigh and Skeleton (FIBT) 
 • Boules (CMSB) 
 • Bridge (FMB) 
 • Curling (WCF) 
 • Darts (WDF) 
 • Golf (IGF) 
 • Motorcycling (FIM) 
 • Modern Pentathlon (UIPM) for disciplines involving shooting 
 • Ninepin and Tenpin Bowling (FIQ) 
 • Powerboating (UIM) 
 • Sailing (ISAF) for match race helms only 
 • Shooting (ISSF, IPC) (also prohibited  Out-of-Competition ) 
 • Skiing/Snowboarding (FIS) in ski jumping, freestyle aerials/halfpipe, 

and snowboard halfpipe/big air 
 • Wrestling (FILA) 
 Beta-blockers include, but are not limited to, the following: Acebutolol, 
alprenolol, atenolol, betaxolol, bisoprolol, bunolol, carteolol, carvedilol, 
celiprolol, esmolol, labetalol, levobunolol, metipranolol, metoprolol, 
nadolol, oxprenolol, pindolol, propranolol, sotalol, timolol 

    http://www.wada-ama.org    —World Anti-Doping CODE 2011  

http://www.wada-ama.org
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   Cardiovascular Effects During Use and Abuse 
of Common Prescription Drugs 

   Anxiety and Mood Disorders 

 Patients with anxiety or mood disorders are a patient popula-
tion at risk for drug abuse and dependence. In this section, 
we will describe the cardiovascular adverse effect of the 
main drugs classes used to treat these disorders. 

 Anxiety disorders are the most common psychiatric ill-
nesses, with a prevalence of up to 20% in medical patients. 
Anxiety can be a primary psychiatric disorder or it can be a 
concomitant illness or a reaction to a primary medical dis-
ease or a medication side effect. 

 Mood disorders are the second main family of mental dis-
orders and comprise depressive disorders, bipolar disorders 
and depression associated to medical illness or alcohol and 
substance abuse. A depressive disorder can be diagnosed in 
20–30% of patients suffering from cardiovascular diseases, 
especially after myocardial infarction or in patients with 
chronic heart failure. 

 Depressed patients seem to be predisposed to cardiac 
arrhythmias, one of the proposed mechanisms involve a 
reduced parasympathetic nervous system activity often pres-
ent as a decreased heart rate variability  [  104  ] . 

   Benzodiazepines 
 Benzodiazepines (BDZ) are useful and commonly used, 
often in combination with other drug classes, in different 
phases of the course of treatment planning. 

 BDZ differ in terms of kinetics, metabolic pathways, and 
active metabolites; BDZ should not be prescribed for more 
than 4–6 weeks because of tolerance development and risk of 
abuse and dependence. 

 Cardiovascular effects of chronic use of BDZ may be due 
to respiratory depression during night sleeping time that can 
affect negatively tissue oxygenation, a critical point in 
patients with heart failure or congenital heart diseases  [  105  ] . 

 On the other side, discontinuation of BDZ assumption 
can cause a withdrawal syndrome with reactions that vary in 
severity and duration. Withdrawal syndrome is more com-
mon with triazolam and short-intermediate half-life BDZ, in 
particular if taken in repeated doses during daytime, while 
the syndrome is rare with long half-life BDZ and virtually 
absent with BDZ analogs as zolpidem and zopiclone. Time 
delay between last BDZ assumption and reactions onset is 
proportional to BDZ half-life (i.e., 24 h for lorazepam and 
3–7 days for diazepam). 

 Cardiovascular reactions during withdrawal syndrome 
include rhythm disorders, as tachycardia and ectopic beats, 
and blood pressure imbalance (orthostatic hypotension and 
mild systolic hypertension); moreover, autonomic arousal 

due to sympathetic hyperactivity conditions and different 
symptoms as diaphoresis, delirium, and tremors also occur. 
The administration of beta-blockers or clonidine can help in 
the management of reactions due to sympathetic hyperac-
tivity  [  106  ] .  

   Tricyclic Antidepressant Agents 
 Classic tricyclic antidepressant (TCA) agents, as imipramine, 
amitriptiline, and clomipramine, act as nonselective mono-
amino reuptake inhibitors. TCA present quinidine-like effects 
that are frequently encountered in older patients and children. 

 These effects are (a) dose-dependent reduction of myo-
cardial electrical tissue conduction velocity often leading to 
intraventricular block and AV conduction block of different 
degrees with an increase in QRS width and PR interval on 
surface ECG; (b) negative inotropic effect with a reduction 
on left ventricular ejection fraction; (c) repolarization abnor-
malities with QT interval lengthening and negative T waves; 
and rarely also a QT interval reduction has been described, 
likely due to antimuscarinic effect and noradrenalin reuptake 
block at adrenergic cardiac terminations. 

 QT lengthening should be monitored for the risk of ven-
tricular arrhythmias, in particular torsade des pointes (sec-
ondary long QT syndrome). 

 TCA can lead to other cardiovascular effects, especially 
in older patients: (a) sinus tachycardia (5% up to 20% of 
patients treated), with a mean increase of 15–20 bpm, prob-
ably due to peripheral anticholinergic activity; (b) peripheral 
vasospastic manifestations as Raynaud-like phenomena; and 
(c) orthostatic arterial hypotension in 5–25% of patients 
treated, in particular in patient treated with antihypertensive 
drugs  [  107–  110  ] . 

 Patients with cardiac diseases treated with class IC antiar-
rhythmic drugs ( fl ecainide, propafenone) or quinidine should 
be highly monitored also because the interaction between 
these drugs can lead to an increase in TCA blood concentra-
tion. Moreover, in patients with hypertension treated with 
 a  

2
 -agonist (clonidine, metildopa), TCA act as antagonists of 

these drugs.  

   Selective Serotonin Reuptake Inhibitors 
 The second mainstay class of drugs used for mood disorders 
is selective serotonin reuptake inhibitors (SSRI), including 
drugs as  fl uoxetine, sertraline, paroxetine, and citalopram. 

 Among cardiovascular effect, hypertension and sinus 
tachycardia are the most frequently recorded, and rarely 
 palpitations and heart failure symptoms due to a negative 
inotropic effect on myocardium. In older patients, SSRI can 
lead to sinus bradycardia and rarely to lipotimias. In case of 
drug overdose, rhythm disorders (brady-tachycardias) and 
hypotension are frequently present  [  111  ] . 

 Regarding drugs interaction, it is important to remember 
that SSRI inhibit hepatic CYP3A4 and it is necessary to 
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avoid or administer with reduced doses antiarrhythmic drugs 
as amiodarone,  fl ecainide, propafenone, sildena fi l, and lido-
caine (i.v.). Moreover, during SSRI intake, caution should be 
taken for patients in therapy with warfarin and quinidine. 
SSRI present also an antiplatelet activity that can lead to 
hemorrhagic disorders in patients taking aspirin or other 
drugs with antiplatelet effect  [  111,   112  ] .  

   Monoamine Oxidase Inhibitors 
 Monoamine oxidase inhibitors (MAOI), phenelzine, tranil-
cipromine, and isocarboxazide, are the third main group of 
drugs used in clinical practice. Monoamine oxidase is a com-
plex enzyme system, widely distributed throughout the body. 
Drugs that inhibit monoamine oxidase in the laboratory are 
associated with a number of clinical effects. 

 MAOI therapy is not recommended in patients with 
 cardiovascular disease, in particular in ischemic heart dis-
ease  [  112  ] . 

 Common cardiovascular side effect is postural hypoten-
sion; on the other side, the most serious reaction to phenel-
zine and MAOI, in general, involves changes in blood 
pressure with occurrence of hypertensive crises, which have 
sometimes been fatal. These crises are characterized by some 
or all of the following symptoms: headache, palpitation, neck 
stiffness or soreness, nausea, vomiting, sweating, dilated 
pupils and photophobia, either tachycardia or bradycardia 
can be recorded sometimes associated with constrictive chest 
pain. Moreover, intracranial bleeding has been reported as a 
complication of blood pressure rise. 

 Therapy with MAOI should be discontinued in patients 
presenting with blood pressure levels increase, palpitations, 
or frequent headaches. 

 During MAOI therapy, some drugs should be avoided in 
order to prevent cardiovascular complications: sympathomi-
metics including amphetamines, ephedrine, and over-the-
counter preparations for colds, fever, and weight reduction 
that contain vasoconstrictors (e.g., phenylephrine, phenyl-
propanolamine) as well as methyldopa, dopamine, levodopa, 
and tryptophan, as such combinations may precipitate hyper-
tension, severe headache, hyperpyrexia, and rarely even 
cerebral (subarachnoid) hemorrhage. 

 Moreover during MAOI therapy, the ingestion of cheese 
or other foods with high tyramine content should be avoided: 
hypertensive crises have sometimes been reported after 
ingestion of foods with high tyramine content. Tyramine is 
normally metabolized by monoamine oxidase in the intesti-
nal and hepatic cells. During monoamine oxidase inhibi-
tion, tyramine absorbed from the gastrointestinal tract 
passes freely into the blood circulation and releases norepi-
nephrine from adrenergic neurons, causing exaggerated 
hypertensive reactions, tachycardia, and other adrenergic 
effects  [  113–  115  ] .   

   Antibiotics 

 Macrolides, as erythromycin, clarithromycin, and azithro-
mycin   , are a commonly used antibiotics class acting through 
protein synthesis inhibition with binding to ribosomal 50S 
subunit of sensitive microorganisms  [  116  ] . 

 The most important cardiovascular adverse effect is QT 
prolongation on ECG, which brings a high risk of ventricular 
arrhythmias as torsade des pointes. 

 The risk of QT prolongation is higher as H1 antagonist (as 
terfenadine and astemizolo) are administered at the same 
time. 

 QT prolongation has been described with erythromycin, 
spiramycin, and rarely with clarithromycin, and caution 
should be taken during intravenous administration; torsade 
des pointes has been described more frequently during 
 therapy with erythromycin and clarithromycin, while rarely 
during therapy with azithromycin. Moreover, palpitations 
have been reported in patients taking azithromycin. 

 In patients receiving both erythromycin and digoxin, an 
increase in digoxin concentration has been described due to 
killing of digoxin-metabolizing bacteria  [  117  ] . 

 Rarely ventricular arrhythmias due to QT prolongation 
have been described during  fl uoroquinolones therapy.  

   Anti-viral Drugs 

 Antiherpetic agents, acting as nucleoside analogs (acyclovir, 
ganciclovir, and brivudin), do not present cardiovascular tox-
icity, while among antiretroviral agents, acting as nucleoside 
analog reverse transcriptase inhibitors, a direct cardiotoxic-
ity leading to heart failure has been rarely described with 
zalcitabine and didanosine. The use of zalcitabine has been 
also correlated with atrial  fi brillation, hypertension, and pal-
pitations  [  118,   119  ] .  

   Antineoplastic Agents 

 Among antineoplastic agents, anthracyclines present a well-
known cardiotoxicity through both an acute effect, rarely 
described, and a chronic cardiomyopathy, more commonly 
diagnosed. The acute toxic syndrome is not correlated with 
anthracyclines dose (doxorubicin is commonly used) and 
includes arrhythmic disorders, as supraventricular and ven-
tricular arrhythmias, atrioventricular conduction block, and 
acute heart failure with a severe depression of ventricular 
systolic function. 

 Chronic toxic cardiomyopathy is dose-dependent, heart 
failure is progressive and present a negative prognosis; risk 
factors for anthracyclines cardiomyopathy are hypertension, 
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ischemic cardiopathy, and advanced age. Heart failure risk is 
about 1–4% for cumulative doses up to 550 mg/m 2 ; above 
that dose level, the risk of heart failure development becomes 
rapidly very high. 

 Among anthracyclines, epirubicine presents a smaller risk 
of cardiotoxicity  [  120–  122  ] . 

 Among antineoplastic acting as pirimidine analogs, 
5- fl uorouracil (FU) can present a severe cardiotoxicity in 
0.5% of treated patients, displaying severe arrhythmic disor-
ders and cardiac arrest due to myocardial ischemia. New 
onset of both angina pectoris and asymptomatic ischemia on 
ECG tracings is sometimes reported during 5 FU therapy 
 [  122,   123  ] .  

   Histamine Receptor Antagonists 

 Antihistamine agents are contraindicated in clinical subsets 
at risk of development of cardiac arrhythmias, especially 
ventricular arrhythmias as torsade des pointes; 1st- and 2nd-
generation agents act by inhibition of Ik 

i
  current channels, 

leading to a prolongation of QT interval on ECG up to 
arrhythmogenic threshold  [  124–  126  ] . 

 Caution should be taken in case of severe heart failure, 
severe left ventricular hypertrophy, electrolytic disturbances, 
complete bundle branch block, digitalis intoxication, and 
ischemic cardiopathy. If necessary, agents as cetirizine, 
desloratadine, fexofenadine, or levocetirizine should be 
administered with ECG monitoring. 

 1st-generation agents and terfenadine present a total car-
diovascular toxicity (t.t.) in about 0.2 pt/million doses and 
severe toxicity (s.t.) in 0.16% of treated patients; astemizolo 
presents t.t. in about 0.12 pt/million doses and s.t. in 0.04% 
of treated patients; while 2nd-generation agents present t.t. 
in <0.1 pt/million doses and s.t. <0.02% of treated patients. 

 Long QT prolongation is dose dependent and it is more 
frequently observed during treatment with terfenadine, 
astemizolo, difenidramine, idrossizina, and dimenidrinate. 

 Other cardiovascular effects include the following:
    (a)    ECG abnormalities as U waves on ECG, and ST 

abnormalities  
    (b)    Conduction blocks as atrioventricular block, fascicular 

or bundle branch blocks  
    (c)    Sinus bradycardia or tachycardia, ectopic beats  
    (d)    Orthostatic hypotension and sometimes syncope (in 

older patients or after i.v. administration)  
    (e)    Hypertension      

   Thyroid Hormones 

 Eating disorders and the associated behavioral problems are 
frequently related to drug abuse. Levotiroxine or thyroid 

 hormones extracts are frequently used as illicit components 
of anti-obesity pills in subjects with normal thyroid function. 

 Cardiovascular symptoms and signs during levotiroxine 
intake are usually tachycardia, palpitations, increase in dif-
ferential pressure, and arrhythmias; moreover, exogenous 
thyroid hormones intake causes an increase in metabolic 
demand and myocardial oxygen consumption which can 
determine myocardial ischemia. Angina pectoris should be 
treated conventionally with large use of beta-blockers, if left 
ventricular dysfunction is not present. Caution should be 
taken in patients with previous history of hypertension, isch-
emic cardiopathy, and heart failure.   

   Conclusions 

 The intake of illicit drugs included in the WADA list may 
cause a wide spectrum of cardiac arrhythmias, even in healthy 
subjects with no previous history of cardiac diseases. The 
assumption of illicit drugs could be particularly dangerous in 
competitive athletes with previous arrhythmic manifesta-
tions, such as atrial  fi brillation,  fl utter, and AV node re-entry 
tachycardia, or with an underlying arrhythmogenic substrate, 
such as accessory AV pathways and latent structural heart dis-
eases (concealed hypertrophic or dilated cardiomyopathies, 
myocarditis, segmental arrhythmogenic ventricular cardio-
myopathy, and coronary artery anomalies). It is possible that 
athletes with latent inherited arrhythmogenic cardiac diseases 
due to defects of genes encoding cytoskeleton, sarcomere, 
cell junction, and ion channels are most likely at risk of severe 
arrhythmic events. For instance, subjects with “silent” muta-
tions of long QT syndrome genes may be particularly sensi-
tive to illicit drugs such as anabolic steroids, beta-2-agonists, 
diuretics, cocaine, or drugs prescribed in clinical practice 
such as speci fi c antibiotics and histamine receptor antago-
nists. These drugs could produce a critical prolongation of 
action potential duration that can precipitate, in combination 
with other trigger conditions, episodes of VT/VF. Also, sub-
jects with latent Brugada syndrome are particularly sensitive 
to cocaine intake. Catecolaminergic polymorphic ventricular 
tachycardias (CPVT) due to cardiac ryanodine receptor gene 
(hRyR2) defects (CPVT type I) or to calsequestrin (CASQ2) 
gene defects (CPVT type II) or related to ARVD type II are 
genetic arrhythmogenic diseases with characteristic “poly-
morphic VT” during physical or emotional stress. In athletes 
carrying these gene mutations, illicit drugs like anabolic ste-
roids, beta-2-agonists, stimulants, cocaine, cannabinoids, as 
well as various combinations of them could be particularly 
dangerous. Finally, the prolonged assumption of several illicit 
drugs such as androgenic anabolic agents, GH, IGF-I, and 
stimulants, including cocaine, may induce the development 
of “ex novo” forms of hypertrophic or dilated cardiomyopa-
thy, coronary artery disease, and myocarditis. 
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 Moreover, among common prescription drugs, caution 
should be always taken regarding many agents used in the 
treatment of anxiety and mood disorders, which can lead to 
cardiac toxicity and collateral effects.      
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  Abstract 

 The pro fi les of liver disease associated with chronic alcohol consumption show a great deal 
of individual variability in severity and progression of the condition for comparable levels 
of alcohol consumption. It has traditionally been assumed that this variability may re fl ect 
individual genetic factors, such as the expression and activity of individual isoforms of 
ADH and ALDH that determine the pharmacokinetics of ethanol metabolism, but is also 
in fl uenced by variations in temporal intake patterns (binge vs. steady drinking) or by nutri-
tional status, gender, exposure to other damaging factors, such as smoking or use of other 
drugs of abuse. In addition, the onset and severity of alcoholic liver disease (ALD) is 
strongly in fl uenced by other comorbid conditions such as infection with hepatitis B or C 
viruses, and/or human immunode fi ciency virus (HIV), diabetes, hemochromatosis, or obe-
sity, suggesting that chronic alcohol consumption may affect the susceptibility to other chal-
lenges. The origin of this increase in susceptibility to ALD is not due solely to intrahepatic 
factors, but may also involve alcohol-induced changes in other tissues, ranging from adi-
pose tissue to the CNS, the gut, and the immune system. Thus, although the factors contrib-
uting to alcohol-induced liver disease remain poorly understood, they are complex and 
systemic. 

 Although abstinence from drinking can reverse alcoholic fatty liver and is helpful in the 
management of alcoholic hepatitis and cirrhosis, current treatment of ALD includes pallia-
tive therapy and nutritional support. There are no speci fi c anti fi brotic compounds available 
for the reversal of alcohol-induced liver  fi brosis and cirrhosis.     
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  Learning Objectives    

    Chronic alcohol consumption results in alcoholic • 
liver disease, which encompasses fatty liver, steato-
hepatitis,  fi brosis, cirrhosis, hepatocellular carci-
noma, and acute alcoholic hepatitis  
  Alcohol metabolism by the liver produces acetalde-• 
hyde (a highly reactive chemical that forms adducts 
with DNA, RNA, and proteins) and acetate; 
increases the formation of reactive oxygen species 
(ROS) and produces oxidative stress; and changes 
the redox state of hepatocytes by increasing the 
ratio of reduced to oxidized NAD  

(continued)
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           Introduction 

    Liver disease can result from a variety of causes, including 
infectious agents, medications, herbs, excessive alcohol con-
sumption, inherited metabolic disorders, cholestatic and 
immune disorders, hemochromatosis, schistosomiasis, and 
obesity. This chapter focuses on alcohol-induced liver dis-
ease. The consumption of large quantities of alcoholic bever-
ages over long periods is associated with diseases of many 
organs, but the liver stands out as the tissue that is generally 
most severely affected by this exposure. Numerous mecha-
nisms have been advocated for alcohol-induced liver disease, 
including alcohol metabolism which results in the formation 
of reactive oxygen species (ROS) and oxidative stress, for-
mation of acetaldehyde, as well as the changes in the redox 
state of hepatocytes. In addition, activation of hepatic stel-
late cells (HSC) and expression of in fl ammatory cytokines 
are involved. Four topics will be    addressed: (1) alcohol 
metabolism and role in alcoholic liver disease (ALD); (2) 
consequences of alcohol consumption and various aspects of 
ALD; (3) comorbid factors; and (4) treatment.   

   Alcohol (Ethanol) Metabolism in the Liver 

 Ingested ethanol is readily absorbed from the gastrointestinal 
tract. Only about 2–10% of the absorbed alcohol is eliminated 
via lungs and kidneys; the remaining 90% is metabolized 
mainly in the liver by oxidative pathways, and by nonoxida-
tive pathways mainly in extrahepatic tissues. Oxidative 
metabolism in the liver results in extensive displacement of 
the liver’s normal metabolic substrates and the production of 
acetate which is preferentially used as energy source by tis-
sues such as the brain and the heart. Alcohol metabolism pro-
duces 7.1 kcal/g and as such is the preferred fuel in the body. 

   Oxidative Pathways 

 The liver is the main organ for metabolizing ethanol. The 
major pathway of oxidative metabolism of ethanol in the liver 
involves cytosolic  alcohol dehydrogenase  (ADH, of which 
multiple isoenzymes exist; see Table  33.1 ) to produce acetal-
dehyde, a highly reactive and toxic molecule accumulation of 
which contributes to tissue damage. ADH also acts on a wide 
range of other substrates, e.g., mediating  w -oxidation of fatty 
acids, but its preferred substrate is ethanol. This oxidation is 
accompanied by the reduction of NAD +  to NADH, and etha-
nol oxidation thereby generates a highly reduced cytosolic 
environment in cells where ADH is active (predominantly 
hepatocytes). The cytochrome P450 isozymes, including 
CYP2E1, 1A2, and 3A4, which are present predominantly in 
the endoplasmic reticulum (ER), also contribute to ethanol 
oxidation to acetaldehyde in the liver, particularly after 
chronic ethanol intake. CYP2E1 is induced by chronic etha-
nol consumption and assumes an important role in metaboliz-
ing ethanol to acetaldehyde at elevated alcohol concentration. 
It also produces highly ROS, including hydroxyethyl, super-
oxide anion, and hydroxyl radicals. Another enzyme,  cata-
lase , located in the peroxisomes, is capable of oxidizing 
ethanol in vitro in the presence of a hydrogen peroxide (H 

2
 O 

2
 ) 

generating system, such as  NADPH oxidase  or  xanthine oxi-
dase , or during peroxisomal oxidation of very long-chain 
fatty acids (Fig.  33.1 ). Quantitatively, however, this is consid-
ered a minor pathway of ethanol oxidation.   

 Acetaldehyde, produced by ethanol oxidation through 
any of these mechanisms, is rapidly metabolized, mainly by 
mitochondrial  aldehyde dehydrogenase  (ALDH2) to form 
acetate and NADH. Mitochondrial NADH is oxidized by the 
electron transport chain. Other metabolic pathways are dis-
cussed elsewhere  [  1  ] . 

 Acetaldehyde also has the capacity to react with lysine 
residues on a wide range of proteins including enzymes, ER 
proteins, microtubules, and affect their function. It can also 

  Heavy alcohol consumption accelerates liver dam-• 
age due to infection with hepatitis C and/or HIV 
viruses  
  Although alcohol-induced fatty liver could be • 
reversible, no treatment is currently available for 
cirrhosis    

  Issues that Need to Be Addressed by Future Research 

    What are the exact mechanisms by which alcohol • 
induces fatty liver,  fi brosis and cirrhosis, as well as 
hepatocellular carcinoma?  
  Is steatosis a prerequisite for  fi brosis?  • 
  Why do only about 15% of heavy drinkers have cir-• 
rhosis? And why does it often take over 20 years to 
develop? Is there a role for alcohol and ageing?  
  What is the role of alcohol-induced disturbances of • 
gut micro fl ora on liver disease? Can we use prebiot-
ics or probiotics to treat alcoholic liver disease?  
  What is the role of the endocannabinoid system in • 
energy balance, metabolism, in fl ammation, and 
alcoholic liver disease?  
  How do alcohol effects on the circadian rhythm • 
in fl uence liver metabolism and disease?    
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react with biochemically active amines, e.g., in the CNS it 
can react with dopamine to form salsolinol, which has been 
suggested to play a role in the addictive effects of ethanol. 
Formation of protein adducts in hepatocytes may contribute 
to impaired protein secretion, resulting in hepatomegaly. 

   Consequences of Alcohol Metabolism 
by Oxidative Pathways 
 The following effects result from alcohol metabolism in the 
liver:
    (a)     Acetaldehyde formation . Oxidation of alcohol by ADH, 

CYP2E1, and  catalase  results in the formation of acetal-

dehyde, which is rapidly metabolized to acetate by 
ALDH mainly in the mitochondria. Acetaldehyde, if 
accumulates to high concentrations, can form adducts 
with DNA, RNA, and proteins resulting in enzyme inac-
tivation and decreased DNA repair. There is evidence 
that more stable mixed adducts of acetaldehyde and 
malondialdehyde, a byproduct of oxidative stress, can 
form on reactive lysine residues on proteins which are 
immunogenic and can induce the production of speci fi c 
antibodies that can contribute to immune-mediated tis-
sue damage. The inactive form ALDH2*2 which is pres-
ent in about 25–50% of Asians is ineffective in removing 

Oxidative Pathways of Alcohol Metabolism

Cytosol

ADH
Ethanol Acetaldehyde

NAD+ NADH

Endoplasmic reticulum

CYP2E1

NADPH + H+ + O2 NADP+  + 2 H2O

Peroxisomes

Catalase

H2O2 H2O

AceCS2

ALDH2
Acetate

C
ir

cu
la

ti
o

n

NADHNAD +

Mitochondria

Result:

Acetaldehyde adduct formation

Increase ROS formation

Acetate

ALDH1

Increase in NADH:NAD+ ratio

Acetyl-CoA

X

2

3

2

3

1

1

2

3

  Fig. 33.1     AceCS2  acetyl-CoA synthase 2;  ADH  alcohol dehydroge-
nase;  ALDH  aldehyde dehydrogenase;  NAD  nicotinamide adenine 
dinucleotide;  NADH  reduced NAD;  NADP  nicotinamide adenine dinu-
cleotide phosphate;  H  

 2 
  O  

 2 
  hydrogen peroxide;  ATP  adenosine 5 ¢  triphos-

phate. Ethanol is metabolized mainly in hepatocytes cytosol by ADH, 

and the resultant acetaldehyde is mainly metabolized by the mitochon-
drial ALDH to form acetate. AceCS2, which metabolizes acetate to 
acetyl-CoA is not expressed in the liver, therefore acetate formed in the 
liver is released into the circulation to be metabolized by extrahepatic 
tissues to acetyl-CoA       

   Table 33.1    Human ADH isozymes   

 Gene nomenclature 

  K  
m
  (mM)   Turnover    (min −1 )  Tissue  Class  New  Former  Protein 

 I   ADH1A    ADH1    a   4.0  30  Liver 

  ADH1B*1    ADH2*1    b  
1
   0.05  4 

  ADH1B*2    ADH2*2    b  
2
   0.9  350  Liver, lung 

  ADH1B*3    ADH2*3    b  
3
   40.0  300 

  ADH1C*1    ADH3*1    g  
1
   1.0  90  Liver, stomach 

  ADH1C*2    ADH3*2    g  
2
   0.6  40 

 II   ADH4    ADH4    p   30.0  20  Liver, cornea 

 III   ADH5    ADH5    c   >1,000  100  Most tissues 

 IV   ADH7    ADH7    s ( m )  30.0  1,800  Stomach 

 V   ADH6    ADH6      ND  ND  Liver, stomach 

  The  a ,  b , and  g  subunits of ADH are encoded by three closely linked loci on chromosome 4: ADH1A, ADH1B, and ADH1C. In addition to 
metabolizing ethanol, ADH is involved in the metabolism of physiological substrates such as steroids, oxidation of intermediary alcohols in 
mevalonate metabolism, and  w  oxidation of fatty acids ( K  

m
  and  Turnover    values from Hurley et al.  [  66  ] ); ND = Not Determined  
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acetaldehyde resulting in facial  fl ushing, tachycardia, 
headache, and nausea. This generally acts as a deterrent 
for developing alcohol dependence.  

    (b)     Acetate formation . Most of the acetate resulting from 
ethanol metabolism escapes the liver to the blood and is 
eventually metabolized to CO 

2
  by way of the tricarboxy-

lic acid (TCA) cycle in cells with mitochondria that con-
tain enzymes to convert acetate to the metabolically 
active intermediate acetyl CoA. This occurs primarily in 
tissues such as heart, skeletal muscle, and brain. Acetate 
is not an inert product. Acetate has been suggested to 
activate a variety of metabolic processes in tissues where 
the formation of acetyl CoA is prominent  [  2  ] , in part by 
serving as an energy substrate, in part through the forma-
tion of AMP. It should be noted that AMP formation may 
also activate intracellular signaling pathways through its 
effect on AMP-activated protein kinase (AMPK), which 
activates catabolic processes and inhibits synthetic pro-
cesses, including protein synthesis and lipid synthesis. 
Acetate has also been reported to depress the central ner-
vous system (CNS). It has been established that upon 
ethanol intake the brain starts using acetate as a substrate 
rather than glucose (analogous to the use of fatty acids in 
severe starvation when glucose levels from gluconeo-
genesis are low). However, the energy yield from acetate 
oxidation is relatively low compared to glucose.  

    (c)     Formation of reactive oxygen species (ROS) and oxida-
tive stress . ROS, including superoxide (⋅O  

2
  −  ), hydrogen 

peroxide (H 
2
 O 

2
 ), hypochlorite ion (OCl − ), and hydroxyl 

(⋅OH) radicals, are generated by many reactions in mul-
tiple compartments in the cell, e.g.,  NADPH oxidases  in 
the plasma membrane, cytochrome P450 isoforms in the 
ER, lipid metabolism within the peroxisomes; and vari-
ous cytosolic  cyclooxygenases . However, in most cells 
the vast majority of ROS results from electron transport 
by the mitochondria. 

 Ethanol-induced oxidative stress has been attributed 
to a decrease in the NAD + /NADH redox ratio, acetalde-
hyde formation, CYP2E1 induction, hypoxia, cytokine 
signaling, mitochondrial damage, LPS activation of 
Kupffer cells, reduction in antioxidants particularly 
mitochondrial and cytosolic glutathione, one electron 
oxidation of ethanol to 1-hydroxy ethyl radical, and the 
conversion of  xanthine dehydrogenase  to  xanthine 
oxidase .  

    (d)     Change in Hepatocyte Redox State (Increase in NADH/
NAD   +    Ratio) . Beginning in the late 1960s, Krebs and 
Veech have demonstrated that metabolic pathways in 
the liver are partly regulated by the ratio of the reduced 
and oxidized forms of nicotinamide adenine dinucle-
otide (NADH:NAD + ). A change in the levels of these 
metabolites, which results in a shift of the redox 
 potential of hepatocytes, causes a marked alteration in 
various reversible metabolic pathways  [  3  ] . It has been 

 demonstrated more than 50 years ago that both acute 
and chronic  alcohol consumption shift the redox state of 
the liver to a more reduced level  [  4,   5  ] , similar to, though 
much more pronounced than the shift observed in diabe-
tes and during starvation. Rats fed alcohol for 4–6 weeks 
developed fatty livers, showed an increase in 
NADH:NAD +  ratio from 1.2 to 8.6, and exhibited four-
fold to  fi vefold increase in  b -hydroxybutyrate, and dou-
ble the level of  a -glycerophosphate  [  6  ] . Alcohol 
metabolism produces a signi fi cant increase in the hepatic 
NADH/NAD +  ratio in both the cytosol and the mito-
chondria, as evidenced by an increase in the lactate/
pyruvate and  b -hydroxybutyrate/acetoacetate ratios, 
respectively  [  7  ] . The reducing equivalents of NADH in 
the cytosol are transported into the mitochondria pri-
marily via the malate–aspartate shuttle. However, the 
activity of this process may be limited by the more 
reduced state of mitochondrial NAD due to the simulta-
neous oxidation of acetaldehyde. Formation of lactate 
functions in part as an over fl ow pathway to reoxidize 
cytosolic NADH in the liver. Thus, ethanol oxidation 
vastly increases the availability of oxidizable NADH to 
the electron transport chain in the mitochondria. The 
liver responds to ethanol exposure in part by increasing 
the rate of oxygen uptake, which may lead to periods of 
hypoxia, in particular in the downstream (pericentral) 
parts of the liver lobule. Interestingly, this is the region 
where tissue damage is often observed with chronic 
ethanol consumption. The change in NAD redox state 
may have many other consequences for metabolic regu-
lation in the liver. NAD +  in fl uences many important cel-
lular reactions, and the ratio of NADH to NAD +  
 fl uctuates in response to changes in metabolism. Redox 
changes that happen after binge drinking seem to be 
attenuated with chronic ethanol ingestion, although 
some changes, e.g., accumulation of fat in liver, con-
tinue with chronic consumption.        

   Consequences of Chronic Alcohol 
Consumption for Liver Function 

   Stages of Alcoholic Liver Disease 

 Alcoholic liver disease (ALD) incorporates a broad range of 
defects, with greatly variable degrees of severity. A common 
consequence of chronic alcohol consumption is the develop-
ment of fatty liver, histologically evident by the occurrence 
of lipid droplets in hepatocytes (hepatocellular steatosis). 
Lipid droplets are vesicular structures formed at the endo-
plasmic reticulum by mechanisms that are still poorly under-
stood and that function as intracellular lipid storage reservoirs. 
They consist of a lumen containing lipid esters, mostly trig-
lycerides, surrounded by a single phospholipid monolayer 
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and coated with proteins of the PAT family (perilipin,  adipose 
differentiation-related protein (ADRP), and tail-interacting 
protein of 47 kDa (TIP47) are the founding members of this 
family), which control access to the lipid stores  [  8  ] . 

 The condition of hepatocellular steatosis was long 
thought to be a relatively innocuous side effect of heavy 
drinking, because it is usually readily reversible upon cessa-
tion of alcohol consumption. However, fatty liver often 
develops in other clinical conditions characterized by 
signi fi cant metabolic defects, such as obesity, metabolic 
syndrome, and type 2 diabetes, and it is now generally rec-
ognized that fatty liver by itself re fl ects a condition of meta-
bolic stress that is a risk factor for the development of more 
severe forms of liver disease. Some authors distinguish 
between macrovesicular (lipid droplets of several microns in 
diameter) and microvesicular (foamy) steatosis and suggest 
that the former is the more pernicious of these conditions, 
possibly associated with mitochondrial dysfunction and 
apoptotic cell death  [  9  ] . However, there is as yet no good 
understanding of the factors that differentiate these forms of 
steatosis or whether these are merely epiphenomena of dif-
ferent functional states of the tissue, e.g., related to condi-
tions of more severe oxidative stress. 

 It is likely that steatosis predisposes the tissue to the 
development of hepatitis, an in fl ammatory condition charac-
terized by moderate to severe tissue damage with a signi fi cant 
increase in serum levels of liver enzymes (ALT and AST) 
and histologically showing necrotic foci with neutrophil 
in fi ltration. Acute alcoholic hepatitis is a potentially fatal 
disease that develops in a signi fi cant fraction (30–40%) of 
chronic heavy drinkers, often after many years of alcohol 
consumption. However, subacute chronic hepatitis may be 
more widespread and often goes undetected. 

 A modest (10–15%) fraction of chronic heavy drinkers 
proceeds to develop  fi brosis and cirrhosis. Fibrosis is a scar-
ring response of the tissue that is characterized by the depo-
sition of abnormal extracellular matrix. Excessive deposition 
of  fi brotic material over many years leads to cross-linking 
and stabilization of the scar tissue that cannot be resolved by 
liver repair mechanisms and interferes with normal liver 
function. 

 Even though there is a clear relationship between lifetime 
alcohol consumption and the risk of developing liver cirrho-
sis, it is remarkable that only a small fraction of chronic 
heavy drinkers develop these more advanced stages of liver 
disease. The factors that facilitate the development of hepati-
tis and cirrhosis are not well characterized. It is often hypoth-
esized that chronic alcohol consumption may be a 
predisposing factor that could sensitize the tissue to other 
injurious conditions (second-hit hypothesis). For instance, as 
discussed below, the existence of comorbid conditions, such 
as hepatitis B or hepatitis C infection, may contribute to the 
more severe forms of ALD. Fibrosis and cirrhosis also are 

thought to be risk factors for hepatocellular carcinoma 
(HCC), which may occur in 10–15% of patients who develop 
liver cirrhosis. There is strong evidence from animal studies 
that chronic ethanol treatment causes both parenchymal and 
nonparenchymal cells to have different susceptibility to other 
damaging conditions. This may re fl ect a change in the cel-
lular stress defense mechanisms, (e.g., oxidative stress 
defenses are reportedly impaired in hepatocytes from etha-
nol-fed animals)  [  10  ]  or ethanol may affect the balance of 
autocrine or paracrine mediators that are critical in maintain-
ing normal homeostatic conditions. In addition, chronic 
alcohol consumption interferes with liver regeneration, a 
highly effective repair mechanisms unique to the liver that 
avoids scar tissue formation. However, the second-hit hypoth-
esis does not adequately account for the fact that the more 
advanced forms of ALD do not develop in a stochastic pat-
tern and invariably take a minimum of 10–20 years to 
develop. This observation suggests that aging itself may con-
stitute a conditioning factor that could enhance the risk of 
developing alcoholic liver  fi brosis and cirrhosis. However, 
mechanisms to account for the age dependence of develop-
ing advanced forms of ALD remain to be explored.  

   Alcoholic Fatty Liver 

   Mechanisms That Promote Hepatocellular Steatosis 
  Metabolic factors : In the  fi nal instance, the development of 
fatty liver re fl ects a metabolic imbalance that involves dereg-
ulation of hepatic lipid metabolism. However, the metabolic 
pathways involved are complex and interact intricately with 
other metabolic demands in the liver (e.g., carbohydrate 
metabolism, energy supply and demand) and structural 
aspects of cell function (membrane function, vesicle 
traf fi cking). Also lipid metabolism in the liver is integrated 
with other tissues that regulate food intake, fat storage, and 
metabolism and that are controlled by hormones and other 
circulating mediators. Thus, it is not surprising that a wide 
variety of factors, nutritional, environmental, or metabolic, 
can result in a condition of hepatocellular steatosis. These 
include impairments in mitochondrial and peroxisomal fatty 
acid oxidation in the liver, enhanced release of fatty acids 
from storage sites in adipose tissue, increased uptake into the 
liver from the circulation, as well as increased hepatic 
de novo synthesis of fatty acids and triglycerides. In addi-
tion, sustained imbalances in nutritional supply of fat and the 
capacity to process it may lead to defects in lipoprotein 
metabolism and precipitate conditions that stretch the regu-
latory capacity of the body (largely dependent on the critical 
role of insulin) to its limits. Classically, this is re fl ected in a 
condition of insulin resistance, which commonly accompa-
nies defects associated with the metabolic syndrome and 
type 2 diabetes mellitus. 
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  Regulatory controls on lipid metabolism:  Hepatic lipid 
metabolism is subject to short-term regulation at a large 
number of sites, mediated in large part by covalent 
modi fi cation (e.g., phosphorylation) of critical proteins that 
regulate the  fl ux through distinct branches of the system. The 
cellular signals mediating these effects give the liver cell the 
capacity to respond to extracellular signals provided by hor-
mones, cytokines, and adipokines that re fl ect the functional 
state of the organism. Major sites of regulation include the 
uptake of long-chain free fatty acids from the circulation into 
the liver cytosol where they can be bound to fatty acid bind-
ing proteins (FABP), which buffers their availability for 
interaction with other target proteins. Further metabolism 
largely requires activation of fatty acids to long-chain acyl-
CoA esters and their binding to acyl-CoA binding protein 
(ACBP), which controls its delivery to major metabolic path-
ways, including mitochondrial or peroxisomal oxidation, 
triglyceride synthesis, or phospholipid synthesis and turn-
over. Additional sites of regulation involve the synthesis and 
processing of lipoprotein in the endoplasmic reticulum for 
export of triglycerides or their storage in lipid storage vesi-
cles. Furthermore, de novo fatty acid synthesis responds to 
the availability of acetyl CoA produced from carbohydrate 
metabolism. A well-known example involves the regulation 
of the balance of mitochondrial fatty acid oxidation and 
de novo fatty acid synthesis from acetyl CoA at the level of 
acetyl CoA carboxylase (ACC). This enzyme mediates the 
formation of malonyl-CoA, the substrate for Fatty Acid 
Synthase. Malonyl-CoA simultaneously functions as an 
effective inhibitor of carnitine palmitoyl transferase-1 (CPT-1), 
the acylcarnitine transporter in the mitochondrial outer mem-
brane that is required for mitochondrial  b -oxidation of long-
chain fatty acids. Thus, the level of malonyl-CoA is a major 
determinant of the balance of fatty acid synthesis and oxida-
tion. Interestingly, ACC is subject to regulation by phospho-
rylation. The major protein kinase responsible for ACC 
regulation is AMPK, a system that is known to function as a 
sensor for metabolic demand. AMPK also regulates critical 
early steps in cholesterol biosynthesis and thereby is in a cru-
cial position to affect lipid metabolism in the liver. 
Interestingly, recent studies on experimental animals have 
suggested that AMPK may be a target for ethanol  [  11  ] . 
A large number of additional regulatory controls on different 
steps of the lipid metabolic pathways have been described. 
However, there is as yet only a limited understanding as to 
how the multitude of control mechanisms integrates to gen-
erate a coherent response to the wide range of metabolic con-
ditions encountered in the course of normal metabolism. 

 In large part, the adaptations to longer term deregulation 
of hepatic lipid metabolism involve two sets of transcription 
factors that exert predominant control over the expression of 
a diverse group of enzymes involved in hepatic lipid metabo-
lism. PPAR- a  is a transcriptional regulator that controls the 

expression of a broad range of critical enzymes required to 
enhance fatty acid oxidation through both peroxisomal and 
mitochondrial pathways. Upon activation, PPAR- a  can be 
activated by heterodimerization with Retinoic acid X recep-
tors (RXR) and migrate to the nucleus, where it can bind to 
promoter regions of its target genes. PPAR- a  activity is regu-
lated by a variety of drugs known as peroxisome prolifera-
tors, including clo fi brate and its derivatives, but the 
predominant physiological regulators of PPAR- a  are long-
chain fatty acids. Transgenic animals that overexpress 
PPAR- a  in the liver are resistant to steatosis and treatment 
with peroxisome proliferating drugs has a similar antiste-
atotic effect. The transcriptional response to PPAR- a  activa-
tion is further enhanced by interaction with the coactivators 
protein PGC-1 a . Interestingly, this protein has recently 
emerged as a major regulator of energy metabolism and its 
effects on cell metabolism closely interlink with the regula-
tory effects of AMPK  [  12  ] . 

 Largely in opposition to PPAR- a , the enzymatic machin-
ery of fatty acid synthesis and triglyceride formation is pre-
dominantly controlled by the SREBP-1c transcription factor. 
SREBP-1c is one of several isoforms encoded by two genes, 
 srebp1  and  serbp2 . SREBP-1 exists in two different splice 
forms, SREBP-1a and SREBP-1c, of which the latter iso-
form is the predominant form expressed in the liver. SREBP-2 
also is active in the liver and controls the expression of 
enzymes of cholesterol metabolism. Precursor forms of 
SREBP-1c and SREBP-2 are intrinsic membrane proteins in 
the endoplasmic reticulum membrane. Upon activation 
SREBPs are proteolytically activated by SREBP-cleavage 
activating protein (SCAP), which enables the protein to 
migrate to the trans-Golgi apparatus, where it is further pro-
cessed to the active form that can be translocated to the 
nucleus to control the expression of critical enzymes of fatty 
acid synthesis and triglyceride synthesis. Transcriptional 
activation of SREBP-1c is further stimulated by the coacti-
vating protein p300/CBP. Among the signi fi cant target 
enzymes for SREBP-1c is Fatty Acid Synthase, which cata-
lyzes de novo fatty acid synthesis, and stearoylCoA desatu-
rase-1 (SCD-1), which functions as a desaturase to generate 
monounsaturated fatty acids from their saturated counter-
parts. Effective triglyceride formation requires a proper bal-
ance of saturated and unsaturated fatty acylCoA and a defect 
in SCD-1 expression impairs triglyceride synthesis with 
accumulation of free fatty acids. This condition is thought to 
contribute to cell injury even in the absence of triglyceride 
accumulation. These and other  fi ndings have been suggested 
to indicate that triglyceride synthesis and storage in the form 
of lipid droplets may be a protective mechanisms rather than 
a damaging factor itself  [  13  ] . 

 SREBP-1c expression is responsive to insulin, possibly 
acting indirectly, through Liver X receptor (LXR), a nuclear 
receptor that also acts as a heterodimer with retinoic acid X 
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receptor. The complementary role of RXR in the actions of 
SREBP-1c and PPAR- a  may contribute to the corresponding 
complementarity in the regulation of fatty acid metabolizing 
enzyme systems. In addition, both SREBP-1 and SREBP-2 
protein expression are subject to a positive feedback mecha-
nism as a result of the mature protein activating its own tran-
scription. Such mechanisms are typically subject to 
switch-like transitions that can result in very steep responses 
to critical levels of stimulatory input signals that persist even 
after the stimulus is removed. In addition, the strength of the 
stimulus that results in “throwing the switch” can be affected 
by secondary conditions that affect the system’s sensitivity. 
Hence, conditions such as ethanol exposure may exert its 
effects indirectly by affecting the factors that determine the 
transition point for this switch. 

 A large number of additional regulatory controls on the 
multiple pathways of lipid metabolism are exerted at the 
level of covalent modi fi cation of these transcription factors 
and their coactivators and upstream regulatory proteins that 
affect their stability, localization, and activity. Considerable 
attention has been focused on the regulation of key regula-
tory factors by  e -acetylation on lysine residues. A broad 
range of proteins is regulated by reversible acetylation, and 
these include SREBP-1c, PGC-1 a , and several other lipid 
metabolism regulatory proteins. Interestingly, the p300/CBP 
coactivator itself functions as an acetyltransferase that can 
acetylate SREBP-1c and activate its function. Conversely, 
among multiple classes of deacetylases, the NAD + -dependent 
protein deacetylase SIRT1 can act to remove the acetyl group 
from these (and multiple other) proteins. A direct involve-
ment of SIRT1 in the regulation of hepatic lipid metabolism 
was recently corroborated by studies of mice with a 
hepatocyte-speci fi c deletion of SIRT1  [  14  ] . These mice are 
de fi cient in fatty acid  b -oxidation and develop hepatocellular 
steatosis on a high-fat diet, predominantly through impaired 
PPAR- a  function. Interestingly, these studies demonstrated 
that SIRT1 exerted these effects by direct binding to PPAR- a  
and deacetylating its coactivator PGC-1 a . However, other 
studies have suggested that other proteins among the multi-
tude of SIRT1 targets may contribute to the deregulation of 
lipid metabolism observed in SIRT1 knockout studies, or to 
the salutary effects of SIRT1 activators, such as the food 
additive resveratrol  [  15  ] . Importantly, SIRT1 and other 
deacetylases also contribute to the regulation of histone 
acetylation, one of the regulatory mechanisms that controls 
chromatin structure and its accessibility to transcription fac-
tors and other regulatory proteins. Thereby, factors that alter 
the activity of deacetylases, or the corresponding acetyl 
transferases that mediate the acetylation of protein lysine 
resides, may exert a multitude of indirect effects through epi-
genetic mechanisms. There is evidence that ethanol treat-
ment affects the activity of both histone acetyl transferases 
and histone deacetylases  [  16  ] , and ethanol treatment causes 

considerable alterations in the acetylation state of a multitude 
of cellular proteins  [  17  ] . The functional implications of these 
changes remain to be adequately analyzed. 

  Fatty liver and cellular stress: What is so disruptive about 
fatty liver that it causes damage to the liver?  There is consid-
erable evidence that the accumulation of free fatty acids 
themselves induces a stress condition in hepatocytes that is 
re fl ected in impaired function of intracellular organelles, 
notably the endoplasmic reticulum and mitochondrial dam-
age, referred to as “lipotoxicity.” However, the underlying 
mechanisms remain poorly characterized. Both free fatty 
acids and acyl CoA esters activate a variety of cell signaling 
pathways, including speci fi c isoforms of protein kinase C, 
NF- k B, and JNK. It is likely that these signaling mechanisms 
also contribute to the endoplasmic reticulum and mitochon-
drial stress conditions, e.g., by their effect on pro- and anti-
apoptotic Bcl2 family proteins that control the permeability 
of the mitochondrial outer membrane. These factors may 
contribute to the increased susceptibility to tissue damage 
that characterizes the fatty liver, irrespective of its origins. In 
fact, fatty liver is commonly associated with oxidative stress 
and triggers pro-in fl ammatory signals that invite in fi ltration 
with neutrophils and immune cells of different kinds.  

   What Is the Mechanism by Which Ethanol 
Treatment Promotes Steatosis? 
 The condition of hepatocellular steatosis that commonly 
develops with heavy alcohol consumption was classically 
attributed to a metabolic load imposed by the fact that the 
liver is the predominant site of ethanol metabolism. Possible 
mechanisms included the suppression of mitochondrial fatty 
acid  b -oxidation resulting from the preferential oxidation of 
ethanol and acetaldehyde, which causes a highly reduced 
state of NAD in the cytosol and, to a more variable degree, in 
the mitochondria. This reductive effect of ethanol metabo-
lism may be compounded by a limitation in the permeability 
of the outer mitochondrial membrane pore protein VDAC 
imposed by ethanol, which slows down the access of other 
substrates to the mitochondrial electron transport chain and 
facilitates preferential oxidation of acetaldehyde by mito-
chondrial    low  K  

m
  ALDH  [  18  ] . In addition to the resulting 

impairments in mitochondrial and peroxisomal fatty acid 
oxidation, ethanol may enhance hepatic uptake of free fatty 
acids from the circulation, as well as increase de novo syn-
thesis of fatty acids and triglycerides. Furthermore, there is 
evidence that ethanol treatment affects lipoprotein synthesis 
and secretion, contributing to the accumulation of lipids in 
the parenchymal cells of the liver. 

 More chronic exposure to ethanol induces a marked 
increase in alternative ethanol metabolic activities, most 
notably cytochrome P450 2E1 (CYP2E1), with a resultant 
increased demand for NADPH, an increased rate of forma-
tion of ROS, and a decrease in oxidative stress defense 
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 capacity. At the same time, an impairment of mitochondrial 
respiratory capacity becomes evident, caused by defects in 
the electron transport and ATP synthase complexes. Although 
the mechanisms responsible for the mitochondrial defects 
are not well characterized, this causes a further increase in 
ROS formation at the mitochondrial level  [  19  ] . Furthermore, 
the oxidative stress defense mechanisms are impaired with 
prolonged alcohol use, which may result in a decrease in glu-
tathione levels, which appears to be more pronounced in 
mitochondria. The more oxidative environment can also pro-
mote a condition of endoplasmic reticulum stress. This con-
dition is often associated with the activation of the Unfolded 
Protein Response, a cellular defense mechanism that results 
from an excess accumulation of defectively folded proteins 
 [  20  ] . It is possible that a more oxidized cellular environment 
impairs the proper folding of newly synthesized proteins. 
In addition, the ER stress is enhanced by defects in the 
 methionine cycle, the cellular pathway that generates 
S-adenosylmethionine (SAMe). SAMe is the major methyl 
donor in the cell and its metabolism also provides precursors 
for the synthesis of glutathione. Defects in the methionine 
cycle therefore can also contribute to the decline in oxidative 
stress defenses. The resulting accumulation of stress condi-
tions in the liver cell also brings with it an increased suscep-
tibility to cell death signals. 

 However, the deregulation of the normal lipid metabolic 
balance in the liver can only partially be attributed to these 
direct consequences of ethanol metabolism. Accompanying 
the more chronic structural and functional changes in subcel-
lular organelles, chronic ethanol treatment results in 
signi fi cant changes in the pro fi le of transcription factors that 
regulate lipid homeostasis in the liver. Ethanol consumption 
elicits a decrease in PPAR- a  activity, thereby suppressing 
the catabolic lipid metabolic pathways, including peroxi-
somal and mitochondrial fatty acid oxidation. At the same 
time, ethanol increases the activity of SREBP-1c and SREBP-
2, which enhances lipid synthetic pathways. 

 Despite the observations from both animal experiments 
and cell line studies that chronic ethanol treatment affects the 
expression and activity state of the major transcriptional reg-
ulators involved in hepatic lipid homeostasis, the factors that 
are responsible for the changes in activity of these transcrip-
tional regulatory systems remain poorly characterized. There 
has been some evidence from animal studies that the AMPK, 
one of the major metabolic stress sensors in the cells, itself is 
inhibited by ethanol. However, in these studies it is dif fi cult 
to distinguish direct and indirect effects of ethanol. For 
instance, AMPK activity in the liver is regulated not only by 
the availability of AMP in the cell, but also responds to extra-
cellular signals, including the adipose tissue-derived cytokine 
adiponectin. Chronic ethanol treatment has been found to 
decrease circulating adiponectin levels, at least in experi-
mental animal models. 

 A related regulatory pathway affected by ethanol may 
involve the deacetylase SIRT-1. SIRT-1 belongs to the sir-
tuins, a family of deacetylases with homology to the yeast 
enzyme SIR-2, which have the characteristic of requiring 
activation by NAD + . Thus, the change in NAD redox state in 
the liver during ethanol oxidation may facilitate inhibition of 
SIRT-1. It has been reported that SIRT-1 activity in the liver 
of mice is decreased after ethanol treatment, although this 
may re fl ect a secondary adaptation to chronic exposure rather 
than being the result of a direct (and transient) effect of etha-
nol metabolism  [  21  ] . As mentioned earlier, among the tar-
gets of SITR-1 are several regulatory enzymes that affect 
lipid metabolism, including the transcriptional coregulators 
PGC-1a, deacetylation of which prevents its binding to 
PPAR- a  and thereby suppresses its activity. Also, LKB1, the 
upstream protein kinase that controls AMPK activity requires 
acetylation and is a target for SIRT-1. Furthermore, SREBP-1c 
is a target for SIRT-1 and its acetylation state may affect its 
transcriptional activity. However, the broad range of proteins 
affected by SIRT-1 (and other deacetylases and acetyl trans-
ferases that may be affected by ethanol) and the potential for 
indirect effects through epigenetic mechanisms makes it 
dif fi cult to gain a good perspective on the role of these pro-
teins in ethanol-induced changes in the metabolic state of the 
liver based on the information currently available.  

   Extracellular Factors That Impact on the Liver 
to Promote Steatosis Under Conditions of Chronic 
Ethanol Treatment 
 Lipid metabolism in the liver is integrated with metabolic 
activities elsewhere in the body and a variety of signals from 
circulating hormonal, cytokines and other factors, combined 
with nutritional conditions impinge on the intrahepatic fac-
tors that cause steatosis. Not surprisingly, chronic ethanol 
consumption affects liver function in part through its impact 
on extracellular signaling mediators. Some of these factors 
are intrahepatic, e.g., cytokines released from Kupffer cells, 
endothelial cells, or stellate cells, others are dispatched by 
more remote tissues. Of particular relevance are factors that 
integrate the body’s lipid metabolism. These include nutri-
tional hormones (e.g., insulin) and the factors secreted from 
adipose tissue, notably adiponectin and leptin, as well as 
stress hormones and satiety factors that act through the hypo-
thalamus or other brain structures affecting food intake. 
During the past decade, much evidence has accumulated that 
chronic ethanol consumption has a notable impact on the 
synthesis and secretion of several of these factors, in addition 
to affecting their capacity to impact lipid metabolic pathways 
in the liver. 

 In particular, the role of adiponectin has attracted consid-
erable attention in recent years. Adiponectin is one of a 
diverse set of protein mediators that is secreted by adipose 
tissue to regulate the body’s lipid homeostasis. Adiponectin 
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acts on multiple tissues, including skeletal muscle, heart, and 
liver to sensitize the response to insulin and enhance fatty 
acid oxidation. Adiponectin acts through two types of cell 
surface receptor, AdipoR1 and AdipoR2, that are thought to 
activate AMPK and PPAR- a , respectively, both of which 
would enhance fatty acid oxidation and suppress lipid syn-
thetic pathways. However, the intracellular signaling path-
ways by which the receptor activation is coupled to these 
pathways have not been clari fi ed. Both receptors are 
expressed in liver. In animal experiments, there is evidence 
that adiponectin protects against the deleterious effects of 
steatosis and steatohepatitis and ethanol feeding tends to 
suppress adiponectin secretion from adipose tissue. However, 
the effects of ethanol on adiponectin levels may depend on 
the nutritional state of the animal, e.g., on the content of satu-
rated and unsaturated fat  [  22  ] . This may have consequences 
for the susceptibility to liver damage. However, whether cir-
culating adiponectin levels have similar correlations with 
liver damage in human alcoholics remains unclear  [  23  ] . 

 The multiplicity of effects of adiponectin or other circu-
lating factors on the susceptibility to alcohol-induced liver 
damage undoubtedly re fl ects the fact that these agents do not 
operate in isolation. For instance, adipokines such as leptin 
and adiponectin also act on, and interact with peptides 
released from the gut, the pancreas, or the hypothalamus that 
signal the nutritional state and other demands of the organ-
ism. The release of these peptides may themselves be affected 
by ethanol exposure. 

 Among the circulating factors that affect liver lipid metab-
olism, insulin is one of the dominant hormonal mediators 
that integrate fatty acid and carbohydrate metabolism in the 
liver with the energetic needs of other tissues. Nonalcoholic 
hepatocellular steatosis that occurs in the metabolic syn-
drome and type II diabetes are commonly associated with 
insulin resistance, i.e., a decreased capacity to respond to 
changes in circulating insulin, in multiple target tissues of 
insulin, not only the liver, but also in muscle, and adipose 
tissue. The factors that cause insulin resistance remain 
debated, but there is strong evidence that stress responses 
mediated by free fatty acid accumulation or ER stress result 
in activation of stress response protein kinases, including 
protein kinase C or JNK, which affect the intracellular sig-
naling pathways through which insulin exerts its effects. 
Interestingly, although nonalcoholic fatty liver disease 
(NAFLD) is commonly characterized by insulin resistance, 
there is little evidence that insulin resistance is a common 
feature of the alcoholic fatty liver. Thus, despite many histo-
logical and functional similarities between the two condi-
tions, the underlying pro fi le of cellular changes that result in 
fatty liver is distinct. 

 In addition to these factors, there is ample evidence to 
suggest that hepatic steatosis is at least in part affected by the 
balance of pro- and anti-in fl ammatory cytokines that are 

released in the liver. Ethanol consumption affects both the 
release of these cytokines and the response of liver cells to 
these cytokines. These factors are also thought to contribute 
to the onset of alcoholic steatohepatitis.   

   Alcoholic Steatohepatitis 

 As described earlier, hepatocellular steatosis represents a 
common severe stress condition for the liver that is re fl ected 
in increased oxidative stress, endoplasmic reticular stress, 
and metabolic stress. Despite their different etiologies, alco-
holic and NAFLD share many of these features. However, 
the mechanisms by which such stress conditions, at some 
point can lead to a more severe in fl ammatory condition 
remain only partly understood. In the case of alcoholic hepa-
tocellular steatosis, several mechanisms have been identi fi ed 
by which alcohol consumption promotes in fl ammation. First 
among these is the increased intestinal wall permeability that 
can result from chronic alcohol consumption, allowing an 
increased circulating level of endotoxin and other bacteria-
derived pro-in fl ammatory factors. Accumulation of high lev-
els of acetaldehyde in the intestines caused by ethanol 
oxidation by the intestinal  fl ora may contribute to this 
increased permeation. Endotoxin acts on toll-like receptor-4 
(TLR4) in Kupffer cells and other resident cell types in the 
liver and activate these to promote activation of NADPH oxi-
dase, resulting in the formation of superoxide and other reac-
tive oxygen and nitrogen species and enhancing the oxidative 
stress environment in the liver. Activation of Kupffer cells 
also promotes the formation of the pro-in fl ammatory cytokine 
TNF- a . Furthermore, ethanol directly simulates the forma-
tion of TNF- a  in activated Kupffer cells by enhancing its 
transcription and secretion. Early studies on animal models 
of alcoholic steatohepatitis demonstrated that TNF- a  makes 
an important contribution to the pro-in fl ammatory environ-
ment in the liver through several mechanisms and alcohol-
induced liver damage in experimental animal models could 
be suppressed by neutralizing TNF- a  antibodies or TNF-
receptor type 1 (TNFR1) knockout  [  24  ] . Additionally, etha-
nol consumption contributes to liver injury by suppressing 
survival signaling pathways and oxidative stress defense 
mechanisms in liver parenchymal cells that further exacer-
bate the damaging impact of elevated TNF- a  levels and other 
cytokines. Increased cell death by necrosis or apoptosis sets 
in motion further pro-in fl ammatory responses in the tissue, 
resulting in the production of cytokines and chemokines that 
help mobilize neutrophils and other in fl ammatory cells that 
enhance tissue damage. Ethanol consumption further exacer-
bates the pro-in fl ammatory environment by suppressing the 
formation of protective cytokines, such as IL-10 and IL-4. 
Thus, the tissue response to control damage is impaired by a 
combination of extracellular mediators that promote 
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in fl ammatory conditions and a suppression of intracellular 
survival signals that would normally contain their impact, 
resulting in progressive liver injury.  

   Fibrosis and Cirrhosis 

 Fibrosis is a common response of the liver to a chronic 
in fl ammatory condition. A critical (though not exclusive) 
role in  fi brogenesis is played by HSC, which are in a quies-
cent state in the normal liver, but can be activated directly or 
indirectly in response to apoptotic or necrotic cell death. The 
program of cytokines released in the tissue as a result of 
injury further contributes to HSC activation resulting in the 
expression of a myo fi broblast phenotype and stimulating the 
expression of extracellular matrix proteins, in particular col-
lagen Type 1, which are not normally expressed in the liver. 
Under conditions of an acute tissue injury, the deposition of 
collagen  fi bers is a wound healing response that is transient 
and is followed by  fi brinolysis mediated by metalloproteases 
that are activated as damaged tissue is replaced by newly 
generated liver cells resulting from the regenerative response. 
A continuing program of tissue damage and repair after 
chronic in fl ammation, accompanied by an imbalance in the 
normal liver repair mechanisms results in the excessive 
deposition of collagen  fi bers. In the absence of normal reso-
lution of  fi brosis, a gradual cross-linking and irreversible 
modi fi cation of collagen  fi bers occurs that can result in fur-
ther impairment of normal liver function and lead to irrevers-
ible cirrhosis. 

 Chronic ethanol consumption can in fl uence this program 
at multiple levels. First, ethanol consumption enhances the 
pro-in fl ammatory environment in the liver through several 
complementary mechanisms, including stimulating the 
release of pro-in fl ammatory cytokines by macrophages and 
decreasing the activity of protective cell types, including 
NK cells. Second, ethanol treatment enhances hepatocyte 
apoptosis and necrosis in response to other damaging condi-
tions, both by the oxidative stress environment that com-
monly accompanies chronic ethanol exposure and by the 
shift in stress defense signaling pathways. Third, chronic 
ethanol treatment suppresses the regenerative response to 
tissue damage that is an essential component of the liver’s 
repair mechanism and thereby facilitates the deposition of 
scar tissue that is the hallmark of  fi brosis. This is probably 
accompanied by a suppression of metalloproteases, e.g., by 
the activation of inhibitor proteins, such as plasminogen 
activator inhibitor-1 (PAI-1), which normally would main-
tain the balance of ECM deposition and resolution to facili-
tate tissue repair. There is evidence that PAI-1 activation is 
associated with alcoholic liver injury, although its role is 
probably not restricted to the  fi brotic stage  [  25  ] . In addition, 
there has been considerable evidence that ethanol directly 

affects the condition of HSC and promotes their activation 
and collagen formation. Although in the intact tissue it is 
dif fi cult to distinguish direct effects of ethanol from the 
indirect contributions on the HSC response in a shifting 
cytokine balance, studies on isolated HSC have demon-
strated that ethanol affects the response to TGF- b  and IFN- g , 
through effects on the intracellular signaling pathways or 
consequences of changes in the oxidative stress response, or 
through transcriptional effects of ethanol metabolites, such 
as acetaldehyde. 

 In the face of these multiple challenges brought about by 
chronic ethanol consumption to the normal repair response 
of the liver, it is all the more remarkable that the develop-
ment of  fi brosis and cirrhosis remains a relatively uncom-
mon consequence of even long-term heavy drinking. In fact, 
much of the mechanistic insight into the actions of ethanol 
has resulted from studies on animal models, particularly 
rodents, who do not normally develop  fi brosis or cirrhosis 
with ethanol consumption alone. Thus, it is common to con-
sider that the onset of  fi brosis and cirrhosis is often a re fl ection 
of comorbidity in which chronic ethanol consumption 
enhances disease patterns caused by other conditions.   

   Comorbid Factors 

 Chronic alcohol consumption accelerates progression of 
liver diseases in the presence of comorbid factors such as 
hepatitis C virus (HCV) or HBV and/or HIV infection, and 
NAFLD. A greater understanding of the interaction between 
alcohol and these comorbid factors on liver injury may help 
us design better therapies to treat chronic liver disease. 

   Alcohol and HCV Infection 

 Worldwide, about 170 million people are chronically infected 
with HCV, which is highly pronounced among alcoholic 
patients. In the United States, the reported prevalence of anti-
HCV antibody in the general population is 1.8%, and for a 
subgroup of alcohol drinkers, the prevalence is much higher, 
ranging from 18.3 to 32.8%  [  26–  28  ] . A signi fi cantly higher 
rate of HCV infection in alcoholics has also been reported in 
other countries, including Spain, Sweden, Germany, Israel, 
Japan, etc.  [  29–  31  ] . While the principal cause of HCV infec-
tion in alcoholics is intravenous drug use, other causes are 
additionally responsible, as HCV infection remains particu-
larly high even in those alcoholics without a history of intra-
venous drug use or blood transfusion. 

 The synergistic effects of HCV infection and alcohol con-
sumption on the progression of liver diseases have been well 
documented by numerous studies conducted in many coun-
tries  [  29–  31  ] . These studies have shown that the combination 
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of alcohol abuse and HCV infection is associated with more 
severe liver  fi brosis, greater risk of cirrhosis and HCC, hos-
pitalizations at younger ages, and an increased risk of death 
compared with HCV infection or alcohol consumption sepa-
rately  [  29–  32  ] . Furthermore, standard antiviral therapy with 
IFN- a  is reportedly less effective in alcoholics with HCV 
infection, thereby making treatment very dif fi cult for these 
patients  [  33  ] . In clinical practice, HCV patients are asked to 
refrain from alcohol consumption while receiving treatment 
with IFN- a . However, it has been observed that despite a 
6-month period of abstinence from alcohol, treatment ef fi cacy 
with IFN- a  was not improved in alcoholic patients  [  34  ] . 

 The accumulating evidence suggests that multiple mecha-
nisms may contribute to the synergistic effects of HCV and 
alcohol on the progression of liver diseases  [  29–  32  ] . These 
include  fi ndings that show (1) ethanol inhibits innate immu-
nity and viral acquired virus-speci fi c immunity; (2) ethanol 
enhances HCV viral replication; (3) ethanol and HCV pro-
teins synergistically induce production of ROS and nitrogen 
species; (4) ethanol potentiates HCV protein-activated 
in fl ammatory signals;  [  35  ]  (5) ethanol inhibits the anti fi brotic 
effects of natural killer cells/IFN- g , thereby accelerating liver 
 fi brosis in HCV patients  [  36  ] .  

   Alcohol and HBV Infection 

 There are approximately more than 400 million HBV carri-
ers worldwide. Most are found in Southeast Asia, China, the 
Paci fi c Islands, sub-Saharan Africa, and Alaska, affecting 
10–20% of the general population for these geographical 
regions. Ranging between 3 and 5%, the level of HBV infec-
tion is intermediate within the Mediterranean basin, Eastern 
Europe, Central Asia, Japan, South America, and the Middle 
East  [  31  ] . The lowest prevalence of HBV infection at 0.1–2% 
is found in the United States, Canada, Western Europe, 
Australia, and New Zealand. Regardless of regional predom-
inance, however, HBV infection is highly prevalent in alco-
holics, affecting up to 55% of this subgroup of infected 
patients  [  31  ] . Although the heightened pervasiveness of 
HBV infection in alcoholic populations has been well docu-
mented, the reason for this has not been explored. One 
important factor contributing to the prevalent nature of HBV 
infection in alcoholic patients may be due to diminished 
innate and acquired immunity associated with long-term 
consumption of large amounts of ethanol. 

 The majority of HBV carriers (50–70%) do not show 
symptoms of viral infection or liver injury. However, several 
studies have shown that chronic asymptomatic HBV carriers 
are more susceptible to alcohol-induced liver injury, and that 
drinking alcohol may promote development of cirrhosis  [  31  ] . 
Nomura et al.  [  37  ]  examined liver samples from 932 HBsAg 
carriers and 1,704 HBsAg-negative individuals in Japan. 

The highest concentration of liver abnormalities was found 
in HBsAg-positive heavy drinkers (53.8%), followed by 
HBsAg-positive light drinkers and nondrinkers. Additionally, 
Ohnishi et al.  [  38  ]  found that the average age at which cir-
rhosis developed in HBsAg-positive alcoholics was 38.8 years, 
which is 10.5 years earlier than HBsAg-positive nondrinkers, 
and 9.1 years younger than HBsAg-negative alcoholics. 

 Worldwide, HBV infection and alcohol consumption are 
two major risk factors resulting in the development of HCC. 
These two risk factors together have been shown to synergisti-
cally promote development of HCC  [  31  ] . Ohnishi et al.  [  38  ]  
observed that the average age at which HCC developed in 
nondrinkers infected with HBV was 57 years, but in HBV-
infected alcoholic patients, HCC developed earlier at the aver-
age age of 48.9 years. Moreover, Yamanaka et al.  [  39  ]  reported 
in alcoholic cirrhotic patients uninfected with HBV, the cumu-
lative incidence of HCC at follow-up 5 and 10 years later was 
7% and 15%, respectively. In comparison, 20% and 50% of 
the group of alcoholic cirrhotic patients with HBV or HCV 
infection showed evidence of HCC for each respective time 
point. The synergism produced by alcohol consumption and 
hepatitis infection on development of HCC may be attributed 
most simply to the active promotion of cirrhosis by these two 
factors, especially as cirrhosis is recognized as a major con-
tributor to HCC development. However, other pathways, 
including alcohol-mediated immunosuppression may also 
promote development of HCC in HBV-infected patients  [  31  ] .  

   Alcohol and HIV Infection/AIDS 

 An estimated 40 million people worldwide are infected with 
HIV; many of whom are alcoholics co-infected with HCV. 
Roughly 50% of HIV infected patients in the United States 
are alcoholics, and another 15–30% of these patients are 
infected with HCV  [  40,   41  ] . Alcohol consumption combined 
with HIV and HCV infection synergistically accelerate the 
progression of chronic liver disease, which has now become 
the second leading cause of death in AIDS patients  [  42,   43  ] . 
In addition, alcohol consumption reportedly reduces the 
ef fi cacy of highly active antiretroviral therapy in HIV-infected 
patients and accelerates the hepatotoxicity of anti-HIV drugs 
 [  44  ] . This effect by alcohol is likely due to induction of cyto-
chrome P450 expression, and subsequently, the acceleration 
of antiretroviral drug metabolism and generation of ROS.  

   Alcohol and Nonalcoholic Fatty Liver 
Disease/Obesity 

 In recent years, NAFLD has become another major cause of 
chronic liver disease due to an epidemic of obesity in Western 
countries. It is widely understood that moderate to heavy 
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alcohol consumption potentiates liver injury and accelerates 
chronic liver disease progression in patients with NAFLD 
 [  45,   46  ] . Both Alatao et al.  [  45  ]  and Ruhl et al.  [  46  ]  recently 
reported that even moderate consumption of alcohol can 
signi fi cantly increase the risk of elevated serum levels of 
ALT liver enzymes in overweight and obese people. The 
observed synergistic effect on liver injury may be partially 
explained by the added effects of alcohol on obesity-induced 
mitochondrial dysfunction and oxidative stress. In contrast, 
one recent study showed that modest drinking of wine is 
associated with decreased prevalence of suspected NAFLD, 
implying that wine may exert bene fi cial effects in NAFLD 
 [  47  ] . The protective effects of modest wine drinking on 
NAFLD may be mediated by the polyphenol found in wine, 
resveratrol, which has been shown to reduce steatosis and 
improve insulin resistance and dyslipidemia  [  48  ] .   

   Treatment 

   Abstinence and Nutritional Support 

 Abstinence and nutritional support are the  fi rst steps towards 
treating all forms of ALD. Abstinence can completely reverse 
alcoholic fatty liver, and it has been shown to yield bene fi cial 
effects in alcoholic hepatitis and cirrhosis  [  49  ] . 
Malnourishment is always associated with alcoholic patients, 
and therefore, nutritional support therapy is essential in the 
management of ALD.  

   Corticosteroids 

 Historically, corticosteroids were used to treat alcoholic hep-
atitis due to its broad anti-in fl ammatory effects. Corticosteroids 
have been shown to improve the short-term survival of 
selected patients with severe alcoholic hepatitis (as de fi ned 
by Maddrey’s discriminant function  ³ 32, and/or hepatic 
encephalopathy). Recent studies have attempted to uncover 
criteria that can be used to identify patients who may not 
bene fi t from corticosteroid treatment, also referred to as cor-
ticosteroid nonresponders. These include patients without 
early change in bilirubin levels (ECBL), who are patients 
that can be described as those with bilirubin levels scores 
lower on day 7 of treatment compared with day 1  [  50  ] , and 
with Lille scores  ³ 0.45  [  51  ] . Treatment with corticosteroids 
is also not recommended for alcoholic hepatitis patients with 
active gastrointestinal bleeding, infection, and renal failure.  

   Anti-TNF- a  Therapy 

 Studies using rodent models suggest that TNF- a  plays an 
important role in alcohol-induced liver injury. These  fi ndings 

have led to human clinical investigations into the effects of 
several anti-TNF- a  drugs for the treatment of alcoholic hep-
atitis. Drugs currently under study include pentoxifylline, 
in fl iximab, and etanercept. Pentoxifylline is a nonselective 
phosphodiesterase inhibitor that blocks synthesis of TNF- a . 
Treatment with pentoxifylline for 28 days has been shown to 
signi fi cantly improve survival in patients with severe alco-
holic hepatitis (Maddrey’s DF  ³  32); however, the bene fi cial 
effects of pentoxifylline is likely attributed to a decreased 
risk in hepatorenal syndrome development and is unrelated 
to reductions in TNF- a   [  52  ] . In fl iximab is a TNF- a  antibody 
that binds soluble TNF in a stable complex. Two studies have 
reported that treatment with in fl iximab alone or in fl iximab 
plus prednisone signi fi cantly decreased Maddrey scores in 
patients with alcoholic hepatitis  [  53,   54  ] , while a small 
French, multiple-dose, clinical trial has shown that treatment 
with high-dose in fl iximab plus prednisone caused more 
deaths and a higher incidence of infection  [  55  ] . Etanercept is 
a p-75-soluble TNF- a  receptor that binds and neutralizes 
soluble TNF- a . Results from an early clinical trial have 
shown that etanercept treatment is associated with excellent 
short-term survival and decreased Maddrey scores in patients 
with moderate to severe alcoholic hepatitis  [  56  ] . However, a 
more recent trial showed that etanercept treatment is associ-
ated with a signi fi cantly higher 6-month mortality rate in 
patients with moderate to severe alcoholic hepatitis  [  57  ] . 
Thus, more studies are needed to clarify the therapeutic 
potential of anti-TNF- a  therapy in alcoholic hepatitis.  

   Antioxidants 

 Accumulating evidence suggests that oxidative stress is a key 
mechanism contributing to alcoholic liver injury. Many anti-
oxidants have been shown to effectively prevent and amelio-
rate alcoholic liver injury in rodent models. However, results 
from clinical trials using these antioxidants to treat patients 
with ALD have been mixed  [  58  ] . The antioxidants studied in 
clinical trials for ALD include SAMe, polyenylphosphatidyl-
choline (PPC), silymarin, antioxidant vitamins, etc. The 
SAMe antioxidant functions by replenishing glutathione lev-
els and serves as a methyl donor to maintain cell membrane 
 fl uidity. It was shown to reduce mortality and delay liver 
transplantation in patients with Child class A and B alcoholic 
cirrhosis  [  59  ] . Unfortunately, other trials failed to obtain 
 fi ndings that support the bene fi cial effect of SAMe treatment 
in ALD  [  60  ] . Unlike SAMe, PPC was not shown to exert any 
bene fi t in treating ALD  [  61  ] . Silymarin, an antioxidant com-
ponent of the herb milk thistle, has been widely used by many 
patients with various types of liver disease. Results from 
clinical trials exploring silymarin as a therapy for alcoholic 
cirrhosis were inclusive. An early trial of silymarin on 91 
patients with alcoholic cirrhosis revealed an increased 4-year 
survival in patients with Child class A  cirrhosis  [  62  ] , but a 
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subsequent trial of 200 patients with alcoholic cirrhosis 
showed no survival bene fi t  [  63  ] . Several antioxidant vitamins 
such as vitamins A and E have been tested for the treatment 
of ALD, but results have been disappointing  [  64  ] . Treatment 
approaches for liver disease in alcoholics, patients with HCV 
or HIV infections are discussed in a recent article  [  65  ] .  

   Liver Transplantation 

 Liver transplantation is currently the only curative treatment 
for patients with advanced alcoholic cirrhosis and is reserved 
for those patients that fail to recover after a period of alcohol 
abstinence. Patients that are candidates for surgery are 
required to abstain from alcohol for 6 months or longer 
before the surgery. The survival of patients with alcoholic 
cirrhosis after transplantation is comparable to patients with 
cirrhosis from other etiologies. Careful monitoring for 
relapse after transplantation is very important. 

 In summary, abstinence and nutritional support are essen-
tial in the management of all forms of ALD. Short-term 
treatment with corticosteroids may improve the survival of 
patients with severe acute alcoholic hepatitis, while long-
term antioxidants may be useful in improving liver function 
and survival in patients with chronic ALD. Liver transplanta-
tion is an option of last resort to treat patients with end-stage 
alcoholic liver cirrhosis.       
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        Disorders of movement can be classi fi ed as those that are 
characterized by a paucity of movement (hypokinesias, 
which are primarily parkinsonian in nature) or a relative 
excess of movement (hyperkinesias)  [  1  ] . Movement disor-
ders arise from perturbation of basal ganglia and cerebellar 
circuitry, and as such the dopaminergic, cholinergic, and glu-
tamatergic systems may be affected. Hypokinetic and hyper-
kinetic movement disorders secondary to drugs of abuse are 

  Abstract 

 The relationship between movement disorders and substance abuse can be examined from 
two approaches:  fi rst, assessment of the movements which occur secondary to substance 
abuse, and second, review of the movement disorders that might increase the propensity for 
substance abuse. This chapter will  fi rst address the myriad of hyperkinetic movements that 
can be seen in drug abusers, followed by a discussion of alcohol and two movement disor-
ders (myoclonus-dystonia and essential tremor) in which patients may be at increased risk of 
alcohol abuse and dependence due to self-treatment of the disorders with alcohol. Hyperkinetic 
movement disorders include tremor, myoclonus, dystonia, chorea, athetosis, tics, akathisia, 
and stereotypies. Amphetamines have been associated with dystonia, chorea, tics, and trem-
ors, and may exacerbate underlying movement disorders. In addition to worsening pre-exist-
ing movements, cocaine may cause tics, dystonia, chorea, myoclonus, and tremor. Movements 
associated with opioid use usually occur in the setting of medically ill patients, and include 
myoclonus and chorea. Alcohol, in contrast, may dampen some hyperkinetic movement 
disorders, and people with essential tremor and myoclonus-dystonia may use alcohol to self-
treat symptoms. In some situations this has led to abuse which has been more damaging to 
the lives of the affected individuals than the underlying movement disorders.         
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  Learning Objectives 

    Familiarization with the major categories of hyper-• 
kinetic movement disorders.  
  Understanding that substances of abuse can produce • 
transient disorders of movement during both use 
and withdrawal, and review of the types of move-
ments they induce.  

  Awareness that the disabling symptoms of some • 
movement disorders, especially essential tremor 
and myoclonus-dystonia, may be reduced with 
alcohol ingestion, and this may increase the risk of 
alcohol misuse.    
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well described; however, our understanding of the clinical 
characteristics of these movements remains limited by the 
nature of drug abuse and the attributes and lifestyles of the 
abusers. Illegal substances of abuse often contain potentially 
neurotoxic impurities and can be contaminated by other 
drugs of abuse or toxic substances, which also may cause 
movement disorders (such as the “cutting” of cocaine with 
amphetamines). This is most vividly illustrated by the cases 
of parkinsonism induced by 1-methyl-4-phenyl-1,2,3,6-tet-
rahydropyridine (MPTP). This byproduct was created in the 
synthetic manufacture of the heroin analog 4 ¢ -methyl-alpha-
pyrrolidinopropiophenone (MPPP) in a Northern California 
lab, and produced severe parkinsonism in a cluster of addicts 
using the substance. This led to the discovery of MPTP as 
one of the leading primate models of parkinsonism  [  2  ] . 
Abusers of street drugs may also not report side effects, may 
have dif fi culty giving accurate histories, often abuse multiple 
substances, and are frequently lost to follow-up. The descrip-
tions of drug-induced movement disorders are thus based on 
case reports limited by these factors, and as such it is expected 
that the literature will continue to expand. This chapter will 
focus on the hyperkinetic movement disorders.  

   Types of Hyperkinesias 

 The major categories of hyperkinesias are reviewed below. 
While not all-encompassing, the major forms of hyperkinetic 
movement disorders are discussed  [  1  ] . 

   Tremor 

 Tremor can be de fi ned as an oscillatory rhythmic movement 
around a joint. Tremors can occur at rest or with movements. 
Parkinsonian tremor is typically 4–6 Hz and occurs in the 
arm or leg when one is seated and the limb is at rest or in the 
arm during walking. In contrast, essential tremor is a faster 
tremor, usually 6–10 Hz, and occurs with action such as eat-
ing or drinking. As the causes of tremor are varied, the 
pathophysiology of tremor is speci fi c to etiology.  

   Myoclonus 

 Myoclonus is a sudden, brief jerk that can be due to active 
muscle contraction or sudden loss of postural tone (asterixis 
or negative myoclonus). It can be rhythmic or irregular and 
sometimes triggered by sensory stimuli. Unlike tics, it can-
not be suppressed by conscious effort. Myoclonus can be 
cortical, subcortical, brainstem, or spinal in origin. As in 
tremor, the pathologic causes of myoclonic jerks are speci fi c 
to etiology. It is seen in a number of primary neurologic 

 diseases, such as myoclonus-dystonia discussed later, as 
well as various metabolic derangements, including hepatic 
or  uremic encephalopathy.  

   Dystonia 

 Dystonia is a syndrome of sustained muscle contractions 
involving both agonist and antagonist muscles, often produc-
ing torsional and repetitive movements that result in sus-
tained abnormal twisting and postures. It may affect only one 
body region (e.g. the neck in cervical dystonia) or many 
body regions (e.g. both legs, trunk, and arms in early onset 
dystonia). It may be task speci fi c, occurring with speci fi c 
movements such as with walking or writing. When dystonia 
is the only neurologic feature other than tremor and there are 
no neuroimaging abnormalities or known toxic or metabolic 
 etiologies, it is referred to as primary. The acute dystonic 
reactions sometimes associated with dopamine-blocking 
medications are examples of secondary dystonia. Impaired 
or abnormal neuronal  fi ring of the globus pallidus giving rise 
to release of inhibition on the thalamus and subsequent 
changes involving thalamocortical neurotransmission is 
thought to play a role in the pathogenesis of dystonia.  

   Chorea and Athetosis 

 Choreiform movements or choreas are quick irregular move-
ments that are brief in duration and can often be partially 
suppressed or hidden within voluntary movements. They 
 fl ow from one body part to another, and are randomly dis-
tributed in time and body anatomy. The pathophysiology of 
choreas is not well understood, but in general is thought to 
involve disruptions in the direct and indirect pathways from 
the striatum to the basal ganglia output nuclei  [  1,   3  ] . Chorea 
is one of the characteristic movements seen in Huntington 
disease. Athetosis is a slow form of chorea that is torsional in 
quality like dystonia, but is not repetitive or sustained and is 
without consistent directionality. It can often be seen in 
patients with cerebral palsy. The coexistence of chorea and 
the slower athetosis is termed choreoathetosis.  

   Tics, Akathisia, and Stereotypies 

 Tics are brief, abrupt stereotyped behaviors that can manifest 
as movements or vocalizations, as seen in Tourette syndrome. 
Akathisia is an uncomfortable sensation of inner restlessness 
that compels the individual to carry out movements that 
reduce or relieve discomfort. Like dystonic reactions, they 
are a known complication of neuroleptic treatment. 
Stereotypies, which are behaviors that occur continually and 
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identically, are often reported in animal models as repetitive 
snif fi ng or grooming behaviors, and are often considered 
part of the clinical spectrum of tics in humans. In contrast to 
tics, they are more continuous and are usually not associated 
with an irresistible urge  [  1  ] . While stereotypies may also be 
due to neuroleptic use, they are usually associated with other 
brain diseases, such as autism, Rett syndrome, mental retar-
dation, or schizophrenia.   

   Movement Disorders Secondary 
to Substances of Abuse 

   Amphetamines 

 Amphetamine is a general term for a collection of com-
pounds that act as peripheral sympathomimetics and central 
stimulants and increase the synaptic activity of dopamine 
(DA), norepinephrine (NE), and serotonin (5-HT). It is 
believed that the dopaminergic effects of amphetamines are 
responsible for the dyskinesias associated with their use 
 [  4  ] . Amphetamines act to increase DA in the synaptic cleft 
by a number of mechanisms, including competition with 
DA for uptake by the presynaptic DA transporter (DAT), 
induction of reverse transport of DA through the DAT into 
the synaptic cleft, and modulation of vesicular monoamine 
transporters  [  5,   6  ] . 

 Since the 1970s, stereotyped complex repetitive move-
ments known as punding have been associated with cocaine 
and amphetamine abuse. Punders  fi nd it soothing or fascinat-
ing to engage in basic activities such as repetitive grooming 
or handling of external objects or parts of the body, or more 
complex activities such as lining up small objects or taking 
apart mechanical devices. It is also commonly seen in patients 
with Parkinson disease who are treated with DA agonists or 
levodopa, underlying the role of DA dysregulation in its 
pathogenesis. However, these complex volitional behaviors 
(though possibly pathophysiologically related) are consid-
ered to be a form of compulsive disorder and do not repre-
sent abnormal hyperkinetic movements  [  1,   7,   8  ] . 

 A number of cases of true dyskinesias have been reported. 
Acutely intoxicated patients often present hypertensive, 
tachycardic, and tachypneic  [  9  ] . Neck dystonia, and writhing 
choreoathetoid movements can sometimes be seen in the 
head, neck, and face  [  9,   10  ] . Abnormal movements often 
resolve spontaneously, but treatment with neuroleptics has 
been noted to resolve dyskinesias  [  9,   11  ] . Some long-term 
users have reported abnormal movements continuing after 
periods of abstinence. A 27-year-old man with almost daily 
amphetamine use for the better part of 6 years developed 
bruxism and choreiform movements of the face, mouth, and 
limbs, as well as athetoid movements of the limbs and trunk. 
Symptoms were reported to be worse with acute exposure 

but still present during abstinence, and once abstinence was 
sustained abnormal movements of the limbs continued for at 
least a year in the limbs and longer in the face and mouth. 
Another long-term abuser reported continuation of chore-
iform movements during a year of abstinence  [  12  ] . 
Amphetamine use has also been considered as a risk factor 
for dystonia in patients treated with newer atypical antipsy-
chotics  [  13  ] . Other hyperkinetic movements that have been 
described with amphetamines include tics and tremors  [  4  ] . 
In addition, the dyskinesias seen in Huntington disease, 
Tourette syndrome, Sydenham chorea, and lupus can all be 
worsened or precipitated by amphetamine abuse  [  14  ] .  

   Cocaine 

 Cocaine is a local anesthetic and a central nervous system 
stimulant that produces feelings of euphoria and excitement 
 [  4  ] . It acts primarily through its inhibition of DA reuptake 
and the release of DA from granular storage vesicles, thereby 
increasing the neuromodulatory effects of DA on other neu-
rons  [  15  ] . Recent studies have suggested that in addition to 
acutely blocking DAT leading to increased synaptic DA, 
cocaine increases DAT cell surface expression, which may 
cause a decrease in synaptic DA after cocaine has been 
metabolized  [  5  ] . 

 Cocaine abusers can develop worsening of existing move-
ment disorders, and develop de novo abnormal movements 
secondary to cocaine. As with amphetamine users, cocaine 
abusers often present to the emergency room hypertensive, 
tachycardic, and tachypneic. 

 Abnormal movements associated with cocaine include 
tics, dystonia, choreoathetosis, myoclonus, opsoclonus- 
myoclonus, and tremor. As with amphetamines, more 
complex movements such as bruxisms and stereotypies, as 
well as obsessive and/or compulsive behaviors can also be 
seen  [  4  ] . 

 Patients with Tourette syndrome who abuse cocaine have 
reported a worsening of motor and vocal tics lasting hours 
before a return to baseline  [  16  ] . Another report described 
Tourette patients with cocaine-induced sustained worsening 
of tics and re-emergence of symptoms in remission even 
after cocaine abstinence, though the course of time was not 
speci fi ed  [  17  ] . Cocaine-induced tics have also been reported 
in patients without a prior history of motor or vocal tics  [  18, 
  19  ] . In one case the movements continued over a 2-year 
period with continued chronic use  [  18  ] . Paradoxically, one 
cocaine abuser with stuttering and facial motor tics who 
reported relief of symptoms with cocaine use has been 
reported in the literature as well  [  20  ] . 

 Dystonia secondary to cocaine use has been described in 
multiple case reports  [  21–  25  ] . Symptoms most often involved 
the facial and neck muscles  [  21–  25  ] , but limb involvement 
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was reported as well  [  22,   24  ] . Most instances of dystonia 
seemed to occur in chronic users, with users of either intra-
nasal or inhaled cocaine developing symptoms between 6 h 
and 3 days prior to the onset of symptoms. Most patients 
were initially treated successfully with intravenous diphen-
hydramine, and re-emergence of symptoms was common 
 [  21,   23,   24  ]  and treated either with a repeat dose of diphen-
hydramine or benzodiazepines. Only one patient in the above 
case reports had a known history of prior (but not recent) 
neuroleptic exposure  [  21  ] . Other reports have indicated that 
cocaine should be considered as a risk factor for the develop-
ment of dystonia in patients treated with both typical  [  26–  28  ]  
and atypical  [  29,   30  ]  antipsychotics. 

 Choreoathetoid movements secondary to cocaine use are 
well known to both abusers and physicians, and have been 
referred to as “crack attacks” or “crack dancing”  [  31  ] . First 
reported in 1991, Daras and colleagues described a woman 
who chronically abused cocaine who presented with “con-
tinuous slow abnormal involuntary movements of the head” 
with “purposeless writhing and uncoordinated movements 
of all four extremities” and rapid jerk-like movements as 
well, which resolved within 3 days without medical inter-
vention. Another patient with choreoathetosis and orobuccal 
dyskinesias experienced resolution of symptoms after halo-
peridol treatment  [  32  ] . Subsequent reports of cocaine associ-
ated choreoathetoid movements have described similar 
symptoms  [  33,   34  ] , and more mild dyskinesias have been 
reported as well  [  35  ] .  

   Opioids 

 Opioids include a large group of naturally occurring and 
synthetic compounds that, like morphine, act centrally on 
the brain and spinal cord as agonists at endogenous opioid 
receptors to exert an analgesic effect  [  36  ] . Opioid receptors 
are also present in the basal ganglia and may modulate dop-
aminergic transmission, and are known to be altered in 
movement disorders such as Parkinson disease  [  1  ] . As dif-
ferent endogenous opioids are present in the different signal-
ing pathways of the basal ganglia, it is thought that opioids 
might disrupt the balance between the inhibitory and excit-
atory output upon the thalamus  [  37  ] . Throughout the litera-
ture, most reports of movement disorders secondary to 
opiates have been in medically ill patients who are often on 
multiple medications or patients undergoing anesthesia that 
may also contribute to abnormal movements. Opiates have 
been associated with a number of hyperkinetic movement 
disorders, including myoclonus associated with fentanyl 
 [  38  ]  and morphine  [  39,   40  ] , and akathisia attributed to mor-
phine has also been reported  [  41,   42  ] . Patients treated with 
intrathecal morphine have developed myoclonus and hyper-
algesia that resolved with a reduction in morphine dose, and 

the activity of opioids and related metabolites at the spinal 
cord level have also been hypothesized as a possible etiology 
for opioid-related myoclonus  [  43,   44  ] . Myoclonus has been 
reported in medically ill patients treated with meperidine, 
but this is thought to be secondary to its neurotoxic metabo-
lite normeperidine  [  45  ] . Methadone-associated myoclonus 
in medically ill patients treated with methadone has been 
well described  [  46–  48  ] , and choreiform movements have 
also been attributed to methadone  [  49–  51  ] . In patients who 
develop myoclonus secondary to opiates, gabapentin and 
dantrolene have been used to reduce symptoms  [  44,   47  ] . The 
relative lack of reports in otherwise healthy opiate abusers 
could be related to the decreased likelihood of abusers to 
present for such symptoms. However, patients presenting 
with acute heroin overdose can awaken with tremor, rigidity, 
myoclonus, dystonia, and ballistic movements in the setting 
of cerebral ischemia  [  14  ] .  

   Ecstasy 

 3,4-Methylenedioxymethamphetamine (MDMA), also most 
commonly known as ecstasy, binds to a number of receptors 
in the CNS, but its main effects of euphoria and increased 
empathy and energy are thought to be secondary to the 
release of 5-HT (and inhibition of its reuptake) and the 
release of DA and norepinephrine  [  52,   53  ] . 

 Rigidity, trismus, and bruxism have been described by 
ecstasy users  [  54–  56  ] , and two cases of acute dystonic reac-
tion have also been reported  [  57,   58  ] . Heavy (more than 100 
occasions) users of MDMA have self-reported experiencing 
tremors or twitches that they associated with MDMA use 
while abstinent  [  59  ] , and one individual has described invol-
untary arm movements in between doses  [  60  ] . However, in 
addition to the general problems in studying drug users pre-
viously discussed, evaluation of MDMA is further compli-
cated by the wide variety of compounds sold as ecstasy. 
Tablets contain varying amounts (0–100%) of MDMA, with 
related compounds such as 3,4 methylenedioxyethylamphet-
amine (MDE) and combinations of other drugs (such as 
amphetamine, ketamine, ephedrine, and caffeine) sometimes 
comprising a signi fi cant portion of pills sold as ecstasy 
 [  61,   62  ] . In addition to hyperkinetic movements, considerable 
controversy has been generated regarding a possible role of 
ecstasy as both a cause of parkinsonism and a possible treat-
ment for dyskinesias in Parkinson disease (PD)  [  63–  66  ] .  

   Cannabinoids 

 The major psychoactive agents in marijuana, hashish, and 
other preparations derived from the cannabis plant are the tet-
rahydrocannabinols (THC)  [  4  ] . Though jitteriness is often 
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experienced, neither typical nor large doses are associated 
with any true hyperkinetic movement disorders (though there 
is a single report of longstanding propriospinal myoclonus 
attributed to  fi rst time cannabis use)  [  67  ] . However, cannabi-
noids have been reported to be of bene fi t or have been evalu-
ated for use in the treatment of a number of movement 
disorders, including Tourette syndrome, dystonia, PD-related 
dyskinesias, Huntington disease, and Wilson disease  [  68–  73  ] .  

   Other Substances of Abuse 

 Abnormal hyperkinetic movements can also be seen with a 
number of other drugs of abuse. Withdrawal from sedative 
and anxiolytic drugs such as benzodiazepines, barbiturates, 
and  g -aminobutyric acid agonists such as zolpidem can result 
in tremor and myoclonus  [  4,   14,   74  ] . A single report of tran-
sient choreoathetoid movements attributed to phenobarbital 
overdose in the setting of chronic diazepam use has also been 
reported  [  75  ] . The  N -methyl- d -aspartate (NMDA) receptor 
antagonist phencyclidine (PCP) can cause rigidity, tremors, 
localized dystonias, and rarely athetosis  [  76  ] , and is known to 
modulate a number of other neurotransmitters, including DA 
and 5-HT  [  4  ] . The signi fi cantly weaker NMDA antagonist 
ketamine has been shown to produce dystonia and bradykine-
sia in non-human primates  [  77  ] . Abuse of inhalants such as 
ethyl chloride can result in tremor  [  78  ]  and lead-containing 
gasoline inhalation has resulted in myoclonus and chorea  [  4  ] . 
Toluene abuse has been associated with opsoclonus and cere-
bellar ataxia  [  4  ] , and a single case of transient choreoathetoid 
movements after toluene snif fi ng has been described  [  79  ] .   

   Alcohol and its Abuse in Patients with 
Hyperkinetic Movement Disorders 

 In addition to drug abuse leading to abnormal hyperkinetic 
movements, the relationship movement disorders and sub-
stance abuse can be more complex; substances of abuse that 
ameliorate the symptoms of movement disorders have the 
potential for abuse by patients self-medicating their disease. 
This is exempli fi ed by the effects of alcohol on essential 
tremor (ET) and myoclonus-dystonia (M-D), two hyperki-
netic movement disorders in which the symptoms of the dis-
ease are dramatically reduced with alcohol administration. 

 At doses comparable to those encountered clinically, ethyl 
alcohol or ethanol modulates multiple neurotransmitters, 
including glutamate, GABA, 5-HT, DA, acetylcholine, and 
opioids  [  4  ] . Tremor is the most common hyperkinetic move-
ment disorder associated with alcohol abuse. A mild tremor 
can occur during the “hangover” period in sporadic drinkers 
 [  14  ] . In alcohol dependent subjects, tremor is characterized 
by large but variable amplitude and a frequency of 6–11 Hz, 

as well its postural predominance and aggravation with 
movement  [  80  ] . It occurs most commonly in the early with-
drawal period and affects the hands most noticeably. Its 
pathophysiology is likely multifactorial and may be related 
to enhanced physiologic tremor  [  14,   80  ] . Though rare, other 
movement disorders can sometimes be seen in alcoholics. 
Parkinsonism has been described during abuse or withdrawal 
in older patients (over 50 years of age) and is self-limited 
 [  81–  84  ] . A follow-up to one of these reports  [  81  ]  more than 
9 years later showed no clinical evidence of parkinsonism to 
suggest nigrostriatal degeneration  [  85  ] . Transient dyskine-
sias involving the face, neck, and arms have also been 
described in younger patients during withdrawal or heavy 
use of alcohol, notably in the absence of liver disease  [  86  ] . 
Dyskinesias that followed parkinsonism during withdrawal 
 [  84  ]  and akathisia and dystonia during acute intoxication 
have also been reported  [  80  ] . The mechanism of such disor-
ders are not known, though ethanol-induced decreases in 
striatal dopamine may be related to transient parkinsonism 
and dyskinesias may be secondary to alterations in dopamine 
receptor sensitivity  [  4,   84,   87  ] . Usually pharmacologic treat-
ment is not indicated in alcoholic tremor and treatment con-
sists primarily of abstinence, but occasionally beta-blockers 
or benzodiazepines are used in severe cases or during acute 
withdrawal. Chronic abuse of alcohol is known to result in 
hepatic dysfunction and associated asterixis, a 3 Hz resting 
tremor secondary to alcoholic cerebellar degeneration can 
sometimes be seen in long-term abusers  [  1  ] . 

   Alcohol and Essential Tremor 

 ET is one of the most common adult movement disorders 
and is a common neurologic disease in elderly patients  [  88  ] . 
It is characterized by a 4–12 Hz progressive kinetic tremor 
(usually an action and/or postural tremor) that decreases in 
frequency over time and is most often present in the arms but 
may also involve the neck and voice  [  89,   90  ] . The degree of 
resulting impairment and social embarrassment varies greatly 
between patients, and ranges from mild to signi fi cant, par-
ticularly in activities which require hand dexterity and coor-
dination. Recently, possible psychiatric and cognitive 
features are being examined as well  [  90  ] . As indicated by its 
name, ET was traditionally considered a benign condition 
without neuropathologic correlate  [  91,   92  ] . However, recent 
research has raised the question as to whether ET is a patho-
logically heterogeneous and progressive neurodegenerative 
disorder  [  92  ] . Both environmental and genetic factors appear 
to play a role in its pathogenesis, and it can be inherited in an 
autosomal dominant pattern or in a more complex manner 
with variable penetrance  [  90,   93  ] . The pathophysiology 
underlying the disease is thought to involve abnormal oscil-
latory activity in the neural pathways between the olivary 
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nuclei, cerebellum, and thalamus  [  94–  98  ] . The  fi rst line treat-
ments for essential tremor are propranolol and primidone, 
though anticonvulsants and benzodiazepines are sometimes 
used. In severe cases thalamotomy or thalamic deep brain 
stimulation may be undertaken  [  99  ] . 

 Improvement of the symptoms of ET with alcohol was 
 fi rst described in 1949, and in patients who are responsive to 
alcohol, it is may be more ef fi cacious than available pharma-
cologic treatments  [  100,   101  ] . Alcohol reduces the ampli-
tude but not the frequency of tremor, though tremor may 
temporarily worsen when the effects of alcohol have sub-
sided  [  89,   102,   103  ] . As many as 50–90% of patients will 
have improvement of symptoms with alcohol, and one study 
showed homogeneity of response within families with famil-
ial ET  [  102  ] . The mechanism of action by which alcohol 
decreases the amplitude of tremor in ET is not clear, though 
various mechanisms have been proposed. These include nor-
malization of the abnormal olivocerebellar  fi ring patterns, 
blocking the development of abnormal oscillations or modu-
lating calcium currents in the olivary nucleus, or modulating 
GABA neurotransmission or NMDA-mediated glutamater-
gic neurotransmission in the cerebellum  [  89,   104–  107  ] . 

 Self-treatment with alcohol has been of concern since its 
effects on ET were  fi rst noted, particularly since the effect of 
alcohol are transient and repeated doses are required to main-
tain a reduction in tremor amplitude  [  100,   108  ] . This com-
bined with the often increasing doses required to achieve the 
same ameliorative effect suggests that patients with ET might 
be at higher risk of abusing alcohol, and indeed alcoholism 
in ET patients has been reported  [  100,   108  ] . While the  fi rst 
systematic records-based study in a population of veterans 
indicated that males with ET abuse alcohol at higher rates 
than age-matched controls  [  109  ] , two subsequent cross-sec-
tional studies failed to  fi nd any signi fi cant increase in alcohol 
intake in ET patients compared to controls  [  110,   111  ] . 
Though there are no true prospective studies that address the 
possibility of an increased risk of alcoholism in ET patients 
and social alcohol intake is not discouraged for most patients 
with ET, it is prudent for the clinician to evaluate patients 
with ET for personal or family histories excessive alcohol 
intake that might increase their risk for self-medication lead-
ing to abuse  [  112  ] .  

   Alcohol and Myoclonus-Dystonia 

 M-D is a hyperkinetic movement disorder that is genetically 
heterogeneous but most commonly associated with muta-
tions in the epsilon sarcoglycan (SGCE) gene on chromo-
some 7q21. It is inherited in an autosomal dominant manner 
and is maternally imprinted (symptoms are present primarily 
when the abnormal gene is inherited paternally)  [  113,   114  ] . 
The function of SCGE proteins is not known, but it is 

 suspected that disrupted neuronal architecture and/or 
synaptic structure, possibly interfering with monoaminergic 
transmission, are responsible for the symptoms of M-D 
 [  114–  116  ] . The motor symptoms of M-D consist of early 
onset myoclonus, often with dystonia. Myoclonus is usually 
the more prominent feature, although dystonia can some-
times predominant or occur alone. The myoclonus of M-D 
most often affects the neck and arms, and similar to ET, may 
impair motor tasks of the upper limbs and cause considerable 
social embarrassment  [  113  ] . In addition, psychiatric symp-
toms including obsessive-compulsive disorder are also asso-
ciated with the SGCE mutation  [  114,   117–  123  ] . 

 A marked decrease in the motor symptoms of M-D has 
long been known to occur with ingestion of alcohol  [  124, 
  125  ] . This response has been well reported in many families 
with SGCE mutations, though heterogeneity of response 
exists both between and within families and response to 
alcohol is not predictive of SGCE mutation or speci fi c to the 
genetic etiology of the disease. Among family members from 
SGCE or chromosome 7 linked M-D families described in 
the literature between 1988 and 2004 (and for which alcohol 
responsiveness of family members was clearly stated), 81% 
of individuals experienced a reduction of motor symptoms 
with alcohol. Among families without linkage or mutation to 
the SGCE gene, 74% were alcohol-responsive  [  112  ] . 

 A recent study of  fi ve M-D families demonstrated an 
increase in alcohol dependence but not abuse in symptomatic 
manifesting carriers of the SGCE mutation when compared 
to non-manifesting carriers and non-carriers of the mutation, 
which was attributed to the use of alcohol to self-treat motor 
symptoms  [  120  ] . However, a later study did not  fi nd an 
increase in substance abuse in manifesting carriers of the dis-
ease  [  118  ] . As current treatment options for M-D (anti-epi-
leptics and anticholinergics) are of limited utility, the risk for 
self-treatment with alcohol in a population with co-morbid 
psychiatric disease is of great concern, and the consequences 
of alcohol dependence in such patients may be more dis-
abling than the motor symptoms of the disease  [  112  ] . As 
with ET, it is important for the clinician to be cognizant of 
the possibility of self-treatment leading to misuse, and 
inquire about individual risk factors and counsel patients 
accordingly.       
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  Abstract 

 Alcohol is a major risk factor for a variety of cancer sites including the upper gastrointestinal 
tract (oropharynx, oesophagus), the larynx, the colorectum, the liver, and the female 
breast. In animal experiments ethanol and acetaldehyde, the  fi rst metabolites of ethanol 
oxidation, are both carcinogenic. Acetaldehyde can bind to DNA forming various DNA 
adducts, some of them with high carcinogenic potential. Indeed, individuals with an 
increased accumulation of acetaldehyde due to changes in ethanol- or acetaldehyde metab-
olism have an increased cancer risk when they drink chronically. This includes individuals 
with a genetically determined increased acetaldehyde production due to alcohol dehydro-
genase polymorphism and those with a decreased detoxi fi cation of acetaldehyde due to an 
acetaldehyde dehydrogenase mutation. In addition, oral bacterial overgrowth due to poor 
oral hygiene also increases salivary acetaldehyde, since bacteria and yeasts are capable to 
generate acetaldehyde from ethanol. Dietary de fi ciencies such as a lack of folate, 
ribo fl avine, and zinc may also contribute to the increased cancer risk in the alcoholic. It is 
of considerable importance that smoking and drinking act synergistically. Smoking 
increases the acetaldehyde burden following alcohol consumption since smoke itself con-
tains acetaldehyde and drinking enhances the activation of various procarcinogens present 
in tobacco smoke due to increased metabolic activation by induction of the cytochrome 
P-4502E1 (CYP2E1)-dependent microsomal biotransformation system in the mucosa of 
the upper digestive tract and the liver. The induction of CYP2E1 by chronic ethanol con-
sumption also results in the production of reactive oxygen species during ethanol metabo-
lism via CYP2E1, and these oxygen species lead to lipid peroxidation. Lipid peroxidation 
products such as 4-hydroxynonenal can then bind to DNA, forming highly mutagenic and 
carcinogenic exocyclic etheno-DNA adducts. Subsequently, chronic ethanol ingestion 
results in severe alterations of the methyl transfer with hypomethylation of DNA and also 
in a decrease of retinoic acid concentrations associated with the activation of protoonco-
genes and hyperproliferation. All these mechanisms functioning in concert stimulate car-
cinogenesis and the intensity of the effect of various mechanisms may depend among 
others on tissue sensibility and susceptibility which is determined genetically and/or by 
the environment.            
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   Introduction 

 Alcohol misuse is in common in the U.S. and Western Europe 
and is increasing in Asia. In the U.S., 7% of the adult popula-
tion meet the de fi nition for alcohol misuse or dependence 
 [  1  ] . Similar data exist for some countries in Europe, includ-
ing Germany, where 1.5 million individuals are alcohol-
dependent and approximately three million people have 
alcohol-associated organ damage  [  2  ] . Chronic alcohol con-
sumption has deleterious effects on almost every organ of the 
human body. One of the most severe consequences of alco-
hol misuse is cancer development. 

 The WHO’s global burden of disease project estimates 
that more than 389,000 cases of cancer are attributable to 

alcohol drinking worldwide, representing 3.6% of all can-
cers (5.2% in men and 1.7% in women)  [  3  ] . In February 
2007 the International Agency for Research on Cancer 
(IARC) has invited 26 scientists from 15 countries to evalu-
ate the evidence of ethanol and ethanol containing beverages 
as cancer causing agents. These experts reviewed all epide-
miological and experimental studies covering this topic and 
 fi nally came to the following conclusion  [  4,   5  ] :

  “Regular alcohol consumption is associated with an increased 
risk for cancer of the oral cavity, pharynx, larynx, oesophagus, 
liver, breast, and colorectum. There is substantial mechanistic 
evidence in humans de fi cient in aldehyde dehydrogenase that 
acetaldehyde derived from the metabolism of ethanol contrib-
utes to causing malignant oesophageal tumours”. The studies 
demonstrate that ethanol and not the type of alcoholic beverage 
is responsible for the tumour risk.   

 In this chapter, epidemiology of alcohol and cancer with 
respect to cancer sites will be brie fl y discussed. Major 
emphasis, however, will be placed on general mechanisms 
by which ethanol affects carcinogenesis. Since it would be 

  Learning Objectives 

     1.    Chronic alcohol consumption is a risk factor for the 
development of cancer of the oropharynx, larynx, 
oesophagus, liver, colorectum, and female breast.  

    2.    Ethanol and acetaldehyde, the  fi rst metabolites of 
ethanol oxidation, are both carcinogenic in animals.  

    3.    The cancer risk due to alcohol is modulated by a 
variety of individual factors and by the sensitivity of 
the target tissue. Thus, in healthy individuals, the 
daily alcohol intake should be limited to 2 drinks 
(approximately 20–25 g ethanol) in men and 1 drink 
in women.  

    4.    Individuals with predisposing diseases for cancer 
such as chronic hepatitis B or C, hemochromatosis, 
cirrhosis of the liver, gastroesophageal re fl ux dis-
ease or chronic in fl ammatory bowel disease should 
avoid alcohol at all.  

    5.    Other risk factors for alcohol mediated cancer 
development are smoking, poor oral hygiene with 
bacterial overgrowth, accumulation of acetaldehyde 
due to genetic changes in ethanol metabolism such 
as a decreased oxidation of acetaldehyde (low activ-
ity of acetaldehyde dehydrogenase) or an increased 
generation of acetaldehyde (high activity of alcohol 
dehydrogenase), folate de fi ciency, and additional 
vitamin A intake.  

    6.    Ethanol mediated mechanisms of carcinogenesis 
may include the action of acetaldehyde, increased 
oxidative stress due to the induction of cytochrome 
P4502E1 resulting in reactive oxygen species with 
DNA damage (from the reaction with lipid peroxi-
dation products), increased activation of various 
procarcinogens (e.g. in tobacco smoke) through 
induced CYP2E1, disturbed methyl transfer with 
DNA hypomethylation, and possibly reduced retin-
oic acid concentrations with hyperproliferation.     

  Issues that Need to Be Addressed by Future Research 

     1.    Acetaldehyde may also occur from fermentation of 
carbohydrates via ethanol in the upper gastrointesti-
nal tract, especially in the stomach in the presence 
of bacteria. What is the amount of acetaldehyde 
produced from carbohydrates in the atrophic stom-
ach with bacterial overgrowth? Does this contribute 
to stomach cancer in atrophic gastritis, a risk factor 
for stomach cancer?  

    2.    Acetaldehyde DNA adducts should be determined 
in human biopsies from the upper gastrointesti-
nal tract and from the large intestine to  fi nally 
 demonstrate their role in ethanol mediated 
carcinogenesis.  

    3.    The relative role of CYP2E1 in the generation of 
reactive oxygen species, in the degradation of retin-
oic acid and in the activation of procarcinogens 
should be characterized.  

    4.    Non-toxic CYP2E1 inhibitors should be found 
for and they should be used to prevent tumour 
development in animal models of ethanol-mediated 
carcinogenesis.  

    5.    The effect of ethanol on epigenetic factors needs to 
be focused on in more detail.  

    6.    Since breast cancer is the most frequent cancer in 
women, the mechanisms of the effect of ethanol 
should be studied in detail, and especially women at 
risk should be identi fi ed.     
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beyond the scope of this article to discuss all possible mech-
anisms, it will focus on acetaldehyde, the  fi rst and most toxic 
metabolite of ethanol oxidation and on oxidative stress gen-
erated during ethanol metabolism. For more detailed infor-
mation, it is referred to recent review articles  [  6–  8  ] .  

   Epidemiology 

   Cancer of the Upper Aerodigestive Tract 

 Chronic alcohol consumption is also a major risk factor for 
cancer of the oropharynx and oesophagus  [  4  ] . It is estimated 
that 25–68% of upper aerodigestive tract (UADT) cancers 
can be attributed to alcohol and up to 80% of these tumours 
could be prevented by abstaining from alcohol and smoking 
 [  9–  11  ] . In a metaanalysis including 235 studies, pooled rela-
tive risks for alcohol (25, 50 or 100 g per day) were 1.76, 
2.87, and 6.10 for oral cavity and pharyngeal cancer and 
1.51, 2.21, and 4.23 for oesophageal cancer respectively 
 [  12  ] . In a carefully designed French study, Tuyns was able to 
demonstrate that alcohol consumption of more than 80 g per 
day (approximately one bottle of wine) increases the RR of 
oesophageal cancer by a factor of 18, while smoking alone 
of more than 20 cigarettes leads to an increased RR of 5. 
Taken together, both factors act synergistically resulting in 
an increased RR of 44  [  13  ] . An epidemiologic study by 
Maier et al. showed that 90% of all patients with head and 
neck cancer consumed alcohol regularly in quantities twice 
the amount of a control group with a signi fi cant dose–
response relationship  [  14  ] . If the RR for an individual with a 
daily alcohol consumption of 25 g was assumed to be one, 
this  fi gure rose to 32 if alcohol consumption exceeded 100 g. 
Bruguere and coworkers found RR values of 13.5 for oral 
cancer, 15.2 for oropharyngeal cancer, 28.6 for hypopharyn-
geal cancer when 100–159 g of alcohol were consumed 
daily  [  15  ] . It is noteworthy that even with these high daily 
alcohol dosages, the alcohol-associated cancer risk is not 
saturable. Alcohol consumption exceeding 1.5 bottles of 
wine daily results in a 100-fold increased RR for oesopha-
geal cancer  [  16  ] . In an epidemiological study of the American 
Cancer Society (ACS) including more than 750,000 indi-
viduals, Bofetta and Gar fi nkel found an increased RR for 
oesophageal cancer already at a dose of 12 g alcohol daily 
(RR = 1.37) rising to an RR of 5.8 following 72 g of alcohol 
consumption daily  [  17  ] . A follow-up study of the ACS came 
to the same results  [  18  ] . Similar dose-dependent data have 
also been demonstrated in case control studies involving 
non-smokers. 

 It has been shown that the accumulation of acetaldehyde 
after alcohol consumption due to genetic polymorphisms of 
ethanol metabolizing enzymes was found to be associated 
with increased levels of acetaldehyde-derived DNA adducts 
as well as an increase in sister chromatide exchanges and 

micronuclei of peripheral lymphocytes  [  19–  21  ] , and that 
these individuals were at extreme by high risk when they 
consumed ethanol chronically  [  22  ] . 

 Since acetaldehyde also occurs in tobacco smoke and 
since acetaldehyde can also be produced during bacterial 
ethanol metabolism in the oral cavity, smoking and poor oral 
hygiene are risk factors for ethanol-mediated carcinogenesis 
(see below). Other factors such as nutritional de fi ciencies of 
folate, retinoic acid, ribo fl avine, iron, and zinc may also con-
tribute to the increased cancer risk in the alcoholic as well as 
gastroesophageal re fl ux disease (GERD), but these factors 
have not been studied in detail.  

   Hepatocellular Cancer 

 Case-control studies in countries with a high prevalence of 
alcohol use and a moderate prevalence of viral hepatitis, as 
well as studies from countries with a high prevalence of 
chronic viral hepatitis and a lower prevalence of alcohol use, 
report that chronic ethanol consumption is associated with 
an approximately twofold increased risk for hepatocellular 
cancer (HCC)  [  23  ] . The odds ratios increase further to  fi ve- 
to sevenfold when ethanol consumption exceeds 80 g per day 
for more than 10 years  [  24,   25  ] . In general, patients with 
alcoholic liver cirrhosis show an HCC incidence of 1–2% per 
year  [  8  ] . 

 HCC in a non-cirrhotic liver is extremely rare. Chronic 
alcohol consumption also increases the HHC risk in patients 
with other liver diseases such as chronic hepatitis B and C, 
and possibly in hereditary hemochromatosis (HH) and non-
alcoholic fatty liver disease (NAFLD). 

 A study in Taiwan showed a three- to fourfold increased 
odds ratio for HCC in patients with chronic hepatitis B when 
they consumed alcohol more than 3 times weekly for more 
than 15 years as compared to non-drinkers  [  26  ] . A longitudi-
nal study in Japan in hepatitis B surface antigen-positive 
healthy blood donors found a  fi vefold increased risk for HCC 
when more than 27 g of alcohol were consumed by day  [  27  ] . 
In hepatitis B patients, ethanol in a dose of 40 g or more 
shortens the development of HCC by approximately 10 years 
 [  28,   29  ] . 

 Patients with chronic hepatitis C have a threefold 
increased risk when they consume 80 g ethanol or more per 
day as compared to those patients who do not drink  [  23–  25  ] . 
Chronic alcohol misuse also increases the risk of HCV 
infection. Whether this is due to an impaired function of the 
immune system following alcohol ingestion or whether it 
relates to the risky lifestyle of alcoholics is still unknown. 
In addition, alcohol may increase viral replication, possibly 
by immunosuppression. Finally, alcohol may stimulate 
in fl ammation and thus, oxidative stress. 

 Iron is an important factor in the generation of oxidative 
stress. Ethanol increases iron uptake from the gut and results 
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in iron deposits in the liver with further negative effect on the 
prognosis in patients with HH  [  30  ] . 

 With respect to NAFLD, it has become clear that type 2 
diabetics are at any increased risk for HCC  [  31,   32  ] . The patho-
genesis of NAFLD includes the accumulation of fat in the liver 
which may be predominantly induced by hyperinsulinemia 
due to peripheral insulin resistance. Free fatty acids induce 
cytochrome P4502E1 (CYP2E1) and lead to ROS. Alcohol 
also increases CYP2E1 and enhances this pathophysiological 
pathway. In addition, tumour necrosis factor- a  (TNF- a ) is 
elevated in NAFLD and alcoholic liver disease, resulting in a 
further aggravation of peripheral insulin resistance and in oxi-
dative stress. It has been shown that the relative risk for HCC 
in type 2 diabetics is approximately 4, and it increases to almost 
10 in those consuming more than 80 g alcohol per day  [  25  ] . 

 It should be pointed out that 30–50% of individuals with 
HCC show a loss of heterozygosity of the long arm of 
 chromosome 4  [  33  ] . In French patients with HCC, a loss of 
4q34-q35 in particular was reported  [  34  ] . However, a large 
proportion of these patients were infected with HCV. 
Various mechanisms may contribute to alcohol-associated 
carcinogenesis, including chronic in fl ammation resulting in 
increased oxidative stress, such as in alcoholic steatohepati-
tis, acetaldehyde and its detrimental effect on proteins and 
DNA  [  8,   35–  38  ] , induction of CYP2E1 leading to increased 
ROS production, lipid peroxidation and DNA damage  [  8,   35  ] , 
a decrease in antioxidant defence and DNA repair  [  8,   35  ] , a 
disturbed methyl transfer associated with DNA hypomethy-
lation  [  39  ] , decreased hepatic retinoic acid (RA)  [  40  ] , iron 
overload  [  35  ] , and a profound impairment of the immune 
system  [  41  ] .  

   Breast Cancer 

 A clear-cut dose-dependent association between alcohol 
intake and breast cancer has been reported in more than 100 
publications  [  42,   43  ] . The risk starts already at a dose of 18 g 
alcohol per day. According to a metaanalysis of 38 studies, 
1–3 drinks per day increase breast cancer risk by 10, 20 and 
40%  [  44  ] . Every additional 10 g of alcohol increase the breast 
cancer risk by 7%  [  43  ] . At a consumption of 50 g of alcohol 
daily, the cancer risk is enhanced by 50%  [  45  ] . In the US, it 
was calculated that 4% of all newly diagnosed breast cancer 
cases are due to alcohol, resulting in a total of approximately 
8,000 cases per year  [  44  ] . Among others, the increase in estra-
diol mediated by ethanol may be one factor to explain the 
increased risk of breast cancer in alcohol-drinking women.  

   Colorectal Cancer 

 More than 50 prospective- and case-control studies found a 
positive association between colorectal cancer and alcohol 

consumption  [  46  ] . Pooled data from eight cohort studies and 
data from a recent metaanalysis demonstrate a 1.4-fold 
increased cancer risk in patients with an alcohol intake of 
more than 50 g per day as compared to non-drinkers  [  47,   48  ] . 
Subsequently, a recent prospective follow-up study compris-
ing more than 10,000 U.S. citizens concluded that the con-
sumption of one or more alcoholic beverages per day at 
baseline is associated with an approximately 70% greater 
risk of colon cancer with a strongly positive dose–response 
relationship  [  49  ] . The most important factor for colorectal 
cancer appeared to be the consumption of alcohol. 

 Excessive alcohol consumption may also in fl uence the 
adenoma–carcinoma sequence at different early steps as 
reported recently by Boutron et al.  [  50,   51  ] . It was also 
reported that a reduction in ethanol intake in individuals with 
genetic predisposition for colorectal cancer had a large 
bene fi cial effect on tumour incidence  [  52  ] . 

 Five out of six studies also showed an increased risk for 
colorectal polyps following chronic alcohol consumption as 
compared to abstinence  [  46  ] . The same was observed regard-
ing hyperplastic polyps. When more than 30 g alcohol per 
day were consumed, the relative risk for men was 1.8 and for 
woman 2.5  [  53  ] . 

 Epidemiological studies also underline the importance of 
the lack of dietary factors such as methionine and folate 
which modulate the ethanol-associated colorectal cancer risk 
 [  54  ] . More recently, it was reported that individuals who pro-
duce more acetaldehyde due to alcohol dehydrogenase 
(ADH) polymorphism are at higher risk for colorectal cancer 
when they consume more than 30 g of ethanol per day as 
compared to individuals who produce less acetaldehyde from 
ethanol  [  55  ] . 

 All these data convinced the expert panel at the IARC that 
the colorectum should be included as a target site of ethanol-
mediated carcinogenesis. 

 The mechanisms by which alcohol exerts its carcinogenic 
effect on the colorectal mucosa are not clear, but again acet-
aldehyde predominantly produced by faecal bacteria from 
ethanol may injure the mucosa leading to secondary hyper-
regeneration, a precancerous condition  [  56–  58  ] . Acetaldehyde 
may also interact with methyl transfer leading to DNA 
hypomethylation which is associated with increased cancer 
risk  [  59  ] . For more detail it is referred to most recent review 
articles  [  8,   41,   46  ] .   

   Mechanisms of Alcohol Mediated 
Carcinogenesis 

   Acetaldehyde, a Carcinogen 

 Acetaldehyde is the  fi rst metabolite of ethanol oxidation. 
Acetaldehyde binds to proteins and DNA and is mutagenic 
and carcinogenic in animal experiments. It interferes with 
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DNA synthesis and repair, injures the cellular antioxidative 
defence system, results in cellular hyperregeneration of the 
mucosa and  fi nally, most importantly, binds to DNA forming 
stable adducts with mutagenic properties  [  19,   60,   61  ] . The 
generation of mutagenic adducts is especially enhanced in 
hyperregenerative tissues such as the upper and lower gastro-
intestinal mucosa (due to chronic ethanol consumption) due 
to the fact that biogenic amines present in hyperregenerative 
tissues favour the adduct formation  [  61  ] . 

 Acetaldehyde is generated from ethanol oxidation and 
the enzyme responsible for this reaction is ADH (Fig.  35.1 ). 
Various ADH isozymes exist and two of them reveal poly-
morphism (ADH1B and ADH1C). While the ADH1B*2 
allele encodes for an enzyme which is approximately 40 
times more active than the enzyme encoded by the 
ADH1B*1 allele, ADH1C*1 transcription leads to an ADH 
isoenzyme 2.5 times more active than that from ADH1C*2 
 [  62  ]  (see below). Acetaldehyde accumulation is, however, 
also observed when its oxidation to acetate via acetalde-
hyde dehydrogenase (ALDH) is inadequate. Fifty percent 
of the Japanese population have a mutation of the ALDH 2 
gene which codes for an ALDH enzyme with low activity. 
When these individuals drink alcohol, acetaldehyde accu-
mulates in the blood, and they develop a  fl ush syndrome 
with tachycardia, nausea, and vomiting. In addition, acetal-
dehyde also accumulates in the saliva, rinses the mucosa of 

the UADT, and may enter the mucosal cells resulting in 
DNA adduct formation  [  63  ] .  

 Ten percent of Japanese are homozygotes for ALDH2 2 
(ALDH2 2/2) with zero ALDH activity. These individuals 
are incapable to consume alcohol, even at small doses, since 
they cannot oxidize acetaldehyde at all and develop severe 
side effects. Despite the unpleasant side effects of  fl ushing, 
however, heterozygotes of the ALDH2 2/1 (40% of the 
Japanese population) with low ALDH activity may consume 
alcohol. These individuals have a signi fi cantly increased 
cancer risk for UADT cancer, in particular oesophageal can-
cer and for colorectal cancer  [  22,   64,   65  ] . Thus, their relative 
risk for oesophageal cancer is approximately 10 and for 
metachronic oesophageal cancer over 50 as compared to 
caucasians with the ALDH2 1/1 genotype  [  22  ] . 

 ALDH2 gene mutation does not exist in Caucasians. 
However, Caucasians have a gene polymorphism for the 
ADH1B and ADH1C gene. Thus, heavy drinkers who are 
homozygous for the ADH1C*1 allele not only have an 
increased concentration of acetaldehyde in their saliva  [  66  ] , 
but also seem to have an increased risk for UADT cancer 
 [  67,   68  ] . 

 High levels of acetaldehyde occur in the saliva, and these 
levels are further increased in individuals with ADH1C*1 
homozygosity  [  66  ]  and ALDH2*1,2 heterozygosity  [  69  ] , in 
smokers (smoke contains acetaldehyde) and in individuals 

  Fig. 35.1    Ethanol metabolism and its role in carcinogenesis: Ethanol 
is metabolized to acetaldehyde via alcohol dehydrogenase (ADH). 
Various ADH isozymes exist and two (ADH1B, ADH1C) reveal poly-
morphism associated with the generation of different amounts of acet-
aldehyde. Acetaldehyde is further metabolized via acetaldehyde 
dehydrogenase (ALDH) to acetate, which is non-toxic. The ALDH2 
gene is mutated in approximately 50% of Asians resulting in low 
enzyme activity and the accumulation of acetaldehyde. When acetalde-
hyde accumulates, it exerts multiple toxic effects. With respect to car-
cinogenesis, it inhibits DNA repair and DNA methylation, and it leads 
to various carcinogenic DNA adducts. In a second pathway ethanol is 

metabolized to acetaldehyde via cytochrome P-4502E1 (CYP2E1). 
This pathway not only produces acetaldehyde, but also reactive oxygen 
species (ROS). These ROS lead to lipid peroxidation and lipid peroxi-
dation products may bind to DNA resulting in carcinogenic exocyclic 
etheno-DNA adducts. Acetaldehyde also inhibits the antioxidative 
defence system (AODS) which further enhances the effect of ROS. 
Finally CYP2E1 also is involved in the activation of a variety of procar-
cinogens including those present in tobacco smoke and also leads to an 
enhanced degradation of retinoic acid to its metabolites resulting in low 
levels of hepatic retinoic acid associated with the activation of the AP1-
gene and hyperproliferation       
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with poor oral hygiene and bacterial overgrowth  [  70  ] . Saliva 
rinses the mucosa and acetaldehyde may enter the cell and 
result in DNA adduct formation. In addition, continuous 
contact of the mucosa with acetaldehyde derived from saliva 
leads to mucosal hyperproliferation, a precancerous condi-
tion  [  71,   72  ] . 

 Acetaldehyde can also be generated by bacterial oxida-
tion of ethanol. This can take place in the oral cavity and in 
the large intestine. In animal experiments it has been shown 
that acetaldehyde production in the colon was signi fi cantly 
reduced in germ free rats as compared to conventional ani-
mals following ethanol administration  [  56  ] . This was associ-
ated with mucosal injury and hyperregeneration  [  56,   57,   72  ] . 
Furthermore, salivary acetaldehyde concentrations are lower 
in humans after antiseptic mouthwash  [  63  ] , emphasizing the 
role of oral bacteria in the production of acetaldehyde from 
ethanol. 

 Thus, in summary in vitro data, animal experiments and 
genetic linkage studies in humans strongly support the carci-
nogenic role of acetaldehyde in as a pathogenetic mechanism 
in gastrointestinal cancer development following chronic 
ethanol ingestion. As already pointed out, a working group 
of the IARC concluded that strong mechanistic evidence 
exists in humans that endogenous acetaldehyde derived from 
the consumption of ethanol in alcoholic beverages plays a 
causal role in the development of malignant oesophageal 
tumours in individuals who are de fi cient in aldehyde dehy-
drogenase  [  4  ] .  

   Oxidative Stress 

 In the liver oxidative stress together with cirrhosis are impor-
tant factors in ethanol-related carcinogenesis. The formation 
of ROS such as superoxide anion and hydrogen peroxide 
causes oxidative injury. Several enzyme systems are capable 
to produce ROS, including the cytochrome P-4502E1 
(CYP2E1)-dependent microsomal mono-oxygenase system, 
the mitochondrial respiratory chain and the cytosolic enzymes 
xanthine oxidase, and aldehyde oxidase  [  73  ] . Ethanol-
mediated ROS formation may be due to an increased elec-
tron leakage from the mitochondrial respiratory chain 
associated with the stimulation of reduced nicotinamide ade-
nine dinucleotide (NADH) shuttling into mitochondria and 
to the interaction between  N -acetylsphyngosine (from 
TNF- a ) and mitochondria  [  74,   75  ] . The induction of sphin-
gomyelinase by TNF- a  increases the levels of ceramide, an 
inhibitor of the activity of the mitochondrial electron trans-
port chain, leading to increased mitochondrial production of 
ROS. ROS can also be generated in alcoholic hepatitis with 
activated hepatic phagocytes  [  76  ] . Hepatic iron accumulation 
as observed in alcoholic liver disease increases ROS  [  37  ] , 
and  fi nally nitric oxide production due to ethanol-mediated 

stimulation of inducible nitric oxide synthase results in the 
formation of peroxynitrite which is highly reactive  [  77  ] . 

 Most important, however, is the production of ROS via 
CYP2E1  [  37  ] . It has been shown that alcohol induces 
CYP2E1 in the liver. This induction is an adaptive process 
and is associated with an increased metabolism of ethanol 
to acetaldehyde and also to ROS  [  78  ] . The induction dif-
fers individually  [  79  ]  and is most likely due to the fact that 
the degradation of CYP2E1 by the ubiquitin proteasome 
pathway is inadequate since alcohol has an effect on this 
pathway  [  80  ] . 

 In animal experiments, the induction of CYP2E1 corre-
lates with NAD phosphate (NADPH) oxidase activity, the 
generation of hydroxyethyl radicals, lipid peroxidation, and 
the severity of hepatic damage, all of which could be pre-
vented by the CYP2E1 inhibitor chlormethiazole  [  81  ] . 
In addition, DNA lesions have been found to be lower in 
CYP2E1 knock-out mice as compared to wild type mice, and 
hepatic injury was signi fi cantly increased in transgenic mice 
that overexpressed CYP2E1  [  82,   83  ] . 

 ROS produced by CYP2E1 result in lipid peroxidation. 
Various lipid peroxidation products including 4-hydroxynon-
enal may bind to various purine and pyrimidine bases form-
ing exocyclic DNA adducts. It has been shown that these 
adducts are highly mutagenic and carcinogenic. Such adducts 
have been described using immunohistochemistry, liver 
biopsies from patients with metal storage disorders such as 
Wilson’s disease and haemotomachrosis, both of these dis-
eases known to be associated with an increased risk for HCC 
 [  84  ] . We have investigated biopsies from patients with vari-
ous degrees and severities of alcoholic liver disease and 
found that in these biopsies exocyclic DNA adducts are 
signi fi cantly increased. This already takes place at the stage 
of alcoholic fatty liver  [  84  ] . More recently we found a highly 
signi fi cant correlation between these adducts, CYP2E1 
expression and 4 HNE in liver biopsies from patients with 
ALD  [  85  ] . 

 By using CYP2E1 overexpressing cells, we also found 
that the generation of etheno-DNA adducts can be correlated 
with the degree of CYP2E1 expression and can be inhibited 
by the CYP2E1 inhibitor chlormethiazole  [  85  ] . In addition, 
etheno adduct formation also correlates with CYP2E1 as 
well as with lipid peroxidation products such as 4-hydroxynon-
enal in human liver biopsies  [  85  ]  and in oesophageal biop-
sies from patients with oesophageal cancer  [  86  ] . However, 
another factor which may be of major importance is the pres-
ence of the antioxidative defence system. Most exocyclic 
etheno-DNA adducts have been observed in cells with a high 
expression of CYP2E1 and a low concentration of mitochon-
drial glutathione. Thus, both factors may play an important 
role in the production of this important mutagenic DNA 
adduct. In addition, this adduct can also be detected in the 
urine of patients. Using HPLC for determination of these 
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adducts we found increased concentrations not only in 
patients with viral hepatitis such as hepatitis B and C, but 
also in patients with alcoholic liver disease  [  87  ] . Thus, mea-
surement of exocylic etheno-DNA adducts in the urine of 
patients with alcoholic liver disease could be a predictive 
marker for risk assessment of HCC in the alcoholic.  

   Altered Methyl Transfer 

 In hepatocarcinogenesis, alcohol-related changes in hepatic 
methylation patterns appear to be a particular relevance. 
Alcohol interacts with absorption, storage, biological trans-
formation, and excretion of compounds which are essential 
for methyl group transfer including folate, vitamin B6, and 
certain lipotropes  [  39  ] . In particular, the production of 
 S -adenosyl- l -methionine (SAMe), the universal methyl 
group donor in methylation reaction, is impaired  [  88  ] . 
Alcohol interacts with SAMe synthesis through inhibition of 
crucial enzymes involved in SAMe generation  [  39,   86  ] . This 
can lead to a compromised formation of endogenous antioxi-
dants such as glutathione and also lead to impaired cellular 
membrane stability due to impaired synthesis of phospholip-
ids such as polyenylphosphatidylcholine  [  89  ] . In addition, 
alcohol may interact with the methylation of certain genes 
and thereby contribute to liver damage and tumour develop-
ment. Accordingly, alcohol-induced depletion of lipotropes 
may cause hypomethylation of oncogenes, leading to their 
activation. The decrease in methylation capacity caused by 
chronic alcohol consumption may, therefore, contribute to 
epigenetic alterations of genes involved in carcinogenesis 
 [  8  ] . Whether and to what extend alcohol ingestion is suf fi cient 
to produce genetic hypomethylation and consequently 
tumour initiation has not been  fi nally con fi rmed.  

   Reduced Retinoic Acid 

 Chronic ethanol consumption results in reduced hepatic vita-
min A concentrations  [  90  ] . CYP2E1 enzyme induction by 
ethanol can lead to excessive catabolism of retinoic acid 
(RA)  [  91  ] . Chronic ethanol consumption results in a decrease 
of retinol and RA in the liver associated with an activation of 
the AP-1 gene leading to an increased expression of c-jun 
and c-fos and  fi nally hepatocellular hyperproliferation which 
is associated with an increased cancer risk. It has been shown 
that the enhanced catabolism of retinol and retinoic acid in 
alcohol-fed rats can be inhibited by chlormethiazole both 
in vitro and in vivo  [  91,   92  ] , indicating that CYP2E1 is the 
major enzyme responsible for the alcohol-enhanced catabo-
lism of retinoids in hepatic tissue after exposure to alcohol. 
Since CYP2E1 enzyme induction in chronic intermittent 
drinking could continue to be a factor destroying retinol and 

retinoic acid as well as mediating oxidative stress, even after 
withdrawal from alcohol, the inhibition of CYP2E1 induc-
tion by treatment with a CYP2E1 inhibitor could be a useful 
way to provide a protective effect against alcohol-related 
hepatic carcinogenesis. 

 In order to determine whether the restoration of the 
hepatic retinoid status in alcohol-fed rats by chlormethiazole 
protects against chemically induced, alcohol-promoted car-
cinogenesis of the liver, rats received a single injection of 
20 mg diethylnitrosamine/kg body for tumour initiation and 
were then fed alcohol and control diets with or without chlo-
rmethiazole (Wang, personal communication). Hepatic 
amphophilic foci of cellular alteration, nodular regenerative 
hyperplasia, and hepatocellular adenoma were detected in 
the ethanol-fed rats after 10-months of treatment, but not 
control rats with the same dose of diethylnitrosamine treat-
ment, including non-ethanol-fed rats and ethanol-fed rats 
with chlormethiazole treatment. In addition, chlormethiazole 
treatment prevented alcohol-induced CYP2E1 expression 
and activity, and restored alcohol-reduced retinoic acid to 
normal levels. These data demonstrate that chronic and 
excessive ethanol consumption alone promotes hepatic car-
cinogenesis by impairing hepatocyte regeneration in the rat 
liver. Furthermore, inhibition of CYP2E1 activation by a 
CYP2E1 inhibitor can counteract the tumour-promoting 
action of ethanol by restoring normal hepatic levels of retin-
oic acid. These data further support the notion that alcohol-
promoted oncogenic transformation may be related to 
alcohol-impaired retinoic acid action. Although retinoid 
interventions which serve to restore normal retinoid signal-
ling and functioning may offer protection at the cellular level 
and represent a means to modify cancer risk  [  93  ] , high doses 
of vitamin A supplementation over a period of months are 
hepatotoxic, and chronic alcohol consumption enhances this 
intrinsic hepatotoxicity  [  94  ] . This is particularly true with 
respect to the potential detrimental effects of polar metabo-
lites of retinoids generated during alcohol drinking  [  95  ] . 
Taking into account the ef fi cacy and complex biological 
functions of retinoids in human cancer prevention, interven-
tion using CYP2E1 inhibitors that target alcohol-induced 
CYP2E1 which is associated with the production of reactive 
oxygen species and carcinogenic acetaldehyde, the activa-
tion of procarcinogens as well as the enhanced catabolism of 
retinoid could provide complementary or synergistic protec-
tive effects against alcohol-related cancer risk.  

   Speci fi c Mechanisms 

 In the liver, cirrhosis caused by chronic ethanol consumption 
is a prerequisite for the development of HCC due to mecha-
nisms not clearly understood, but predominantly due to chronic 
in fl ammation with in fl ammation driven oxidative stress and 
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proliferative changes during the development of cirrhosis. 
HCC in a non-cirrhotic alcoholic liver is extremely rare. 

 GERD is an additional factor which favours carcinogen-
esis in the oesophagus due to acid-mediated chronic 
in fl ammation of the oesophageal mucosa. GERD is favoured 
by alcohol since alcohol decreases the tonus of the lower 
oesophageal sphincter which facilitates GERD  [  8  ] . 

 Increased oestrogen levels due to alcohol consumption, 
even at low doses, are most likely an important pathophysi-
ological factor to explain the increased risk of breast cancer 
in regular drinkers  [  45  ] . The mechanism by which alcohol 
increases estradiol levels is not known. 

   Interaction Between Alcohol and Tobacco 
 Alcohol consumption and smoking have a synergistic effect 
on the risk of UADT cancer. This synergistic effect has been 
shown in countless studies. For example, a case control study 
of oral and pharyngeal cancer conducted in the U.S. regard-
ing tobacco and alcohol use of 1,114 patients and 1,268 pop-
ulation-based controls demonstrated that the risk for these 
cancers among non-drinkers increased with the amount 
smoked, and conversely that the risks among non-smokers 
increased with the level of alcohol intake. In both groups, the 
risk of oropharyngeal cancer tended to be more in a multipli-
cative than additive fashion and was increased more than 
35-fold among those who consumed two or more packs of 
cigarettes and more than four alcoholic drinks per day. 
Cessation of smoking was also associated with a sharply 
reduced risk of this cancer  [  96  ] . 

 Various factors may contribute to this effect:
    1.    Local permeabilizing effects of alcohol on the penetration 

of tobacco-speci fi c and other carcinogens across the oral 
mucosa  [  97  ] .  

    2.    Acetaldehyde is a known constituent of tobacco smoke. 
Smokers have been shown to have elevated breath acetal-
dehyde concentrations after acute cigarette smoking 
 [  98  ] .  

    3.    During ethanol ingestion smokers have about twice as 
high acetaldehyde levels in their saliva than non-smokers. 
This is due to a change in the capacity of oral bacteria to 
produce acetaldehyde from ethanol  [  96,   97  ] . Smokers 
have an increased incidence of yeast infections and occur-
rence of Gram-positive bacteria which are known to have 
a high capacity for ethanol oxidation  [  98,   99  ] . Thus, 
smoking increases the acetaldehyde load in the saliva fol-
lowing alcohol consumption.  

    4.    Chronic alcohol consumption results in the induction of 
cytochrome P-4502E1 (CYP2E1) in various tissues 
including the mucosa of the UADT  [  78,   100  ]  (see above). 
The CYP2E1-dependent ethanol oxidation not only pro-
duces acetaldehyde and ROS, but is also important in the 
activation of certain procarcinogens to ultimative carcino-
gens. Among these are some carcinogens present in 

tobacco smoke such as polycyclic hydrocarbons and 
 various nitrosamines. Due to the induction of CYP2E1 by 
ethanol, these procarcinogens are especially activated in 
the mucosal cells of the UADT and this may be another 
mechanism by which chronic ethanol exerts its carcinoge-
nicity, particularly in smokers  [  101  ] .        

   Conclusions 

 The aim of the present review was to summarize the current 
evidence for the important role of chronic alcohol consump-
tion in the worldwide cancer development based on experi-
mental and epidemiologic data, demonstrating a causal 
relationship between this lifestyle factor and various types of 
cancer. Considering the high frequencies of these cancers, 
especially in the Western World (colorectal cancer is the 
leading cancer in men and women in some countries), the 
link between drinking and these tumours has important con-
sequences for prevention and early detection. Threshold lev-
els for safe alcohol consumption are dif fi cult to obtain and 
may vary interindividually since genetic and epigenetic risk 
factor have to be considered. The combination of smoking 
and alcohol drinking is an extremely strong risk factor for 
some types of cancer since smoking and alcohol consump-
tion have a synergistic effect on cancer development in vari-
ous tissues such as the mucosa of the UADT. Although 
dif fi cult to implement, health authorities must introduce 
more effective measures in educating the public about the 
potential hazards of regular and excessive alcohol consump-
tion, not only to avoid a variety of diseases associated with 
these behaviours, but also to prevent cancer development. 
While it is well-known even to the public that the liver is the 
major target organ for alcohol toxicity, it is less known that 
alcohol is a risk factor for certain cancers. Thus, chronic and 
heavy drinkers should not only be monitored for liver disease 
but also for the additional cancer sites discussed here. This 
means that extensive information about alcohol consumption 
and the risk for cancer development should be made acces-
sible to various medical specialists as otorhinolaryngeolo-
gists, gynaecologists and gastroenterologists. 
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    Clinicians were  fi rst al   erted to the risk of fetal harm from 
prenatal alcohol exposure in a French publication  [  1  ] . Since 
this paper was published in a French language journal with 
limited distribution, the signi fi cance of Lemoine’s  fi ndings 
was largely hidden. In 1973, two key articles written by 
American investigators in the British Journal  The 
Lancet al erted the world to this common and lifelong 
af fl iction  [  2  ] . The American authors were the  fi rst to use the 
term fetal alcohol syndrome (FAS). FAS children are recog-
nized by prenatal and postnatal growth retardation, facial 

  Abstract 

 One of the most tragic outcomes of a woman’s addiction to or abuse of alcohol is the effects 
on the unborn child. Fetal Alcohol Spectrum Disorder (FASD) is common and preventable. 
Western estimates suggest that FASD affects 1% of the population, and in some communities, 
the frequency is much higher. FASD is caused by a mother’s use of alcohol with or without 
other substances of abuse that can result in permanent physical and neurodevelopmental 
impairments to her unborn child. In addition to the primary effects of FASD, affected children 
are at risk of developing secondary disabilities, including drug and alcohol addictions. It is 
uncertain what factors, genetic and/or environmental, lead to this addiction. The individual, 
social, and  fi nancial costs are enormous. Multidisciplinary teams have been developed to 
improve ascertainment of, and standardized approaches to, FASD diagnosis. Strategies and 
mentorship programs have been developed to better recognize and support women at risk for 
having FASD children. We discuss issues speci fi c to the treatment and management of FASD 
adolescents and adults who are struggling with addiction to alcohol and other substances.            

      Fetal Alcohol Spectrum Disorder       

     Andrea   R.   Kilgour     and    Albert   E.   Chudley         

  36

    A.  R.   Kilgour ,  Ph.D, C.Psych  
     Department Clinical Health Psychology ,  University of Manitoba ,
  Winnipeg ,  MB   R3E 3N4 ,  Canada  

      A.  E.   Chudley ,  MD, FRCPC, FCCMG   (*)
     Departments of Pediatrics and Child Health, Biochemistry 
and Medical Genetics ,  University of Manitoba ,   Winnipeg , 
 MB   R3A 1R9 ,  Canada  

   WRHA Program in Genetics and Metabolism, Health Sciences Centre ,
  FE 229 820 Sherbrook Street ,  Winnipeg ,  MB   R3A 1R9 ,  Canada    
e-mail:  achudley@hsc.mb.ca   

  Learning Objectives 

    To understand and review the clinical presentation, • 
diagnostic process, epidemiology, and prevention 
of FASD  
  To become aware of the secondary disabilities, • 
including addictions, suffered by FASD individuals    
 To describe the treatment and management of addic-• 
tions in FASD individuals 
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anomalies characterized by short palpebral  fi ssures, a smooth 
poorly formed philtrum, a thin vermillion border of the upper 
lip, and cognitive and behavioral dif fi culties. The clinician 
caring for the addicted woman now has to recognize that he 
has two patients at signi fi cant risk of harm, the mother and 
the fetus. What makes FAS different from other disorders is 
that this disorder is potentially preventable. 

 Since the original description of FAS, the spectrum of 
effects extended to include all subsets of affected individuals 
referred to as FASD. At one end of the spectrum is the subset 
of individuals with FAS. At the other end of the spectrum are 
those individuals with behavioral and cognitive de fi cits who 
exhibit minimal or no physical stigmata as a consequence of 
ethanol-induced prenatal brain injury, including those condi-
tions using the terms described by the Institute of Medicine 
(IOM) review of FAS  [  3  ]  (Table  36.1 ).  

 In FASD, addictions and substance abuse, and particularly 
the abuse of ethanol by the mother, not only lead to a child at 
high risk for learning dif fi culties, maladaptive behaviors, neu-
ropsychological de fi cits, and birth defects, but the affected 
children themselves are at high risk for developing addiction 
and substance abuse themselves later in life  [  5–  8  ] . Thus, 
FASD becomes a generational problem. A signi fi cant propor-
tion of mothers of FASD children may be affected themselves. 
It is likely that the cycle may begin with genetic and social risk 
factors that predispose individuals to using and abusing a vari-
ety of substances including ethanol. In our society, the use of 
alcohol is widespread and promoted by commercial interests. 

 The term secondary disabilities was introduced by 
Streissguth et al.  [  9,   10  ]  in a longitudinal study of children 
and adults with FAS and fetal alcohol effects (FAE). In con-
trast to the primary disabilities in FASD individuals (birth 
defects, cognitive impairments, etc.), secondary disabilities 
are disabilities the client was not born with and that could be 
ameliorated through earlier diagnosis, better understanding, 
and more appropriate interventions. Secondary disabilities 
are hypothesized to be the result of an interaction of behav-
ioral and mental health problems associated with an adverse 
environment. Streissguth et al. de fi ned six secondary dis-
abilities for all ages: mental health problems, disrupted 
school experience, trouble with the law, con fi nement, inap-
propriate sexual behavior, and alcohol and drug problems. 

Additionally, three secondary disabilities were de fi ned as 
exclusive to adults: dependent living, problems with employ-
ment, and dif fi culties parenting. Other studies  [  11–  13  ]  have 
veri fi ed a common  fi nding of these secondary disabilities in 
their study populations. Common manifestations in children 
include learning dis ability, immature or inappropriate social 
skills, hyperactivity, poor verbal abilities, conduct problems, 
and poor judgment. Adults may experience depression, anxi-
ety, psychosis, sexual promiscuity, poor judgment, poor 
impulse control, restlessness, poor problem-solving skills, 
resistance to change, dif fi culty forming lasting and meaning-
ful relationships, gullibility and victimization, inability to 
understand or conform to social norms, and unemployment.  

   Incidence and Prevalence 

 FAS is caused by excessive maternal alcohol use during 
pregnancy and is one of the leading causes of preventable 
congenital anomalies and developmental disabilities  [  3  ] . The 
incidence is highest among lower socioeconomic groups and 
in some minority populations, such as the Blacks in South 
Africa and Aboriginal peoples in North America and 
Australia. The full spectrum of prenatal alcohol effects is 
dif fi cult to estimate, since there are no reliable biological 
markers that readily de fi ne those affected. The prevalence is 
related to the frequency of excessive alcohol use in preg-
nancy and thus will vary from population to population as 
demonstrated in the following table (Table  36.2 ).  

 In many countries, the frequency of the full spectrum is 
not known because of underreporting due to many factors 
including lack of awareness, lack of resources, and lack of 
trained and skilled professionals in diagnosis  [  22  ] . Ethnicity 
may also lead to variability in alcohol effects. An interna-
tional research consortium in FAS assessed affected children 
from several different countries  [  23  ] . They showed measure-
ments that re fl ected reduced size of the orbit to be a consis-
tent feature discriminating between FAS and controls across 
each study population. Each population had a unique, though 
often overlapping, set of variables that discriminated the two 
groups, suggesting important ethnic differences in the pre-
sentation of the syndrome.  

 IOM nomenclature  Growth  Face  Brain a   Alcohol history 

 FAS (with con fi rmed exposure)  2,3, or 4  4  3 or 4  3 or 4 
 Partial FAS (with con fi rmed exposure) a   1, 2, 3, or 4  3 or 4  3 or 4  3 or 4 
 FAS (without con fi rmed exposure)  2, 3 or 4  4  3 or 4  2 
 ARND (with con fi rmed exposure)  1, 2, 3, or 4  1 or 2  3 or 4  3 or 4 

   a Occasionally a rank score of    2 for the brain for those less than age 6 years can be used in dif fi cult cases 
or in whom no standardized scores are readily available; using clinical judgment, a rank of 3 or 4 implies 
at least three domains of neurological impairment. Modi fi ed from Chudley et al.  [  24  ]   

 Table 36.1    The IOM diagnostic 
categories and the corresponding 
DPN 4-Digit Code rankings  
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   Diagnostic Process and Criteria 

 Given that these patients have a complex pattern of disabili-
ties, we have advocated for a multidisciplinary approach to 
diagnosis. The assessments need to be comprehensive and 
encompass the evaluation of several factors that no one health 
discipline alone can provide, and therefore, the diagnostic 
team best involves the collaboration of a number of health 
professionals to make an accurate diagnosis and provide 
multidimensional recommendations for management  [  24  ] . 
The assessment process begins with the recognition of the 
need for diagnosis and ends with the implementation of 
appropriate recommendations. The multidisciplinary diag-
nostic team can be geographical/regional, virtual, or can 
accept referrals from distant communities and be evaluated 
using video conferencing or telehealth. The members of the 
team may vary according to the context of the diagnosis. The 
team could include knowledgeable physicians, psycholo-
gists, speech and language pathologists, social workers, and 
a coordinator. Clinical geneticists are key members of multi-
disciplinary diagnostic teams, who have unique training and 
skills in syndrome recognition, and sometimes the diagnosis 
may require excluding other genetic syndromes that may 
mimic FAS  [  24  ] . Multidisciplinary teams ideally work with 
community partners and resources to develop and implement 
management plans to maximize intervention for the affected 
individual. 

 The diagnosis of FAS depends on the presence of the car-
dinal  fi ndings of dysmorphic facial features, evidence of 
brain dysfunction, and prenatal and postnatal growth 
de fi ciency in the presence of prenatal alcohol exposure  [  4  ] . 
In the absence of characteristic growth impairment and facial 
dysmorphology, the diagnosis of partial FAS (pFAS) or 

 alcohol-related neurodevelopmental disorder (ARND) might 
be considered assuming cognitive impairments. However, 
only FAS can be reliably diagnosed without information on 
prenatal alcohol exposure. In individuals with cognitive and 
behavioral dif fi culties without facial dysmorphology and the 
absence of maternal history of prenatal alcohol exposure, an 
FASD-related diagnosis cannot be made with our current 
understanding and assessments.  

   Evaluating the Face and Other Physical 
Findings 

 Astley and Clarren, using data from the Washington State 
FAS Diagnostic and Prevention Network (DPN) of clinics, 
developed the 4-Digit Diagnostic Code  [  25–  27  ] . The four 
digits in the code re fl ect the magnitude of expression of the 
four key diagnostic features of FAS in the following order: 
 [  1  ]  growth de fi ciency;  [  2  ]  the FAS facial phenotype, using 
the palpebral  fi ssure length (p fl ) percentiles (Fig.  36.1 ), and 
the shape of the philtrum and upper lip (Fig.  36.2 );  [  3  ]  cen-
tral nervous system damage/dysfunction; and  [  5  ]  gestational 
alcohol exposure. The third edition of the DPN 4-Digit 
Diagnostic Code Manual  [  29  ]  is available and is being used 
for diagnosis, screening, and surveillance efforts in all 
Washington State FAS DPN clinics. Modi fi cations of the 
4-Digit Code using IOM diagnostic categories are being used 
in many clinics throughout North America for use in the 
diagnosis of children and adults  [  28,   30  ] .   

 The sentinel facial features consist of short p fl , a poorly 
formed philtrum, and a thin vermillion border of the upper 
lip. Ideally and traditionally, a short p fl  is considered to be 
less than 1.5–2 standard deviations (or approximately tenth 

   Table 36.2    Incidence and prevalence of FAS and FASD in various worldwide populations   

 Country  Population  Incidence (I) or prevalence (P)  Comments  References 

 European and other countries  FAS   I  = 1–3/10,000  May be an underestimate; thought to be 
more related to poverty than ethnicity 

  [  14  ]  

 USA  FAS   P  = 0.3–1.5/1,000  Live births   [  15,   16  ]  
 Seattle, USA  FAS & 

 ARND 
  P  = 9.1/1,000  1975–1981   [  17  ]  

 Western Cape Community, 
South Africa 

 FAS   P  = 40.5–46.4/1,000  Children aged 5–9 years   [  18  ]  

 South Africa  FAS   P  = 65.2–74.2/1,000  First grade children   [  19  ]  
 Remote NE Manitoba, CAN  FAS   I  = 7.2/1,000  All live births in one hospital, 1 year 

period 
  [  20  ]  

 First Nations community, 
Manitoba, CAN 

 FASD   P  = 55–101/1,000  Cross-sectional survey of 178 
school-aged children from one 
community school 

  [  74  ]  

 Lazio region of Italy  FAS 
 FASD 

  P  = 3.7–7.4/1,000 
  P  = 20.3–40.5/1,000 

 First grade children randomly selected 
from pimary schools in two health 
districts 

  [  21  ]  
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%ile and second %ile); for an adult, this is typically p fl  of 
less than 27 mm. We based this measurement on extensive 
experience with adults, as well as a study using three meth-
ods to evaluate the p fl : a clear plastic ruler, a slide precision 

caliper, and the photographic analysis using the software 
program available through the University of Washington 
DPN  [  25  ] . The landmarks for p fl  measurements are key in 
the evaluation (Fig.  36.3 ), and require training and practice. 
Standardized graphs by age are available and are based on 
data from Farcus who used calipers for the p fl  measurements 
and were derived from Caucasian adolescents and adults 
from Southern Ontario, Canada  [  31, 32  ] . A recent publica-
tion from Canada provided reliable p fl  measurements for 
school age children from ages 6 to 17 years  [  33  ] . Therefore, 
using the published graph standards when measurements 
involve the use of the ruler or the calculation from photo-
graphic computer program analysis gives a result that is 
about one standard deviation more than from our study and 
our clinical experience. To correct for this, one needs to add 
one standard deviation to the standard deviation calculated 
on the photographic computer program analysis or plotted 

  Fig. 36.2    Clinical assessment of a child for facial features that might 
indicate alcohol effects. ( a ) Using a clear  fl exible plastic ruler to assess 
palpebral  fi ssure lengths. ( b ) Using the lip philtrum guide (Astley  [  28  ] ) 
to assess the philtrum and upper lip form       

  Fig. 36.1    A dysmorphic child with features consistent with FAS. Note 
the short palpebral  fi ssures, the smooth and poorly formed philtrum, 
and thin upper lip       

  Fig. 36.3    The use of digital photographic analysis of the face (Astley 
 [  28  ] ). ( a ) Note the size marker and landmarks used to measure the 
palpebral  fi ssure lengths. ( b ) Note the assessment of the upper lip that 
will objectively determine the circularity of the upper lip (Astley  [  28  ] )       
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on Hall et al. published graph  [  31  ] . The lesson here is that if 
one uses the published norms, the method or tool used to 
acquire the measurement needs to be the same as the method 
that generated the normative data! Clinically, we recommend 
the use of either the plastic clear ruler or the photographic 
tool, and correct for the one standard deviation difference in 
the published norms. P fl  do not change after 16 years of age. 
Reliable data for p fl  in non-Caucasian individuals are not 
currently available.  

   Evaluating the Brain 

 There are several ways in which the brain in FASD needs a 
detailed evaluation, which is as critical as a proper evaluation 
searching for evidence of dysmorphic features. The Canadian 
and American guidelines for FASD assessment have recom-
mended the evaluation of several brain domains  [  3,   24,   29, 
  34  ] . These domains include the documentation of structural, 
neurologic, and functional abnormalities. 

 The brain is vulnerable to the adverse effects of prenatal 
alcohol exposure through all three trimesters of pregnancy, 
although different effects may be observed depending on the 
amount of alcohol consumed, the blood alcohol level achieved, 
the duration of exposure, and the stage of gestation during 
which alcohol is consumed. No speci fi c anatomical region of 
the brain appears to be targeted, although malformations seen 
include migration abnormalities including gray matter hetero-
topias or variable degrees of lissencephaly; abnormalities in 
the size, shape, and position of the corpus callosum; cerebellar 
vermis hypoplasia; hypoplasia of the basal ganglia and hip-
pocampus, and microcephaly  [  35,   36  ] . Most individuals with 
FAS show no gross anatomical abnormalities on brain imag-
ing. However, many may have neurologic damage, exhibit 
seizures, and show soft neurological signs such as poor coor-
dination and balance, and visual motor dif fi culties. Thus a 
careful neurological examination is warranted  [  24,   34  ] .  

   Neuropsychological Assessments 

 The Canadian guidelines  [  24  ]  recommend assessment of hard 
and soft neurological signs (including sensory-motor) and 
brain structure (presence of microcephaly, abnormalities on 
MRI scans, etc.). In addition, neuropsychological assessment 
provides information regarding general intellectual ability 
(IQ), attention, visuospatial perception, receptive and expres-
sive language skills, academic achievement, memory, execu-
tive functioning, and adaptive and social behavior. The 
assessment should include and compare basic and complex 
tasks in each domain, as appropriate. Although the domains 
are assessed as though independent entities, where there is 
overlap, experienced clinical judgment is required to decide 

how many domains are affected. A domain is considered 
“impaired” when, on a standardized measure, scores are two 
standard deviations or more below the mean, or when there is 
a discrepancy of at least one standard deviation between sub-
domains (for example, there is a one standard deviation 
 difference between verbal and perceptual indices on standard 
IQ tests). For areas where standardized measurements are not 
available, a clinical judgment of “severely abnormal” is made, 
taking into consideration that important variables, including 
age, mental health factors, social-economic  factors   , and dis-
rupted family/home environment (e.g., multiple foster place-
ments, history of abuse and neglect) that may affect 
development but do not indicate brain damage  [  24  ] . 

 On neuropsychological assessments, FASD individuals 
typically show de fi cits on tasks related to the function of the 
prefrontal cortex and hippocampus, characterized by 
de fi ciencies in executive functions, working memory, infor-
mation processing, complex attention, and place learning 
 [  35,   37,   38  ] . FAS adults who have an IQ in the normal range 
exhibit clear de fi cits in measures sensitive to complex atten-
tion, verbal learning, and executive function  [  39  ] . Research 
assessing functional memory in both adults and children 
with FAS and ARND shows impairments in spatial working 
memory on functional MRI analysis compared to that in con-
trols  [  40  ] . Whether these  fi ndings are speci fi c to FASD indi-
viduals and a potential tool in diagnosis is yet to be 
determined. Fagerlund et al. studied the brains of adolescents 
and adults with FASD using magnetic resonance spectros-
copy, and suggested that prenatal alcohol exposure appears 
to alter brain metabolism in a long-standing or permanent 
manner in multiple brain areas  [  41  ] . These  fi ndings agreed 
with previous  fi ndings from structural and functional studies. 
Most of the metabolic alterations involved changes in glial 
cells rather than in the neurons. 

 From the neuropsychological perspective, the most 
dif fi cult diagnoses are those in which severe de fi cits are not 
found across all diagnostic criteria. It is becoming more 
recognized that full-blown FAS will manifest with 
signi fi cant impairment across at least three domains of cog-
nitive functioning  [  24  ] , including reduced general intellec-
tual ability (IQ), as well as at least two other areas mentioned 
below. Those individuals whose Full Scale IQ scores are 
below 70 and show impaired adaptive functioning may be 
diagnosed with mental retardation. However, many FASD-
affected individuals do not meet these severe criteria. The 
Committee on Substance Abuse and Committee on Children 
with Disabilities recognized that cognitive, behavioral, and 
psychosocial manifestations of FASD may vary with age 
and life circumstances and that each individual may dis-
play a somewhat different constellation of de fi cits  [  42  ] . 
There is no neurocognitive pro fi le speci fi c to FASD, 
although some research is emerging that shows fairly con-
sistent patterns  [  43  ] . 
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 Evidence of signi fi cant impairment in at least three cogni-
tive domains is necessary for diagnosis and, in terms of diag-
nostic code for the brain, would be equated to a score of 3 or 
4 in the 4-digit code depending on the severity. A score of 2 
is reserved for the individuals with mild cognitive impair-
ment that may or may not re fl ect brain dysfunction from pre-
natal alcohol exposure and would not normally lead to a 
diagnosis in any category of FASD. This approach is conser-
vative and the threshold that has been established may exclude 
some individuals who may be mildly impaired from prenatal 
alcohol exposure. Until there are tests that can better differen-
tiate alcohol brain injury from other etiologies, establishing a 
cut-off is justi fi able. Furthermore, individuals who score 3 or 
4 on the brain assessment may have other reasons for their 
impairment, and these could include genetic factors, brain 
injury from other pre- and postnatal environmental expo-
sures, traumatic brain injury, and alcohol and drug abuse.  

   Addictions in FASD Individuals 

 Research on children of alcoholics is focused on studies of 
FAS, the transmission of alcoholism, psychobiologic mark-
ers of vulnerability, and psychosocial characteristics. Most 
studies suggest that prenatal exposed children, when com-
pared with children of non-alcoholics, exhibit maladaptive 
behaviors later in life, such as academic failure or alcohol-
ism, to a greater extent  [  44  ] . Famy et al. showed that adults 
with FAS or FAE were more likely to suffer mental illness, 
with the most common diagnosis being alcohol or drug 
dependence  [  12  ] . 

 Streissguth reported a study on 61 adults with FAS. 
Mental health problems, alcoholism and drug abuse, antiso-
cial behaviors, and repeated pregnancies (for the woman) 
were common problems  [  45  ] . A study on 197 adoptees was 
designed to determine the effects of fetal alcohol exposure 
and a diagnosis of substance abuse disorders including alco-
hol, nicotine, and other drug dependence. Comparing those 
adoptees who were exposed to prenatal alcohol to those who 
were not prenatally exposed showed a higher incidence of 
drug and alcohol dependence in the exposed adoptees  [  46  ] . 
The authors suggested that the possible effects of fetal alco-
hol exposure on development of adult substance use patterns 
need attention in genetic studies of substance abuse. 

 Alati et al. reported the results of a population-based birth 
cohort study conducted in Australia commencing in 1981 
 [  5,   47  ] . Maternal alcohol consumption was assessed pre-
pregnancy, in early and late pregnancy, and then at 5-year, 
14-year, and 21-year follow-up intervals. Their work deter-
mined that in utero exposure to alcohol of three or more 
glasses was associated with later alcohol disorders in the 
exposed children. 

 Baer et al., in their population-based longitudinal studies, 
further suggested that prenatal alcohol exposure was more 
predictive of adolescent alcohol use than was family history 
of alcohol problems  [  6,   7  ] . That is, it was the prenatal expo-
sure rather than exposure to alcohol use and abuse among 
family members as a young child that resulted in higher alco-
hol disorders in adolescents. Furthermore, prenatal alcohol 
exposure was signi fi cantly associated with alcohol disorders 
into young adulthood (cohort aged 21 years), but nicotine 
use in the mother during pregnancy was not associated with 
later alcohol problems by the offspring. 

 As such, there is emerging evidence that suggests a more 
biological origin of alcohol use, particularly in adolescents. 
Further studies, however, are needed to better extricate the 
nature of the association and the role of other more environ-
mental factors.  

   Costs of FAS 

 The cost of FAS to affected individuals, their families, and 
society is staggering. In the USA, it is estimated that in 1992 
the cost of treating affected infants, children, and adults was 
over $1.9 billion  [  48  ] . The lifetime cost per child affected 
with FAS is estimated to be $1.4 million. Recent data from 
Canada suggest that the lifetime cost of FASD was estimated 
at $1 million per case. With an estimated 4,000 new cases 
yearly, this translates to $4 billion annually  [  49,   50  ] . Using 
standard measures, children and youth with FASD were 
shown to have a signi fi cantly lower health-related quality of 
life when compared to the general Canadian population  [  51  ] .  

   Mortality 

 There are no national statistics on mortality in adults affected 
by FASD. In children, the mortality rate has been suggested 
to be 6%, and the all-cause mortality in siblings of children 
diagnosed with FAS is increased by 530% compared to that 
in controls  [  52–  54  ] . It is assumed that the mortality rate is 
high in FASD adults in light of the social chaos, their propen-
sity to alcohol and drug dependency, and the high incidence 
of mental health problems these individuals face. Effective 
prevention strategies must include a variety of approaches 
involving the general population and targeting high-risk pop-
ulations. Many mothers of individuals with FASD are also 
affected themselves by prenatal alcohol exposure, and this 
may have been present through several generations in some 
families. There appears to be a high rate of involvement of 
adolescents and adults affected with FAS in the criminal jus-
tice system  [  55–  57  ] . Many end up in jail, having become 
perpetrators of crime, which is often violent.  
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   Prevention 

 Public education, warning labels, family support groups, 
advocacy groups, early childhood intervention programs, 
specialized educational and career training, addiction coun-
seling and treatment for women, and paraprofessional men-
toring programs have been helpful in reducing the birth 
prevalence of affected individuals, thereby reducing the mor-
bidity from this disorder. An early diagnosis is associated 
with a lower occurrence of secondary disabilities, thus more 
effort has to be made to diagnose the children as soon as 
possible. 

 There are several reliable and validated screening ques-
tionnaires that identify pregnant women with high-risk drink-
ing patterns. The questionnaires are simple and are best 
administered by physicians, midwives, or nurse practitioners 
to all women prior to or early in their pregnancy. These 
include the TWEAK, T-ACE, CAGE, BMAST, SMAST, and 
AUDIT screening questionnaires  [  58–  60  ] . Women who score 
high in these questionnaires can be offered counseling to 
help reduce drinking in pregnancy. Primary health care pro-
viders can identify and intervene on behalf of mothers at risk 
before they become pregnant, and thus prevent future affected 
children  [  60  ] . Primary prevention is achievable using a men-
toring program and identifying mothers at risk after the birth 
of an affected child, thereby reducing the chance of birth of 
another affected child  [  61,   62  ] . 

 Prevention of FASD is a tall order, but there is hope. The 
development of community support, drug and alcohol treat-
ment centers, early childhood intervention programs, public 
education, and targeted intervention efforts all play a role in 
raising awareness and offering help. Warning labels on alco-
hol beverages do increase awareness about the risks of taking 
alcohol in pregnancy, but this must be tied to other strategies 
in order to be effective  [  63,   64  ] . A comprehensive approach 
to FASD prevention efforts in Washington State has resulted 
in a decrease in the prevalence of maternal use of alcohol 
during pregnancy and a reduction in the prevalence of FAS 
among foster children  [  65  ] .  

   Treatment 

 Intervention strategies for those with FASD have been emerg-
ing as an understanding of FASD progresses and increas-
ingly appropriate diagnosis is made. However, it is not within 
the scope of this paper to review the overall management of 
FASD individuals in terms of potential medical and mental 
health risks outside of the issue of addictions. The reader can 
consult other sources for these topics  [  66,   67  ] . When FASD 
is diagnosed in childhood, these intervention strategies can 
be introduced at an early age, and therefore, the likelihood of 
later addictions is reduced. However, if the diagnosis is not 

made until adulthood, then treatment and intervention must 
not only include targeting the primary, but also the secondary 
disabilities, including alcohol and drug abuse and addiction. 
In this latter case, the primary, cognitive de fi cits will inter-
fere with successful treatment of the addiction, unless these 
de fi cits are recognized and accommodations in intervention 
strategies are made. Plainly speaking, standard addiction 
treatment programs that are designed for relatively cogni-
tively intact individuals will not work for those with FASD. 

 Interventions for FASD in childhood have focused on rec-
ognition of and remediation of the cognitive de fi cits. For 
example, it is widely accepted that one of the cognitive skills 
that most affects an individual’s ability to function adaptively 
within the environment is executive function. As Kalberg & 
Buckley point out, executive function can be broadly thought 
of as two sets of skills: cognition-based executive function-
ing and emotion-related cognitive functioning  [  68  ] . 
Cognition-based executive functioning limitations may man-
ifest in the inability to (a) understand and remember the 
speci fi c sequences required for numerous activities of daily 
living; (b) carry out the appropriate steps of social exchange; 
(c) learn sequences; (d) maintain attention to complete a 
goal; (e) planning a task; and (f) solving problems. An 
affected individual may need an environmental tool to help 
him or her stay on track during daily routines. Through role 
modeling and daily interactions, most children learn the steps 
of appropriate social communication without explicit instruc-
tion. However, for FASD-affected children, these steps are 
neither obvious nor easily understood. Therefore, the steps 
of social engagement must be taught. In many settings, 
dif fi culty in planning, problem solving, and sustaining atten-
tion can result in the inability to follow directions and gener-
alize information from one situation to another. 
Emotion-related executive dysfunction may manifest as 
impulsivity and disinhibition, resulting in the individual 
being seen as speaking or acting inappropriately. The indi-
vidual with FASD may also have dif fi culty regulating emo-
tions and may act out toward others. 

 Other cognitive de fi cits commonly seen in FASD that 
negatively impact ability to engage in standard intervention 
programs are verbal and visuospatial learning and memory 
 [  69–  71  ] . These individuals have dif fi culty taking in new ver-
bal information through auditory channels and holding that 
information in memory for use at a later tim   e. As such, 
 intervention programs solely based on verbal sharing of 
information would not be ideally effective for the person 
with FASD  .  

 Although the neuropsychological de fi cits have been well 
documented and many researchers in the  fi eld recognize the 
need to design interventions speci fi cally to compensate for 
the cognitive de fi cits, those programs that have been devel-
oped have not been adequately evaluated  [  72  ] . In a step to 
resolve this problem, Grant et al. described a 1-year com-
munity pilot intervention program with FASD-affected 
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women  [  73  ] . Their program included a community inter-
vention model of targeted education and collaboration with 
key service providers, and used trained case managers as 
facilitators. Some of the skills taught to service providers 
were to talk in concrete terms and avoid using words with 
double meanings, to give simple step-by-step instructions, 
and then have the FASD patient demonstrate understanding 
of the directions by showing a skill, rather than relying on a 
verbal af fi rmation. It was also recommended that simple 
( fi fth grade level) written instructions be given if necessary, 
and with illustrations if possible. Advocates and profes-
sional providers alike found it critical to re-teach and repeat 
important points at each visit, and to remember that instruc-
tions were unlikely to generalize to a different, albeit simi-
lar situation. In their work with service providers, advocates 
emphasized the importance of consistency both in the envi-
ronment and in the people providing care. Finally, advocates 
emphasized that the aim of treatment should be to stabilize 
presenting problems rather than to pursue a cure for perma-
nent disabilities in reasoning, judgment, and memory. One 
of the improved outcomes of this pilot project included 
decreased alcohol and drug use. 

 In another targeted community intervention program, 
May et al. evaluated the ef fi cacy of providing case manage-
ment enhanced with strategies derived from motivational 
interviewing to women at risk in four American Indian com-
munities in Northern Plains states  [  74  ] . The project staff 
actively engaged each of the project participants in case 
management for an average of 17.2 months (SD = 16.6), and 
31% of their participants also entered some type of formal 
alcohol or drug treatment. The investigators found that con-
sumption of alcohol, as measured by both quantity and fre-
quency measures, was reduced at 6 months. 

 Overall, there is a paucity of evaluated, ef fi cacious gen-
eral intervention programs for individuals with FASD, and 
speci fi c alcohol and drug treatment programs have not been 
reviewed in the literature. It appears that the best course of 
action is to provide the FASD-affected individual with a case 
manager/advocate who can assist in educating staff of stan-
dard addictions treatment programs as to the particular 
requirements of their client. Accommodations for the speci fi c 
cognitive de fi cits are required in order for the FASD-affected 
individual to bene fi t maximally from any program.  

   Conclusions 

 FASD are common, with Western estimates suggesting that 
at least 1% of the population is affected, with speci fi c sub-
populations showing higher prevalence. These disorders are 
preventable through minimizing, or ideally eliminating, 
maternal use of alcohol, which is the cause of this set of 
 disorders. FASD can result in permanent physical and 

 neurodevelopmental impairments to the unborn child, which 
requires the work of multidisciplinary teams for diagnosis 
and management. As well, the affected individuals are at risk 
of developing secondary disabilities, including drug and 
 alcohol addictions. It is likely that both genetic and environ-
mental factors lead to addictions within the affected individ-
uals. In women with FASD and alcohol dependency, 
prevention of generational FASD is dif fi cult to achieve. 
Although strategies and mentorship programs have been 
developed to better recognize and support women at risk for 
having FASD children, few addictions programs that have 
been modi fi ed to accommodate for the typical cognitive 
de fi cits observed have been evaluated.      
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  Abstract 

 Misuse and abuse of legal and illegal drugs constitute a current and growing problem among 
older adults. This chapter reviews the prevalence, risks and protective factors, screening and 
diagnosis, and treatment of drug abuse in older adults. Despite a wealth of information on the 
epidemiology and treatment of alcohol abuse in older adults, few data are available on drug 
abuse in this population. Limited evidence suggests that although illegal drug use among 
older adults is relatively rare compared to younger adults and adolescents, there is a growing 
problem of prescription drug misuse and abuse, with nonmedical use of prescription drugs 
among all adults aged  ³ 50 years estimated to increase to 2.7 million by 2020. Factors associ-
ated with drug misuse and abuse in older adults include female sex, social isolation, history 
of a substance use or mental health disorder, and medical exposure to prescription drugs with 
abuse potential. The paucity of validated screening and assessment instruments impedes the 
identi fi cation and diagnoses of substance use disorders in the older population. Thus, special 
approaches may be necessary when treating substance use disorders in older adults with 
multiple comorbidities and/or functional impairment, with the least intensive approaches 
considered  fi rst. In conclusion, psychoactive medications with abuse potential are used by at 
least one in four older adults. The treatment of substance use disorders in older adults may 
involve family and caretakers, and should take into account the unique physical, emotional, 
and cognitive factors associated with aging. Further research should focus on epidemiologic, 
health services, and screening and treatment aspects of drug abuse in older adults.            
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  Learning Objectives 

    Understand the prevalence of substance use disor-• 
ders in older adults  
  Describe the risk and protective factors uniquely • 
associated with substance use disorders in older 
adults  
  Identify symptoms and signs of substance use in older • 
adults, and how to screen and assess their severity  
  Understand the fundamentals of treating substance • 
use disorders in geriatric patients    

  Issues that Need to be Addressed by Future Research 

    Development and validation of screening, assess-• 
ment, and diagnostic tools and instruments  
  Epidemiological work to better estimate national • 
and international prevalence of substance use in 
older populations  
  Identi fi cation of risk and protective factors for • 
 substance use disorders in order to better develop 
effective prevention and intervention strategies  
  Development of treatment approaches for substance-• 
impaired older adults    
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   Introduction 

 The potential f   or misuse, abuse, and dependence on psycho-
active drugs among older adults is a growing problem and 
there is considerable concern that the use of abusable drugs 
will grow as the baby-boom generation ages  [  1  ] . Unlike the 
illegal drugs of abuse among adolescents and younger adults 
(e.g., marijuana, cocaine, heroin), the substances abused by 
older adults are usually alcohol, nicotine, and prescription 
drugs. Also unlike use by younger individuals, the problem 
use of psychoactive substances by older adults is often unin-
tentional rather than purposive. 

 In this chapter, we review the evidence for the abuse of 
prescription and illegal psychoactive drugs among older 
adults. The focus was on drugs with the potential for abuse, 
dependency, and/or addiction; we do not examine problem 
use of tobacco, alcohol, or medications available over-the-
counter, although each of these substances (especially 
tobacco and alcohol) are sizable problems with signi fi cant 
clinical and economic rami fi cations. In this chapter, we 
cover: the current and projected prevalence of drug abuse 
in the older population; screening for, evaluating, and 
diagnosing drug abuse; treatment concerns speci fi c to 
older adults; the health care and economic consequences 
of drug abuse; and recommendations to practitioners and 
researchers.  

   De fi nitions 

 For the purposes of this chapter, older adults include indi-
viduals aged 50 and older. In this review, we refer to “abuse” 
as problematic use of psychoactive drugs that could lead to 
adverse consequences such as diagnostically de fi ned abuse 
or dependency, cognitive and/or physical impairment, limi-
tations in social and daily living, and use that in any way 
impairs the normal functioning of older adults. Whenever 
possible, and as the literature allows, we identify those stud-
ies which use diagnostic de fi nitions of abuse and depen-
dency (such as those de fi ned using DSM-IV criteria)  [  2  ] . In 
the older adult population, this standard de fi nition may be 
overly broad; however, the reviewed literature of substance 
use lacks a standard de fi nition of what constitutes psychoac-
tive drug abuse in older adults. Indeed, many studies fail to 
provide a de fi nition of abuse, dependency, or suf fi cient 
detail of how substance use is categorized. Finally, it is 
important to note that abuse does not necessarily connote 
“inappropriate use” as seen in a medical context and as 
de fi ned by criteria such as those established by Beers  [  3,   4  ]  
and others  [  5,   6  ] .  

   Drugs of Abuse and Dependence 

 Like their younger counterparts, younger adults are suscep-
tible to abuse of both legal and illegal drugs. Illegal drugs 
include marijuana, hashish, heroin, cocaine and crack 
cocaine, methamphetamine, inhalants, hallucinogens such as 
LSD, Ecstasy, MDMA, and others. In general, the use of ille-
gal drugs by older adults is limited to a small group of aging 
criminals and long-term heroin addicts, and new onset use 
disorders rarely develop in older age  [  7  ] . 

 Legal drugs consist of medications obtainable by pre-
scription or over-the-counter. As evidenced by research doc-
umenting the appropriateness of prescribed medicines in 
elders, much inappropriate use concerns psychoactive medi-
cations, many of which have addiction potential  [  3,   4,   8  ] . 
Inappropriate use of prescription drugs with addiction poten-
tial by elders encompasses a variety of behaviors ranging 
from sharing medications to using higher doses or for longer 
duration than prescribed to recreational use to persistent 
abuse and dependency. The therapeutic classes involved in 
prescription drug abuse include opioid analgesics, anxiolyt-
ics, sedative-hypnotics, and central nervous system stimu-
lants. Table  37.1  summarizes the illegal and legal substances 
subject to abuse by older adults.  

 The two major classes of prescription drugs used by older 
adults include the opioid analgesics and benzodiazepine 
minor tranquilizers; less frequently, older adults misuse cen-
tral nervous stimulants and non-benzodiazepine sedatives 
and hypnotics. When used appropriately, opioid analgesics 
provide pain relief and anesthesia; however, when used non-
medically, they can produce a sense of euphoria and well-
being. As a result, opioid analgesics have the potential to 
produce physical and psychological dependency, sedation, 
and impair cognitive and physical functioning, especially 
when used in the long term  [  2,   9–  11  ] . There is a common 
perception that abuse of illegal or prescription opioids is rare 
in the geriatric population except among those who have a 
history of abuse or when used with alcohol  [  12,   13  ] . 

 In addition to the rapid development of tolerance and physi-
ological dependence on the opioid analgesics, older patients 
using these medications are at increased risk of increased seda-
tion, impairment of motor coordination (particularly with the 
weaker opioid analgesics such as codeine and propoxyphene), 
and substantial impairment of vision, attention, and motor 
coordination with stronger opioids such as oxycodone and 
intramuscular meperidine  [  11  ]  (although no relation between 
increasing age and sedation has been noted in patients treated 
with morphine and pentazocine)  [  14,   15  ] . Although opioid 
analgesic withdrawal is uncomfortable (characterized by rest-
lessness, nausea and/or vomiting, dysphoria, aching muscles, 
diarrhea, and insomnia), it is not potentially life threatening. 
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 Primarily used to treat anxiety and sleep disorders, ben-
zodiazepines have largely replaced barbiturate and non-
barbiturate sedatives and hypnotics due to their improved 
safety pro fi le over these older products  [  7,   16  ] . Nevertheless, 
when use involves long-acting products, prolonged duration of 
use exceeding 4 months, and/or use exceeding ten diazepam-
milligram equivalents per day, benzodiazepines can induce 
dependence  [  7,   17–  19  ] . In older adults, this dependence may 
manifest itself in the absence of apparent abuse  [  20  ] . It is 
important to recognize that all benzodiazepines demonstrate 
physiological dependence even at therapeutic doses and for as 
short a duration as 2 months  [  21  ] . Because of this potential, 
longer half-life benzodiazepines such as  fl urazepam should 
be avoided in older adults due to their sedative effects and 
their association to adverse outcomes including falls, motor 
vehicle accidents, and worsened memory  [  7,   12,   22–  24  ] . 
Benzodiazepines and other sedative-hypnotics should be 
used judiciously in older adults when prescribed for sleep 
disorders. No research has documented the long-term effec-
tiveness of these drugs for insomnia beyond 30 days; thus, 
their use should be limited to 7–10 days in the lowest possi-
ble dose, with frequent monitoring and evaluation, and with 
no more than a 30-day supply  [  7  ] . The most commonly pre-
scribed hypnotic benzodiazepine hypnotics in older adults 
are oxazepam, temazepam, triazolam, and lorazepam  [  25  ] . 

 Benzodiazepine withdrawal should be carefully moni-
tored. Symptoms of withdrawal include increased pulse, 
hand tremor, insomnia, nausea and/or vomiting, and rebound 
anxiety. Grand mal seizures occur in 20–30% of all dependent 
persons whose withdrawal symptoms are untreated  [  11,   17  ] . 
Another relatively common adverse effect of untreated 
benzodiazepine withdrawal is hallucinations, such as those 
associated with alcoholic delirium tremens (DTs)  [  11,   17  ] . 
Both seizures and DTs can be life threatening in individuals 
undergoing either involuntary or medical benzodiazepine 
withdrawal.  

   Prevalence 

 Little is known about the epidemiology of psychoactive drug 
use disorders in older adults. This is due to under-sampling 
of older adults in surveys that collect information on drug 
use, lack of standard de fi nitions of abuse and dependency in 
this population, and prevalence estimates for narrowly 
de fi ned populations and settings ranging from community to 
long-term care residences to emergency department and 
inpatient substance abuse treatment programs. 

   Illegal Drugs 

 Illegal drug use is rare among older adults, although illicit 
substance use is projected to rise as the baby-boom popula-
tion enters retirement. In one of the few national studies of 
prevalence available, the Epidemiologic Catchment Area 
Study found that the lifetime prevalence rates of drug abuse 
and dependence is 0.12% for older men and 0.06% for 
women; the lifetime history of illegal drug use among older 
men and women was 2.88% and 0.66%, respectively  [  26  ] . 

 There is a limited but growing literature that suggests 
illegal substance abuse is becoming more common in older 
adults seeking treatment. Indeed, the percentage of adults 
aged 55 and older receiving treatment for substance abuse 
nearly tripled between 1995 and 2002 (from 50,200 admis-
sions to 66,500)  [  27  ] . Among patients aged 55 and older 
with diagnoses of both psychiatric and substance use disor-
ders receiving services through Veteran’s Administration, 
26% reported a drug use disorder whereas the remaining 
74% had an alcohol disorder  [  28  ] . Older methadone mainte-
nance patients are relatively rare, most likely due to initial 
regulations (now removed) that capped maintenance at age 
40, as well as the theory that heroin addicts “mature out” of 

   Table 37.1    Illegal and legal    drugs subject to abuse and dependence in older adults   

 Illegal drugs  Marijuana and hashish 
 Heroin 
 Cocaine and crack cocaine 
 Hallucinogens  Lysergic acid diethylamide (LSD), Ecstasy 

(3,4-methylenedioxymethamphetamine 
 Prescription drugs  Benzodiazepines  Long-acting:  fl urazepam, diazepam 

 Short-acting: alprazolam, lorazepam, triazolam, temazepam 
 Barbiturate and nonbarbiturate sedative-hypnotics  Pentobarbital, secobarbital, aprobarbital/ and secobarbital, 

chloral hydrate, ethchlorvynol, glutethimide 
 Opioid analgesics  Morphine, levorphanol, methadone, codeine, hydrocodone, 

oxycodone, propoxyphene, fentanyl, tramadol 
 Central nervous system stimulants  Methylphenidate, methamphetamine, dextroamphetamine, 

amphetamine–dextroamphetamine 
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addiction problems by age 40  [  12  ] . Older methadone main-
tenance patients have higher rates of comorbid mental health 
disorders and worse physical health functioning than gen-
eral population norms for their non-using peers  [  29  ] . 
Mortality rates among heroin users are high; in one 24-year 
follow-up study of heroin addicts, more than 27% of the 
study subjects had died  [  30  ] . In other words, older addicts 
may simply represent younger addicts who have survived 
their drug use disorder  [  31  ] . 

 Cocaine use in older populations is not well documented 
in the literature. One study presented evidence of cocaine use 
in adults aged 60 and older presenting to a large urban emer-
gency department over a 6-month period  [  32  ] . Among 911 
visits, the urine samples of 18 older patients, or 2.0%, tested 
positive for cocaine. Rates of treatment for older adults enter-
ing treatment for cocaine abuse are estimated at 0.2% for 
patients aged 61–65 years, and 0.1% for those aged 65 and 
older  [  33  ] . In a second study of geriatric patients receiving a 
substance abuse consultation, 10.2% reported cocaine use 
 [  34  ] . Another study of 684 individuals aged 50 and older 
with a lifetime history of intravenous cocaine and/or heroin 
use found 13.0% were daily cocaine users  [  35  ] . One study of 
565 geriatric inpatients in the Veterans Administration sys-
tem found that 1.0% had an illegal drug use disorder  [  36  ] , 
while another found 38% of older veterans in treatment 
reported recent illegal substance use  [  37  ] .  

   Prescription Drugs 

 Although Americans aged 65 and older represent 13.0% of the 
total US population, they account for 36.0% of total outpatient 
prescription medication spending  [  38  ] . Furthermore, growth 
in prescription drug use and spending among older adults is 
increasing—at least one study estimates that drug spending 
among insured elders has increased by more than 18% annu-
ally between 1997 and 2000  [  39  ] . In 2000, the average older 
citizen received more than 20 prescriptions per year, repre-
senting an average of 4.7 different therapeutic classes  [  39  ] . 

 Older adults who abuse or become dependent upon pre-
scription psychoactive drugs may be markedly different than 
older adults who purposively abuse marijuana, cocaine, her-
oin, and other illegal substances. Unlike use patterns demon-
strated by younger adults, problematic prescription drug use 
by older adults is usually unintentional and is best described 
as a continuum that ranges from appropriate use for medical 
or psychiatric conditions through non-medical use, or mis-
use, to persistent abuse and dependence, as characterized by 
the Diagnostic and Statistical Manual of Mental Disorders, 
Fourth Edition (DSM-IV)  [  2  ] . Non-medical use encompasses 
a wide range of behaviors including a single incidence 
of medical misuse or medically inappropriate use (e.g., 
“borrowing” a product from a friend or relative who is 

legally prescribed the drug), periodic recreational use, and 
physiologic addiction  [  2,   7  ] . Other behaviors characteristic 
of misuse include using higher doses than prescribed, using 
for purposes other than indicated, hoarding drugs, and using 
with other substances and/or alcohol. These patterns of use 
can lead to addiction, which is marked by signs of tolerance, 
withdrawal, reduction in normal activities, and declines in 
home or work performance  [  2  ] . It is important to note that 
misuse behaviors can be promulgated by the patient, the pro-
vider, or both. In the geriatric population, medical exposure 
to abusable prescription medications is itself a risk factor 
for potentially problematic use. 

 Older adults can become physiologically dependent upon 
prescription medications without meeting dependence crite-
ria. Tolerance and physical dependence can develop when 
prescription medications such as benzodiazepines and opioid 
analgesics are taken at appropriate doses for even short peri-
ods of time. Thus, withdrawal symptoms or an abstinence 
syndrome can occur if the drug is abruptly discontinued. In 
older adults, iatrogenically induced physiological depen-
dence is usually not accompanied by purposive attempts of 
the patient to increase dosage during or after withdrawal, to 
experience craving after discontinuation, or to continue use 
or addictive behaviors  [  7,   21  ] . 

 A growing body of literature has begun to document the 
prevalence of inappropriate prescription drug use in older 
adults  [  3,   4,   8,   40–  44  ] . The most recently available research 
suggests that 7.2 million older adults, or 21.7% of older 
adults residing in the community, used at least one controlled 
prescription drug with abuse potential in 1999  [  45  ] . This 
study found that 14.9% of the nation’s older adults received 
at least one controlled opioid analgesic and 10.4% received 
at least one anxiolytic or sedative-hypnotic  [  45  ] . Other stud-
ies have con fi rmed the prevalent exposure of community-
dwelling older adults to psychoactive prescription 
medications with abuse potential, with estimates ranging 
from 5% to 33%.  [  8,   13,   16,   46–  48  ] , depending upon the 
population sampled, the drugs de fi ned as psychoactive, and 
the year the estimate was made. Although several studies 
note older adults are more likely to use psychoactive medica-
tions than their younger counterparts  [  21,   23  ] , it should be 
noted that many of these studies do not differentiate between 
psychoactive drugs with dependency potential (e.g., benzo-
diazepines and opioid analgesics) and those without depen-
dency potential (e.g., antidepressants and antipsychotics). 

 A population often overlooked in considering substance 
use disorders and risk of their development are older adults 
residing in nursing homes and other institutions, including 
hospitals. Exposure to abusable prescription medications is 
quite high in this particularly frail population; one study 
found that among nursing home residents in 878 facilities, 
11% received an anxiolytic and 3% received a sedative-
hypnotic medication  [  49  ] . 
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 There is considerably less information on the prevalence 
of prescription drug abuse and dependence among older 
adults. One report estimates that 300,000 older adults aged 
55 and older reported past-month non-medical use of at least 
one prescription drug  [  50  ] . In a recent report, it is estimated 
2.8 million (11.0%) of US women aged 60 and older misuse 
psychoactive prescription medications  [  51  ] . Among older 
adults seeking treatment for any substance use (excluding 
alcohol), it is estimated that one in ten clients reported used 
of at least one prescription drug in the 30 days prior to admis-
sion  [  52  ] ; of these, 17.7% reported prescription drugs as their 
drugs of choice. In a recent report of treatment episodes, 
50,700 persons aged 55 or older were admitted to publicly 
funded substance abuse treatment facilities  [  50  ] . Among this 
group, alcohol was the primary substance of abuse for 76%; 
legal and illegal opioid analgesics were the primary drug for 
12.6%, and prescription sedatives, tranquilizers, and stimu-
lants accounted for 1.3% of use. 

 Older adults will comprise a growing segment of the 
future treatment population. One study estimated the number 
of adults aged 50 and older requiring treatment for a sub-
stance use disorder will grow to 4.4 million in 2020, up from 
1.7 million in 2001  [  53  ] . Of these 2.3% of older adults at 
baseline who required treatment for substance use disorders 
in 2001, 10.2% were dependent upon or abusing drugs only, 
4.0% were dependent upon or abusing both drugs and alco-
hol, and the remaining 85.8% were dependent upon or abus-
ing alcohol. Among the 244,000 older adults dependent upon 
or abusing drugs, the most common drugs were marijuana 
(42%), cocaine (36%), pain relievers (25%), stimulants 
(18%), and sedatives (17%). A recently published analysis 
estimates the non-medical use of psychoactive prescription 
drugs by adults aged 50 and older will increase from 911,000 
in 2001 to nearly 2.7 million in 2020  [  54  ] . These projected 
estimates are due to: (1) the increase in the sheer number of 
older adults and (2) the increase in the rate of treatment need 
by this population  [  53,   54  ] . Estimates are also fuelled by the 
premise that the baby boom cohort is larger than earlier 
cohorts (although following cohorts are as large or larger 
than the baby-boom group) and the fact that this particular 
cohort is composed of heavy illegal and legal psychoactive 
drug users.   

   Factors Associated with Drug Abuse 

 Although mature adults are less likely than younger counter-
parts to abuse psychoactive drugs, once they use they may be 
particularly vulnerable to developing substance use depen-
dence  [  55,   56  ] . This increased risk is due to several factors 
unique to older adults, including increased frailty, changes 
in body composition and drug metabolism, increased mor-
bidity, and high utilization of prescription medications 

(including their use of psychoactive medications with addic-
tion potential). Collectively, these factors place older adults 
at increased risk for iatrogenic complications, including 
dependency and abuse. 

 There is a paucity of literature describing correlates asso-
ciated with illegal drug use by older adults. In a small study 
of older cocaine users presenting to an urban emergency 
department, cocaine users were more likely to be younger 
(66.4 years vs. 76.0 years), males (88.9% vs. 46.6%), and 
more likely to be diagnosed with drug or alcohol abuse com-
pared with the older adults negative for cocaine use  [  32  ] . 
Because late-life development of new psychoactive drug 
abuse is rare in older adults, it is likely, though unproven, 
that the most important correlate of use is prior abuse. 

 While little is understood about the risk and protective 
factors unique to prescription drug abuse in older adults, sev-
eral variables emerge as predictors in the general population 
and may be generalizable to older adults as well. Table  37.2  
lists the main risk factors associated with prescription drug 
abuse in older adults. These factors include female gender, 
younger and older ages, white race, poor health status, living 
in rural areas, and social isolation  [  11,   45,   57–  70  ] . In a recent 
study that examined correlates of abusable prescription drug 
use in Medicare bene fi ciaries aged 65 and older, female sex, 
white race, those aged 65–79, those with one or more limita-
tion in activities of daily living, increasing number of comor-
bid conditions, large drug burden, and those living with 
non-spousal others were signi fi cantly more likely to use one 
or more abusable prescription drugs in the past year  [  45  ] .  

 Female gender is perhaps among the most studied risk 
factor for prescription drug problem use. Older women are 
prescribed more and consume more psychoactive medica-
tions than men, particularly benzodiazepines, and are more 
likely to be long-term users of these substances  [  7  ] . Among 
older women, use of psychoactive drugs is associated with 
recent divorce and widowhood, lower education, lower 
income, poorer health status, and depression and anxiety dis-
orders  [  71–  74  ] . Szwabo  [  75  ]  suggests prescription drug mis-
use is a growing problem among older impoverished and 
minority women. Indeed, one study suggests that with 
increasing age, women are more likely to report 12-month 
dependency and meet dependence criteria than their older 
male peers  [  76  ] . Among older women, use of psychoactive 

   Table 37.2    Risk factors for prescription drug abuse in older adults   

 Female sex 
 Social isolation (living alone or with nonspousal others) 
 Poor health status 
 Signi fi cant drug burden/polypharmacy 
 Chronic physical illness/polymorbidity 
 Previous and/or concurrent substance use disorder 
 Previous and/or concurrent psychiatric illness 
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drugs is associated with recent divorce and widowhood, 
lower education, lower income, and depression and anxiety 
disorders  [  72–  74  ] . 

 Several studies have examined gender differences in sub-
stance use and dependence, including prescription drugs 
with addiction potential. In a study based on the 1990–1992 
National Comorbidity Survey (NCS), Anthony and col-
leagues found the prevalence of lifetime dependence on anx-
iolytics and sedative-hypnotics in women aged 15–54 was 
12.3%, more than two times greater than the lifetime preva-
lence in men  [  71  ] . This  fi nding stands in sharp contrast to 
men’s generally higher risk for developing lifetime depen-
dence on alcohol and marijuana. To the extent earlier psy-
choactive drug use in earlier years translates into later life 
use, this information may be useful in predicting treatment 
need resource differences for older men and women in the 
future. Reasons for drug-speci fi c sex differences in depen-
dence include men’s preference for alcohol  [  77  ]  and the pos-
sibility that among psychotherapeutic users, women use 
more heavily than men. 

 Other risk factors for developing prescription drug abuse 
include prior and concurrent substance use and psychiatric 
illness  [  58,   64,   78–  81  ] . One study estimated that nearly 80% 
of the persons with a psychoactive drug disorder also had an 
alcohol or mental comorbidity  [  74  ] . Both historical and con-
current substance use are associated with non-medical pre-
scription drug use  [  58,   59,   61,   70,   80–  83  ] . Anxiety and 
affective disorders have been shown, along with alcohol-
related disorders, to be highly correlated with lifetime drug 
dependency  [  78  ] . In one study, rates of mental health condi-
tions among 100 older adults hospitalized for prescription 
drug dependence included mood disorders (32%), organic 
mental problems (28%), personality disorders (27%), soma-
toform disorders (16%), and anxiety (12%)  [  84  ] . Although 
research on older adults with substance dependence disorders 
is rare, one study indicates that older addicts are more likely 
than younger addicts to have a dual diagnosis, with 85% of 
older drug-dependent patients had a dual diagnosis compared 
with 36% of younger drug-dependent patients  [  15  ] . 

 Benzodiazepine abuse liability, while generally rare  [  19, 
  78  ] , may exist in individuals who are light-to-moderate alco-
hol drinkers, have a history of sedative abuse or poly-drug 
abuse, who were methadone-maintained, and who have 
developed physiologic dependence on benzodiazepines after 
long-term use and who experience acute withdrawal effects 
following abrupt discontinuation  [  18,   19,   78  ] . Also of impor-
tance are provider and economic variables. In particular, 
physician specialty in fl uences drug prescribing, with primary 
care physicians prescribing more psychotropics of any type, 
including opioid analgesics and minor tranquilizers, than 
specialists  [  63  ] . 

 Several studies also suggest a link between medical opi-
oid analgesic exposure and eventual abuse and dependency 

 [  2,   9,   11,   75,   85  ] , with individuals suffering from chronic 
non-cancer pain more likely to develop opioid drug use dis-
orders than individuals suffering acute or chronic cancer pain 
 [  85,   86  ] . Finally, there is limited evidence that problematic 
prescription opioid use may be differentiated from medically 
appropriate use based on drug, dose, formulation, and dos-
age form  [  87–  89  ] .  

   Screening and Assessment 

 The great majority of older adults (87%) see physicians reg-
ularly; however, 40% of those older adults at risk for devel-
oping substance use disorders do not self-identify or seek 
services for these problems on their own  [  13  ] . These patients 
are unlikely to be recognized by their physicians as having a 
substance use disorder, despite the frequency of provider 
contact. In one study of primary care physicians presented 
patient scenarios of older women indicative of potential sub-
stance abuse problems, only 1% accurately recognized these 
symptoms; the remainder diagnosed the patient with depres-
sion, anxiety, and/or stress problems  [  51  ] . Misdiagnoses of 
this sort can be medically dangerous, as the treatment for 
anxiety and other related disorders often is a benzodiazepine 
or other potentially abusable prescription medication, which 
only potentiates the drug abuse problem. 

 Similarly, comorbid conditions may complicate the diag-
nosis of substance abuse in older adults (Table  37.3 ). Many of 
these conditions may be antecedent or consequent to abuse, 
serving as warning signs to health care providers in detecting 

   Table 37.3    Comorbid conditions that may complicate the diagnosis of 
prescription drug abuse in older adults   

 Neuropsychological  Psychiatric conditions (depression, anxiety, 
mood disorders, schizophrenia, or psychotic 
disorders) 
 Cognitive impairment (e.g., Alzheimer’s 
disease, dementia) 
 Delirium 
 Personality changes 
 Mood changes or swings (depression, 
agitation) 
 Seizures 
 Tremor 
 Sleep complaints (insomnia or 
hypersomnia) 

 Medical  Chronic pain 
 Gastrointestinal disorders 
 Hepatic and/or renal disorders 

 Functional  Falls, fractures, or other trauma 
 Functional decline 
 Hygiene deterioration 
 Motor vehicle accidents 
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abuse or masking its symptoms. For example, cognitive 
impairment, including dementia, is an important condition 
which makes screening for prescription drug abuse dif fi cult. 
Some of the symptoms of dementia, such as agitation, delir-
ium, combativeness, and mood shifts, are the same symptoms 
associated with substance abuse. Early signs of depressant 
misuse and abuse, for example, include such symptoms as 
decreased energy, weight loss, irritability, heart burn and 
other gastrointestinal distress, and insomnia  [  7,   20,   51  ] .  

 A nonconfrontational approach with the collateral partici-
pation from family members or friends is suggested in this 
type of situation where an accurate response is unlikely to be 
obtained from the older adult  [  11  ] . 

 Although there are a myriad of instruments available for 
screening and assessing alcohol and other substance use dis-
orders, few instruments are pertinent to older adults and 
fewer still screen for problems relate to prescription drugs. 
The CAGE and the Michigan Alcoholism Screening Test_
Geriatric Version (MAST-G) are two well-known alcohol 
screening instruments whose use has been validated in older 
adults  [  11,   90  ] . Unfortunately, no similar screening instru-
ments have been validated for use of illegal or prescription 
psychoactive drugs in general or speci fi cally for use in older 
adults. Thus, screening for illegal and prescription drug 
abuse in older adults requires providers to ask questions 
about the drugs they are taking, the side effects the patient 
may experience, where the prescriptions are  fi lled, the use of 
over-the-counter, and supplemental or alternative medica-
tions (including medical marijuana use and other herbal sub-
stances). Additional warning signs that may emerge in 
patient-provider conversations include: excessive worry 
about whether psychoactive medications are really working, 
display of detailed knowledge and attachment to a particular 
psychoactive medication, excessive worry about supply and 
timing of medications, continued use or re fi ll request when 
the medical condition for which the medication was origi-
nally prescribed should have resolved, complaints about 
physicians who refuse to write prescriptions for preferred 
drugs, who reduce or taper dosages, or do not take symptoms 
seriously, excessive sleeping (especially during the day), 
changes in personal grooming and hygiene, withdrawal from 
family, friends and normal and life-long social activities, 
among others  [  11  ] . 

 Once an older adult has screened positive for a potential 
drug problem, an assessment is needed to con fi rm the prob-
lem, to characterize the dimensions of the problem, and to 
develop an individualized treatment plan  [  11  ] . This is often 
accomplished using criteria established in the Diagnostic 
and Statistical Manual of Mental Disorders, Fourth Edition 
(DSM-IV)  [  2  ] . These criteria include: (1) failure to ful fi ll 
major role obligations at home, work or school; (2) physi-
cally hazardous situations; (3) substance-related legal 
problems; or (4) recurrent social or interpersonal problems. 

It is signi fi cant, however, that these criteria often do not 
 pertain to older adults—most older adults do not work or 
attend school, many no longer drive or operate dangerous 
equipment, which in turn may reduce legal consequences 
such as driving while impaired, and  fi nally, many older adults 
live alone and/or have limited mobility, making substance-
related interpersonal problems less apparent  [  20  ] . 

 The current older geriatric patient often is loathe to dis-
cuss possible problems with substance use. Such reluctance 
is due to lack of knowledge or insight as prescription medi-
cation use might be within prescribed limits, as well as 
because they may not recognize symptoms, such as insom-
nia, as associated with drug misuse  [  16  ] . Among older adults 
who suspect drug use is associated with health and psycho-
logical complaints, few may admit it due to shame, guilt, and 
stigma associated with drug use in their age cohort  [  91,   92  ] .  

   Treatment 

 Little information exists on the comparative ef fi cacy of vari-
ous approaches for the treatment of drug use disorders in 
older adults. A primary reason for the lack of clinical studies 
of treatment effectiveness in mature adults is the rarity of 
impaired older individuals presenting with possible drug use 
problems, resulting in dif fi culties in enrolling suf fi cient num-
bers of older adults  [  31  ] . This is unfortunate as a growing 
body of research suggests older adults admitted for treatment 
generally have a favorable prognosis  [  93,   94  ] . 

 Older adults may require specialized treatment modalities 
due to their older age, the probability of more severe addic-
tion, and the increased likelihood of comorbid conditions 
that makes detoxi fi cation riskier  [  12  ] . For example, opioid 
detoxi fi cation in older adults often requires a medical set-
ting, and although the choice of medication may not differ 
from that of their younger counterparts, the dosage may dif-
fer due to differences in metabolism  [  12  ] . As well, clinicians 
need to pay close attention to potential drug–drug interac-
tions and drug–disease interactions in the older adult receiv-
ing treatment  [  12  ] . 

 Treatment of benzodiazepine dependence is accomplished 
by very gradual tapering to avoid withdrawal symptoms  [  15, 
  18,   19  ] . Benzodiazepine withdrawal symptoms in older 
adults are usually different from those seen in younger peo-
ple; in older adults, withdrawal symptoms include confusion 
and disorientation rather than anxiety, insomnia, and percep-
tual changes and that withdrawal symptoms also are usually 
less severe in older adults who are gradually tapered  [  95  ] . 

 Whatever the substance, when examining treatment 
options for impaired older adults, the least intensive treat-
ment options should be the  fi rst explored  [  11  ] . These initial 
approaches can function as either pretreatment or treatment 
strategies, and include brief interventions, interventions, 
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motivational counseling, and specialized treatment 
approaches  [  11  ] . Table  37.4  summarizes strategies to improve 
treatment for older adults with prescription drug abuse prob-
lems. Brief interventions range from somewhat unstructured 
counseling to motivational and behavioral self-control psy-
chological approaches. Interventions generally involve the 
presence of family members and friends who, under the 
guidance of a counselor, confront the impaired older adult 
with their experiences and perceptions of their drug use. 
Motivational counseling builds on an individual’s recogni-
tion of the problem and his/her readiness to change behav-
iors to treat the problem  [  11  ] . In addition, an educational 
approach involving communication skills to help patients 
identify problem prescription drug use and motivate them to 
obtain treatment is especially important in prescription drug 
abuse. Strategies include identifying causes of noncompli-
ance, educating and assisting patients to manage medications 
and use correct dosing instructions, and describing the con-
sequences of prescription drug abuse on the patient’s health 
and functional status.  

 If these modalities are not suf fi cient treatment strategies, 
more specialized treatment services including admission to 
medical or psychiatric inpatient facilities should be consid-
ered. Such intensive services include inpatient or outpatient 
detoxi fi cation, inpatient rehabilitation, outpatient rehabilita-
tion, and specialized outpatient services. Detoxi fi cation is 
riskier for older adults; thus, it is advisable to provide them 
24-h primary medical, psychiatric, and nursing  [  11  ] . Once 
stabilized and returned to the community, older adults, like 
their younger counterparts, may bene fi t from 12-step and 
other self-help groups, as well as individual and/or group 
counseling and psychotherapy.  

   Consequences of Use 

 There are medical and economic consequences associated 
with substance abuse by older adults. Clinical and functioning 
problems associated with the misuse and abuse of illegal and 
prescription drugs are numerous and include drowsiness, seda-
tion, confusion, memory loss and other cognitive impairments, 
falls, and other accidents  [  7,   20  ] . These impairments, in turn, 
can lead to hospitalization and institutionalization  [  96  ] . 

 Adverse consequences associated with many substances 
drugs are heightened when used with alcohol, which also is 
a depressant  [  97  ] . Indeed, although older adults generally 
have lower rates of heavy drinking than do their younger 
counterparts  [  98,   99  ] , many older adults use alcohol in pat-
terns that run counter to current guidelines  [  99  ] . Metabolic 
and physiologic changes that occur in older age can make 
even an occasional drink problematic  [  13  ] . Nearly all drugs 
with abuse potential, especially prescription drugs, tend to be 
cross-tolerant with alcohol; thus, the central nervous system 
depressant effects of benzodiazepines, other sedative-
hypnotics, and the opioid analgesics tend to be markedly 
enhanced by the addition of even relatively small amounts of 
alcohol and can even be lethal  [  2,   11  ] . A recent study of 
older, low-to-moderate income adults enrolled in the 
Pennsylvania Pharmaceutical Assistance Contract for the 
Elderly (PACE) examined the potential for alcohol interac-
tions with prescription drugs, many of which have abuse 
liability  [  100  ] . This study found that 77% of all drug users 
were exposed to prescription medications that interact with 
alcohol and of these, 19% reported concomitant alcohol use. 
Among narcotic analgesic users, 16.7% reported concomi-
tant alcohol use and among users of anxiolytics and sedative-
hypnotics, 16.8% reported concomitant alcohol use. Related 
to this is the potential for interactions with other drugs. This 
is particularly problematic in older adults, as they tend to 
consume more prescription and over-the-counter medica-
tions, on average, than do younger individuals. 

 Substance use adds considerably to the nation’s health care 
expenditures. Although no research to date has attempted to 
quantify the economic costs explicitly associated with the 
drug use disorders among older adults, the annual total costs 
associated with all substance use disorders is estimated at 
$276 billion  [  101  ] . Almost 20% of all Medicaid hospital costs, 
and nearly $1 of every $4 of Medicare hospital costs, are asso-
ciated with substance use  [  102  ] . Several studies have found 
that individuals with substance use disorders use more health 
care resources and incur higher health care costs than those 
without substance use problems  [  53  ] . Hospitals and emer-
gency departments also are used more frequently by substance 
abusers, who may utilize these services in hopes of seeking 
prescription drugs or because they are suffering from adverse 
effects, such as overdose, associated with prescription drugs. 

   Table 37.4    Strategies to improve the treatment of prescription drug abuse in older adults   

 Treatment Strategies  Summary 

 Brief interventions  One or more counseling sessions involving direct feedback on screening questions; patient education; 
approaches to motivational and behavioral change; use of written manuals and materials to reinforce message 

 Interventions  Counseling sessions with patient in the presence of family or friends to confront drug-use problems 
 Motivational counseling  Intensive meetings with counselor to understand patient’s perspective on the situation, assess readiness to 

change behaviors, help patient shift perspective and consider alternative solutions 
 Specialized treatment  Inpatient/outpatient detoxi fi cation, inpatient/outpatient rehabilitation, outpatient services 

 Maintenance treatment  Psychotherapy, individual and/or group counseling, self-help and 12-step programs 
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Illegal drug users make nearly 530,000 visits to expensive 
emergency departments each year for drug-related problems 
 [  103  ] . Emergency department episodes associated with 
involving prescriptions for opioid analgesics have increased 
markedly from 1994 to 2001, with visits involving oxycodone 
increasing 352%, methadone increasing by 230%, and mor-
phine by 210%  [  53  ] . Further, individuals coming to emer-
gency departments often use more than one drug; multiple 
drugs were mentioned in 72% of all emergency department 
visits involving opioid analgesics  [  53  ] .  

   Conclusions 

 Although older adults are vulnerable to psychoactive drug 
abuse, especially prescribed medications, there is a paucity 
of evidence on factors associated with abuse, screening, 
assessment and diagnosis, and treatment. Current national 
and international prevalence estimates are lacking, due 
largely to the inability of adequate available data. More 
research on patient, provider, socioeconomic, environmen-
tal, and clinical factors associated with psychoactive drug 
abuse and dependence in older adults is necessary to under-
stand how use progresses from medical exposure to prob-
lematic use, as well as to document factors that may contribute 
to—or protect from—the development of psychoactive drug 
abuse. Knowledge of such factors is necessary in order to 
develop and implement prevention and education resources 
for patients and providers. Considerably more study is 
required to develop and validate adequate screening and 
assessment instruments tailored to older individuals and the 
drugs that they abuse. Finally, resources need to be allocated 
to identify and test treatment modalities in older adults with 
psychoactive drug use disorders. 

 Practitioners need to be educated on potential psychoac-
tive drug use problems in older adults. For physicians and 
other health care providers, this means being aware of and 
eliciting through conversation and medical workup the signs 
and symptoms of possible drug use disorders, including 
marked changes in demeanor and mood, increased use or 
seeking of psychoactive medications, changes in regular 
social activities, changes in functioning and activities of 
daily living, and evidence of growing cognitive and physical 
impairment. As well, evidence of falls, motor vehicle acci-
dents, and other injury and trauma also should be reviewed 
for possible involvement of psychoactive medication use. 
Family members and other formal and informal caregivers 
should be attuned to the same issues as providers.      
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   Introduction 

 That there is a relationship between drug use and/or abuse 
and human interpersonal violence cannot be denied. The 
relationship is profound, costly, and culturally non-speci fi c. 
Epidemiological studies show substance abuse disorders rate 
among the most prevalent psychiatric disorders, for 1 month, 
yearly, or lifetime diagnoses  [  1  ] . Given that majority of drug 
abusers do not receive adequate treatment, become enmeshed 
in the legal system, seek alternative approaches, or never 
seek and/or receive treatment, the problem of drug-related 
aggression is likely to continue to prove problematic to clini-
cians and lawmakers alike. As has been previously illustrated 
 [  2,   3  ] , there are at least four differential mechanisms through 
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  Learning Objectives 

    Drugs and violence co-occur, but there are a num-• 
ber of different reasons they co-occur and to assume 
direct pharmacological mechanisms is to over-
simplify.  
  The drug most consistently found to elicit aggres-• 
sion is alcohol; however, research also demonstrates 
that alcohol is more likely to provoke aggression in 
individuals who are already predisposed to behave 
in an aggressive manner.  
  Recent research indicates that benzodiazepine use • 
and aggression indeed co-occur; again, however, 
research suggests that those with a preexisting risk 
of aggression are at greater risk for the aggression-
eliciting effects of these drugs.  
  The link between anabolic/androgenic steroid use • 
and aggressive behavior is complex, confounded, 
and putatively indirect.  
  The effects of cannabis on aggression may be dose • 
dependent, with low doses of cannabis contributing 
towards greater aggression than high doses; that 
being said, cannabis-dependent individuals may be 
at greatest risk of behaving aggressively during can-
nabis withdrawal.  
  The correlation between stimulant (cocaine, • 
amphetamine) use and aggression may be largely 
due to several indirect factors.  
  The most proximal reason opiate users manifest • 
aggression is as a means of accessing more drugs or 
accessing resources with which to attain drugs.    

  Issues that Need to be Addressed by Future Research 

    Future research of individual factors will help • 
researchers to determine who is more likely to 
behave in an aggressive manner when under the 
in fl uence of alcohol, and thus delineate a “risk 
pro fi le” which would be of tremendous bene fi t from 
both an academic and applied perspective  
  Future research should systematically investigate • 
the role of each of these confounding variables so 
that we may arrive at a clearer picture of the BZD–
aggression link.  
  Future research on the consequences of steroid use • 
should utilize controlled designs rather than survey 
methods.  
  Additional controlled studies, speci fi cally examin-• 
ing the temporal relationship between drug use and 
aggression, are required before any de fi nitive con-
clusions can be made regarding the aggression-elic-
iting properties of stimulants.    
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which the relationship between drugs and aggression may 
come to be. These are: (1) Violent crimes can be committed 
to gain access to drugs or resources to purchase drugs; (2) 
violence is often a necessary means of resolving disputes in 
an illegal, and thus inherently lawless and unregulated busi-
ness; (3) violent behavior and drug use can be the result of 
the same factors (e.g., high sensation seeking; antisociality) 
and exist coincidentally; and (4) certain drugs can increase 
the likelihood of violence because of their direct effects on 
the individual (i.e., that drug consumption has a causal rela-
tionship with aggressivity). These four mechanisms should 
in no way be considered mutually exclusive; however, in this 
paper when we talk about the relationship between aggres-
sion and drugs, the predominant focus is on the last. This 
mechanism we will specify in three categories: Direct phar-
macological effects (intoxication), neurotoxic effects (dam-
age caused by prolonged use), or withdrawal effects 
(abstinence immediately following prolonged use). 

 What follows is a discussion of the prominent drugs of 
use and abuse, and the evidence that each is related to height-
ened human aggressive behavior. In instances where the evi-
dence for a relationship between the drug in question and 
aggression is strong, putative explanatory mechanisms will 
be discussed in the context of the four mechanisms described 
above. We will focus on the effects of proximal drug admin-
istration (notably intoxication), but when relevant studies are 
available, we will also discuss the drug–aggression relation-
ship in terms of the effects of chronic-use (i.e., neurotoxic 
effects), and/or with some withdrawal syndrome. For each of 
the drug classes, we will begin with a reiteration of what 
conclusions were reached in our last review of this literature 
 [  3  ] , and will then follow with an integration of what studies 
have emerged since that time, or were not included in that 
review, and then a statement about what new conclusions, if 
any, may be reached. We begin this review with alcohol, for 
three reasons: (1) it is the drug with the greatest prevalence 
of both use and abuse; (2) it is a pharmacologically complex 
drug, with several properties which might be seen as having 
the potential to increase aggressivity; and (3) it is, by far, the 
drug with the greatest amount of empirical evidence to sup-
port its direct aggression-inducing properties.  

   Legal/Prescriptive 

   Alcohol 

 There is little doubt that alcohol induces aggressive behav-
ior; Hoaken and Stewart  [  3  ]  referred to the alcohol–aggres-
sion relationship as “incontrovertible” and no evidence has 
since emerged to contradict this perspective. Research con-
tinues to demonstrate that alcohol consumption is associated 
with a wide range of types of violence, including sexual 

aggression  [  4  ] , family and marital violence  [  5  ] , child abuse 
 [  6  ] , and suicide  [  7,   8  ] . Since 2003, the focus of the alcohol–
aggression literature has shifted from  fi rst determining the 
presence of such a relation, to later proposing explanatory 
theories. For example, psychopharmacological theories and 
alcohol expectancy theories have been predominately uti-
lized to describe the alcohol–aggression relationship. 

 Recent research literature related to the psychopharmaco-
logical properties of alcohol focus primarily on the impact of 
intoxication on cognitive processing. Evidence suggests that, 
at moderate to high doses, alcohol impairs abilities which 
have been thought to be mediated by the prefrontal cortex 
(such as inhibition, working memory, and developing and 
monitoring strategy) while leaving capacities not tradition-
ally associated with this area (such logical memory, vocabu-
lary scores, spatial learning, and logical reasoning) relatively 
unaffected  [  9–  11  ] . As such, much attention has been given to 
the construct of “executive functioning” as an explanatory 
factor for the alcohol–aggression relationship. Executive 
functioning is a higher order construct traditionally associ-
ated with the prefrontal cortex that is involved in the plan-
ning, initiation, and regulation of goal-directed behavior, and 
includes cognitive abilities such as attentional control, pre-
viewing, strategic goal planning, abstract reasoning, cogni-
tive  fl exibility, and inhibition  [  9,   12  ] . Executive function has 
been shown to be related to, and even predictive of, aggres-
sive and violent behavior (see  [  13  ]  for a review). Recently it 
has been proposed that executive function is both a mediator 
and moderator of the alcohol–aggression relationship. 
Speci fi cally, executive function has a mediating effect on the 
relationship in that acute alcohol consumption reduces exec-
utive capacity, which then increases the likelihood of aggres-
sive behavior. Conversely, moderating effects are present in 
that acute alcohol consumption is less likely to facilitate 
aggressive behavior for individuals with above-average 
executive function  [  12,   14,   15  ] . In further support, a study by 
Giancola et al.  [  16  ]  found that below-average executive func-
tion predicted increased aggression following alcohol con-
sumption. Thus, earlier cognitive models may still be 
applicable, but better explained through the higher order 
construct of executive function. 

 In contrast to psychopharmacological theories, alcohol 
expectancy explanations have focused on beliefs regarding 
the effects of alcohol on behavior. Supporters of this theory 
suggest that aggressive behavior following alcohol consump-
tion is partially a result of learned beliefs about the effects of 
alcohol. Alcohol expectancies can be thought of as cognitive 
templates for drinking behaviors, or representations of an 
“if–then” relationship, for example, “If I drink, then I will be 
more aggressive”  [  17  ] . Current theory suggests alcohol–
aggression expectancies can be represented as complex asso-
ciative networks in memory, where an association between 
alcohol and aggression is likely to form in an individual who 
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frequently experiences or observes the co-occurrence of 
drinking and violence  [  17,   18  ] . Given that these alcohol–
aggression expectancies are associated with increased rates 
of drinking  [  19,   20  ] , we would expect to see a corresponding 
association with increased rates of aggression. However, the 
relationship between alcohol–aggression expectancies and 
aggressive behavior is ambiguous. Although several meta-
analytic reviews found no support for the hypotheses that 
alcohol–aggression expectancies directly elicit aggression 
 [  21–  23  ] , it is important to note that the empirical studies did 
not actually examine the effects of alcohol or placebo on par-
ticipants with different alcohol expectancies, instead assum-
ing that placebos automatically triggered alcohol expectancy 
beliefs  [  24  ] . Conversely, other studies have found evidence 
to support the conclusion that there is a stronger association 
between alcohol and aggression for those with strong alco-
hol–aggression expectancies, but only in the presence of 
increased alcohol consumption  [  17,   25  ] . Such developments 
have led researchers to theorize that alcohol–aggression 
expectancies may interact with alcohol consumption to pro-
duce aggressive behavior  [  26–  28  ] . 

 The above paragraphs attempt to explain the mechanisms 
through which alcohol consumption can lead to aggression; 
however, it remains a fact that alcohol consumption does not 
lead to aggression in all persons. To explain this, theorists 
have speculated that alcohol is more likely to provoke aggres-
sion in individuals who are already predisposed to behave in 
an aggressive manner  [  29  ] . Several studies have attempted to 
determine what pro fi le of personality characteristics is most 
likely to manifest an aggressive response while under the 
in fl uence of alcohol. Various individual differences have 
been proposed as moderating the alcohol–aggression rela-
tionship. Alcohol consumption has been shown to increase 
aggression particularly for individuals with dif fi cult temper-
aments  [  30  ] , who have high levels of irritability  [  31  ] , who 
are prone to anger  [  29,   32  ] , and who have aggressive disposi-
tions  [  26,   33  ] . It has been tentatively hypothesized that these 
dispositional traits may act as markers of heightened suscep-
tibility to alcohol’s effects on executive functioning, mean-
ing individuals with these traits may be more likely to 
respond aggressively when intoxicated  [  32  ] . It is hoped that 
further study of such individual factors will help researchers 
to determine who is more likely to behave in an aggressive 
manner when under the in fl uence of alcohol, and thus delin-
eate a “risk pro fi le” which would be of tremendous bene fi t 
from both an academic and applied perspective.  

   Benzodiazepines 

 Hoaken and Stewart  [  3  ]  characterized the literature on the 
relationship between benzodiazepines (BZDs) and aggres-
sion as confusing and idiosyncratic; though some studies 

suggested that BZDs decrease aggression, others suggested 
BZDs increase aggression. This mixed review suggested that 
a number of factors may serve as moderators of the BZD–
aggression relationship. For example, individuals appear to 
be at greater risk of the aggression-eliciting effects of BZDs 
if they have preexisting brain damage, concurrently use alco-
hol, intake relatively low doses of BZDs, or have a preexist-
ing risk for aggression (i.e., a history of impulsivity or 
hostility). While acknowledging that many studies have 
demonstrated signi fi cant increases in aggression after BZD 
consumption, Hoaken and Stewart questioned the clinical 
signi fi cance of these  fi ndings. 

 Recent research indicates that BZD use and aggression 
indeed co-occur. For example, in a meta-analysis examining 
drug abuse and aggression between intimate partners, the 
weighted effect size for studies testing the relationship 
between physical abuse and BZD use was signi fi cantly 
greater than zero  [  34  ] . In addition, greater frequency of BZD 
use has been reported to be associated with a greater likeli-
hood of assault outside of intimate relationships, even after 
controlling for 51 common risk factors  [  35  ] . Though such 
correlational research does little to suggest a possible mech-
anism that can account for the BZD–aggression link, these 
authors do provide data suggesting that the co-occurrence of 
BZD use and aggression is not a result of individuals’ 
involvement in the drug trade. Speci fi cally, BZD use was not 
related to frequency of drug sales and it was negatively 
related to gang and drug-war  fi ghting  [  35  ] . To better under-
stand the BZD–aggression link, Friedman and colleagues 
subsequently divided this sample into delinquent and non-
delinquent groups; violent offenses were positively related to 
BZD use in the delinquent group only  [  36  ] . These results are 
consistent with Hoaken and Stewart’s  [  3  ]  conclusion that 
those with a preexisting risk of aggression are at greater risk 
for the aggression-eliciting effects of BZDs. 

 The dose-dependent effects of BZDs are also poorly 
understood. In one study, BZD of varying doses was adminis-
tered to adult male parolees  [  37  ] . Aggression was low when 
doses were suf fi ciently high as to produce sedative effects; 
relatively low doses of BZDs had no effect on aggression. 
Conversely, in another study  [  38  ] , while violent offenders 
were no more likely to engage in violence within 24 h of reg-
ular BZD use as compared to after periods of no BZD use, 
they were more likely to engage in violence in the 24 h fol-
lowing unusually high doses of BZDs. Discrepant results may 
be understood by noting that these studies did not all involve 
the same BZD and that different BZDs carry different risks 
for paradoxical aggressive reactions  [  39  ] . Another point to be 
made regarding the dose-dependent effects of BZDs is that 
deviations from an individual’s typical dosage may have a 
greater impact on aggression than the absolute dosage itself. 

 A possible mechanism for the paradoxical aggressive 
reactions seen with some BZDs is an impaired ability to 
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 recognize human facial expressions. It has been demon-
strated that acute doses of diazepam impair individuals’ rec-
ognition of the threat-related facial expressions of anger  [  40  ]  
and fear  [  41  ] . This is important to understand, given that the 
ability to process threatening facial expressions may serve to 
prevent aggression  [  42  ] . Also interesting to note is that lora-
zepam, known to produce relatively fewer aggressive reac-
tions than diazepam  [  39  ] , does not produce impairment in 
emotion recognition  [  43  ] . Future studies might test whether 
impaired recognition of facial affect statistically mediates 
the BZD–aggression relationship. 

 The conclusion for this section of our review remains 
much the same as that reached by Hoaken and Stewart  [  3  ] ; 
the relationship between BZD use and aggression remains 
poorly understood, largely because of uncontrolled individ-
ual differences, varying dosages, and the variety of BZDs 
available for study. Future research should systematically 
investigate the role of each of these confounding variables 
so that we may arrive at a clearer picture of the BZD–
aggression link.  

   Anabolic/Androgenic Steroids 

 Anabolic–androgenic steroids are not typically considered 
drugs of abuse, but are certainly relevant to the discussion at 
hand, because: (a) they are often used for off-label (i.e., rec-
reational) purposes, most often by young athletes for their 
performance-enhancing properties; (b) following the origi-
nal demonstration by Lindstrom and colleagues  [  44  ] , a nu   m-
ber of retrospective reports have seemed to demonstrate a 
link between violence and the use of these drugs  [  45,   46  ] ; 
and (c) the literature does contain case reports of extreme 
violence, including murder, in individuals who have been 
users of steroids  [  47  ] . However, in our 2003 review  [  3  ] , we 
concluded that this literature was “largely confounded.” That 
conclusion still seem reasonable, and is predicated on four 
considerations:  fi rst of these is the fact that the majority of 
anabolic and androgenic steroid users—and the vast majority 
of  abusers  of these drugs—are young, hypercompetitive 
men, a population that may well be prone to violence in the 
 fi rst place. Second, research demonstrates that these young 
men are also prone to high levels or alcohol consumption 
 [  48  ] . Third, continuing with the theme of the problem of dif-
ferentiating drug effects, some have suggested that anabolic–
androgenic steroids may act as so-called “gateway” drugs to 
wide ranges of illegal substances of use and abuse, which, 
like alcohol, may themselves have demonstrable aggression-
eliciting properties  [  49,   50  ]  .  Lastly, there is a consistent 
belief among users of these drugs that a so-called “roids 
rage” phenomenon exists  [  51  ] , bringing into question the 
possibility of expectancy effects. 

 All of that being said, the current manuscript will reject 
the phrase “largely confounded” and adopt instead “com-
plex, confounded, and putatively indirect.” In this section we 
will articulate some  fi ndings that have motivated this minor 
revision. In 2003 we called for more “controlled” investiga-
tions of this relationship; such a literature may hopefully 
now be in its infancy. One such study, which our previous 
review failed to mention, was conducted by Harrison Pope 
and his colleagues. In this study  [  52  ] , the researchers ven-
tured from retrospective non-controlled studies, and con-
ducted a randomized, placebo-controlled, crossover study of 
the effects of testosterone cypionate on a variety of variables, 
including self-reported personality factors, anger, hostility, 
and verbal and physical aggression. They also utilized a lab-
oratory measure of aggression, the Point-Subtraction 
Aggression Paradigm  [  53  ] . In this study, even with partici-
pants agreeing to consume no illicit drugs, and with minimal 
alcohol consumption, and with major psychopathology an 
exclusion criterion (which it clearly is not in vivo), partici-
pants receiving testosterone cypionate appeared more aggres-
sive on the Point-Subtraction Paradigm ( P  = 0.03). While this 
is clearly the most controlled study to date, there are some 
caveats:  fi rst, several have questioned the external validity of 
lab measures of aggression in general, and the Point-
Subtraction Paradigm speci fi cally (see  [  54,   55  ] , for exam-
ple). Additionally, there were no differences between the 
groups (placebo vs. drug) on the total score of the self-rated 
Buss-Perry Aggression Questionnaire (BPAQ), which is an 
idiosyncratic result given the retrospective self-report litera-
ture. Instead of anger or hostility (as measured by the BPAQ) 
perhaps one better explanation for the signi fi cant relation-
ship between steroid use and the lab-based aggression para-
digm might have been the most prominent effect shown in 
this study: that men currently taking the steroids had much 
higher scores on the Young Mania Rating Scale ( P  = 0.002). 

 Another study  [  56  ] , which consisted of post-mortem inves-
tigations of 34 fatalities of anabolic and/or androgenic steroid 
users, death was attributed to suicide in 11 cases, to homicide 
in 9 cases, to automobile accidents secondary to risky driving 
in two deaths, and to complications arising due to polysub-
stance use in 11 cases. These causes of death are evocative, and 
suggest poorly regulated, disinhibited lives; one might con-
sider them evidence of more of a mania-eliciting property than 
a direct aggression-eliciting property of these drugs, per se. 

 Drawing conclusions based on the extant literature poses 
a challenging problem. The best conclusion about the ana-
bolic and androgenic steroids is that they are dangerous. 
However, regarding the relationship between steroids and 
aggression, the best conclusion we can draw is that it is com-
plex, that it is confounded, and that it is putatively indirect, 
and that more studies, particularly controlled studies, need to 
be conducted.   



47138 Drug Use and Abuse and Human Aggressive Behavior

   Illegal/Recreational 

   Cannabis 

 Hoaken and Stewart’s  [  3  ]  review of the literature on the rela-
tionship between aggression and cannabis led to the follow-
ing conclusions: (1) the effects of cannabis on aggression 
may be dose dependent, with low doses of cannabis contrib-
uting towards greater aggression than high doses; and (2) 
cannabis-dependent individuals may be at greatest risk of 
behaving aggressively, not during cannabis intoxication, but 
during cannabis withdrawal. 

 Currently there is no shortage of studies demonstrating a 
cannabis–aggression relationship. To illustrate this point, a 
recent meta-analysis weighted 32 effect sizes from 14 stud-
ies on the relationship between marijuana use and physical 
abuse within the context of an intimate relationship and 
found a signi fi cant mean effect size of 0.21  [  34  ] . However, 
much of the cannabis–aggression literature in humans sug-
gests that the relationship may be spurious; as an illustration, 
two recent studies demonstrated that aggression–marijuana 
use correlations disappear when common risk factors such as 
deviance are controlled for  [  57,   58  ] . Thus, although mari-
juana use and violence tend to co-occur, there is no evidence 
of either behavior preceding the other  [  59  ] . 

 Although much of the research to date suggests that the 
relationship between cannabis and aggression is either indi-
rect or absent, there have been two studies that have found 
the relationship to persist after common risk factors were 
controlled for. In the  fi rst study, lifetime frequency of mari-
juana use was found to be positively associated with likeli-
hood of weapon offenses and attempted homicides, despite 
controlling for 51 variables thought to predispose a person to 
act violently  [  35  ] . The second study, also controlling for pos-
sible confounds, found frequency of marijuana use to predict 
the variety and frequency of violent crimes of incarcerated, 
drug-abusing offenders  [  60  ] . However, both studies inter-
preted their  fi ndings by considering participants’ involve-
ment in drug traf fi cking. These interpretations are consistent 
with the mechanism discussed in the introduction of this 
chapter whereby the drug–violence relationship occurs as a 
result of violence being a necessary way to resolve disputes 
in the drug business. 

 Moreover, it must be noted that studies conducted to date 
that have tested the temporal relationship between cannabis 
use and aggression do not support a causal explanation. In 
one study, participants with mental illness who were identi fi ed 
as being at high risk for violence were followed for an aver-
age of 6 months  [  61  ] . Although serious violence was more 
likely to occur on days after marijuana had been consumed, 
results may not be generalizable to shorter lag periods. This 
limitation is of importance given that if violence is an acute 

 pharmacological effect of marijuana use, then episodes of 
violence would be expected to occur not on the day after use, 
but in the period of time immediately following use when the 
user is intoxicated or experiencing withdrawal. Fals-Stewart 
et al.  [  62  ]  conducted a 15-month study using daily logs that 
examined the odds of male-to-female physical aggression 
occurring on days on which the male partner used cannabis. 
When controlling for male partners’ antisocial personality and 
couples’ average relationship satisfaction, cannabis use was 
not associated with increased likelihood of later same-day 
male-to-female aggression. Lastly, using a case-crossover 
design in which each participant could serve as his own con-
trol, Haggård-Grann et al.  [  38  ]  found that the risk of partici-
pants (who were violent offenders) engaging in violence 
within 24 h of cannabis use was not signi fi cantly different than 
the risk of violence after periods of no cannabis consumption. 

 Though there is little evidence to suggest that cannabis 
intoxication leads to aggression, the same cannot be said of 
cannabis withdrawal. Current literature strongly supports the 
existence, reliability, and clinical signi fi cance of a cannabis 
withdrawal syndrome  [  63–  65  ] , and many researchers have 
argued for the inclusion of this syndrome in the next edition 
of the Diagnostic and Statistical Manual for Mental Disorders 
 [  65–  67  ] . Although, Budney et al.  [  66  ]  is the only study to 
have identi fi ed a speci fi c time course for aggression as a 
result of cannabis withdrawal, other studies have found an 
increase in heavy cannabis users’ self-reported aggression 
during periods of abstinence  [  63,   64,   68  ] . 

 A  fi nal explanation for the cannabis–aggression link is the 
self-medication hypothesis which posits that individuals 
experiencing dif fi culties controlling their aggressive behav-
ior use cannabis to reduce their aggression  [  63,   64,   69  ] . In a 
recent study by Arendt et al.  [  63,   64  ] , although violent indi-
viduals reported using cannabis for many of the same rea-
sons as did non-violent individuals (e.g., to decrease 
aggression, to relieve depression, to “get high”), the former 
group differed from the latter by being more likely to report 
using cannabis to decrease aggression. These results support 
the hypothesis that individuals with violent tendencies may 
use cannabis as self-medication for their behavioral prob-
lems. Though Moore and Stuart  [  70  ]  suggest that these 
expectancy effects may cause marijuana use to decrease the 
likelihood of violence, the opposite appears to be true: the 
violent participants in the Arendt et al. study who reported 
using cannabis to decrease aggression were more likely to 
react with aggression after cannabis use than were the non-
violent subjects who did not report using cannabis to decrease 
aggression. These paradoxical results do, however, support 
Moore and Stuart’s contention that personality variables 
(e.g., individuals’ antisociality) may moderate the mari-
juana–violence relationship. 

 To summarize our review of the cannabis–aggression 
 literature, no existing literature suggests that cannabis 
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 intoxication causes aggression. Nonetheless, cannabis use 
appears to be associated with aggression as a result of com-
mon risk factors such as involvement in the drug trade and as 
a result of aggression being a common symptom of cannabis 
withdrawal. Controlled laboratory studies and prospective 
longitudinal studies remain necessary to better our under-
standing of the cannabis–aggression link.  

   Psychostimulants 

   Cocaine 
 Cocaine is a potent psychostimulant that has been reported to 
induce euphoria, enhance arousal and vigilance, reverse 
fatigue-induced de fi cits in performance, and increase blood 
pressure and heart rate  [  71  ] . In their review of the cocaine 
literature in 2003, Hoaken and Stewart reported that the rela-
tionship between cocaine and aggression was idiosyncratic, 
and that there had not been substantial evidence to support 
that the pharmacological effects of cocaine lead to aggres-
sion. While there was evidence of a correlation between 
cocaine use and aggression, the authors posited that this rela-
tionship may be due to several indirect factors. 

 Since the publication of this review, a number of new 
investigations have been carried out. Developmental studies 
have demonstrated that prenatal exposure to cocaine can be 
a predictor of childhood aggressive behavior  [  72–  74  ] . 
Bendersky et al. found that prenatal exposure to cocaine was 
a predictor of childhood aggression at age 5, and they hypoth-
esized that this aggression may be the result of cocaine’s 
potential effects on the developing brain and the functions 
most likely affected, especially inhibitory control and emo-
tional regulation. Furthermore, it is possible that cocaine 
exerts a similar effect on the brain functions of adolescent 
and adult users. Kemmis et al.  [  75  ]  found that recreational 
users of cocaine exhibited impaired fear recognition accu-
racy compared to occasional users and non-users. Recreational 
users also correctly identi fi ed anger, fear, happiness, and sur-
prise more slowly than the other participants. This impair-
ment may have been the result of the direct neurotoxic effects 
of cocaine use on the brain; however, the performance of the 
recreational users resembled that of psychopathic individu-
als who have been reported to exhibit impaired recognition 
of fear and sadness  [  76,   77  ] . As Hoaken and Stuart  [  121  ]  
posited, an alternative explanation for these  fi ndings is that 
fear recognition is impaired due to psychopathic tendencies, 
as there is a high comorbidity between psychopathy and 
cocaine use. 

 Acutely, cocaine binds to the serotonin transporter and 
strongly inhibits serotonin (5-HT) reuptake  [  78  ] . Chronic 
administration of cocaine seems to downregulate several 
subtypes of postsynapic 5-HT receptors, possibly as a com-
pensatory mechanism to increased synaptic 5-HT  [  79  ] . 

Aggression is a key component of a number of psychiatric 
disorders, and there is substantial evidence to suggest that 
5-HT is a key component in this aggression  [  80–  81  ] . As such, 
studies have begun to investigate the role of 5-HT as a poten-
tial mechanism underlying cocaine-induced aggression. In 
an examination of 35 cocaine abusers, Patkar et al.  [  84  ]  found 
that central 5-HT function, as measured by prolactin (PRL) 
response to meta-chlorophenylpiperazine (m-CPP) a mixed 
5-HT agonist/antagonist differed signi fi cantly between 
cocaine-dependent subjects and controls. A blunted response 
was pronounced in the subgroup of cocaine users with high 
disinhibition and aggression, while the response was not 
blunted in controls. Additional studies are necessary to clar-
ify the extent to which the 5-HT disturbances signal a vulner-
ability to impulsive aggressive behavior or whether they are 
a consequence of cocaine dependence. 

 While the experimental literature on the causal nature of 
the relationship between cocaine use and aggression toward 
strangers is still somewhat equivocal, many studies on 
cocaine use and intimate partner violence (IPV) present a 
somewhat more explicit argument. Moore et al.’s  [  34  ]  meta-
analytic review of the literature on the relationship between 
drug use and IPV perpetration and victimization by both men 
and women demonstrated the overall effect size for cocaine 
( d  = 0.38; 0.45 after outlier removal) was consistent across all 
types of aggression (physical, psychological, and sexual), 
and signi fi cantly larger than any of the other classes of drugs. 
Despite these impressive  fi ndings, an overall effect size in 
itself does not necessarily indicate that the signi fi cant effects 
for cocaine and aggression are due to the direct psychophar-
macological effects of the substance  [  34  ] . The speci fi c meth-
odologies of these studies need to be examined in order to 
infer the exact mechanisms linking cocaine use to aggres-
sion. Fals-Stewart et al.  [  62  ]  assessed the temporal relation-
ship between cocaine use and partner aggression among men 
in substance abuse treatment. Results showed that after con-
trolling for antisocial personality disorder and relationship 
discord there was greater chance (almost three times) of any 
male-to-female physical aggression on the days of cocaine 
use compared to days of no use. The majority of the physical 
aggression episodes occurred during or shortly after cessa-
tion of use, which may indicate that the aggression was 
directly related to pharmacological effects. Additional stud-
ies examining the temporal relationship are required before 
any de fi nitive conclusions can be made. 

 Clearly additional research is needed before any de fi nitive 
conclusions can be made about the relationship between 
cocaine and aggression. The manipulations required to eval-
uate whether cocaine has direct pharmacological effects on 
aggression in humans is dif fi cult and many times unethical. 
Neuroimaging studies offer the most promise, however, they 
are expensive and technically elaborate and usually involve a 
small number of subjects.  
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   Amphetamines 
 In 2003, Hoaken and Stewart’s conclusion regarding the 
association between amphetamine use and aggression was 
that while there appeared to be a correlation, the controlled 
literature was “equivocal” about direct pharmacological 
action, instead suggesting a complex interplay of variables. 
Since then, amphetamines (and in particular methamphet-
amines) have become more commonly abused drugs  [  85  ] , 
and the number of abusers seems to be steadily increasing 
worldwide  [  86,   87  ] . 

 The notion that amphetamine use results in violence con-
tinues to be supported by a large body of literature, associating 
amphetamine use with aggression  [  88–  90  ] , domestic violence 
 [  34,   91  ] , and violent criminal behaviors  [  85,   92,   93  ] . Evidence 
for an amphetamine–aggression association has continued to 
accumulate. Research employing self-report indicates that 
33%–66% of methamphetamine users cite violent behavior as 
an outcome of their usage  [  94,   95  ] . Additionally, in a study 
surveying both in-treatment and non-treatment amphetamine 
users, 62% of the participants reported either violent, hostile 
behaviors, or involvement in violent crime, resulting from 
their drug use  [  96  ] . Moreover, evidence of amphetamine 
intoxication, assessed by urine toxicology screens, has also 
been linked to increased hospital admissions due to self-injury 
or physical altercations  [  97  ] . However, reliance on retrospec-
tive reports of use and behaviors, or indirect measures of 
behaviors, still cannot provide suf fi cient evidence of a causal 
relationship  [  86  ] . Furthermore, few studies fail to differentiate 
aggression as a consequence of intoxication versus withdrawal 
of methamphetamine (e.g.,  [  98  ] ), and few also determine 
whether the aggression was reactive or instrumental. 

 Since our last review, one randomized controlled amphet-
amine challenge, focused on aggression, has been conducted. 
White et al.  [  99  ]  administered amphetamine or placebo to 70 
non-drug abusing participants, who where blind to the 
administration. They discovered heightened levels of aggres-
sion reported by those who ingested amphetamine; however, 
not all amphetamine participants reported increases in 
aggression. This result is congruent with both controlled 
laboratory and  fi eld studies, where only select amphetamine 
users report or depict violent acts, suggesting that the rela-
tionship between amphetamines and violence is not due 
exclusively to pharmacological action, but is likely complex 
and multifactorial, and due to individual, situational, and 
cultural factors  [  96,   100  ] . Decreased ability to inhibit impul-
sive behavior, and de fi cits in other higher order cognitive 
functions, as a consequence of withdrawal or neurotoxicity 
of prolonged usage, have also been suggested as likely causes 
of increased aggression in amphetamine abusers  [  101–  103  ] . 

 A distinct discussion of a form of amphetamine, MDMA 
(3,4-methylenedioxymeth-amphetamine; “ecstasy”) was 
absent from our 2003 review, but will be brie fl y discussed 
here. Usage of this drug has become extremely widespread 
 [  104  ] , in large part to its reputation as a “safe drug”  [  105  ] . 

This reputation is the result of its perceived positive effects 
such as increased emotionality, empathy, extroversion, and 
euphoria  [  106,   107  ] . Nonetheless, aggression and hostility 
have been reported repeatedly in MDMA users  [  108,   109  ] , 
even those who have abstained from use for an extended 
period of time  [  110  ] . A recent study indicated that in a sam-
ple of 260 MDMA users, those with a higher prevalence of 
lifetime ecstasy use exhibit higher levels of aggressive and 
violent behavior. Attempting to contribute to our understand-
ing of cause, these authors also demonstrated that the effect 
of lifetime ecstasy use differs by levels of low self-control as 
a measure of propensity for aggression; those who exhibited 
low self-control were more affected by ecstasy use than those 
who did not, in terms of aggression  [  111  ] . 

 Clearly, a relationship exists between amphetamine (and 
MDMA) and aggression; however, the conclusion that there is 
a direct causal link is perhaps too simplistic. Although height-
ened aggression may occur during intoxication, withdrawal, or 
subsequent to neurotoxicity, it is likely that other individual 
and social factors (such as family violence, poor parental super-
vision, early exposure to violence or to substance use, individ-
ual histories of aggressive behavior  [  93,   102,   112  ] ) signi fi cantly 
affect which users will engage in aggressive acts.   

   Opiates 

 In 2003, Hoaken and Stewart argued that individuals who are 
abusers of opiates are likely to manifest aggressive behav-
iors, but may be more likely to be aggressive because of the 
reasons they abuse the drug, or because they are enmeshed in 
the drug trade, not because of the drug itself. Controlled lab-
oratory studies on the effects of opiates on aggression in 
humans have found a positive relationship between opiate 
use and aggressive behavior; for example, in a study using 
the Taylor aggression paradigm, Berman et al.  [  113  ]  found 
that individuals who were using morphine had a higher pro-
pensity to initiate attacks, and displayed more aggression at 
all levels of provocation than controls. Furthermore, Gerra 
et al.  [  114  ]  found that heroin-dependent patients on metha-
done treatment reported higher levels of aggressiveness and 
hostility, in comparison to controls. However, Gerra et al. 
concluded that the level of aggressiveness demonstrated by 
the methadone patients seemed to be related more to the per-
sonality traits than to drug effects. The conclusion in Hoaken 
and Stewart  [  3  ]  was also predicated on several studies dem-
onstrating that opioid abusers demonstrate premorbid feel-
ings of rage  [  115  ] , and score high on self-report  [  116  ]  and 
observer-report  [  117  ]  measures of hostility. 

 Since 2003, there is little accumulated evidence from which 
to draw a different conclusion. In one study  [  118  ] , abstinent 
heroin-dependant participants and controls competed on the 
Point-Subtraction Paradigm (discussed previously). Aggressive 
responses were signi fi cantly higher in the heroin-dependant 
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participants; given that they were abstinent at the time, this 
again seems to be suggestive of a non-pharmacological cause 
for the heroin–aggression relationship. In another study of 
several hundred Spanish arrestees, those who were found to be 
currently heroin dependant were found to be less aggressive, 
and less resistant to arrest than the arrestees for whom no psy-
chiatric diagnosis could be found. The authors argue against a 
cause–effect relationship for the opiate–crime relationship, 
and suggest instead that criminal activity perpetrated by her-
oin-dependant individuals is based on  fi nancial need.   

   Conclusion 

 Interpersonal violence and drug use are strongly linked, and 
constitute a signi fi cant public health challenge. That being 
said, the illegality of some types of drugs, relative to the wide-
spread availability of others seems predicated on some abstruse 
and arcane rationalization. Clearly, any effort to invoke 
“safety” is absurd, considering that the drug we know to be 
most likely to induce aggressive behavior (alcohol) is legally 
available and typically a signi fi cant source of state pro fi t, and 
also considering that the greatest amount of drug-related vio-
lence is likely due to indirect causes (i.e., dependant users 
committing violent crime to gain access to drugs or resources 
to buy drugs; and/or regulation by force of an illegal and 
highly pro fi table industry;  [  119,   120  ] ). In no way do the 
authors advocate for any move towards global de-regulation, 
or legalization of drug classes that are currently proscribed. 
What we do advocate for is increases in funding for both 
research and treatment. If we were to better understand what 
drugs make individuals more aggressive, at what doses, and in 
what contexts, and were we better able to treat addiction, mon-
itoring withdrawal and associated symptoms, then we may 
well be able to reduce the enormous costs of drug-related 
violence. 

 Is there a relationship between drugs and aggression? 
Clearly, the answer is a resounding yes. However, just as 
clearly, the nature of the relationship is interactional and 
multi-factorial, and, moreover, different for different classes 
of drug. Additionally, some drugs, at different doses, have 
paradoxical effects. There is only one thing that can be said 
unequivocally about the drug–aggression relationship: We 
do not know enough about it.      
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  Abstract 

 Suicidal behavior is common among individuals with substance use disorders. The large 
population of individuals with alcohol and drug abuse and dependence, the relative fre-
quency of suicides and suicide-related behaviors in this population, and the devastating 
effects of attempted and completed suicides on individuals, families, and society make this 
an important area for clinical and research work. Multiple lines of evidence suggest that 
lower serotonin activity is tied to increased aggression/impulsivity which in turn is pre-
sumed to enhance the probability of suicidal behavior. Dopaminergic dysfunction may play 
a role in the pathophysiology of suicidal behavior in alcoholism. Alcohol and drugs can 
damage the brain in many ways. The brain is vulnerable to the toxic effects of alcohol and 
drugs and can be affected by substance-related damage to other organs, including the liver, 
pancreas, and heart. Brain damage and neurobehavioral de fi cits are associated with suicidal 
behavior. It is possible that cognitive abnormalities contribute to increased suicidality in 
individuals with alcohol use disorders. Low selenium status is associated with depressed 
mood, anxiety, and cognitive decline. These symptoms are commonly observed in persons 
with alcohol use disorders. Selenium de fi ciency may play a role in the pathophysiology of 
depression and suicidal behavior in individuals with alcohol abuse. Cocaine use is associ-
ated with suicidal behavior. The management of the suicidal patient with substance abuse/
dependence involves three components:  fi rst, the diagnosis and treatment of existing 
 substance abuse and other psychiatric disorders; second, the assessment of suicide risk and 
limiting access to the most lethal methods for suicide; and third, speci fi c treatment to reduce 
the diathesis or propensity to attempt suicide. Treatments designed to enhance social 
 supports and foster abstinence from alcohol and drugs, together with those directed at the 
resolution of major depression, often reduce the risk of suicide.            
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   Suicidal Behavior as a Medical 
and Social Problem 

 Suicide is a major public health problem in many countries. 
The World Health Organization reported that self-in fl icted 
injuries including suicide accounted for more than 800,000 
deaths in 2001  [  1  ] . If every suicide affects at least six family 
members or friends, then every year in the world there would 
be about  fi ve million new survivors. There are approximately 
30,000 deaths per year by suicide in the United States every 
year  [  2  ] . 

 Suicidal behavior refers to the occurrence of suicide 
attempts, which can be de fi ned as self-directed injurious acts 
with at least some intent to end one’s own life  [  3–  5  ] . Suicidal 
behavior ranges from fatal acts (completed suicide), to highly 
lethal and failed suicide attempts (where high intention and 
planning are evident, and survival is fortuitous), and to low-
lethality attempts (usually impulsive attempts that are trig-
gered by a social crisis seem to be ambivalent and contain a 
strong element of an appeal for help). 

 Identifying individuals at imminent risk for suicidal 
behavior is a major challenge for clinicians  [  3–  5  ] . However, 
prediction of suicidal behavior is dif fi cult due to the relative 
rarity of the event as well as the multidetermined cause of 
such behavior. Cross-sectional and retrospective studies have 
identi fi ed numerous clinical risk factors for suicidal behavior 
including mood disorder, alcohol and substance use disor-
ders, cluster B category personality disorders, aggressive and 
impulsive traits, pessimism, and cigarette smoking. 

 Suicide is generally a complication of a psychiatric disor-
der such as alcoholism or depression, but it requires addi-
tional risk factors, because most psychiatric patients never 
attempt suicide  [  3,   4  ] . The objective severity of psychiatric 
disorders does not assist in identifying patients at high risk 

for suicide attempt. The stress-diathesis model of suicidal 
behavior suggests that risk factors for suicide can be orga-
nized according to whether their effect is on the threshold for 
suicidal acts, or whether they serve mainly as triggers or pre-
cipitants of suicidal acts  [  3–  5  ] . A predisposition to suicidal 
behavior is a key element that differentiates patients who are 
at high risk versus those at lower risk. Risk factors affecting 
the diathesis for suicidal behavior include alcohol and/or sub-
stance abuse, marital isolation, not living with a child under 
age 18, family history of suicide, parental loss before age 11, 
childhood history of physical and/or sexual abuse, tobacco 
smoking, cluster B personality disorders, hopelessness, 
impulsiveness, aggression, low self-esteem, low cerebrospi-
nal  fl uid (CSF) 5-hydroxyindolacetic acid (5-HIAA) levels, 
low blood cholesterol levels, and physical illnesses  [  3–  5  ] . 
Most common precipitants of suicidal acts include the onset 
or acute worsening of a psychiatric disorder, interpersonal 
losses or con fl icts,  fi nancial troubles, and job problems.  

   Alcohol Use Disorders and Suicide 

   Prevalence and the Model 

 Alcohol misuse is an important risk factor for suicidal behav-
ior  [  6–  10  ] . The large population of individuals with alcohol 
abuse and dependence, the relative frequency of suicides and 
suicide-related behaviors in this population, and the devas-
tating effects of attempted and completed suicides on indi-
viduals, families, and society make this an important area for 
research. Some reports have found that lifetime mortality 
due to suicide in alcohol dependence is as high as 18%  [  7  ] . 
Murphy and Wetzel  [  8  ]  reviewed the epidemiological 
 literature and found that the lifetime risk of suicide among 
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individuals with alcohol dependence treated in outpatient 
and inpatient settings was 2.2% and 3.4%, respectively. 
Nonetheless, individuals with alcohol dependence have a 
60–120 times greater suicide risk than the nonpsychiatrically 
ill population. 

 High rates of suicide attempts among individuals with 
alcohol use disorders have also been reported  [  9,   10  ] . For 
example, in an urban community in the US, 24% of subjects 
with alcohol dependence attempted suicide, as compared 
with 5% with other psychiatric diagnoses  [  9  ] . Forty percent 
of a sample of depressed subjects with alcohol dependence 
who were hospitalized had attempted suicide in the prior 
week and 70% had attempted suicide at some point in their 
lives  [  10  ] . Depressed subjects with a history of alcohol 
dependence have higher current suicide ideation scale scores 
compared with depressed subjects without a history of alco-
hol dependence  [  6  ] . These data indicate that a lifetime diag-
nosis of alcohol dependence is a major risk factor for 
attempted or completed suicide. 

 A model of suicidal behavior among subjects with alco-
holism has recently been proposed  [  11  ] . Predisposing factors 
that are presumed to increase (moderate) the risk for suicide 
among individuals with alcoholism are aggression/impulsiv-
ity and alcoholism severity, which represent predominantly 
externalizing constructs, and negative affect and hopeless-
ness, which represent predominantly internalizing constructs. 
Major depressive episodes and stressful life events—partic-
ularly interpersonal dif fi culties—are conceptualized as pre-
cipitating factors. This model is consistent with the 
stress-diathesis model of suicidal behavior.  

   Serotonin 

 Multiple lines of evidence suggest that lower serotonin activ-
ity is tied to increased aggression/impulsivity which in turn 
is presumed to enhance the probability of suicidal behavior 
 [  12,   13  ] . Low CSF 5-hydroxyindolacetic acid 5-HIAA has 
been reported in suicide attempters with major depression, 
schizophrenia, and personality disorders as compared with 
people who do not attempt suicide but have the same psychi-
atric diagnosis  [  12–  14  ] . The levels of 5-HIAA in CSF taken 
from abstinent individuals with a history of alcohol depen-
dence of both sexes were shown to be lower than in controls 
 [  15  ] . Moreover, impulsive offenders with alcohol depen-
dence had lower CSF 5-HIAA levels than nonimpulsive 
offenders with alcohol dependence  [  16  ] . High-lethality 
depressed suicide attempters with comorbid alcoholism have 
lower CSF 5-HIAA levels compared with low-lethality 
depressed suicide attempters with comorbid alcoholism  [  17  ] . 
In subjects with comorbid depression and alcoholism greater 
serotonergic impairment may be associated with higher risk 
of completed suicide.  

   Dopamine 

 Chen et al.  [  18  ]  suggest that pathological aggression may 
be related to genetically determined abnormalities in the 
dopaminergic system. Suicidal behavior may be regarded 
as self-directed pathological aggression. Several lines of 
 evidence suggest that the dopamine system is involved in the 
pathophysiology of suicidal behavior. Lower levels of CSF 
homovanillic acid (HVA) have been found in depressed 
patients with a history of either violent or nonviolent suicide 
attempts than in controls  [  19  ] . In our recent study, we com-
pared CSF HVA levels in depressed suicide attempters with-
out comorbid Axis II disorders, depressed nonattempters 
without comorbid Axis II disorders, and normal controls 
 [  20  ] . Depressed suicide attempters had lower CSF HVA 
levels compared to depressed nonattempters and to controls. 
There was no difference in CSF HVA levels between 
depressed nonattempters and controls. Several studies that 
did not involve CSF HVA measures also suggested that the 
dopaminergic system may be involved in the neurobiology 
of suicidal behavior. For example, Pitchot et al.  [  21  ]  studied 
the growth hormone (GH) response to apomorphine, a selec-
tive dopaminergic agonist, in depressed patients with and 
without a history of suicide attempts and found that patients 
with a history of suicidal behavior exhibited a signi fi cantly 
lower GH response to apomorphine than patients who never 
attempted suicide. More recent reports from the same group 
con fi rmed their earlier  fi nding. It has also been observed that 
dopamine abnormalities are associated with impulsivity, 
emotional dysregulation, and alcohol use disorders  [  22  ] . For 
example, a recent neuroimaging study suggests that alcohol-
ism is associated with blunted dopamine transmission in the 
ventral striatum  [  23  ] . Alcoholism is also associated with 
high aggression, impulsivity, and suicidal behavior  [  24  ] . 
Therefore, it is reasonable to suggest that genetically deter-
mined dopaminergic dysfunction may play an important role 
in the pathophysiology of suicidal behavior in alcoholism.  

   Brain Damage 

 Alcohol can damage the brain in many ways  [  25,   26  ] . The 
brain is vulnerable to the toxic effects of alcohol itself and 
can be affected by alcohol-related damage to other organs, 
including the liver, pancreas, and heart. The risk of alcohol-
induced brain damage and related neurobehavioral de fi cits 
varies from person to person and is in fl uenced by factors such 
as age, gender, drinking history, and nutrition. In the US, up 
to two million individuals with alcoholism have permanent 
and debilitating conditions that require lifetime custodial 
care. Examples of such conditions include alcohol-induced 
persisting amnesic disorder (also called Wernicke–Korsakoff 
syndrome) and dementia, which seriously affect many mental 
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functions in addition to memory (e.g., language, reasoning, 
and problem-solving abilities). Brain damage and neurobe-
havioral de fi cits are associated with suicidal behavior 
 [  27,   28  ] .  

   Cognitive Impairment 

   Alcohol and Cognitive Dysfunction 
 Etiological models for alcohol use disorders have tradition-
ally proposed trait and cognitive explanations for initiation, 
maintenance, and dependence  [  29  ] . Within this framework, 
temperament and personality models have often focused on 
trait disinhibition  [  30  ] , including behavioral undercontrol 
 [  31  ] , impulsivity, and sensation seeking  [  32  ] , suggesting that 
de fi cits in interrupting ongoing behavior may be central to 
hazardous drinking. Numerous studies have shown that 
heavy drinkers and subjects suffering from alcohol depen-
dence have reduced performance on neurocognitive tests 
such as Wisconsin Card Sorting Test, the Stroop Test, Trails 
A and B test/Trail Making, Tower of Hanoi/London, and the 
Go No-Go Test compared with controls  [  33–  62  ] . These 
effects have been shown to persist after detoxi fi cation  [  36, 
  38,   44–  47,   55,   56,   58,   59,   63  ] , and may be based on heredi-
tary predispositions  [  64,   65  ] . The effects appear to be corre-
lated with years of alcohol use  [  35,   47  ] , although some 
studies have not found such an effect  [  43  ] . Subjects suffering 
from alcohol dependence have been found to perform like 
subjects with frontal brain lesions in some investigations  [  34, 
  39  ] . It is not clear whether the results are general for sub-
stance abuse populations as two investigations have found 
similar effects when comparing subjects dependent on alco-
hol with subjects dependent on other substances  [  33,   34  ] . 
However, one study has found worse executive functioning 
among alcohol-dependent subjects  [  40  ] . A number of inves-
tigations have found worse performance among subjects suf-
fering from alcohol dependence, former alcoholics, and 
heavy social drinkers compared with controls on the stan-
dard Stroop Test  [  34,   40,   41,   46,   49,   58  ]  and the Stroop tests 
containing alcohol-related words  [  43,   51–  53,   56  ] . Two stud-
ies have found that this difference may be speci fi c for the 
alcohol-related version of the Stroop Test, while alcohol-
dependent subjects had normal scores on the standard Stroop 
Test  [  28,   29  ] . Another study has found that Stroop perfor-
mance may predict results of detoxi fi cation treatment  [  66  ] . 
A recent study found differences in tests’ scores on the Go 
No-Go Test between detoxi fi ed polysubstance users with 
alcohol dependence and control subjects  [  46  ] . Another study 
found that subjects with alcohol dependence differ electro-
physiologically from control individuals using the Go No-Go 
Test  [  36  ] . In summary, neuropsychological studies of 
 alcohol use disorders overall suggest that individuals with 
alcohol abuse and dependence are cognitively impaired.  

   Suicide and Cognitive Impairment 
 Data suggest that neuropsychological dysfunction may play 
a role in determining risk for suicidal acts. Suicide attempt-
ers have been characterized as “cognitively rigid” on the 
basis of self-ratings and performance on mental  fl exibility 
tasks  [  67–  69  ] . From case studies  [  70  ] , Rourke et al.  [  71  ]  
suggested that a speci fi c nonverbal learning disability may 
predispose individuals to suicidal behavior. Bartfai et al. 
 [  72  ] , using standard neuropsychological measures, found 
poorer performance on measures of  fl uency (verbal as well 
as nonverbal) and reasoning in a small sample of recent sui-
cide attempters compared to patients with chronic pain and 
nonpatients. Subjects with a history of high-lethality suicide 
attempts exhibited de fi cits in executive functioning that 
were independent of de fi cits associated with depression 
alone  [  27  ] . 

 Alcohol use disorders are associated with both cognitive 
impairment and suicidal behavior. It is possible that 
 cognitive abnormalities contribute to increased suicidality in 
individuals with alcohol use disorders. Future studies of the 
role of cognitive abnormalities in the pathophysiology of 
suicidal behavior are merited.   

   Selenium De fi ciency 

   Selenium and Alcohol 
 Selenium is an essential trace element for humans and ani-
mals  [  73–  77  ] . The four natural oxidation states of selenium 
are elemental selenium (0), selenide (−2), selenite (+4), and 
selenate (+6). Inorganic selenate and selenite predominate in 
water whereas organic selenium compounds (selenomethio-
nine, selenocysteine) are the major selenium species in cereal 
and in vegetables. For the general population, the primary 
pathway of exposure to selenium is food, followed by water 
and air. Both selenite and selenate possess substantial bio-
availability. Selenium is an essential component of glutathi-
one peroxidase, which is an important enzyme for processes 
that protect lipids in polyunsaturated membranes from 
 oxidative degradation. 

 The selenium content in human blood varies between dif-
ferent areas of the world due to the soil content of selenium 
with consequent variations in dietary intake. Blood selenium 
level appears to be an index of long-term selenium status and 
does not change from day-to-day. There is a consensus in the 
literature concerning the lower concentration of plasma sele-
nium in patients with alcoholism, even in the absence of 
severe liver pathology as well as in some cases of modest 
alcohol consumption  [  78–  84  ] . Serum, erythrocyte, and whole 
blood levels of selenium are also decreased in patients with 
alcoholism  [  82–  89  ] . For example, Korpela et al.  [  85  ]  mea-
sured serum selenium values in patients with alcoholism 
having various degrees of liver damage. As a percentage of 
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healthy control level, the average serum selenium level of 
alcoholics with histologically normal liver was 60%, with 
fatty liver was 63%, with alcoholic hepatitis was 52%, and 
with cirrhosis was 46%. Decrease in selenium levels in 
patients with alcoholism may be related to insuf fi cient dietary 
intake, reduced intestinal absorption, changes in plasma pro-
teins (much of the circulating selenium is bound to glutathi-
one peroxidase and other proteins), and increased 
requirements  [  80–  82,   84,   90  ] .  

   Selenium, Mood, and Behavior 
 Selenium is thought to play an important role in brain func-
tion, because its metabolism in the brain is vastly different 
than in other organs  [  91–  93  ] . Speci fi cally, during times of 
de fi ciency, the brain retains selenium at the expense of tis-
sues, such as muscle, kidney, and liver. Indeed, selenium is 
an important modulator of mood. Effects of dietary selenium 
on mood in healthy men were assessed by the Pro fi le of 
Mood States-Bipolar Form  [  94  ] . Eleven healthy men were 
con fi ned in a metabolic research unit for 120 days. The diet 
of conventional foods provided 80  m g per day of selenium 
for the  fi rst 21 days, then either 13 or 356  m g per day for the 
remaining 99 days. There were no signi fi cant changes in any 
of the mood scales due to dietary selenium. However, in the 
low-selenium group, the changes in the agreeable-hostile 
and the elated-depressed subscales were correlated with ini-
tial erythrocyte selenium concentration; that is, the lower the 
initial selenium status, the more the mood scores decreased. 
Finley and Penland  [  95  ]  investigated the effects of dietary 
selenium on healthy men who were fed either a low or a high 
selenium diet for 15 weeks. Subjects on the low selenium 
diet had signi fi cantly decreased clearheaded/confused and 
elated/depressed subscores, whereas those on the high sele-
nium diet signi fi cantly improved in the clearheaded/con-
fused, con fi dent/unsure, and composed/anxious subscores. 

 The possibility that a subclinical de fi ciency of the trace ele-
ment selenium might exist in a sample of the British popula-
tion was examined by Benton and Cook  [  96  ] . A selenium 
supplement was given for 5 weeks. Using a double-blind 
cross-over design, 50 subjects received either a placebo or 
100  m g of selenium on a daily basis. On three occasions they 
 fi lled in the Pro fi le of Moods States. Selenium intake was 
associated with a general elevation of mood and in particular, 
a decrease in anxiety. The change in mood when taking the 
active tablet was correlated with the level of selenium in the 
diet, which was estimated from a food frequency question-
naire. The lower the level of selenium in the diet the more the 
reports of anxiety, depression, and tiredness, decreased fol-
lowing 5 weeks of selenium therapy. Thus, selenium depletion 
may affect mood and behavior. Selenium in fl uences com-
pounds with hormonal activity and neurotransmitters in the 
brain, and this is postulated to be the reason why selenium 
affects mood in humans and behavior in animals  [  73,   91,   97  ] . 

In a randomized trial of HIV-infected patients, researchers 
found that supplementation with 200  m g per day selenium 
caused a 20-fold reduction of depressed–dejected mood state 
and a trend toward improvement in quality of life scores  [  98  ] . 

 Selenium is required for appropriate thyroid hormone 
synthesis, activation, and metabolism  [  99  ] . Selenium status 
in fl uences thyroid function. It has been suggested that the 
effects of selenium status on mood, behavior, and cognition 
may be partly mediated by changes induced by selenium 
de fi ciency or selenium supplementation in thyroid function. 

 Low selenium status is associated with depressed mood, 
anxiety, and cognitive decline. These symptoms are com-
monly observed in persons with alcohol use disorders. 
Selenium de fi ciency may play a role in the pathophysiology 
of depression and suicidal behavior in individuals with alco-
hol abuse. Healthy nutrition and possibly mineral supple-
mentations should be a part of the treatment plan of patients 
with alcohol use disorders especially when alcohol misuse is 
comorbid with depression. Adequate nutrition is needed for 
many aspects of brain functioning. In general, greater atten-
tion to nutritional factors in psychiatry is warranted.    

   Suicidal Behavior in Individuals with Drug 
Abuse or Dependence Other than Alcohol 

 The prevalence of suicide-related deaths among drug users 
may be underestimated  [  100  ] . These suicides may be by opi-
oid overdose as well as by other means. Currently, such 
deaths are not necessarily registered as “drug user’s 
suicide.” 

 Among substance abusers aged 15–19 years, the preva-
lence of suicidal ideations is 31% among men and 75% 
among women, whereas among college students of the same 
age who do not use drugs the prevalence is 11% and 8%, 
respectively  [  101,   102  ] . Multisubstance abusers report sui-
cidal thoughts or suicide attempts in the last year twice as 
often as monosubstance abusers  [  103,   104  ] . Studies of sui-
cide cases using the psychological autopsy method show 
that the proportion of suicide victims having a substance 
abuse problem varies between one-quarter and two-thirds 
 [  105,   106  ] . 

 A study comparing drug users currently in the methadone 
maintenance treatment, abstinent drug users who completed 
the methadone maintenance treatment, and a community 
control group showed that the prevalence of suicide attempts 
was 18 and 16 times higher in the two drug user groups, 
respectively, compared to the control group  [  107  ] . Men and 
women who smoked marijuana before age 17 are 3.5 times 
as likely to attempt suicide as those who started later  [  108  ] . 
Individuals who are dependent on marijuana have a higher 
risk than nondependent individuals of experiencing major 
depressive disorder and suicidal thoughts and behaviors. 
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 Cocaine use is associated with suicidal behavior  [  109, 
  110  ] . Risk factors across the life cycle are associated with 
suicidal behavior in cocaine-dependent patients  [  109  ] . Distal 
risk factors include a family history of suicide, childhood 
trauma, neuroticism, hostility, and introversion. More proxi-
mal risk factors include the comorbidities of other substance 
dependence, major depression, and physical disorders. 
These results suggest a stress-diathesis model of suicidal 
behavior in cocaine-dependent patients with distal thresh-
old-affecting factors, including family, childhood, and per-
sonality variables. It has been shown that cocaine use is 
associated with an increased prevalence of suicidal behavior 
and suicidal ideation in depressed individuals with alcohol-
ism  [  111  ] . There is no evidence that the use of sedative-
hypnotics and amphetamines is associated with suicidal 
behavior  [  110  ] .  

   Preventing Suicidal Behavior in Individuals 
with Substance Use Disorders 

 Substance abusers who commit suicide often see a physician 
or are psychiatrically hospitalized in the months prior to their 
deaths  [  3–  5,   24,   110  ] . Those who talk of suicide may be 
ambivalent about their wish to die. They may thus be ame-
nable to clinical interventions such as detoxi fi cation, sub-
stance-abuse rehabilitation, or psychiatric hospitalization. 
Conversely, those who take special precautions against dis-
covery during a prior suicide attempt are much more likely to 
die in a subsequent suicide attempt. Beyond psychiatric diag-
noses, the strongest indicator of suicide risk in substance 
abusers is such an interpersonal loss. Beyond these actual 
losses, anticipated losses, such as impending legal,  fi nancial, 
or physical demise, may also increase the risk of suicide 
among substance abusers. Availability of guns at home may 
contribute to suicide risk, especially in adolescents and 
young adults  [  110,   112,   113  ] . 

 The management of the suicidal patient involves three 
components  [  5  ] :  fi rst, the diagnosis and treatment of existing 
substance abuse and other psychiatric disorders; second, the 
assessment of suicide risk and limiting access to the most 
lethal methods for suicide; and third, a speci fi c treatment to 
reduce the diathesis or propensity to attempt suicide. 

 If there is any indication of suicidality, a clinician trained 
in assessing suicide risk should meet with the patient. If sui-
cide risk is high, patients should be referred immediately for 
further evaluation. If patients are not an imminent threat for 
suicide, therapists should proceed with treatment as usual, 
but evaluate suicide risk at each patient contact. This evalua-
tion should include standard clinical questions used to assess 
suicide risk. If possible, clinicians should obtain written 
agreements from patients to engage in “safe” behavior, which 
includes agreeing to call the therapist or designated agency 

(e.g., crisis clinic) if feeling suicidal. Any time clinicians feel 
uncomfortable about a patient’s level of risk, the patient 
should be referred to an appropriate service. 

 Prediction of those who will complete suicide remains 
poor in individual cases, even among high-risk groups such 
as substance abusers  [  2,   110  ] . Despite their high prevalence, 
alcoholism and drug abuse often go unrecognized by physi-
cians and other health care professionals. People with psy-
chiatric disorders, suicidal behavior, and/or substance abuse 
are frequently stigmatized. Even physicians and other health 
care professionals frequently have such negative attitudes. 
This detrimental approach compromises dual diagnosis 
patient evaluations, treatment, and prognosis. Clinicians 
should be educated about a risk of suicidal behavior among 
individuals with substance abuse. Clinicians’ recognition of 
alcohol and drug use disorders and of risk factors such as 
major depression that increase the risk of suicide may assist 
them in making preventive interventions. The substance 
abuser with active suicide plans or a recent suicide attempt 
may need hospitalization, detoxi fi cation, and/or rehabilita-
tion designed to foster abstinence from alcohol and drugs of 
abuse. Firearms should be removed from the homes of 
 substance abusers with active suicide ideation, especially 
adolescents and young adults. Treatments designed to 
enhance social supports and foster abstinence from alcohol 
and drugs, together with those directed at the resolution of 
major depression, often reduce the risk of suicide. Careful 
assessment of suicide risk and appropriate treatment of 
comorbid psychiatric and medical disorders may reduce 
 suicidal behavior in patients with substance abuse.      
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        Pathological gambling is characterized as “persistent and 
recurrent maladaptive gambling behavior that disrupts per-
sonal, family, or vocational pursuits”  [  1  ] . This disorder has 
many similarities to substance use disorders, and it also 

shares high rates of comorbidity with drug and alcohol abuse. 
This chapter describes the symptoms and criteria for patho-
logical gambling. It also reviews the literature on comorbid-
ity between gambling and substance use disorders. Finally, 

  Abstract 

 Pathological gambling shares many similarities to substance use disorders, including some 
diagnostic criteria and high rates of comorbidity. This chapter reviews epidemiological and 
treatment studies exploring the relationship between disordered gambling and substance 
use. It also delineates the increased problems experienced by individuals with both disor-
ders. Further, this chapter describes treatment interventions for individuals with gambling 
problems. Existing research demonstrates the ef fi cacy of cognitive-behavioral therapy for 
pathological gambling as well as motivational enhancement therapy for gambling behavior 
problems. Based on consideration of these  fi ndings, we suggest an integrated treatment 
approach to assist dually diagnosed clients in overcoming concurrent gambling and sub-
stance use problems. However, further empirical research is needed to evaluate the ef fi cacy 
of treatments speci fi cally for this dually diagnosis population.            

      Gambling and Drug Abuse       

     Nancy   M.   Petry       and    Robey   Champine      

  40

    N.  M.   Petry   (*) •     R.   Champine  
     Calhoun Cardiology Center ,  University of Connecticut Health Center ,
  263 Farmington Avenue ,  Farmington ,  CT   06030-3944 ,  USA    
e-mail:  npetry@uchc.edu   

  Learning Objectives 

    To de fi ne the diagnostic criteria for pathological • 
gambling  
  To understand the comorbidity between pathologi-• 
cal gambling and substance use disorders  
     To identify problems in individuals with substance • 
use and gambling problems  
  To describe ef fi cacious treatment interventions for • 
problem and pathological gamblers    

  Issues that Need to Be Addressed by Future Research 

    Empirical data are needed to examine the longitudi-• 
nal relationships between substance use and 
 gambling disorders  
  Additional research is needed to inform the devel-• 
opment of treatment interventions that focus on 
individuals with substance use and gambling 
problems    
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the chapter describes ef fi cacious treatment interventions for 
gambling and provides suggestions for treatment for individ-
uals with combined gambling and substance use disorders.  

   Classi fi cation and Diagnosis 

 The Diagnostic and Statistical Manual of Mental Disorders, 
Revision III  [  2  ] , was the  fi rst to introduce pathological gam-
bling as a psychiatric disorder. It included this disorder as a 
Disorder of Impulse Control, Not Elsewhere Classi fi ed. 
Today in the DSM-IV  [  1  ] , pathological gambling remains in 
the impulse control section, although discussions are ongo-
ing about integrating it with substance use disorders  [  3  ] . 

 In the DSM-IV, there are ten diagnostic criteria for patho-
logical gambling, and an individual must meet at least  fi ve 
for a diagnosis  [  1  ] . Half of the ten pathological gambling 
criteria parallel diagnostic criteria for substance use disor-
ders. They include: being preoccupied with gambling or 
ways to get money to gamble, increasing amounts of money 
or frequencies of gambling over time (i.e., tolerance), feeling 
irritable or restless when unable to gamble (i.e., withdrawal), 
having repeated unsuccessful attempts of stopping or reduc-
ing gambling, and giving up other activities or relationships 
because of gambling. The other  fi ve criteria for pathological 
gambling are: chasing lost money (or betting more money to 
re-coup losses), gambling to escape or relieve problems or 
adverse moods, lying to others to hide gambling, committing 
illegal acts to support gambling, and relying on others to 
relieve gambling-related  fi nancial dif fi culties. 

 The DSM-IV classi fi cation system does not include a sub-
threshold condition as exists for substance abuse versus depen-
dence. However, many individuals have some gambling-related 
problems, but do not meet the full  fi ve criteria necessary for a 
diagnosis. Throughout this chapter, this subthreshold condi-
tion will be termed “problem gambling.” Problem gambling 
refers to those who endorse fewer than  fi ve pathological gam-
bling symptoms, and typically three to four symptoms. The 
term “disordered gambling” will be used to refer to the com-
bined group of problem and pathological gamblers.  

   Prevalence Rates of Disordered Gambling 
in General Populations 

 A number of national and international epidemiological stud-
ies have evaluated the prevalence of disordered gambling. 
Initially, we describe studies from the United States (U.S.) and 
then include data from studies conducted around the world. 

 Five nationally based studies examining prevalence rates 
of problem and pathological gambling have been conducted 
in the USA. The  fi rst of these studies took place prior to the 
inclusion of the disorder in the DSM-III, and therefore it 
evaluated gambling behaviors and attitudes rather than 

 diagnoses. Kallick, Suits, Dielman, and Hybels  [  4  ]  con-
ducted a telephone survey of 1,749 randomly selected US 
residents. They reported that 0.8% of respondents had a life-
time gambling problem, and 2.3% had moderate gambling 
problems. The next nationally based survey occurred about 
20 years later. As part of the National Gambling Impact 
Study Commission (NGISC), Gerstein, Hoffman, Larison, 
Engleman, Murphy, Palmer et al.  [  5  ]  interviewed 2,417 ran-
domly selected US residents by telephone. The lifetime prev-
alence rate of pathological gambling was estimated to be 
0.8%, and the lifetime prevalence rate of problem gambling 
was estimated to be 1.3%. Past-year rates were 0.1% for 
pathological gambling and 0.4% for problem gambling. 
In an another independent telephone survey of 2,638 
participants conducted around the same time, Welte, Barnes, 
Wieczorek, Tidwell, and Parker  [  6  ]  reported lifetime preva-
lence rates of pathological and problem gambling to be 
slightly higher—2.0% and 2.8%, respectively. Rates of past-
year pathological and problem gambling were 1.3% and 
2.2%, respectively. 

 More recently, the National Comorbidity Survey 
Replication (NCS-R) evaluated 9,282 household respondents 
and found the rate of lifetime pathological gambling to be 
0.6%, and the rate of problem gambling to be 2.3%  [  7  ] . The 
past-year prevalence rate of pathological gambling was 0.3% 
in this survey. The National Epidemiologic Survey on 
Alcohol and Related Conditions (NESARC) is the largest 
nationally based survey. Petry, Stinson, and Grant  [  8  ]  reported 
results from this in-person survey of over 43,000 randomly 
selected adults. The lifetime prevalence rate of pathological 
gambling was 0.4%. 

 Thus, the lifetime prevalence rate of pathological gam-
bling in the US varies from 0.4 to 2.0%, and past-year rates 
are substantially lower at 0.1 to 1.3%. Prevalence rates for 
lifetime problem gambling range from 1.3 to 2.8%, and 
 past-year prevalence rates for problem gambling are about 
0.4 to 2.2%. 

 The rates reported in US studies parallel prevalence rates 
from studies conducted in countries around the world. Stucki 
and Rihs-Middel  [  9  ]  examined prevalence surveys from ten 
countries including Australia, Canada, China, Italy, New 
Zealand, Norway, Singapore, Sweden, Switzerland, and the 
USA. The weighted means across the studies for problem 
gambling ranged from 1.2 to 2.4%, and for pathological 
gambling it was 0.8 to 1.8%.  

   Comorbidities in General Population Surveys 

 Several of the studies outlined above not only assessed gam-
bling disorders, but also substance use disorders. All of them 
found statistically signi fi cant increases in substance use disor-
ders among individuals identi fi ed with problem or pathologi-
cal gambling compared to those without gambling problems. 
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 Gerstein et al.  [  5  ]  found that 9.9% of individuals identi fi ed 
with pathological gambling and 12.4% identi fi ed with prob-
lem gambling met criteria for a lifetime substance use disor-
der, compared with 1.1% of nongamblers and 1.3% of 
recreational (nonproblem) gamblers. Kessler et al.  [  7  ]  noted 
that 76.3% of pathological gamblers identi fi ed in the NCS-R 
study had a lifetime substance use disorder. These results are 
consistent with studies from other countries as well. For 
example, from a survey of 14,934 respondents in Canada, 
El-Guebaly, Pattern, Currie, Williams, Beck, Maxwell et al. 
 [  10  ]  found that nearly 50% of those identi fi ed as “moderate-
risk” or problem gamblers had substance dependence or 
reported harmful use of alcohol versus 7.6% of nonproblem 
gamblers. 

 In terms of alcohol use disorders speci fi cally, Gerstein 
et al.  [  5  ]  reported that 9.9% of the disordered gamblers 
identi fi ed in their survey met lifetime alcohol dependence 
criteria versus 1.1% of the nongamblers. Welte et al.  [  6  ]  
found that 25% of current pathological gamblers were also 
alcohol-dependent compared with 1.4% of nonpathological 
gamblers. The odds ratio of current alcohol dependence with 
current pathological gambling was extraordinarily high—
23.1, suggesting a 23-fold risk of pathological gambling 
among those with alcohol dependence. In the NESARC 
study, Petry et al.  [  8  ]  noted that 25.4% of those identi fi ed 
with lifetime pathological gambling also met criteria for life-
time alcohol abuse and 47.8% for lifetime alcohol depen-
dence. The odds ratio was 6.0, indicating that those with an 
alcohol use disorder had a sixfold increased risk of patho-
logical gambling compared to those without an alcohol use 
disorder. 

 Some studies, albeit fewer, have also examined comorbid-
ity of gambling and drug use disorders. In the Gerstein et al. 
 [  5  ]  study, formal drug use diagnoses were not made, but 
8.1% of lifetime pathological gamblers and 16.8% of life-
time problem gamblers reported illicit drug use in the past 
year versus 4.2% of social gamblers and 2.0% of nongam-
blers. Petry et al.  [  8  ]  noted that 26.9% of the pathological 
gamblers met criteria for lifetime illicit drug abuse and 11.2% 
for dependence, with odds ratios of 3.5.  

   Comorbidity of Disordered Gambling 
in Treatment-Seeking Substance Abusers 

 Consistent with the aforementioned epidemiological data, 
many individuals seeking treatment for substance use disor-
ders also have disordered gambling. Below, we review rates 
of disordered gambling in patients seeking treatment for sub-
stance use disorders in general outpatient clinics and then in 
speci fi c populations of substance abusers, including alco-
hol-, cocaine-, marijuana-, and opioid-dependent patients. 

   General Substance Abuse Patients 

 Several studies have evaluated rates of pathological gambling 
in general substance abuse treatment patients who were not 
differentiated by substance use diagnoses. These studies 
found rates of pathological gambling ranging from 5 to 33% 
 [  11–  20  ] . In terms of problem gambling, the rates range from 
5 to 22%  [  12,   13,   16,   18–  20  ] . These rates are clearly much 
higher than the rates for problem and pathological gambling 
noted in the general population surveys reported earlier.  

   Speci fi c Substance Use Disorders 

 Few studies exist that examine rates of disordered gambling 
in speci fi c substance-abusing populations. Studies assessing 
patients seeking alcohol treatment generally  fi nd rates of 
pathological gambling between 4 and 13%  [  16,   17,   20–  24  ] . 
Rates of pathological gambling among patients seeking treat-
ment for cocaine abuse range from 8 to 15%  [  16,   20,   25,   26  ] . 
In methadone-maintained patients with opioid dependence, 
rates of pathological gambling vary from 5 to 18%  [  16,   20, 
  27–  29  ] . Only one known study  [  20  ]  examined patients seek-
ing treatment for cannabis dependence for gambling prob-
lems, and 24% were identi fi ed as pathological gamblers and 
14% as problem gamblers.  

   Onset and Severity of Problems in Dually 
Diagnosed Patients 

 The data reviewed above suggest that pathological gambling 
is a relatively common comorbid condition that should be 
routinely evaluated in substance abuse treatment settings. 
Most studies of treatment-seeking samples  fi nd that individ-
uals with both substance abuse and disordered gambling 
have more severe problems than individuals with just sub-
stance abuse or gambling alone. Dif fi culties encountered by 
dually diagnosed patients include more severe substance use 
problems, along with psychosocial, legal, and psychiatric 
dif fi culties. 

 The severity and number of substance use problems 
appear to be greater in substance abusers with gambling 
problems compared to substance abusers without gambling 
problems. In comparison to cocaine abusers without patho-
logical gambling, cocaine abusers with pathological gam-
bling had increased prevalence of alcohol dependence and 
more drug abuse treatment attempts  [  26  ] . McCormick  [  17  ]  
found that substance abusers with gambling problems abused 
a greater number of substances than their counterparts with-
out gambling problems, and Daghestani, Elenz, and Crayton 
 [  14  ]  found that substance abusers with disordered gambling 
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began using substances at an earlier age and reported more 
frequent alcohol use than those without disordered gambling. 
Langenbucher, Bavly, Labouvie, Sanjuan, and Martin  [  15  ]  
noted more frequent use of alcohol and more alcohol and 
drug dependence symptoms among substance abusers 
identi fi ed with gambling problems in comparison to those 
without gambling problems. 

 Disordered gambling substance abusers also tend to have 
more severe legal, employment, and family dif fi culties. 
Steinberg, Kosten, and Rounsaville  [  26  ]  reported that cocaine 
abusers with pathological gambling had more arrests, con-
victions, and time in prisons than those without gambling 
problems. Hall, Carriero, Takushi, Montoya, Preston, and 
Gorelick  [  25  ]  further reported that cocaine-dependent 
patients identi fi ed with pathological gambling were more 
often unemployed, were more likely to engage in illegal 
activities for pro fi t, and had served more time in prison than 
cocaine-dependent patients without pathological gambling. 
Langenbucher et al.  [  15  ]  found that substance abusers 
identi fi ed with pathological gambling scored higher on indi-
ces of social impairment than their counterparts who were 
not pathological gamblers. Petry  [  30  ]  found that severity of 
gambling problems in substance abusers was predictive of 
high-risk sexual activities who spread HIV and other infec-
tious diseases. 

 Finally, psychiatric symptoms are more severe and comor-
bid psychiatric disorders are more prevalent in substance 
abusers with gambling problems compared to those without 
gambling problems. Steinberg et al.  [  26  ]  found increased 
rates of attention-de fi cit disorder among cocaine abusers 
with gambling problems. McCormick  [  17  ]  reported that sub-
stance abusers with gambling problems scored higher on 
measures of hostility, negative effect, and impulsivity. Petry 
 [  31  ]  found that those with both disorders had increased som-
atization, obsessive-compulsive, interpersonal sensitivity, 
hostility, and paranoia symptoms than those with substance 
use disorders alone. Hall et al.  [  25  ]  and Langenbucher et al. 
 [  15  ]  noted increased rates of attention de fi cit disorder, con-
duct disorder, and antisocial personality disorder among sub-
stance abusers with gambling problems compared to those 
without gambling problems. 

 While gambling and substance abuse are associated with 
increased problems, little research has addressed issues 
related to the onset and patterning of these problems. Spunt, 
Lesieur, Hunt, and Cahill  [  29  ]  found that substances are 
often used in conjunction with gambling in methadone-
maintained patients. These patients reported combining 
gambling and drug use to make money to buy drugs, increase 
their high from drugs, and celebrate after winning at gam-
bling. Cunningham-Williams, Cottler, Compton, Spitznagel, 
and Ben-Abdallah  [  13  ]  found that most of the pathological 
gamblers in their study began smoking cigarettes, drinking 
alcohol, and smoking marijuana prior to developing 

 gambling problems, but pathological gambling often 
 preceded dependence on other drugs, especially stimulants. 
Similarly, Hall et al.  [  25  ]  noted that gambling preceded onset 
of cocaine dependence in 72% of their cocaine-dependent 
sample from the Baltimore, MD, area, while in Korea, Cho, 
Hahm, Suh, Suh, Cho, and Lee  [  21  ]  found that alcohol prob-
lems most often preceded gambling problems. 

 Only a couple of studies have examined the association of 
disordered gambling with substance abuse treatment out-
comes. Hall et al.  [  25  ]  did not  fi nd that pathological gam-
bling status was associated with increased cocaine or opioid 
use or treatment retention in samples of cocaine-dependent 
outpatients. However, in another study of methadone-main-
tained patients, Ledgerwood and Downey  [  28  ]  found that 
those identi fi ed as pathological gamblers were more likely to 
use cocaine during treatment and drop out of treatment pre-
maturely than those without pathological gambling. Thus, 
limited data are available about how gambling impacts drug 
abuse treatment outcomes, but rarely are the two disorders 
concurrently addressed in substance abuse treatment 
programs.   

   Comorbidity of Substance Use Disorders in 
Treatment-Seeking Pathological Gamblers 

 Not only do treatment-seeking substance abusers evidence 
high rates of disordered gambling, but the converse relation-
ship also holds. Treatment-seeking pathological gamblers 
have high rates of substance use disorders, as outlined 
below. 

   Prevalence Rates of Substance Use Diagnoses 

 Substance use disorders occur in about one-quarter or two-
thirds of treatment-seeking gamblers. For example, in one of 
the earliest studies, Ramirez, McCormick, Russo, and Taber 
 [  32  ]  assessed substance use disorders in 51 successive admis-
sions to a Veterans Administration Gambling Treatment 
Program, and found that 39% had a past-year diagnosis of a 
drug or alcohol use disorder, and 47% had a lifetime sub-
stance use disorder. In small studies of Gamblers Anonymous 
(GA) members, Linden, Pope, and Jones  [  33  ]  found 48% had 
alcohol dependence, and Lesieur and Blume  [  34  ]  noted 26% 
had alcohol abuse. McCormick, Russo, Ramirez, and Taber 
 [  35  ]  studied inpatient pathological gamblers, and 32% had 
alcohol use disorders and 4% had drug use disorders. Specker, 
Carlson, Edmonson, Johnson, and Marcotte  [  36  ]  reported 
that 60% of 40 outpatient gamblers surveyed met lifetime 
criteria for a substance use disorder, with 50% meeting crite-
ria for alcohol abuse or dependence, 23% for cannabis, 8% 
for stimulants, and 5% each for cocaine and sedatives. 
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 Similar results are reported in other countries. For example, 
Ibanez, Blanco, Donahue, Lesieur, Castro, Fernandez-Piqueras 
et al.  [  37  ]  found that 23% of 69 treatment-seeking pathologi-
cal gamblers in Madrid, Spain, were currently abusing or 
dependent upon alcohol, and 35% had lifetime diagnoses of 
an alcohol use disorder. Maccallum and Blaszczynski  [  38  ]  
interviewed 75 poker-machine players who were receiving 
gambling treatment in Australia and noted that 16% met crite-
ria for alcohol abuse, 8% for alcohol dependence, 37% for 
nicotine dependence, 5% for cannabis abuse, 5% for cannabis 
dependence, and 1% each for amphetamine and inhalant 
abuse. From a sample of 150 treatment-seeking pathological 
gamblers in Singapore, Teo, Mythily, Anantha, and Winslow 
 [  39  ]  found that 4.7% were abusing or dependent on alcohol 
and 7.3% were abusing other substances. 

 From a large sample of 944 admissions at gambling out-
patient treatment programs in Minnesota, Stinch fi eld and 
Winters  [  40  ]  reported that 33% had previously received treat-
ment for a substance use disorder. Similarly, we noted that 
about a third of outpatient gamblers in Connecticut had one 
or more substance abuse treatment episodes  [  41  ] . Of the 
pathological gamblers who had received substance abuse 
treatment, it was most often for alcohol, followed by cocaine 
and then others drugs, primarily marijuana. Thus, both treat-
ment and epidemiological data concur that substance use 
disorders and pathological gambling are related.  

   Psychosocial Problems in Dually Diagnosed 
Pathological Gamblers 

 The studies outlined above all indicate that individuals seek-
ing treatment for pathological gambling have high rates of 
substance use disorders. However, most substance use diag-
noses were past, not current, with only about 10% of treat-
ment-seeking gamblers reporting current use of illicit drugs 
or regular, heavy use of alcohol  [  40,   41  ] . 

 Ladd and Petry  [  41  ]  found that treatment-seeking gam-
blers with a history of substance use disorders (31%) tended 
to have more severe gambling problems, psychiatric symp-
toms, and other psychosocial dif fi culties than pathological 
gamblers with no prior substance abuse problems. Speci fi cally, 
pathological gamblers with a history of substance abuse had 
more years of gambling problems, more frequent gambling 
activity, and more gambling problems in the month prior to 
initiating gambling treatment than pathological gamblers 
without prior substance abuse problems. Compared to those 
without substance abuse problems, gamblers with substance 
abuse treatment histories were also more likely to be receiv-
ing treatment for mental health problems. 

 These studies call for further investigation of the role of 
substance abuse in the development and course of patho-
logical gambling and whether substance abuse problems 

affect the course of treatment or outcomes among gamblers. 
To date, few studies have systematically investigated the 
effects of substance use disorders on treatment outcomes in 
gamblers. Two reports suggest that pathological gamblers 
with a past or current substance use disorder were less 
likely to experience a gambling relapse than those without 
other addictive disorders  [  42,   43  ] . In contrast, other studies 
found no relationship between past or current substance use 
and gambling treatment outcomes  [  44–  46  ] . These inconsis-
tent  fi ndings highlight the need for more research examin-
ing the impact of substance use on gambling treatment 
outcomes.   

   Treatment of Disordered Gambling 

 Few randomized controlled trials of treatments for patho-
logical gambling have been conducted, and no known ran-
domized studies have examined interventions speci fi cally 
for substance-abusing pathological gamblers. This lack of 
data makes treatment recommendations speculative, espe-
cially among dually diagnosed patients. Below, we brie fl y 
review the most common interventions for individuals seek-
ing treatment for gambling, and we provide suggestions for 
treating substance-abusing gamblers. 

   Gamblers Anonymous 

 Gamblers Anonymous (GA) is a self-help fellowship mod-
eled after Alcoholics Anonymous (AA), which is based on 
the premise that alcoholism (or gambling) is a disease that 
cannot be cured but managed only by complete abstinence. 
Twelve principles or steps are followed that include accep-
tance and powerlessness over drinking (or gambling) as well 
as surrendering to a Higher Power. Many substance abuse 
treatment programs in the US will refer substance-abusing 
gamblers to GA as they do AA, because the philosophies are 
similar. However, Petry  [  47  ]  found that pathological gam-
blers with a substance use disorder were less likely to become 
involved in GA than gamblers without substance use 
problems. 

 By de fi nition, individuals seeking treatment for drug use 
problems would be likely to have less severe gambling prob-
lems than substance abuse problems. They may be reluctant 
to endorse a complete abstinence goal for gambling and 
therefore less likely to relate to GA. Thus, referral to GA 
may be a useful option only among a relatively small number 
of treatment-seeking substance abusers with severe gambling 
problems. Further, even among severe pathological gam-
blers, Stewart and Brown  [  48  ]  found that less than 10% of 
232 attendees at GA became actively engaged and were 
abstinent a year later. 
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 The effectiveness of GA may be enhanced when profes-
sionally delivered counseling is provided concurrently. 
Russo, Taber, McCormick, and Ramirez  [  49  ] , Taber, 
McCormick, Russo, Adkins, and Ramirez  [  50  ] , Lesieur and 
Blume  [  34  ] , and Petry  [  47  ]  followed treatment-seeking gam-
blers who received combined GA and professional therapy. 
Gambling abstinence rates at 6–14 months following treat-
ment ranged from 25 to 50% across studies, and attendance 
at GA was positively associated with outcomes. However, in 
the above studies, the professional treatment was not stan-
dardized or well-described, and random assignment proce-
dures were not used so ef fi cacy of GA has not been 
established.  

   Cognitive-Behavioral Therapy 

 Cognitive-behavioral therapy (CBT) has been evaluated for 
the treatment of pathological gambling. In a number of stud-
ies  [  51–  55  ] , CBT was more ef fi cacious in reducing gambling 
than a wait-list condition, no further treatment, or referral to 
GA alone. Several types of CBT for pathological gambling 
have been described, varying in emphasis on behavioral or 
cognitive aspects. Some approaches are relapse-prevention 
oriented and based on traditional models of CBT for substance 
use disorders  [  54  ] , while others focus much more on altering 
irrational cognitions associated with gambling  [  52,   53  ] . 

 Our CBT approach  [  56  ]  attempts to restructure the envi-
ronment to increase reinforcement from nongambling 
sources. Patients are taught to identify triggers of gambling, 
which in some cases may include substances. They are taught 
to conduct functional analyses of gambling behaviors, which 
consists of breaking gambling episodes into precipitants 
(or triggers), and evaluating the positive and negative conse-
quences of wagering. In one session, gamblers are provided 
with a “leisure checklist,” containing activities and hobbies, 
and patients check those they once liked to do or would like 
to try. Gamblers are then encouraged to engage in these 
activities during high-risk gambling times. In other sessions, 
gamblers brainstorm about methods for handling internal (or 
mood) triggers as well as external gambling triggers, such as 
viewing gambling advertisements. Interpersonal con fl icts 
commonly trigger gambling urges, so skills training and 
role-playing for handling interpersonal con fl ict are included. 
One session addresses cognitive biases associated with gam-
bling, such as overestimating the odds of winning and engag-
ing in superstitious behaviors. Each session concludes with a 
weekly homework exercise to monitor and practice skills 
learned within the session. Many of the exercises can incor-
porate issues relevant to both substance use and gambling. 
For example, if drinking is a trigger for gambling, then 
scheduling alternative activities that do not involve either 
drinking or gambling would be important  [  57  ] .  

   Motivational Enhancement Therapy 
and Brief Interventions 

 Motivational enhancement therapy (MET) is another 
approach used for treating both substance abuse and gam-
bling behaviors  [  58–  60  ] . MET is based on the conceptualiza-
tion that behavior change occurs through stages: 
precontemplation, contemplation, action, and maintenance. 
The therapist elicits the patient’s understanding of the conse-
quences of substance use or gambling and strengthens his or 
her commitment to change. Motivational enhancement tech-
niques are ef fi cacious in reducing alcohol use in heavy alco-
hol users  [  58  ] . 

 Hodgins, Currie, and El-Guebaly  [  61  ]  evaluated the 
ef fi cacy of MET in treating gamblers. In this study, 105 indi-
viduals with problem or pathological gambling were ran-
domly assigned to one of three conditions: a 1-month 
wait-list, a cognitive-behavioral skills training workbook, or 
the same workbook plus a one-session telephone interven-
tion with a therapist using motivational enhancement tech-
niques. The workbook plus motivational intervention 
resulted in a signi fi cantly greater reduction of gambling than 
the wait-list control condition. In the follow-up periods, the 
patients assigned to the motivational intervention tended to 
maintain their gains better than those who received only the 
workbook  [  62  ] . 

 Petry, Weinstock, Ledgerwood, and Morasco  [  45  ]  
screened patients from substance abuse treatment and other 
settings to identify problem and pathological gamblers who 
were not actively seeking gambling treatment. Those who 
were classi fi ed as problem or pathological gamblers ( n  = 180) 
were randomized to one of four conditions: assessment only, 
ten minutes of Brief Advice, one session of MET, or one ses-
sion of MET plus three sessions of CBT. In the Brief Advice 
condition, therapists informed patients of their level of gam-
bling in relation to the general population and pointed out 
four speci fi c strategies to ensure gambling did not progress 
to more problematic levels. In all conditions, gambling was 
assessed at baseline, 6 weeks later, and a 9-month follow-up. 
Relative to the assessment only, Brief Advice was the only 
condition that signi fi cantly decreased gambling between 
baseline and week 6, and it was also associated with clini-
cally signi fi cant reductions in gambling at month 9. Between 
week 6 and month 9, the combination of MET and CBT 
demonstrated signi fi cantly reduced gambling on one index 
compared to the control condition. These results suggest the 
ef fi cacy of a very brief intervention for reducing gambling 
among problem and pathological gamblers not actively seek-
ing gambling treatment. Current substance use problems 
were not associated with gambling outcomes, suggesting the 
wide-spread potential bene fi ts of this intervention. 

 These results demonstrate the possible ef fi cacy of Brief 
Advice and MET in treating gamblers. Due to their brief 
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durations and nonconfrontational approach, these interven-
tions appear suitable for substance abusers who are identi fi ed 
as having a gambling problem during the course of substance 
abuse treatment. However, more research on these interven-
tions is needed.   

   Summary 

 In summary, disordered gambling and substance use are 
common comorbid conditions, in both general epidemiologi-
cal samples and in treatment-seeking populations. Individuals 
with both gambling and substance use problems tend to have 
more severe problems along a number of dimensions than 
individuals with either disorder alone. These high rates of 
comorbidities and compounded dif fi culties underscore the 
need to develop and test treatments for patients with both 
substance use and gambling problems. While little system-
atic research has evaluated treatments speci fi cally for these 
dually diagnosed patients, Brief Advice appears to be a use-
ful intervention for reducing gambling among substance 
abusers who are not actively seeking treatment for their gam-
bling problems. In addition, an integrated treatment approach, 
focusing on both the substance use and gambling problems, 
may also assist in reducing problems associated with one or 
both disorders, but such interventions have yet to be well 
developed or empirically tested.      
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  Abstract 

 This chapter provides an overview of the existing literature on the role of parents in the 
development of adolescents’ alcohol use. Numerous studies showed that adolescents model 
the drinking of their parents, particularly the drinking of the fathers. Other parental in fl uences 
involve the way parents raise their children in general or speci fi cally concerning alcohol use 
(alcohol-speci fi c socialization). Parents being supportive toward their adolescent children 
and monitoring their daily lives have children who drink fewer amounts of alcohol. Also, 
parents who prohibit alcohol use at home and in other settings have strict attitudes about 
youth drinking, and supervising the drinking of adolescents lower the risk for their children 
to start using alcohol at an early age and to drink heavy later on in adolescence. However, 
parents are not rigid in their (alcohol-speci fi c) parenting and adolescents are not passive 
recipients of the parenting. It seems that parents become more tolerant toward youth 
 drinking over time which results in heavier drinking of the adolescents. The drinking of 
adolescents, on the other hand, affects their parents in the sense that parents withdraw in 
their parental efforts of controlling youth alcohol use. This in turn predicts an increase in 
adolescents’ alcohol use. Implications for future research are discussed.            

      The Role of Parents in Adolescents’ 
Alcohol Use       

     Haske   van der   Vorst         
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  Learning Objectives 

    Adolescents model the drinking behaviors of their • 
parents, particularly the drinking of the father.  
  General parenting practices, such as parental sup-• 
port and control, are protective factors in the devel-
opment of adolescents’ alcohol use.  
  Alcohol-speci fi c socialization referring to parenting • 
practices speci fi cally targeted to prevent, reduce, or 
control adolescents’ alcohol use plays an important 
role in delaying the age of alcohol use onset and low-
ering the amount of drinking during adolescence.  
  Setting rules about alcohol, having strict attitudes • 
about youth drinking, supervising the alcohol use of 
adolescents, and prohibiting alcohol use in all set-
tings predict less alcohol use of adolescents.  
  Parents withdraw from their adolescent children • 
when confronted with their drinking.    
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   Introduction 

 In general, people start drinking alcohol in adolescence and 
their use sharply increases in the following years  [  1,   2  ] . On 
the individual level, however, there are substantial differ-
ences in drinking patterns  [  3–  5  ] : Some adolescents merely 
experiment with alcohol, whereas others become heavy 
drinkers in a short period of time  [  6  ] . Nevertheless, it seems 
that adolescents who drink alcohol rarely will decrease their 
levels of use  [  4  ] . The short-term risks of heavy drinking, such 
as being involved in aggressive behaviors and unsafe sex 
 [  7–  9  ] , as well as the long-term risks (alcohol misuse)  [  10  ]  
stress the necessity to determine the factors that delay the age 
of onset and reduce alcohol use later on. In the last years, a 
considerable body of evidence has accumulated on the role 
of parents in adolescents’ alcohol use: by the way parents 
raise their children  [  11–  13  ]  and their own use  [  8,   14,   15  ] . The 
current chapter provides an overview of the results of studies 
focusing on the in fl uence of parents in adolescents’ alcohol 
use (initiation and continuation). The following topics will 
be addressed: parental alcohol use, general parenting prac-
tices, alcohol-speci fi c socialization, and bi-directionality. 

   Parental Alcohol Use 

 Intergenerational transmission of alcohol use and alcoholism 
has been well established  [  8,   14–  17  ] , and is the strongest 
between a parent and an adolescent who share gender  [  18,   19  ] . 
Parental drinking has been associated with the onset of 

 drinking  [  20  ] , the amount of alcohol use  [  8  ] , heavy drinking, 
and alcohol misuse in late adolescence and young adulthood 
 [  14,   15,   21  ] . Furthermore, parental alcoholism increases the 
risk for adolescents to develop heavy and binge drinking pat-
terns later on  [  1  ] . It should be noted that only a few studies 
tested the in fl uence of parental drinking separately for fathers 
and mothers. Those studies showed that the drinking of 
fathers is stronger related to adolescents’ drinking than the 
drinking of mothers  [  19,   22  ] . 

 Intergenerational transmission of alcohol use has been 
explained by social cognitive learning  [  23  ] . The social 
 (cognitive) learning theory states that engagement in a 
behavior is more likely if one is exposed to signi fi cant (role) 
models of that behavior. Parents serve as role models for 
youth alcohol use  [  19,   24  ] . Observing parents drinking alco-
hol, for instance to relax or to celebrate, shapes adolescents’ 
beliefs about when alcohol use is appropriate or what the 
consequences of drinking are  [  25  ] . Thus, through their own 
alcohol use, parents propagate their norms and attitudes 
toward alcohol use. This (positive) attitude might, in turn, 
motivate adolescents to use alcohol, also because adoles-
cents might think that their parents will approve of their 
drinking. Moreover, adolescents will model the use when 
they  fi nd themselves in a similar situation as when they 
observed their parents drinking. 

 Apart from observing their parents, adolescents might 
also drink together with their parents  [  26  ] . This issue has 
received little attention in research on alcohol use. The few 
studies that examined whether drinking with parents is 
related to youth drinking showed that adolescents consume 
less and are less involved in binge drinking with their parents 
than with their friends  [  26,   27  ] , perhaps because of parental 
supervision, or because adolescents do not feel comfortable 
being drunk in the presence of their parents  [  28,   29  ] . On the 
other hand, drinking with parents is shown to be positively 
correlated with youth drinking at home and drinking in set-
tings outside the home, such as a pub or at a friend’s house 
 [  30  ] . However, all these  fi ndings are based on cross-sectional 
data, and thus do not gain insight into the predictive effect of 
drinking with parents on youth alcohol use. Nevertheless, 
parental alcohol use seems to be a robust factor in the devel-
opment of adolescents’ alcohol use. In addition to parents’ 
own alcohol use, parents in fl uence adolescents’ alcohol 
involvement in the way that they raise their children.  

   Parenting 

   General Parenting Practices 
 Parenting has been thought of as socialization, or a process 
whereby parents raise their children in a way that the chil-
dren can conform to societies’ demands, and meanwhile 
maintain a sense of autonomy  [  31,   32  ] . Thus, adolescents’ 

  Issues that Need to be Addressed by Future Research 

    Parental sanctions after an adolescent broke the • 
house rule about alcohol use should be a topic of 
future research.  
  The in fl uence of the quality and frequency of • 
 parental alcohol-speci fi c communication should be 
measured with longitudinal data.  
  Bi-directional associations between parents and • 
adolescents need to be included in future research 
on alcohol use.  
  Future research should include both parents and • 
peers to gain insight into how parents affect the 
in fl uence of peers in youth drinking.  
  Person–environment interactions should be tested • 
in parenting and adolescents’ alcohol use.  
  In addition to longitudinal survey research, system-• 
atic observational research is needed on parenting 
and adolescents’ alcohol use.    
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alcohol use would be a result of their parents’ efforts to shape 
and raise them. Socialization should take place in a safe, 
stimulating, and good family climate  [  31,   33  ] . Such a family 
climate is founded on two general parenting practices, paren-
tal support and parental control, which emerge from the lit-
erature as key constructs of parental socialization and the 
alcohol use of adolescents  [  11,   34–  36  ] . Parental support 
refers to general parenting practices such as praising, nurtur-
ing, providing a warm relationship, encouraging, and giving 
physical and emotional affection. Parental control is a par-
enting practice that directs the adolescents’ behavior in a 
manner that is acceptable for parents and society. 

   Parental Support and Adolescents’ Alcohol Use 
 Parental support has been considered to be a protective factor 
in adolescents’ alcohol use  [  37  ] . Adolescents are less likely 
to get involved in (heavy) alcohol use if their parents are sup-
portive and warm and show physical and emotional affection 
 [  38–  41  ] . Although the bene fi cial effects of parental support 
in the development of adolescents’ drinking are well docu-
mented, less is known about possible underlying 
mechanism(s)  [  42,   43  ] . Based on previously proposed under-
lying mechanisms, it seems that at least some other factors 
mediate the association between parental support and ado-
lescents’ alcohol use, such as coping abilities, deviant peer 
af fi liations, or deviance-prone attitudes. For instance, emo-
tionally supported adolescents are better at coping with their 
problems and regulating their emotions, which in turn leads 
to controlling their own alcohol use  [  43  ] . Furthermore, par-
ents who provide a supportive family climate have adoles-
cent children who are more likely to be receptive to parental 
control efforts, which in turn prevents the adolescents from 
heavier alcohol use  [  11  ] .  

   Parental Control and Adolescents’ Alcohol Use 
 Ample studies have shown that parental control is effective 
in preventing adolescents’ alcohol use  [  39  ] . Parental moni-
toring seems to be particularly important in reducing the 
amount and frequency of adolescents’ alcohol use. Parents 
(actively)  fi nding out what their adolescent children are 
doing, where and with whom, have children who are less 
likely to drink heavily  [  11,   13,   38,   44–  47  ] . However, Stattin 
and Kerr  [  48  ]  argued that the previously studied parental 
monitoring efforts do not really capture the meaning of mon-
itoring, because the monitoring scales commonly used do 
not tap those parenting practices to track adolescents’ where-
abouts. These measurements rather refer to parents’ aware-
ness of what their children are doing, with whom and where. 
Thus, according to Stattin and Kerr (2002), parental  knowl-
edge  would have been a better label than parental monitor-
ing. Despite this meaningful critique, many studies on 
parental control and adolescents’ drinking have used the 
term parental monitoring instead of parental knowledge. 

In addition to parental monitoring or knowledge, parental 
discipline has been linked to adolescents’ alcohol use. That 
is, inconsistent parental discipline promotes adolescents’ 
alcohol use  [  49  ] , and consistent discipline plays a preventive 
role in adolescents’ drunkenness  [  17  ] . Coercive control, on 
the other hand, seems to predict heavy drinking in adoles-
cence  [  38  ] , while psychological control has not been associ-
ated with youth drinking  [  46  ] . 

 To summarize, general parenting practices, such as paren-
tal control and parental support, are protective factors in ado-
lescents’ alcohol use. However, parental support and control 
do not provide insight into how parents exactly raise their 
children concerning alcohol use. For example, parents might 
monitor their adolescents’ behavior in general, but they may 
be ignorant about their children’s alcohol use at a friend’s 
house. Therefore, it is important to take a step further when 
studying the role of parenting in adolescents’ drinking, 
namely, to examine the role of the so-called alcohol-speci fi c 
socialization.   

   Alcohol-Speci fi c Socialization 
 Jackson and her colleagues  [  12  ]  were one of the  fi rst intro-
ducing the term alcohol-speci fi c socialization in alcohol 
research. They emphasized the importance of examining 
more precisely the way parents deal with the drinking behav-
iors of adolescents. Alcohol-speci fi c socialization refers to 
parenting practices speci fi cally targeted to prevent, reduce, 
or control adolescents’ alcohol use  [  22  ] . In an attempt to 
uncover alcohol-speci fi c socialization, researchers made a 
distinction between several alcohol-speci fi c parenting prac-
tices, for instance, setting rules about adolescents’ alcohol 
use, parent–child communication about alcohol use, express-
ing norms or attitudes toward youth drinking, or prohibiting 
adolescents’ alcohol use at home  [  12,   22  ] . It seems that par-
ents and adolescents have a different perception of the extent 
to which parents impose these alcohol-speci fi c socialization 
practices  [  22,   50  ] . For example, parents reported to talk more 
often about alcohol with their children, punish their child 
more when he/she comes home drunk, and set stricter rules 
than what their children actually reported to experience. 
Despite these differences in perception on alcohol-speci fi c 
socialization, alcohol-speci fi c socialization has a strong 
in fl uence in the development of youth drinking. 

   Setting Alcohol-Speci fi c Rules 
 One of the most effective alcohol-speci fi c parenting 
 practices seems to be setting strict rules about adolescents’ 
alcohol use. Prohibiting adolescents to drink alcohol delays 
the age of onset of alcohol use and prevents heavy drinking 
later on in adolescence  [  22,   50  ] . If parents set strict rules 
about alcohol, including at home, then those boys and girls 
start to drink later in adolescence, drink less, and less often 
than children of parents who are permissive toward youth 
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alcohol use  [  12,   51–  53  ] . Prohibiting alcohol will postpone 
the onset of drinking, which in turn decreases the risk for 
getting involved in alcohol abuse or alcohol-related problems 
later on  [  14  ] . However, it seems that the effect of setting 
strict alcohol-speci fi c rules is the strongest for adolescents 
who have not yet started to drink alcohol or for those who are 
light drinkers (only one or two glasses a week)  [  4  ] . Research 
has shown that the more parents prohibit concerning alcohol 
at the start, the less likely it will be that adolescents will 
develop a heavy drinking pattern. Nevertheless, parents seem 
to keep their in fl uence after the initiation phase of use, but 
the in fl uence is not as strong as in the period when their ado-
lescent children were not drinking regularly yet. Individual 
characteristics of the adolescents do not change the preven-
tive effect of setting alcohol-speci fi c rules. Extravert chil-
dren, children who follow special education due to behavioral 
problems, or boys and girls are equally sensitive to the alco-
hol rules of their parents as their peers  [  50,   54  ] . 

 Not all parents  fi nd it as important to set rules about their 
children’s alcohol use. More speci fi cally, parents who are 
(heavy) drinkers themselves have fewer rules and are less 
opposed to youth drinking. Moreover, parents who are gen-
erally tolerant toward youth alcohol use, or who monitor 
their children to a lesser extent in the  fi rst place, are less strict 
toward the drinking of their own children  [  54,   55  ] . However, 
also in these families, alcohol-speci fi c rule setting is effec-
tive in lowering adolescents’ drinking levels. 

 In general, it is dif fi cult for all parents to maintain their 
strictness toward alcohol; most parents become signi fi cantly 
more tolerant over time  [  50  ] . Parents are also less strict 
toward younger children in the family than toward the oldest 
when he/she was the age of the youngest. This indicates that 
birth order plays a role in alcohol-speci fi c rules setting. 
Perhaps that  fi rstborns have already introduced youth alco-
hol use in the family, creating a more permissive family cli-
mate toward youth alcohol use in general. The next sibling in 
order may experience then less strict rules, which might put 
him/her at risk for drinking higher amounts of alcohol later 
on  [  4  ] . Another issue in alcohol-speci fi c rules setting that is 
not clear yet is how parents react when their children are not 
obeying the rules. Research indicates that parents should 
continue prohibiting alcohol, but we lack the knowledge how 
parents should react at the moment they are confronted with 
the drinking of their children. Thus, it remains unclear how 
parents should sanction their child after he/she broke the 
house rules about alcohol. Not perceiving consequences after 
disobeying the rules might give adolescents the idea that 
their parents give them permission for drinking, which might, 
in turn, affect future alcohol use  [  50  ] .  

   Parent–Child Communication About Alcohol 
 Verbal communication is considered to be the most direct 
way for parents to express to their adolescent children 
their rules, disapproval or attitudes toward adolescent 

drinking  [  56,   57  ] , and thus a central feature in dealing with 
adolescents’ alcohol use. This is, for instance, shown by 
European and North American prevention projects focusing 
on improvements of the communication about alcohol 
between parents and their children  [  58–  60  ] . Surprisingly 
enough, empirical evidence supporting the relevance of par-
ent–child communication in adolescents’ drinking is lacking. 
The few, mainly cross-sectional, studies that examined 
alcohol-speci fi c communication did not  fi nd a signi fi cant 
relation with adolescents’ alcohol use  [  12,   56,   61  ] , or found 
a positive association  [  22,   51,   52  ] . This positive association 
between parent–child communication about alcohol and 
adolescents’ alcohol use seems to indicate that frequent con-
versations about alcohol lead to heavier drinking, meaning 
that parents talk in an unconstructive way with their children 
 [  12,   22  ] , or as the authors also suggested, that it re fl ects a 
 forbidden fruit effect . A forbidden fruit effect refers to that 
talking about alcohol (the forbidden fruit) triggers adoles-
cents’ curiosity about alcohol and consequently stimulates 
adolescents to try alcohol themselves  [  22  ] . Furthermore, 
some studies examined parent–child communication in gen-
eral in the development of youth drinking  [  61,   62  ] . Again, 
the  fi ndings of the different studies did not correspond: 
Ackard and colleagues  [  62  ]  showed that a low level of par-
ent–child communication in general is associated with 
heavier substance use including alcohol, while Komro and 
colleagues  [  61  ]  did not  fi nd an association at all. Taken all 
together, it seems that the results that are currently available 
about the role of parent–child communication (about alco-
hol) in adolescents’ alcohol use are inconsistent. So it is clear 
that more longitudinal research is needed to determine how 
parents can talk effectively with adolescent children about 
alcohol in order to reduce youth drinking. 

 On the other hand, several studies have shown that most 
parents do not talk so often with their children about alcohol-
related situations  [  22  ] . The topic of alcohol use tends to be a 
part of the ongoing discourse of family life  [  63  ] . In addition, 
parents talk less often with their children about alcohol issues 
when one of the parents drinks than when neither parent 
drinks alcohol  [  56  ] . In the case mothers do communicate 
with their children about drinking alcohol, they have a stron-
ger tendency to ask the adolescent questions about alcohol 
than to lecture or to discuss negative consequences  [  64  ] , 
although according to Miller-Day  [  65  ] , parents usually 
encourage youth not to drink.  

   Parental Attitudes Toward Adolescents’ Alcohol Use 
 Parents who show their disapproval of youth drinking, or 
their strict attitudes or norms about youth drinking, or who 
discourage adolescents not to drink has been related to less 
adolescent involvement in alcohol use  [  28,   29,   47,   66,   67  ] , 
although some others have not found evidence  [  53,   68,   69  ] . 
Overall though, there is substantial support that parental 
attitudes about adolescents’ alcohol use is negatively related 
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to adolescents’ alcohol use, indicating that strict parental 
attitudes prevent adolescents’ from heavier drinking later on. 
However, one should be cautious with this conclusion since 
the results are based on mainly cross-sectional study designs. 
In addition, parental attitudes about adolescents’ alcohol use 
have been indirectly related to youth drinking. Parental atti-
tudes have an in fl uence on, e.g., adolescents’ own attitudes 
about alcohol  [  67,   70  ] , perceived prototypes  [  71  ] , or alcohol 
preferences  [  72  ] , which in turn predict alcohol use in adoles-
cents. Moreover, it seems that the attitudes of parents are 
linked to their own drinking behaviors: Parents who are 
heavy drinkers themselves tend to be more tolerant toward 
youth alcohol use  [  53,   55  ] .  

   At Home 
 Most adolescents neither drink heavily nor become drunk, 
intoxicated, or get involved in alcohol-related problems at 
home, but in a setting outside the home without adult super-
vision  [  26,   27,   73–  75  ] . This has led to a discussion whether 
parents should be advised to allow their adolescent children 
to drink alcohol at home (and not in other settings). However, 
there is empirical evidence that drinking at home results in 
negative outcomes as well. That is, most adolescents have 
their  fi rst alcohol experiences at home  [  76,   77  ] , usually dur-
ing a family gathering  [  78  ] , and drinking at home is one of 
the most common drinking locations for early adolescents 
 [  27,   73  ] . Adolescents who drink at home or who are allowed 
to drink at home tend to drink more frequently  [  26  ] , and are 
more likely to be drunk and involved in heavy episodic drink-
ing later on  [  12,   61  ] . Moreover, a recent study of Van Der 
Vorst and colleagues  [  30  ]  showed that at-home drinking pre-
dicted higher amounts of alcohol use at home and in settings 
outside home. At-home drinking also increased the risk for 
being involved in problematic alcohol use. Thus, drinking at 
home may have some bene fi ts, such as the lower risk for 
intoxication or drunkenness, but the negative consequences 
seem to more pronounced: more frequent drinking, higher 
amounts of use, and a risk for problem drinking. Again, the 
results indicate that it is important to delay the age of onset 
of adolescents’ alcohol use, whether the onset is at home or 
at a place outside the home.   

   Adolescents In fl uencing Their Parents 
 Most studies in alcohol research targeting parents seem to 
treat the adolescents as rather passive recipients of their par-
ents’ in fl uences. However, a family is a dynamic system in 
which the members interact and in fl uence each other. 
Concerning adolescents’ alcohol use, there will come a time 
when parents are confronted with the drinking behavior of 
their children, e.g., an adolescent comes home drunk or tells 
the parent that he/she had been drinking with friends. It is 
likely that in such a case, adolescents also affect their par-
ents. In general, cross-sectional parent–child associations 
have been interpreted as parents in fl uencing their children, 

although it is as logic to assume that parents are responding 
to the drinking behaviors of their children. Not taking this 
so-called bi-directionality  [  35,   79  ]  into account may lead to 
overemphasizing the relevance of parents’ contribution in 
youth drinking  [  80  ] . The few studies that took bi-directional 
effects into account support the idea of bi-directionality. That 
is, if adolescents drink alcohol, their parents are lenient in 
their attitudes for drinking at a young age  [  81  ] . Furthermore, 
parents lower their monitoring efforts of the daily lives of 
their adolescent children  [  49,   50  ] . It has been suggested that 
parents realize by their adolescents’ drinking that their chil-
dren are growing up and provide them, therefore, more 
autonomy  [  49  ] . It is also possible that parents are not accept-
ing their children’s alcohol use and consequently distance 
themselves from them. There is empirical support for this 
last explanation: Alcohol use of adolescents can lead to an 
emotional distance between parents and their children  [  50  ] . 
In addition, although it is a small effect, the alcohol use of 
mid-adolescents predicted increases in later alcohol use of 
both mothers and fathers  [  82  ] . This  fi nding indicates that 
alcohol norms within the family change as soon as children 
start to experiment with alcohol. Studies like the aforemen-
tioned underline that bi-directionality should be included in 
future research.    

   Discussion and Implications for Future 
Research 

 It is clear that parents can play a signi fi cant role in the devel-
opment of adolescents’ alcohol use. On the one hand, parents 
should drink as less as possible in the presence of their chil-
dren, also during family gatherings, or should avoid drinking 
alcohol with them in order to reduce youth drinking. That 
parents generally offer their children sips of alcohol or a  fi rst 
glass does not seem to be an effective strategy  [  76,   77  ] , 
although it seems to be a common behavior in many families 
 [  83  ] . On the other hand, parents can delay the age of onset 
and subsequent drinking after initiation with their parenting 
efforts. That is, by monitoring and supporting their adoles-
cents, they lower the increase of alcohol use during adoles-
cence. Moreover, it has recently been shown that 
alcohol-speci fi c socialization is important. Prohibiting alco-
hol use at home or in places outside the home, expressing 
strict attitudes about alcohol, and showing disapproval of 
youth alcohol use prevent heavy drinking in adolescents. 
Although all these outcomes are promising, and perhaps 
result in valuable tools for alcohol prevention programs, sev-
eral issues remain unsolved. 

 Nowadays, it is clear that both parents and peers have an 
impact on youth drinking  [  4,   84  ] , but parents and peers might 
also interact  [  51  ] . Parents might have an in fl uence on the 
behaviors of the best friend (including their drinking) and 
other friends of their adolescent children  [  85,   86  ] , for 
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instance, by their own alcohol use, the rules about alcohol 
they set, or their monitoring efforts. When friends visit ado-
lescents at home, they come in contact with the parents and 
subsequently with their parenting or alcohol use. Observing 
these family dynamics might affect peers’ drinking attitudes, 
expectancies, or actual use. In addition, parents probably 
affect the selection of their offspring’s potential friends by 
showing approval of certain peers (non-drinking peers) and 
disapproval of others (drinking peers). Parents also affect the 
selection of friends by the neighborhood or area they choose 
to live in  [  87  ] . Research on other youth problem behaviors 
has shown that high parental monitoring prevents adoles-
cents from af fi liating with deviant peers, and parents’ nega-
tive reactions to friendships affect the continuation of those 
friendships. Thus, future longitudinal research on (alcohol-
speci fi c) socialization should take a broader network of 
social in fl uential factors into account. Not only will this pro-
vide further insight into the complexity of the development 
of adolescents’ alcohol use, but it may also provide a better 
understanding on the relative roles of peers and parents in 
youth drinking. 

 Although it is generally accepted that individual charac-
teristics interact with the environment, alcohol research tar-
geting at parents generally neglected to test person–environment 
interactions. It seems reasonable to assume that adolescents 
react differently to parental socialization efforts or parental 
alcohol use, simply because they differ in characteristics, 
such as their temperament, experiences of life events, genetic 
disposition for alcohol use, drinking history, and personality 
features. By unraveling person–environment interactions, 
alcohol prevention will get the knowledge to develop pro-
grams for speci fi c groups of adolescents and parents, and 
consequently might be more effective in the future. 

 Furthermore, a shortcoming of longitudinal research is 
that it has a rather long interval between measurement points 
in which many things happen in the lives of the adolescents, 
but of which researchers lack insight. All these hidden fac-
tors (e.g., experiences, emotions, and social interactions) 
might affect the development of adolescents’ alcohol use. 
As has been clearly shown, behaviors and attitudes of indi-
viduals change over time, including adolescents’ drinking 
as well as parental behaviors. However, knowledge about 
the underlying processes that change these behaviors is lim-
ited with longitudinal panel designs based on surveys. 
Although certain parenting practice such as alcohol-speci fi c 
rule setting seems to be very effective in reducing adoles-
cents’ drinking, clear insights into how mutual in fl uence 
processes in families are operating and whether these are 
content dependent are still lacking. It seems therefore that 
survey research should be combined with observational 
studies. Using observational data, information can be gath-
ered on about how processes are developing in the short 
term and in situations that re fl ect real life situations more 
accurately.      
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  Abstract 

 Human societies are regulated by social rules which can be formalised as laws. The  principles 
and philosophy upon which laws are based often differ fundamentally from country to coun-
try. The law is so closely involved in the regulation of drug addiction because,  fi rstly, the 
disorder follows the epidemiological model of a communicable,  ‘infectious disease’, and 
needs containment. Secondly, drug addiction imposes enormous personal, social and eco-
nomic burdens. The law may also govern the conduct of research into the problems of addic-
tion, both animal and human studies. The debate concerning prohibition or liberalisation of 
drug legislation has been conducted  fi ercely for many years and has raised many issues. 

 The legal situation has unfortunately tended to become polarised with experts and lay 
people backing up their arguments with purblind opinions rather than  fi rm factual evidence-
based reasoning. For example, those enforcing the law may regard any use of illicit drugs 
as problematic or fundamentally undesirable; those seeking to legalise some forms of drug 
misuse consider that most such drug use does not raise problems: rather, the problems arise 
from the illegal designation of much widespread recreational drug use. A major difference 
between the two sides relates to the effectiveness or otherwise of drug enforcement mea-
sures. This is a contentious subject and opinions diverge radically. Whatever the differ-
ences, both sides agree that drug use is dangerous. They differ in how to lessen harm. One 
side advocates legislation, the other a medical approach. Research should be directed 
towards monitoring outcomes of legal measures to see if their effects in practice attain 
 pre-speci fi ed goals, say lessening of overall usage or of a particular type of harm.            
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  Learning Objectives 

    Legal systems vary greatly from country to country.  • 
  Scientists and physicians should be familiar with • 
the law as it applies to their research and therapy.  
  Debate continues as to whether to relax or tighten • 
current drug laws.  
  Workers in this area should be familiar with the • 
complex arguments.    

  Issues that Need to be Addressed by Future Research 

    What is the true impact of a change in the law as it • 
relates to drug misuse?  
  How can we reduce harm effectively—legal or • 
medical measures?    
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   Introduction 

 Social rules govern and regulate human societies, even the 
most ‘primitive’. In a wider context, they restrict our basic 
biological instincts. Among clinical medical disciplines, 
drug misuse, abuse or addiction—whatever the 
 terminology—is one that is intimately in fl uenced by legal 
measures. Indeed, clinical practice is often dictated by the 
law, and preclinical research may encounter dif fi culty gain-
ing access to research drugs, if they are deemed to be 
Controlled Substances. 

 Legal precepts may be normative and lay down what 
ought or ought not to happen. The law lays down rules of 
behaviour to which we are expected to obey, and reserves 
sanctions, often severe or even swingeing, for miscreants 
who  fl out those laws. Most legal systems pay little heed to 
the psychological aspects of addiction, in particular the com-
pulsive nature of the behaviour. 

 In this chapter, I will outline some of the principles by 
which the law addresses drug addiction, illustrating those 
principles where possible with examples drawn from a par-
ticular jurisdiction. I will not cover alcohol problems in any 
detail. I will conclude by setting out the arguments for and 
against relaxing some of the restrictive legislation. For a 
fuller account, please refer to Glaser and Warren  [  1  ] .  

   Systems of Law 

 The different systems of law administered by each jurisdic-
tion make it impossible for any review to be comprehensive. 
Not only do individual laws vary from country to country, 
but also the principles and philosophy upon which those laws 
are based may differ fundamentally. Most European coun-
tries base their legal system on Roman law as codi fi ed by 
Napoleon. By contrast, the USA and England (but not 
Scotland) rely on case-law, essentially judge-given interpre-
tations of available legislation. If no legislation is extant, 
judges make up their own common law principles. Religious 
principles may operate in parallel or form the basis of the 
legal system, as in Sharia law. This is part of the wider issue 
of morality: does the law re fl ect public morals or seek to 
in fl uence them? Does it designate certain behaviours as 
inherently undesirable morally and ethically, or provide 
instructions to discourage behaviour that society  fi nds it has 
been educated to  fi nd unacceptable. Nowhere is the dual 
nature of the epistemology that governs our management of 
the problem more confusing than in the  fi eld of drug addic-
tion and the law.  

   Determinism and Free Will 

 One legal concept which is fairly widespread is  mens rea   [  2  ] . 
This is the intent of the person committing the crime. For 
example, typically a person committing an act of homicide, 
the  actus reus , is assumed to have intent, mens rea, to kill or 
cause grievous bodily harm. This makes the crime one of 
murder. If intent cannot be proven, the crime may be ‘reduced’ 
to ‘manslaughter’. But with respect to drug addiction, society 
is often split in its attitudes. Politicians, egged on by the 
media, particularly tabloid newspapers, take a punitive stance 
while paying lip service to treatment and rehabilitation. 
People engaged in the medical prevention and treatment of 
drug problems tend to be much more supportive. Politicians 
and drug enforcement agencies use a  volitional  approach—
addicts know that they are breaking societal rules, but do so 
voluntarily, i.e. with appropriate mens rea, and must be pun-
ished. Drug addiction personnel take a more  biological  
approach, regarding drug addiction as a disorder and use the 
classical nature-nurture model. Drug addiction is seen as the 
interaction of some degree of biological predisposition with 
environmental in fl uences, particularly social ones. Thus, 
both factors must be operating to some extent. 

 The whole question of the compulsive nature of drug 
addiction governs public attitudes. The ‘pull-yourself-
together brigade’ would regard the misuser of drugs of 
 addiction as lacking moral  fi bre. The ‘there-but-for-the-
grace-of-God-go-I’ liberals will regard the unacceptable 
behaviour as largely outside the addicts’ control. Otherwise, 
why do addicts persist with their habits at the expense of 
their personal medical, occupational and social well-being?  

   Why Does the Law Intervene? 

 One reason is that addicts harm themselves. The most seri-
ous drug addiction in terms of both mortality and morbidity 
is smoking tobacco. Society has tried to educate smokers 
about the dangers of smoking, and  fi nance departments in 
governments have tried to price cigarettes off the market, but 
suspicion grows that there is an irreducible minimum of 
smokers. The medical consequences are brushed aside by 
nicotine addicts. So are the medical consequences of alcohol 
ingestion, despite licensing laws of varying stringency. The 
users of addictive drugs often minimise or ignore the risks of 
transmission of viral and other infections, particularly when 
they are injecting. 

 But the main reasons that the law is so intimately involved 
in the regulation of drug addiction are at least twofold. Firstly, 
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the disorder follows the epidemiological model of a commu-
nicable, ‘infectious disease’. Peer pressures to abuse drugs 
are often intolerable for the neophyte. Hence the sections of 
the drug addiction laws and regulations dealing with ‘sup-
ply’ incorporate penalties which are much more stringent 
than those relating to ‘possession’ for personal use. Secondly, 
drug addiction exacts an enormous social and economic toll. 
Estimates generally place drug addiction as the second larg-
est economic enterprise, after the oil industry. The cost to the 
USA is estimated at around $200 billion. Countless argu-
ments have been put forward to justify drug laws in economic 
and social terms, and lie outside the scope of this chapter. 
Suf fi ce it to say that attempts to suppress the trade in addic-
tive substances are generally ineffectual because the pro fi ts 
are so substantial that the risks are generally worth taking by 
the criminally inclined. In turn, the price of feeding a habit, 
amphetamine, heroin or whatever, is beyond the legitimate 
earning capacity of most addicts, so they resort to crime. The 
proportion of crimes    such as robbery, with or without vio-
lence, is variously estimated at 40–80% of total crimes. This 
has led to the suggestion that legalising a drug of ‘addiction’, 
for example cannabis, would actually bene fi t society. There 
might be some basis for this in social terms, but we cannot 
estimate the medical cost until more is known of the roots of 
addiction, for example how many people are at risk because 
of some genetic predisposition. Cannabis is a case in point 
where a minority of people have an allele gene that might 
predispose them to psychosis if they overuse cannabis  [  3  ] ; 
but also see  [  4  ] .  

   Research 

 Some legal points are apposite to the conduct of research into 
the problems of addiction. Legal systems, under pressure 
from animal rights activists, have mostly introduced mea-
sures to regulate research on animals. Regulations vary from 
country to country, re fl ecting the attitudes of the most vocif-
erous activists. Many countries have a set of rules rather than 
guidelines. In some, registration of laboratories, projects and 
individual experimenters is required. Particular stringency is 
often applied to studies on primates. Research on Great Apes 
may be prohibited altogether, as may that on species deemed 
at risk of extinction, even if they are not primates. 

 In clinical matters, a series of declarations followed the 
abhorrent practices of the Nazis. The Declaration of Helsinki 
 [  5  ]  states that ‘It is the duty of the physician in medical research 
to protect the life, health, privacy and dignity of the human 
subject’. Ethical committees were set up,  fi rst in the USA, and 
then in other countries, to regulate human research,  fi rst vol-
untarily, but increasingly under statute. Based on a detailed 
protocol, a properly constituted ethical committee containing 
both professional and lay members should  consider the 

 proposal, modify it if necessary, and ensure that it is closely 
followed. Such committees have a special ( fi duciary) duty to 
act properly and responsibly. Any researcher failing to submit 
an appropriate protocol would, depending on the jurisdiction, 
 fi nd himself subject to the criminal code for in fl icting bodily 
harm, or to redress under the civil code for causing a personal 
injury (‘tort’), or expulsion from the relevant professional 
body. With psychotropic drugs, psychological harm could be 
the basis for a court action. 

 Informed consent is typically a  sine qua non  for recruit-
ment of experimental subjects. This requires that each poten-
tial participant be adequately informed of the purpose of the 
study, its methods, sources of funding, any possible con fl icts 
of interest, institutional af fi liations of the researcher, the 
expected risks and potential bene fi ts of the study and the 
anticipated discomfort. The presence of a neutral witness 
during the recruitment process is a useful safeguard. The vol-
unteer should be informed of the right to withdraw from the 
study at any time without explanation. The investigator must 
be sure that the potential subject has understood the informa-
tion and has been encouraged to ask questions. Consent 
should be in writing, wherever possible. Special rules gener-
ally apply to subjects who suffer from a severe psychiatric 
disorder, or lack mental capacity to give informed consent, 
and to children. Recently, the question of genetic privacy has 
been raising concern. 

 Two European Directives, Clinical Trials Directive  [  6  ]  
and Good Clinical Practice  [  7  ] , initiated change in medical 
research procedures across Europe to varying extents  [  2  ] . 
(A Directive sets out the broad goals of the legislation but 
allows each EU country to determine the form and precise 
content of that legislation.)  

   Therapeutics 

 It is a truism that every administration of a therapeutic sub-
stance is essentially an experiment. If that usage in that 
patient is grossly negligent, criminal proceedings may fol-
low. If it falls short of that, then the injured party generally 
has to show that the drug administration was below accept-
able clinical standards, and that it caused an injury that can 
be quanti fi ed, at least in  fi nancial terms. Standard rates are 
applied to gross physical injuries such as an amputation, but 
psychological or psychiatric damages are dif fi cult to quan-
tify. Often the functional impairments such as occupational 
handicap are evaluated, as well as symptomatic complaints. 

 In most jurisdictions, the development of an adverse 
effect,  ipso facto , does not constitute grounds for action, as 
long as the drug was administered in accord with accepted 
clinical standards. These can change over time, and regula-
tory bodies may suggest different practices. Prescribers must 
be aware of the latest developments and even trends.  
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   Service Issues 

 The duty of con fi dentiality is an important issue and pertains 
to substance misusers as to others under treatment. 
Professional training and codes of ethics, legal measures and 
regulations and social mores all emphasise the need for 
con fi dentiality in dealings with patients and clients. 
Con fi dentiality is a fundamental patient’s right often 
enshrined in various codes of practice. 

 But in practice, maintaining con fi dentiality is not always 
straightforward  [  2  ] . The underlying problem is that the 
patient is undertaking illegal activities, such as possession 
and perhaps supply. This provides the opportunity and some-
times necessity for the law to intervene and to override medi-
cal considerations. In most countries, medical practitioners 
do not have an absolute right of doctor/patient con fi dentiality. 
They may be forced to break their oath of con fi dentiality, 
either voluntarily or by order of a legal authority. 

 Con fi dentiality issues extend to patients’ records, written 
and videotaped, as well as to the personal con fi dences from 
the patient to the doctor. This has obvious counterproductive 
consequences. Addicts are aware of the illicit nature of their 
activities. They will accordingly be reluctant to con fi de in 
health-care professionals and may lie to protect themselves 
and their associates. Even examination of the patient techni-
cally constitutes an assault under many jurisdictions. A mis-
user presenting to a clinician can legitimately refuse a 
physical examination, for example for needle tracks. He can 
refuse to give a sample of blood for estimation of illicit sub-
stances, or detection of blood-borne disease antibodies. 
However, some jurisdiction may insist that appropriate tests 
are carried out. Perhaps the most widely applied example 
concerns measurement of breath alcohol levels where, in 
some countries, failure to provide a sample may in itself con-
stitute a criminal offence. 

 These legal issues vary greatly from country to country. 
Each practitioner should be aware not only of the general 
principles but also of the legal technicalities. Special laws 
may apply to the workplace, for example driving while under 
the in fl uence of alcohol or a drug. Compulsory screening of 
applicants for particularly sensitive jobs is also in place in 
some situations. 

 In some jurisdictions, courts may ‘dispose’ of a drug 
offender, not by imprisonment, but by compulsory participa-
tion in a treatment facility. Again, the health-care profes-
sional must be cognisant of her or his legal responsibilities 
under such a regimen. 

 In addiction, the health-care professional may have a duty 
of care under the civil code of law. If a drug misuser seeks 
help, what are the therapist’s responsibilities concerning the 
response? Can he or she refuse to take on the care of the 
patient, or does the request automatically put the therapist in 
a position where the duty of care must be acknowledged? 

 The therapist may have a wider duty of care. For example 
what does she or he do to control a promiscuous addict who 
is HIV positive, or actively recruiting youngsters to experi-
ment with increasingly dangerous drugs? Does the therapist 
have a duty of care to warn others, for example parents of a 
young girl who is consorting with older irresponsible addicts? 
In general, medical defence protection agencies can help 
with these legal conundrums.  

   Prohibition Versus Legalisation 

 This debate has been raging for many years and has raised 
many issues. The legal situation has tended to become polar-
ised with experts and lay people backing up their arguments 
with opinions rather than  fi rm factual evidence-based rea-
soning. The following is a resume of the main arguments, but 
space precludes a detailed analysis of the evidence, such as it 
is, that supports either side. This account is heavily based on 
the publication ‘Tools for the Debate’, recently published by 
the Transform Drug Policy Foundation  [  8  ] . Numerous issues 
will be enumerated:
    1.    The prohibitionists want illicit illegal drug use to be com-

pletely eliminated; reformers accept that people have used 
drugs for millennia, and always will.  

    2.    Any use of illicit drugs is regarded as problematic by the 
law enforcers; the legalisers consider that most illicit drug 
use does not raise problems, rather the problems encoun-
tered stem from the illegal designation of much recre-
ational drug use. The problems of drug use re fl ect 
underlying personal, social or occupational problems. 
Reformers admit that illicit drug use can worsen those 
underlying problems.  

    3.    Problematic drug use and related harm have not lessened 
under draconian prohibitory measures. In many instances, 
it has risen dramatically, but this is an association and not 
necessarily proven case and effect.  

    4.    Supporters of present legislation are concerned that 
decriminalisation or legalisation with regulation raises 
unknown consequences. Reformers riposte that govern-
ments have years of experience in legally regulating 
numerous drugs. Indeed, some major drugs of abuse have 
valuable therapeutic actions in the clinical context, 
diamorphine being the prime example. Drugs make peo-
ple lose control, say the prohibitionists. The reformers 
agree, but this is a general problem regarding behaviour, 
particularly group behaviour.  

    5.    Prohibition sends an important message, the ‘no-toler-
ance’ message about avoiding drugs and the harm they 
cause. The reformers believe the criminal justice system 
to be an inappropriate vehicle to put across public health 
messages. Attempts to legalise drugs, say the enforcers, 
with subsequent regulation make a mockery of the law. 
The reformers regard such legislation as ineffective and 
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counterproductive, and this is more likely to bring the law 
into disrepute.  

    6.    A major difference between the two sides relates to the 
effectiveness or otherwise of drug enforcement measures. 
In some countries, especially the USA, major resources 
are devoted to preventing the supply of illicit substances. 
This has resulted in powerful vested interests supporting 
these policies, leaving few governmental agencies espous-
ing the alternative approach of concentrating on the health 
aspects of the users. Enforcers reply that cutting off the 
supply of drugs must inevitably lead to harm reduction. 
But evidence that drug enforcement measures are effec-
tive is sadly exiguous. Some of the more vocal opposers 
of relaxing current legislation believe harm reduction 
itself to be counterproductive as it lulls the misusers into 
a false sense of security that his or her health will not be 
jeopardised, when in fact harm reduction itself is largely 
ineffective. It thus encourages drug use. Reformers regard 
such attitudes as immoral, unethical and unhelpful.  

    7.    The moral position of those opposed to relaxing preventa-
tive measures is that drugs are unacceptable in modern 
society. Reformers believe in a Benthamite moral position 
of maximising well-being, both of the users and of the 
society in general. Prohibitionists are generally not con-
cerned with the human rights of users; reformers are ada-
mant that everyone has human rights, including users. 
The human rights of the users must be set into the context 
of the human rights of the wider community, including 
innocent bystanders.  

    8.    Both sides agree that drug use is dangerous. Enforcers 
assert that they must be prohibited. Reformers point in 
despair at the continuing, perhaps rising, incidence of 
drug misuse (sometimes on scanty evidence). They assert 
that reform measures may indeed increase availability, 
but they will reduce harm. Most importantly, they should 
largely obviate the enormous criminal industry of illicit 
supply, with its vast pro fi ts. These, in turn, lead to extraor-
dinary levels not only of organised crime down the supply 
chain but also of persistent minor criminal activity on the 
part of the end users. Those supporting the status quo 
regard the  fi nancial, social and even health costs of main-
taining prohibition as a necessary societal cost that is well 
worth paying. Reformers regard such expenditure as 
excessive and unjusti fi ed, especially as they believe it to 
be ineffective and often counterproductive.  

    9.    On a wider scale, prohibitionists are wary that legalisation 
and regulation would fall within health legislation, and 
thus would inevitably involve multinational corporations 
such as the pharmaceutical industry. The drug companies 
would want to maximise their pro fi ts by aggressively 
marketing their products, namely drugs of addiction. This 
would merely exchange one set of ‘pushers’ for another. 
Reformers consider that governmental control could min-
imise such adverse consequences, or governments could 

themselves market the drugs or set up disinterested agen-
cies to do so. At least the gangsters would be margina-
lised. Internationally, producer countries are accused by 
the enforcers of deliberately ignoring illicit drug cultiva-
tion, manufacture and supply. In particular, corrupt politi-
cians are heavily involved. Reformers counter that the 
pro fi ts from illicit drugs are so great that producers engage 
in such activities because there are few alternatives. 
Remaining economic incentives pale by comparison.      

   Prohibition Versus Harm Reduction 

 Further arguments revolve around the legal and moral issues 
concerning ways of facilitating harm reduction, both for the 
individual users and society. Prohibition results in the stig-
matising and demonising of problem drug users. They are 
often already the neediest, most marginalised and mentally 
disturbed members of society. Prohibition hampers measures 
to help such unfortunates. The availability of treatment mea-
sures may be curtailed, for example needle exchange schemes 
may be frowned upon. As a  fi rst measure, funds could be 
diverted from enforcement to improved and proven educa-
tional measures. 

 The most cogent argument, say the reformers, is that seri-
ously addicted individuals would not have to face the risks of 
impure ‘street’ preparations. Many blood-borne diseases 
such as HIV and hepatitis would be reduced if drugs of phar-
maceutical purity were available, and safe injection proce-
dures introduced, at the least as an initial step. Contact with 
users would be established and reinforced, and encourage-
ment towards reduction and eventual abstinence initiated. 
Criminal activity should be greatly reduced as in heroin 
prescribing projects  [  9  ] . Illegal activities such as ‘mugging’, 
prostitution and street dealing should reduce dramatically. 
In the UK, it was estimated that the social and economic 
impact of class A drugs in 2000 was 10–17 million 
pounds sterling (16–25 million US dollars), 88% of which 
related to drug-related crime  [  10  ] . A huge burden would be 
lifted from the police, Customs and Excise, courts, prisons 
and probation services—in short, the entire Criminal Justice 
system of most countries. The prison population would 
plummet. Internationally, funding for criminal activity 
including terrorist activities in countries like Afghanistan 
would disappear. 

 There are numerous other health rather than legal issues 
that lie outside the scope of this chapter.  

   Future Research 

 Legal issues demand a different type of research from 
scienti fi c and medical areas of drug addiction. Essentially, 
legislation can be enacted on legal, political or even 
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 economic grounds, hopefully compatible with evidence-
based medicine and science. The effects of that legislation 
can be monitored to see if its effects in practice attain its 
goals, say lessening of overall usage or of a particular type of 
harm. The unit is not, however, a subject, client or patient. 
Instead it is a jurisdiction, not necessarily a whole country 
but often a police or judicial authority or even a locality or an 
area health service. Increasingly, such measures, administra-
tive or health provisions or treatment, are being trialed in a 
systematic way. This enables the results to be analysed, con-
clusions drawn, and the decision taken by responsible author-
ities to jettison the innovation as a failure or to extend it to 
other area or nationwide. 

 The main problems arise not so much in designing useful 
studies, which can simulate as far as possible the gold stan-
dard in medical research, the randomized clinical trial (RCT), 
but in the development and utilization of valid, reliable and 
relevant outcome measures; those monitoring harm are rela-
tively straightforward such as enumerating cases of hepatitis 
or general indicators of health. Those re fl ecting availability 
or usage of illicit drugs or their economic burden are more 
elusive. Indirect indicators such as seizures or the cost of an 
illicit drug ‘on the street’ may be the only feasible measures. 

 Nevertheless, whenever a legal    intervention is applied, 
either in tightening or relaxing legislation or its application, 
monitoring or even quanti fi cation of its effects, after having 
established a reliable baseline, is essential in order to 

 accumulate information if it is of use to the community, 
locally and nationally.      
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  Abstract 

 It may be surprising to learn that the majority of alcohol and drug-using individuals are 
gainfully employed full- or part-time. This equates to millions in the workforce whose sub-
stance use may create work-related problems and consequences. Studies have demonstrated 
the negative impact of substance use on worker productivity, safety, and functioning that 
result in substantial economic and societal costs. Strategies to address substance use among 
employees include workplace education and awareness campaigns, drug testing, Employee 
Assistance Programs, and other intervention efforts. Despite the popularity of such ser-
vices, there is a relative lack of experimental study of their impact. Nonetheless, recent 
studies have begun to document the bene fi t of workplace programs on worker productivity 
and safety. Future study is needed to experimentally test workplace interventions, docu-
ment cost–bene fi t ratios, and replicate  fi ndings across work sites. Additional work is neces-
sary to address barriers faced by human resource professionals when identifying and 
addressing substance use problems among the workforce.            

      Occupational Impact of Drug Abuse 
and Addiction       

     Valerie   J.   Slaymaker      
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  Issues that Need to Be Addressed by Future Research 

    Additional randomized, experimental research stud-• 
ies are needed to assess the direct impact of work-
place prevention and intervention programs on 
employee substance use and job functioning. 
Testing needs to be replicated across populations 
and work sites.  
  Economic impact studies are also necessary to doc-• 
ument cost–bene fi t ratios    associated with workplace 
programs.  
  Research is needed to elucidate the potential deter-• 
rent effect of drug-testing programs. The extent to 
which individuals who use alcohol and drugs avoid 
application to companies where drug testing is con-
ducted is unclear. In a similar fashion, it is unknown 
to what extent alcohol- and drug-using employees 
may stop using substances when faced with drug 
testing.  

  Learning Objectives    

    Understand the prevalence of drug and alcohol use • 
among the workforce.  
  Identify the consequences of drug and alcohol use • 
in the work place.  
  Name a variety of workplace interventions avail-• 
able to address drug and alcohol use among 
employees.  
  Summarize research  fi ndings related to work-place • 
interventions for drug and alcohol use.    
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   Occupational Impact of Drug Abuse 
and Addiction 

 Contrary to pejorative, stereotyped images of drug users, the 
majority of people with substance problems are gainfully 
employed. According to the latest US government estimates 
 [  1  ] , for example, 62% of adults with substance use problems, 
whether alcohol or drugs, are employed full-time. Among 
the estimated 17.4 million adults who use illicit drugs, 
approximately 75% are employed, and among heavy drink-
ers, speci fi cally, 79% are employed full- or part-time  [  1  ] . 

 This equates to millions of people in the workforce 
who may struggle with problematic drug and alcohol use. 
These substance use problems, in turn, negatively impact the 

workplace. Prevention, screening, intervention, and treatment 
can go a long way toward improving lives, productivity, and 
health.  

   Prevalence of Drug Use in the Workplace 

 Each year, a substantial national household survey is con-
ducted by the Substance Abuse and Mental Health Services 
Administration (SAMHSA) to estimate rates of substance 
use among the US population. The National Survey on Drug 
Use and Health (NSDUH) utilizes independent, multistage 
area probability sampling to interview over 67,000 respon-
dents who form a representative sample of the overall 
 population in each state and the District of Columbia  [  1  ] . 

 According to the 2007 NSDUH  [  1  ]  estimates, 17.4 million 
people aged 18 years and older are current illicit drug users, 
with the highest prevalence rates found among those 18–20 
years of age. While  rates  of drug use are highest among 
unemployed individuals (18.3%; see Fig.  43.1 ), the majority 
of drug users themselves are employed full- or part-time, 
numbering 13.2 million and comprising 75.3% of drug users, 
overall (see Fig.  43.2 ).   

 With regard to heavy alcohol use, speci fi cally, similar 
 fi ndings emerge. For the purpose of the NSDUH, binge 
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  Fig. 43.1    Percentage of persons 
   ages 18 years and older using 
illicit drugs by employment 
status, 2007. Source: Substance 
Abuse and Mental Health 
Services Administration, Of fi ce 
of Applied Studies (2008). 
Results from the 2007 National 
Survey on Drug Use and Health: 
National Findings (NSDUH 
Series H-34, DHHS 
Publication No. SMA 08-4343). 
Rockville, MD       

  Controlled, experimental tests of EAP interventions • 
are needed to address methodological concerns 
noted with earlier evaluations.  
  Development and testing of educational and train-• 
ing programs for human resource professionals, 
speci fi cally, are warranted given identi fi ed barriers 
in addressing substance use in the workplace.    
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drinking was de fi ned as  fi ve or more standard drinks on the 
same occasion on at least 1 day in the prior month. Heavy 
use was de fi ned as binge drinking occurring on 5 or more 
days in the past month. According to the estimates, 55.3 mil-
lion adults were classi fi ed as binge drinkers and 16.4 million 
were classi fi ed as heavy drinkers. Over 79% of binge or 
heavy drinkers were employed full- or part-time  [  1  ] . 

 Rates of illicit drug use among the workforce vary by 
occupational category  [  2,   3  ] . Larson and colleagues  [  3  ]  uti-
lized NSDUH data obtained in 2002, 2003, and 2004 and 
calculated rates of illicit drug use in the past month among 
full-time workers representing 21 broad occupational areas. 
As shown in Fig.  43.3 , the highest prevalences of illicit drug 
use were found among those in food service, construction, 
arts, design, entertainment, sports, and media occupations. 
The lowest rates were found among those in education, 
library, and social and protective services occupations. 
Similar patterns were found among those workers with heavy 
alcohol use in the past month (see Fig.  43.4 ).   

 As part of the National Survey of Workplace Health and 
Safety, Frone  [  2  ]  analyzed data obtained from 2,829 respon-
dents and found a similar pattern. Rates of illicit drug use 
were higher among arts, entertainment, sports, and media 
and food service occupations. Rates were also high among 
construction/extraction and buildings and grounds mainte-
nance workers. Similar to NSDUH data, illicit drug use was 
higher among males compared to females. However, when 

analyses were controlled for demographic characteristics, 
construction/extraction and building and grounds mainte-
nance occupations no longer exhibited elevated risk for illicit 
drug use. 

 Substance use among employees is problematic, no mat-
ter where the use occurs. However, some employees use 
 substances shortly before reporting to work or at the work 
site itself. From a national survey of over 2,800 respondents, 
Frone  [  2  ]  estimated that over 3.4 million workers used an 
illicit drug within 2 h of reporting to work at least once in the 
period spanning the prior year. Likewise, over 2.2 million 
were estimated to use illicit drugs during lunch breaks, 1.5 
million were estimated to use illicit drugs during other 
breaks, and 2.1 million were estimated to use illicit sub-
stances during work itself. Alcohol use during work is also 
problematic, with over 7% of American workers reporting 
alcohol use during the workday and 9% reporting having 
worked during a hangover  [  4  ] .  

   Impact on Employment Functioning 

 Not surprisingly, alcohol and drug use has a negative impact 
on employment productivity, which in turn results in eco-
nomic costs to society. For 2002, the latest year for which 
data are available, the Of fi ce of National Drug Control Policy 
 [  5  ]  estimated the economic impact of illicit drug use at 
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$128.6 billion dollars in lost productivity alone in the USA. 
Latest estimates for alcohol-related lost productivity and 
earnings, updated for 1998, top $134 billion  [  6  ] . 

 Speci fi c analysis of workplace impact is dif fi cult, given 
the numbers of industries and employers across the globe 
and the dif fi culty in assessing the complete impact of drug 
and alcohol use. However, the NSDUH includes workplace 
variables in a national survey of a representative sample of 
the US population. As shown in Fig.  43.5 , workers with past 
month illicit drug use reported higher job turnover and absen-
teeism than those with no past month use of illicit substances 
 [  1  ] . Similar patterns are found among workers reporting 
heavy alcohol use (see Fig.  43.6 ).   

 Foster and Vaughan  [  7  ]  combined two data sets obtained 
from the 2000 National Household Survey on Drug Abuse, 

collected by SAMHSA, and the 2000 National Occupational 
Employment Statistical Survey conducted by the US Bureau 
of Labor Statistics. Absenteeism due to substance use was 
calculated as the difference in absenteeism rates between 
employees with substance abuse or dependence and employ-
ees without substance use problems. The analysis of over 
110,000 employees resulted in an estimate of $178 billion 
per year in wages lost to all absences, with over $8 billion in 
excess wages lost to substance-use related absences, 
speci fi cally. Because this represents 4.54% of all absentee 
wages, and only 0.2% of total wages, the authors question 
whether the absenteeism-related expenses associated with 
substance use are suf fi cient to justify the expense of 
 screening and prevention programs in the workplace. The 
authors recognize, however, that their analysis did not include 

3.4

4.0

4.1

4.8

4.9

6.1

6.1

6.9

6.9

7.0

7.4

7.5

7.5

7.7

8.2

8.4

8.7

9.5

9.6

12.4

15.1

17.4

0 2 4 6 8 10 12 14 16 18 20

Protective service

Community and social services

Education, training, and library

Legal occupations

Financial occupations

Healthcare practitioners and technical occupations

Management

Mathematical and computer scientists

Engineering, architecture, and surveyors

Life, physical, and social science

Production occupations

Office and administrative support

Office and administrative support

Personal care and service

Building and grounds clearing and maintenance

Transportation and material-moving

Farming, fishing, and forestry

Installation, maintenance, and repair

Sales and related occupations

Arts, design, entertainment, sports, and media

Construction and extraction

Food preparation and serving

  Fig. 43.3    Percentage of adult full-time workers with illicit drug use in 
the past month by occupational category. Source: Larson, S. L., Eyerman, 
J., Foster, M. S., & Gfroerer, J. C. (2007).  Worker Substance Use and 

Workplace Policies and Programs  (DHHS Publication No. SMA 
07-4273, Analytic Services A-29). Rockville, MD: Substance Abuse 
and Mental Health Services Administration, Of fi ce of Applied Studies       

 



51543 Occupational Impact of Drug Abuse and Addiction

17.8

14.7

12.1

11.2

10.2

9.7

9.5

9.5

8.7

8.3

7.9

7.5

6.9

6.2

5.9

5.9

5.4

5.3

3.9

3.7

2.8

0 2 4 6 8 10 12 14 16 18 20

Construction and Extraction

Installation, Maintenance, and Repair

Food Preparation and Serving Related

Transportation and Material-Moving

Sales and Related Occupations

Production Occupations

Building and Grounds Cleaning and Maintenance

Farming, Fishing, and Forestry

Protective Service

Engineering, Architecture, and Surveyors

Management

Arts, Design, Entertainment, Sports, and Media

Office and Administrative Support

Financial Occupations

Mathemetical and Computer Scientists

Legal Occupations

Personal Care and Service

Life, Physical, and Social Science

Healthcare Practitioners and Technical Occupations

Education, Training, and Library

Community and Social Services

  Fig. 43.4    Percentage of adult full-time workers with heavy alcohol 
use in the past month by occupational category, 2002–2004. Source: 
Larson, S. L., Eyerman, J., Foster, M. S., & Gfroerer, J. C. (2007). 
 Worker Substance Use and Workplace Policies and Programs  (DHHS 

Publication No. SMA 07-4273, Analytic Services A-29). Rockville, 
MD: Substance Abuse and Mental Health Services Administration, 
Of fi ce of Applied Studies       

12.3

16.4 16.3

5.1

11.0

8.2

0

2

4

6

8

10

12

14

16

18

Worked for 3 or More Employers in the Past Year Missed 2 or More Days of Work in the Past Month
Due to Illness or Injury

Skipped 1 or More Days of Work in the Past Month

P
er

ce
n

ta
g

e

Past Month Illicit Drug Use

No Past Month Illicit Drug Use

  Fig. 43.5    Employment Indicators by Past Month Illicit Drug Use 
Status, 2002–2004. Source: Larson, S. L., Eyerman, J., Foster, M. S., & 
Gfroerer, J. C. (2007).  Worker Substance Use and Workplace Policies 

and Programs  (DHHS Publication No. SMA 07-4273, Analytic 
Services A-29). Rockville, MD: Substance Abuse and Mental Health 
Services Administration, Of fi ce of Applied Studies       

 

 



516 V.J. Slaymaker

costs related to decreased productivity, tardiness, or other 
disruptions to businesses related to substance use. 

 Employee substance use is also related to workplace inju-
ries. In a matched case-controlled study of over 26,000 work-
ers, Spicer, Miller, and Smith  [  8  ]  found that the odds of 
injury among employees with alcohol or drug-related prob-
lems were 1.35 times greater than that among those without 
alcohol or drug involvement indicators, even when the results 
were controlled for job type, demographic characteristics, 
and exposure. Substance use is also involved in fatal work-
related injuries. An analysis of toxicology reports found that 
approximately 5% were positive for alcohol and/or other 
drugs among fatal occupational injuries in the USA  [  9  ] .  

   Creating Drug-Free Workplaces 

 Given the negative consequences of drug and alcohol use on 
occupational functioning, attention has turned toward reduc-
ing its impact. The focus to create drug-free workplaces was 
catalyzed by the 1986 presidential order in the USA that all 

Federal agencies be drug free. Not long afterward, the US 
Congress passed the Drug-Free Workplace Act in 1988 
requiring all federal grantees and contractors to implement 
written policies, employee education, and disclosures of 
drug-related offenses, among other activities. An additional 
act in 1991, known as the Omnibus Transportation Employee 
Testing Act, requires alcohol and drug testing among employ-
ees in transportation (e.g., aviation, trucking, and railroad) 
and pipeline industries. 

 Materials are readily available to business managers 
 wanting to foster a drug-free work environment. Educational 
posters, policy development, and employee awareness cam-
paign materials are available online. The SAMHSA  [  10  ]  
offers a free Drug-free Workplace Kit to provide employers 
with helpful tools and resources. Those organizations 
required to abide with the Drug Free Workplace Act of 
1988 can access additional materials through the US 
Department of Labor’s  [  11  ]  website. Ensuring Solutions to 
Alcohol Problems  [  12  ] , a public policy and awareness proj-
ect of the George Washington University Medical Center, 
publishes a monograph titled “Workplace screening & brief 
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intervention: What employers can and should do about 
excessive alcohol use” (2008) on their website, as well. The 
document provides guidance to employers who wish to 
implement screening and brief interventions to address 
alcohol problems, speci fi cally. 

 Additional programs and curricula are readily available. 
SAMHSA’s National Registry of Evidence-based Programs 
and Practices (NREPP) lists several workplace programs that 
have undergone the registry’s rigorous review process  [  13  ] . 
Each program’s methods, outcomes, and contact information 
are provided.  

   Workplace Prevention and Intervention 

 Workplace prevention and intervention programs vary 
greatly from job site to job site. Common components 
include employee education and awareness campaigns, pre-
hire drug testing, random drug testing, and EAP to address 
problematic drug and alcohol use. Recent surveys show 
wide-spread implementation of these methods. Among full-
time workers in the USA, for example, 79% report aware-
ness of alcohol and drug use policies in their workplace and 
44% report access to additional educational information  [  3  ] . 
With regard to drug testing, 43% work for employers who 
conduct  “pre-hire” drug testing, while 30% work in random 
drug- testing environments. Overall, 58% had access to an 
EAP  [  3  ] . 

 Despite their popularity, formal evaluations of workplace 
prevention or intervention programs are relatively sparse. 
Nonetheless, a growing number of studies have found posi-
tive outcomes when testing ef fi cacy via pre–post, quasi-
experimental, and experimental methodologies. 

 Bennett and colleagues  [  14  ]  surveyed the existing litera-
ture and conducted a meta-analytic review of controlled 
studies published during the 1990s and early 2000s. Only 12 
of 22 studies met the criteria for inclusion. The authors found 
a small but signi fi cant effect for workplace prevention pro-
grams in reducing alcohol and other drug use, changing 
knowledge and beliefs associated with use, and overall func-
tioning. Speci fi cally, the mean effect size across studies was 
.299, suggesting that, while weak, the programs were effec-
tive compared to the control conditions. 

 Using sophisticated univariate and bivariate statistical 
techniques, French and colleagues  [  15  ]  estimated the relative 
bene fi t of drug testing among the workforce. The researchers 
utilized data obtained from the National Household Survey 
on Drug Abuse conducted by SAMHSA. Data were collected 
from over 50,000 households during 1997 and 1998. 
According to the estimates, workplaces with drug-testing 
programs experienced a 24% reduction in drug usage 
 compared to workplaces without drug testing. In addition, 
employees at drug-testing workplaces were 38.5% less likely 
to be chronic drug users. As such, the authors suggest that 

drug-testing programs may provide a deterrent effect whereby 
chronic drug users may be discouraged from seeking employ-
ment at companies where drug testing takes place. 

 Given the potential positive effect of drug testing, it is 
unclear how much drug testing is necessary to achieve the 
desired impact. Ozminkowski and colleagues  [  16  ]  examined 
the impact of urinalysis testing on the reduction of medical 
expenses and injuries at a large manufacturing  fi rm with over 
1,700 employees across 15 sites. Drug-testing rates did not 
signi fi cantly impact injury rates, which were very low at the 
outset. However, a signi fi cant impact was found for drug-
testing rates and reductions in medical expenses. In order to 
minimize medical expenses among the workforce, statistical 
simulations estimated that a random testing rate of 42% of 
the workforce each quarter was needed. That rate translated 
to testing each employee an average of 1.68 times per year. 

 Web-based interventions can also be helpful in preventing 
or limiting problematic alcohol use among employees. 
Doumas and Hannah  [  17  ]  examined the ef fi cacy of a brief, 
web-delivered personal feedback system on the quantity and 
frequency of drinking among young adults in the workforce. 
Employees in the 18–24-year-old age group ( N  = 196) were 
randomly assigned to the web intervention, the web interven-
tion plus a 15-min motivational counseling session, or a con-
trol condition. Consistent with hypotheses, those assigned to 
the two web-based conditions reported signi fi cant decreases 
in weekend drinking, drinking to intoxication, and consump-
tion levels at the 1-month follow-up compared to the control 
condition. Furthermore, those who were drinking at risky 
levels at baseline reported the greatest reductions over time 
compared to the control group. Among low-risk drinkers, the 
web and control conditions did not differ. The addition of the 
15-min motivational counseling session did not provide any 
additive bene fi t. 

 Using time-series analyses, Miller and colleagues  [  18  ]  
examined the impact of a peer-based prevention program 
called PeerCare and random drug testing on work-related 
injury rates for a large, national transportation company 
employing 26,000 people. In this particular program, trained 
employees intervene when concerned about a peer’s alcohol 
or drug usage. In addition, non-punitive approaches are taken 
to support those with substance use problems. According to 
analyses, the program reduced injury rates by approximately 
one-third, equating to an estimated $48 million in savings. 
Furthermore, the cost–bene fi t ratio of the program was 26:1, 
resulting in substantial savings related to program costs. 

 As mentioned earlier, the SAMHSA NREPP lists several 
workplace programs that have applied to the Registry and 
undergone their rigorous review criteria. The Healthy 
Workplace  [  19  ]  program, for example, is comprised of  fi ve 
sections delivered via a small group format. The program has 
been demonstrated to reduce alcohol use and improve healthy 
lifestyle behaviors among participants compared to controls 
 [  19–  21  ] . 
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 Team Awareness, developed by Bennett and colleagues 
 [  22  ] , is also listed on the NREPP. An interactive group train-
ing program, Team Awareness is delivered via two 4-h ses-
sions with an additional session for supervisors. Materials 
are also available speci fi cally for small businesses. In one 
randomized study, over 200 municipal workers received 
either the 8-h training program or a 4-h informational session 
covering policies  [  23  ] . Those in the training session demon-
strated positive change in help-seeking, support for others, 
and attitudes toward substance users, whereas little change 
was observed among control group participants. Another 
investigation of the program’s impact on supervisors found 
an increase in responsiveness to substance use problems in 
the workforce among supervisors in the training group com-
pared to those in the control condition  [  24  ] . The program has 
also worked to decrease alcohol use and alcohol-related 
absenteeism relative to controls. 

 As shown, a variety of prevention programs and tech-
niques are demonstrating a positive impact on decreasing 
employee drug and alcohol use among staff. But what does 
an employer do once an employee is identi fi ed as an indi-
vidual with substance use problems? Whether identi fi ed via 
drug testing, self-disclosure, or other means, a variety of 
intervention programs are available to address problematic 
drug or alcohol usage among the workforce. 

 One common intervention involves referral to an EAP. 
Provided as a bene fi t, these programs typically offer assess-
ment and brief counseling to employees facing work- or life-
related dif fi culties. Referral for more intensive mental health 
and/or substance use problem interventions is made when 
necessary. Research data on the impact of EAP referral on 
substance use and employment outcomes, speci fi cally, are 
scarce. As noted by Merrick and colleagues in their review 
 [  25  ] , few EAP evaluations have focused speci fi cally on sub-
stance use and employment outcomes, and the majority of 
studies have been limited by methodological problems. As a 
result, Merrick and colleagues call for a new research agenda 
to address these issues. Speci fi cally, they illustrate the need 
for large-scale studies utilizing experimental and quasi-
experimental methodologies to examine substance use out-
comes, changes in employment functioning, cost–bene fi ts of 
programming, identi fi cation of barriers to EAP utilization, 
and development of EAP performance measures. 

 A study by Elliot and Shelley  [  26  ]  examined the impact of 
EAP referral on workplace accident rates among employees 
who either tested positive for drugs or self-disclosed drug 
use. Drug test-positive employees were  fi red and considered 
for re-employment only after attending an EAP and being 
recommended for re-hire by treatment professionals. Those 
who self-disclosed drug-use problems were retained as 
employees and referred to the EAP. The records of 507 
employees (334 drug-test positive workers who were re-
hired and 173 self-referred who received treatment) were 

examined. Workplace accident rates decreased from pre- to 
posttreatment among both groups. However, drug test- 
positive employees had signi fi cantly higher workplace 
 accident rates compared to those who were self-referred. 

 Among employees with alcohol and/or drug dependence, 
treatment is effective in reducing absenteeism and improving 
employment functioning. A study conducted by Slaymaker 
and Owen  [  27  ] , for example, examined the impact of resi-
dential treatment for substance dependence among a sample 
of 212 full-time employed people. Signi fi cant improvement 
in alcohol, drug, legal, psychiatric, and family/social severity 
was observed from baseline to 6 and 12 months posttreat-
ment. The proportion of the sample reporting unplanned 
absences from work decreased signi fi cantly from 78% at 
baseline to 30% at the 12-month follow-up. The number of 
employment problem days also dropped signi fi cantly from 
5.20 to 0.14 days, on average, at the baseline and 12-month 
follow-up, respectively. Job disciplinary actions also reduced 
substantially from pre- to posttreatment. 

 Worner and colleagues  [  28  ]  found economic bene fi ts 
related to treatment among 123 employees. Speci fi cally, 
union workers who entered treatment for substance use and 
received no other services for the 2-year follow-up period 
exhibited a 48% reduction in health-care costs from the pre- 
to posttest period. Those employees who entered treatment 
and continued to receive treatment during the follow-up 
period, however, had a 93% increase in health costs, and 
those who refused treatment services exhibited a 116% 
increase in costs. The pattern of  fi ndings persisted at the 
5-year follow-up. Unfortunately, nearly one-fourth of the 
sample required ongoing care and the analyses were not 
adjusted for substance use disorder severity. 

 In a later study, Jordan and colleagues  [  29  ]  analyzed data 
obtained from 498 outpatients in a large treatment system in 
southern California. As shown in Fig.  43.7 , substantial reduc-
tions in the proportion reporting absenteeism, productivity 
problems, and workplace con fl ict following 1–2 months of 
care occurred from baseline to the follow-up periods. 
Furthermore, economic cost–bene fi t analyses found a net 
bene fi t to employers who offered treatment bene fi ts. 
Speci fi cally, returns on investment were conservatively 
 estimated to range from 23% among employees with an 
income of $45K per year to 64% among those earning $60K 
per year.   

   The Perspective of Human Resource 
Professionals 

 Given the review above, it is no surprise to  fi nd that human 
resource professionals are concerned about substance use 
among the workforce. A nationwide telephone survey of 
over 300 senior human resources (HR) professionals found 
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that 67% believe substance use is one of the most serious 
issues they face in their company  [  30  ] . As shown in Fig.  43.8 , 
the most common problems related to substance use among 
employees included absenteeism, reduced productivity, and 
a negative impact on the company’s reputation, among 
others.  

 Despite the widespread availability of workplace interven-
tions, few HR professionals (22%) believed their companies 
proactively addressed addiction problems among employees. 
The most common hurdles faced by HR professionals in 
addressing addiction among employees included limited 
experience recognizing or identifying substance-related 
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 problems, discomfort addressing problems with employees, 
and a lack of knowledge of treatment resources. Despite these 
challenges, HR professionals readily acknowledged the 
 positive impact of effective treatment, with 92% believing 
that effective treatment increases employee productivity. 
Two-thirds (67%) agreed that treatment resulted in reduced 
health-care costs to the employers.  

   Summary and Directions for Future Research 

 The occupational impact of employee substance use is pro-
found, resulting in substantial economic and societal costs 
to individuals, families, and employers. As a result, a variety 
of workplace programs have been implemented to prevent, 
identify, and intervene ranging from drug-testing, educa-
tional campaigns, and EAP services. Despite the popularity 
of these services, relatively little experimental study of their 
impact has been conducted. Recent data, however, have 
begun to demonstrate the positive impact of workplace pro-
gramming on reducing substance use, lowering costs, reduc-
ing injuries, and increasing employee productivity. Initial 
cost–bene fi t data suggest the programs can be economically 
feasible and effective. Nonetheless, future study is neces-
sary to experimentally test workplace interventions, docu-
ment cost–bene fi t ratios, and replicate  fi ndings across work 
sites. Additional work is needed to address barriers faced by 
human resource professionals when identifying and address-
ing substance use problems among the workforce. In the 
meantime, the data reviewed here demonstrate the impor-
tant impact workplace programs can have on enhancing 
employee performance. Given the bene fi ts to both the 
employer and the employee, it is in an employer’s best inter-
ests to identify and address substance use problems among 
the workforce.      
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    Introduction 

 In most Western countries, alcohol prevalence in traf fi c 
crashes and fatalities has been declining since the early 1980s. 
This is probably due to successful public health campaigns 
and vigorous enforcement. In contrast, the number of drug-
impaired drivers seems to increase and so is the prevalence of 
combined alcohol and drug driving. Roadside studies esti-
mate the prevalence of drug-impaired drivers between 1 and 
15%  [  1  ] . A report by the European Monitoring Centre for 
Drugs and Drugs Addiction (EMCDDA),  [  1  ]  based on differ-
ent driving studies in Europe, Australia, the USA, and Canada, 
estimates the prevalence of a combination of drugs and alco-
hol in the general driving population between 0.3% and 1.3%. 
These increasing numbers are of concern, since drugged driv-
ers are, like alcohol-impaired drivers, signi fi cantly more 
likely to be culpable for a fatal accident  [  2,   3  ] .  

   Drug Effects and Driving 

 The effects of drugs on driving can be determined using sev-
eral methodologies, including driving tests in normal traf fi c 
or closed roads, driving simulators, and epidemiological 
studies. 

 The on-the-road driving test is currently considered as the 
gold standard to determine the effects of drugs on driving. 
This standardized test has a high ecological validity, since it 
is performed on a public highway in normal traf fi c. The test 

was developed in the 1980s by O’Hanlon and colleagues  [  4  ] . 
Participants are instructed to drive for 100 km on a public 
highway, with a constant speed (usually 95 km/h) and a 
steady lateral position. The participant is allowed to take 
over slower vehicles and is accompanied by a driving instruc-
tor with dual controls. The lateral position of the vehicle 
relative to the left lane boundary is measured with a camera 
mounted on the roof of the car (see Fig.  44.1 ).  

 From these measurements, the standard deviation of the 
lateral position (SDLP) (e.g., weaving of the car) is calcu-
lated. The SDLP is the primary parameter of the test re fl ecting 
overall vehicle control. The on-the-road driving test is used 
in more than 60 clinical trials, and its primary parameter 
SDLP is able to differentiate dose-dependent impairment for 
various substances, including alcohol, hypnotics, anxiolyt-
ics, antidepressants, and antihistamines  [  5,   6  ] . 

 Another test performed in normal traf fi c is the car-following 
test. In this test, two vehicles are driving in front of each 
other. The  fi rst vehicle is driven by an investigator and the 
second by the participant. The participant is instructed to 
maintain a steady distance of 50 m between the two cars, 
while the lead car now and then varies its speed. The primary 
outcome is the amount of time the participant needs to 
respond to these speed changes by adapting his own speed to 
maintain the 50-m distance between the cars. Decreased 
attention and impaired perception can be measured by this 
test, since these are involved in the drivers’ ability to react 
properly on other vehicles  [  7  ] . 

 Both the on-the-road driving test and the car-following 
test have their limitations in determining all aspects related 
to driving. For example, studies in which the acute effects of 
3,4-methylenedioxymethamphetamine (MDMA) on driving 
performance were investigated show that MDMA improves 
driving performance in the on-the-road driving test, but risk 
taking was signi fi cantly increased  [  8–  10  ] . This illustrates 
that it is important to test driving behavior at multiple levels, 
thus not only vehicle control, but also driving behavior itself 
(for example, risk taking). Driving simulators are a safe way 
to test these driving behaviors. 

      Drugs of Abuse and Traf fi c Safety       
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 Other sources of information on drugs and traf fi c safety 
include epidemiological studies, roadside studies, and test-
ing driving-related skills in a laboratory setting. The  fi rst two 
methodologies provide information on the incidence of 
drugged driving and risks of having accidents. 

 Laboratory tests provide information on driving-related 
skills. An advantage of these measurements is that they can 
be performed in a controlled setting. It is, however, dif fi cult 
to predict actual driving performance of the laboratory test 
results. This is understandable from the fact that these tests 
examine driving-related skills in isolation, whereas during 
driving these skills are applied simultaneously  [  11  ] . In con-
clusion, different aspects of driving performance are covered 
by the available methodologies. Preferably, to draw conclu-
sions on the effects of a speci fi c drug on driving ability, the 
drug should therefore be tested applying more than one of 
these techniques. This chapter summarizes data from clinical 
trials examining the effects of drugs of abuse on driving abil-
ity and the risk of becoming involved in traf fi c accidents.  

   Alcohol 

 Alcohol is the most commonly detected substance in drivers. 
This is not surprising since alcohol is not prohibited in most 
countries and its use can be tested easily by police of fi cers by 
applying a breath alcohol test. 

 Most epidemiological studies on alcohol investigated the 
prevalence of alcohol in (fatally) injured drivers. About 50 
years ago, Borkenstein et al.  [  12  ]  conducted a classic road-
side study. His team stopped several thousand drivers and 
measured their blood alcohol concentration (BAC). After the 
drivers continued their way, they investigated the number of 

the tested drivers who were involved in a traf fi c accident 
afterward. A dose–response relationship was found between 
BAC and the risk of involvement in traf fi c accidents. In this 
study, the risk of alcohol impairment was shown to begin at 
a BAC level of 0.5 g/l; therefore, many countries have this 
BAC level as their legal limit. Many studies con fi rmed these 
 fi ndings and form foundation of current traf fi c regulations 
and legal limits for driving after using alcohol. The most 
common legal limits are 0.5 g/l (experienced drivers) and 
0.2 g/l (novice drivers). Some countries have lowered their 
BAC limits to 0.2 g/l. This is a consequence of  fi ndings in 
experimental studies showing that critical driving skills, such 
as divided attention, vigilance, psychomotor skills, and infor-
mation processing, are impaired by a BAC as low as 0.2 g/l. 
Studies which have investigated the effects of the lower legal 
BAC limits all show a decrease in car accidents after lower-
ing the limit  [  13,   14  ] . 

 Alcohol involvement is reported in 20–38% of the traf fi c-
related deaths  [  15,   16  ] . In Sweden, Ahlm et al.  [  15  ]  recently 
found a comparable number of intoxicated drivers. They 
revealed that 38% of the fatally injured and 21% of the non-
fatally injured drivers tested positive for alcohol. A Dutch 
study reported an adjusted 5.5 odds ratio for traf fi c accident 
injury after alcohol consumption  [  17  ] . A study in New 
Zealand tested 571 car-crash victims of which 36% tested 
positive for alcohol. In the control population (randomly 
stopped drivers), only 2% was under the in fl uence of alcohol 
 [  18  ] . US studies show a decrease in the number of drivers 
with a BAC above the legal limit, from 36% in 1973 to 17% 
in 1996  [  19  ] . This number is relatively high compared to that 
of Europe, especially when the legal BAC limits in some US 
states (0.8 g/l) is compared with the European limit (0.5 g/l) 
 [  20,   21  ] . 

  Fig. 44.1    Standard deviation of the lateral position (SDLP)       
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 Many experimental studies examined the effects of alco-
hol on driving performance. For example, Louwerens et al. 
 [  22  ]  conducted an on-the-road driving study with different 
BAC levels. Examination of the effects of the three most 
common legal BAC limits shows an SDLP increment of 
+2.4 cm (0.5 g/l), +4.1 cm (0.8 g/l), and +5.3 cm for a BAC 
level of 1.0 g/l. Their study also found a dose-dependent 
impairment of alcohol on weaving and is frequently used as 
a reference study when assessing the effects of other drugs 
on driving. 

 Drivers with low BAC levels may show successful com-
pensation for awareness of mild alcohol-induced impair-
ment. Calhoun et al.  [  23  ]  conducted a simulated driving 
study and found that at a low BAC (0.04%), performance 
slightly improved and drivers reduced their average speed. 
However, in the high BAC condition (0.08%), this compen-
sation was absent: performance deteriorated and speed 
increased. 

 In conclusion, there is substantial evidence that alcohol 
negatively affects driving performance. Therefore, alcohol 
use before driving should be avoided.  

   Nicotine 

 Laboratory studies show that nicotine decreases reaction 
speed, but increases attention  [  24  ] . Taking this into account, 
it can be hypothesized that nicotine enhances driving perfor-
mance. However, smoking can also be regarded as a second-
ary task while driving, which potentially distracts from the 
primary driving task. 

 There have been no studies on the prevalence of driving 
under the in fl uence of nicotine or on nicotine’s involvement 
in traf fi c accidents. In the few driving studies that have been 
performed, there was a focus on the impact of nicotine absti-
nence on driving performance. Two driving simulator studies 
show that smokers and nonsmokers perform equally in a test-
ing situation  [  25,   26  ] . However, when smokers had to refrain 
from smoking, a signi fi cant decrease in driving performance 
was observed. After smoking a cigarette, driving perfor-
mance restored to normal  [  25,   26  ] .  

   Cannabis 

 Cannabis or  D  9 -tetrahydrocannabinol (THC) is, after alcohol, 
the most commonly found drug in drivers. A recent study in 
Scotland showed that in approximately half of the drug or 
alcohol driving offenders, cannabinoids were found  [  27  ] . 
A Norwegian roadside study randomly stopping drivers 
revealed that 0.6% of the 10.835 drivers tested positive for 
the use of THC  [  21  ] . A recent roadside study in Queensland, 
Australia, showed that of the 1,587 stopped drivers, 1.26% of 

the drivers tested positive for THC  [  28  ] . Several epidemio-
logical studies, but not all  [  17  ] , reveal that THC usage 
signi fi cantly elevates the chance to be involved in car acci-
dents  [  17,   29–  34  ] . However, when looking at culpability 
rates, various studies did not show a signi fi cant effect for 
THC alone on these rates  [  3,   5  ] . 

 Klonoff  [  35  ]  was the  fi rst who tested THC effects in real 
traf fi c. After taking THC or placebo, subjects drove under 
supervision of a professional driving instructor, who evalu-
ated their performance. Subjects smoked a standardized cig-
arette containing 4.9 mg THC or 8.4 mg THC. Only in the 
highest dosage group the driving skills were affected. Sutton 
 [  36  ]  conducted an on-the-road test on a closed course, inves-
tigating the effects of cannabis and alcohol (combined and 
alone). He used the same THC dosages as Klonoff  [  35  ] . The 
alcohol intake was suf fi cient to establish a BAC of 0.06%. 
Sutton  [  36  ]  used of fi cial driver examination statutes, which 
makes his results more reliable than Klonoff’s subjective 
assessments of driving performance. The results only showed 
a signi fi cant driving impairment when alcohol and THC 
were combined and no impairment when each substance was 
used alone. The relatively short circuit that was used for the 
driving tests may account for the absence of THC effects 
when administered alone  [  36  ] . In an early review on THC 
and on-road and driving simulator studies, Smiley  [  37  ]  also 
concluded that THC impaired driving performance. Robbe 
 [  38  ]  tested the effects of THC alone and in combination with 
alcohol on driving performance. Robbe  [  38  ]  performed the 
on-the-road driving test, a car-following test, and a city driv-
ing test. Only the on-the-road driving test showed a signi fi cant 
dose-related decrease in driving performance. Results of the 
other two tests were not signi fi cant  [  38  ] . When alcohol was 
co-administered with THC, a dramatic decrease in driving 
performance was found. This effect was greater than when 
alcohol or THC was administered alone  [  39,   40  ] . Taking the 
results of these on-the-road studies into account, it can be 
said that THC alone impairs driving performance to some 
extent, whereas the combination of THC with alcohol has a 
clear negative effect on driving performance. 

 People seem aware of the impairing effects of THC and 
often compensate this impairment by a more conservative 
driving style (e.g., reducing speed)  [  37,   41  ] . This compensa-
tion might fail when cannabis is used in combination with 
alcohol. In conclusion, driving after cannabis use is unsafe, 
especially when combined with alcohol.  

   Cocaine 

 Studies show that the prevalence of cocaine-impaired drivers 
varies from less than 1 to 13%**  [  21,   42–  45  ] . This wide 
range is probably caused by the fact that cocaine use is more 
popular among different subgroups, for example, partygoers, 
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than in the general population. The percentage of cocaine-
using drivers depends therefore on the time and place of the 
roadside survey. 

 Cocaine users often report that they feel the drug does not 
impair their driving. Only one-third of 300 injecting drug 
users in Australia indicated that they found driving after 
cocaine use dangerous  [  46  ] . Thus most subjects did not indi-
cate cocaine-drugged driving as dangerous, probably because 
cocaine improves vigilance performance and reduces reac-
tion speed  [  47  ] . Cocaine users also reported being more alert 
and euphoric when using cocaine  [  47  ] . This may explain the 
overcon fi dence in their driving skills, and may result in 
unsafe driving such as speeding and dangerous take-over 
maneuvers. Police records con fi rm that these dangerous driv-
ing behaviors are commonly seen in cocaine-impaired driv-
ers  [  45,   47  ] . Experimental studies also show that cocaine 
impairs complex decision making and increases risk taking 
on tests such as the Iowa Gambling Task  [  48,   49  ] . This 
increased risk taking is also seen when participating in traf fi c. 
Misjudgment of driving ability and increased risk taking 
make driving after using cocaine unsafe.  

   Ecstasy or/and MDMA 

 Ecstasy or ±3,4-,methylenedioxymethamphetamine 
(MDMA) is a popular recreational drug that is frequently 
used at parties and festivals. It can be expected that after 
such events, a substantial number of ecstasy users will drive 
home under the in fl uence of MDMA  [  50,   51  ] . Ecstasy is 
often used in combination with other drugs and alcohol. 
Interviews performed in Scotland and Australia revealed that 
8–33% of the MDMA users would either drive themselves 
home under the in fl uence of drugs, or would be driven by 
someone who had used drugs  [  52–  55  ] . Interviews held with 
regular ecstasy users in Australia even revealed that 53% of 
the 573 users admitted to have driven under the in fl uence of 
this drug within the last 6 months  [  56  ] . Roadside studies 
show that only a small percentage (1–2%) of the general 
population drives under the in fl uence of ecstasy  [  57,   58  ] . 
Studies on car accident in Australia, Hong Kong, and France 
reveal that less than 5% of injured drivers tested positive for 
the use of MDMA  [  59,   60  ] . Thus, the use of ecstasy in traf fi c 
remains limited to a subgroup of partygoers. 

 Various studies have been conducted to examine the 
effects of MDMA on driving performance. Ramaekers and 
colleagues performed on-the-road driving tests in normal 
traf fi c to examine the effects of MDMA (with and without 
alcohol)  [  9,   10  ] . These studies showed a signi fi cant decrease 
in weaving of the car, indicating that MDMA improves per-
formance in the on-the-road driving test. Performance on the 
car-following test yielded mixed results  [  9,   10  ] . MDMA 
partly counteracted the impairing effects of alcohol in the 

on-the-road driving rest, an effect that was not seen in the 
car-following test. 

 Brookhuis et al.  [  8  ]  investigated simulated driving perfor-
mance of MDMA users before and after visiting a rave party. 
The results of this study indicate that driving performance 
decreases during the night after MDMA use. It was also 
shown that when MDMA was combined with other drugs, 
driving performance was further impaired. The results of this 
study can be in fl uenced by the effects of sleep deprivation as 
the tested subjects did not sleep during the night. Almost all 
subjects indicated that they found themselves a better driver 
after MDMA intake. A recent study con fi rmed that more than 
half of regular ecstasy users indicate that ecstasy does not 
impair their driving ability, or actually improves it  [  56  ] . 

 Although some researchers show that basic driving skills 
(lane keeping and reaction speed) improve after MDMA 
intake  [  9,   10  ] , which can explain the experienced driving 
improvement, other researchers found increased risk-taking 
behavior, impaired decision making, and impulsivity (e.g., 
speeding and ignoring stop signs)  [  61,   62  ] . MDMA can thus 
result in overcon fi dence and corresponding unsafe driving 
behavior.  

   LSD 

 The prevalence of lysergic acid diethylamide (LSD) use is 
low in the general driving population  [  63  ] . However, as for 
cocaine and ecstasy, LSD use is high in speci fi c populations. 
For example, Riley et al. interviewed 122 partygoers of 
whom 30.3% admitted using LSD in the past year. Of these 
partygoers, 36% con fi rmed they had driven after LSD intake 
on one or more occasions  [  53  ] . Neal  [  55  ]  questioned 61 
Scottish nightclub attendees about their drug usage and driv-
ing experiences. Eight percent of the questioned attendees 
admitted to have driven after the intake of LSD. Noteworthy, 
all interviewed drivers experienced driving after LSD usage 
as very dangerous. They reported distracting hallucinations 
and visual impairments as the most dangerous effects of LSD 
on driving performance. 

 No real driving or simulator tests have been performed 
with LSD and there is little experimental evidence on its 
effects on psychomotor functioning; besides that LSD 
signi fi cantly decreases reaction time  [  64  ] .  

   Ketamine 

 Researchers suggest that driving after using ketamine is 
common among partygoers  [  65  ] . In Scotland, 15% of 122 
partygoers admitted the use of ketamine; of them, 36% 
con fi rmed driving after ketamine use  [  53  ] . A study on the 
victims of fatal car-crashes in Hong Kong revealed that in 
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9% of the investigated cases, ketamine was found in the 
 victim  [  65  ] . 

 Several studies investigated the effects of ketamine on 
psychomotor and cognitive function, but driving itself has 
not been studied. Krystal et al.  [  66  ]  reported an impairing 
effect of ketamine on executive cognitive function. Other 
studies reported impaired response inhibition, decreased 
attention, and impaired memory function after ketamine 
infusion in healthy volunteers  [  67,   68  ] , and prolonged reac-
tion time in choice reaction time tests  [  69  ] . Subjects are often 
aware of these effects and indicated that they feel more tired 
and clumsy  [  70  ] . In addition, ketamine can also cause “out of 
body” experiences, illusions, sometimes hallucinations, and 
misinterpretation of visual and auditory stimuli  [  71,   72  ] . 
These last effects are the main reason why people use ket-
amine as a recreational drug. However, these effects make 
driving after ketamine use unsafe.  

   Amphetamines 

 The incidence of methamphetamine use in the general driver 
population is about 2%  [  73  ] . The prevalence of methamphet-
amine in victims of traf fi c accidents ranges from 2 to 5%  [  59, 
  60,   74,   75  ] . Recent studies in Switzerland and Scotland 
revealed that approximately 7% of apprehended suspects of 
driving under the in fl uence of drugs tested positive for 
amphetamine  [  27  ] . 

 Truck drivers and other long-distance drivers are known 
to use methamphetamines and other stimulant drugs to stay 
awake during their long driving hours. Crouch et al.  [  76  ]  
investigated the use of drugs in fatally injured truck drivers. 
They found that 7% of them had used methamphetamines or 
amphetamine. A more recent study among 1,000 truck driv-
ers in France revealed that 0.3% of the drivers tested positive 
for amphetamine  [  77  ] . Although percentages of users are 
relatively low, (meth)amphetamine use by professional driv-
ers is of particular concern. 

 There are no on-the-road driving studies performed with 
amphetamine. A driving simulator study revealed that dex-
amphetamine, a drug with similar effects as methamphet-
amine, signi fi cantly improved driving performance during 
day-time testing. During night-time testing, no signi fi cant dif-
ference from placebo was found  [  78  ] . Miller et al.  [  79  ]  inves-
tigated narcoleptic patients and healthy controls, who had to 
perform a simple computer-based driving simulator test. After 
the use of methamphetamine, the performance of the narco-
leptic patients improved in a dose-dependent manner. 

 Gustavsen et al.  [  80  ]  reviewed literature on amphetamine 
and methamphetamine use and the effects on psychomotor 
performance. They concluded that low dosages of amphet-
amine restore the performance of fatigue persons to baseline 
and signi fi cantly improve performance in normal subjects. 

However, after reviewing data of the impaired driver registry 
of the Norwegian Institute of Public Health, they also con-
cluded that there was a positive relationship between amphet-
amine concentration and driving impairment  [  80  ] . 

 Logan  [  81  ]  reviewed 28 cases where drivers were arrested 
or killed after methamphetamine use. This review examined 
the effects of low and high dosages of methamphetamine on 
driving performance. The results indicate that a low dose of 
methamphetamine increases alertness and reduces sleepiness 
and reaction time. Higher dosages (commonly used by driv-
ers) can lead to euphoria, rapid  fl ow of ideas, feelings of 
great mental capacity and physical strength, and sometimes 
hallucinations and delusions. When blood methamphetamine 
concentrations are declining, agitation replaces feelings of 
euphoria, the subject becomes very fatigue, and concentra-
tion problems may occur. Therefore, he concluded that meth-
amphetamine at every concentration can cause impairment 
in driving performance. In another review, Logan  [  82  ]  stated 
that most studies that examined the behavioral effects of 
stimulant drugs suggested an increase in risk-taking behav-
ior and impaired decision making. 

 Taken together, driving after high dosages of metham-
phetamine is dangerous, especially in the withdrawal phase.  

   Inhalants 

 Only few studies have reported the use of inhalants in driv-
ers, which is not surprising since inhalants are not a popular 
drug of abuse. Of 1,500 Spanish drivers, only 0.1% admitted 
to have driven after the non-medical use of an inhalant in the 
past week  [  83  ] . Five percent of 300 interviewed injecting 
drug users in Australia declared that they had at least once 
driven after non-medical inhalant use  [  46  ] . Bennet et al.  [  84  ]  
reported that among US students, 5.2% had abused inhalants 
before their eighteenth birthday; of them, 61.7% admitted to 
have driven after the use of drugs or alcohol. At present no 
simulator studies or actual driving test has been conducted to 
examine the effects of inhalants on driving performance. 

 Some studies have examined the psychomotor effects of 
inhalants. Korman et al.  [  85  ]  compared inhalant abusers with 
other-drug-abusing controls on 67 neuropsychological mea-
sures. These tests show signi fi cantly more impairment in 
inhalant abusers on various tests, including impaired visual-
perceptual skills and decreased psychomotor skills. More 
recent, Beckman et al.  [  86  ]  investigated the direct effects of 
three inhalants (N 

2
 O, iso fl urane, and sevo fl urane) on psycho-

motor functioning. Memory function, auditory reaction time, 
eye–hand coordination, and time estimation were signi fi cantly 
impaired after the use of these three inhalants. Subjects were 
also more tired after using iso fl urane and sevo fl urane. 

 Adverse effects of inhalant abuse can be hallucinations, 
delusions, and distortions in perception of size, color, and 
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time  [  87  ] . Kurtzman et al.  [  88  ]  con fi rmed these  fi ndings and 
added tremors, slurred speech, euphoria, and decreased 
re fl exes as common side effects of inhalant abuse. More 
research is needed to establish the effects of inhalants on 
actual driving performance.  

   Anabolic Steroids 

 Anabolic steroids are used by athletes to enhance their sport 
performance. However, there are also cases in which ana-
bolic steroids were used as a recreational drug  [  89  ] . 

 Due to the small number of studies which are performed 
examining anabolic steroids, little is known about the effects 
of these drugs on driving performance. Ellingrod et al.  [  90  ]  
performed the only driving simulator study with a small 
number of subject. They compared driving performance and 
level of aggression of six subjects after administrating testos-
terone cypionate and placebo. The drugs were administrated 
daily for a period of 3 weeks to establish steady-state con-
centrations. They found no signi fi cant effects of the steroid 
on driving performance and aggressive behavior. 

 A review of Thiblin et al.  [  91  ]  investigated the pharmaco-
epidemiology of anabolic steroid use. They report an increase 
in con fi dence, self-esteem, motivation, and energy as short-
term consequences of steroid use. They also noticed that pro-
longed anabolic steroid use could cause deviant behavior such 
as aggressive behavior and reckless driving. Hall et al.  [  92  ]  also 
reported an increase in aggression and symptoms as rage, 
depression, delirium, mania, and psychosis for anabolic steroid 
users. More recently, Mc Gabe et al.  [  93  ]  con fi rmed these 
results. They also found a positive association between anabolic 
steroids intake and risk-taking behavior, such as combining 
drinking and driving. A study in Massachusetts (USA) revealed 
that students showed signi fi cantly more risk-taking behavior 
after using anabolic steroids. They drove more frequently after 
drinking and did not use seatbelts or helmets  [  94  ] . 

 Since there is little known about the actual effects of ana-
bolic steroids on driving and psychomotor performance, 
more research is needed to draw absolute conclusions on ste-
roids and driving.  

   Conclusion 

 Many drugs of abuse have a negative effect on driving per-
formance. The effects can be characterized as sedation or 
increasing risk-taking behavior. 

 The effects of alcohol, THC, and ecstasy are extensively 
investigated. In contrast, other common drugs of abuse such 
as cocaine and amphetamines received much less scienti fi c 
attention. Future research should focus on these drugs, 
because they are commonly used in subgroups of drivers 

(e.g., partygoers) who sometimes even claim that these drugs 
improve their driving. Another line of research that deserves 
further studying regards the effects of polydrug use on driv-
ing. Little is known about the effects of co-use of two or 
more drugs, or the effects of concurrent alcohol use. This 
research is important, because in real life the use of drugs is 
generally combined with alcohol, and not very often limited 
to a single drug  [  51  ] .      
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  Abstract 

 Research consistently demonstrates that substance use disorders (SUDs) constitute a major 
public health problem in the USA and around the world. In fact, SUDs account for approxi-
mately one in four deaths in the USA each year and result in more lives lost, illness, and 
disability than any other preventable health condition (Hanson and Li, JAMA 289(8):1031–
1032; 2003).       

 Persons with SUDs include those who use illicit drugs as well as those who use alcohol, 
prescription medications, or over-the-counter products in ways that vary from recommended 
practices. SUDs are conceptualized as occurring on a continuum that ranges from at-risk or 
hazardous use; through problematic or harmful use and abuse; and ultimately leading to 
dependence or addiction. 

 The general health care system in the USA offers an ideal opportunity to identify and 
treat persons af fl icted with SUDs and thereby to reduce associated adverse health, family, 
and societal effects (Association for Medical Education and Research in Substance Abuse. 
Strategic plan for interdisciplinary faculty development: arming the nation’s health profes-
sional workforce for a new approach to substance use disorders. Providence, RI: The 
Association; 2002).       Physicians are particularly well positioned to intervene effectively with 
patients who have these disorders (National Institute on Drug Abuse. The economic costs 
of alcohol and drug abuse in the United States—1992. Rockville, MD: NIDA, National 
Institutes of Health; 1998).       

 Yet there is evidence that physicians are not adequately prepared to take advantage of 
this opportunity (Fiellin DA et al. The physician’s role in caring for patients with substance 
use disorders: implications for medical education and training. In: Project mainstream: stra-
tegic plan for interdisciplinary faculty development: arming the nation’s health professional 
workforce for a new approach to substance use disorders: part II. Discipline-specifi c recom-
mendations for faculty development. Providence, RI: Association for Medical Education 
and Research in Substance Abuse; 2002).       In a survey of 1,082 physicians that asked about 
screening practices regarding illicit drug use, 68% reported that they routinely screen 
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   Introduction 

 Disorders related to unhealthy use of alcohol, tobacco, and 
other drugs are among the most serious public health prob-
lems in the world. Research consistently demonstrates that 
such substance use disorders (SUDs) constitute a major pub-
lic health problem. Overall, SUDs account for approximately 
one in four deaths in the USA each year and result in more 
lives lost, illness, and disability than any other preventable 
health condition  [  1  ] . 

 The problem is widespread. For example, estimates based 
on the National Survey on Drug Use and Health  [  2  ]  show 
that in 2004, among Americans aged 12 or older, there were 
19.1 million current users of illicit drugs, 121 million users 

of alcohol, and 70.3 million users of tobacco products. 
In addition, virtually all regular smokers are considered nic-
otine-dependent and or at great risk for becoming so. 

 Nor are the consequences for the public health or the pub-
lic purse insigni fi cant. In the USA, drug abuse was responsible 
for approximately 22,000 deaths in 2001 and $180.8 billion 
in total annual economic costs in 2002  [  3  ] . Alcohol use in the 
USA is estimated to be responsible for 100,000 deaths annu-
ally and a health care cost of $185 billion  [  4  ] . Tobacco use, 
the leading underlying cause of death, results in 400,000 pre-
mature deaths annually. 

 Persons with SUDs include those who use illicit drugs as 
well as those who use alcohol, prescription medications, or 
over-the-counter products in ways that vary from recom-
mended practices. SUDs are conceptualized as occurring on 
a continuum that ranges from at-risk or hazardous use; 
through problematic or harmful use and abuse; and ulti-
mately leading to dependence or addiction. Any use of an 
illegal substance or tobacco is considered at-risk use. Problem 
drug users are those persons who have experienced drug-
related harm yet continue to use. The criteria for addiction 
include loss of control, continued use despite adverse conse-
quences, and evidence of physical dependence, although the 
criteria vary somewhat by drug class (see Table  45.1 ). For 
example, opioids often cause physical dependence when 

  Learning Objectives    

    Substance use disorders (SUDs)—which occur on a • 
continuum ranging from risky use through abuse to 
addiction—account for one in four deaths in the 
USA each year and result in more lives lost, illness, 
and disability than any other preventable health 
condition.  
  SUDs are preventable if risky behaviors are • 
identi fi ed early and receive effective interventions. 
Addiction is a treatable disease of the brain.  
  Given the signi fi cance of the problem and the dem-• 
onstrated effectiveness of interventions, too little 
attention has been paid to educating primary care 
physicians and other health professionals to respond 
to the needs of the millions of individuals and fami-
lies affected by SUDs.  
  There is wide consensus as to speci fi c steps that • 
would improve teaching about SUDS at all levels of 
medical education—undergraduate, graduate, and 
continuing medical education.  
  Obstacles to achieving improvements can be over-• 
come through the application of strategies and the 
in fl uence of external incentives like those cited in 
this chapter.    

  Issues that Need to Be Addressed by Future Research 

 There is an acute need for systematic evaluations of 
medical education about substance use disorders 
(SUDs). For example, a systematic examination of 
research funding  [  1  ]  found that the majority of original 
medical education research published in 13 peer-
reviewed journals was not formally funded. Moreover, 
research that  was  funded received substantially less 
funding than needed; i.e., funded studies received a 
median amount of $15,000 while their calculated 
median cost was $37,315. The authors pointed out that 
less than 0.04% of Federal spending on graduate med-
ical education goes toward education research. 

patients, while 55% said they routinely offer referral to treatment to those patients who 
screen positive. However, 15% reported that they do not intervene, even when signs of SUD 
are apparent (Kessler et al., Arch Gen Psychiatry 51:8–18, 1994).       

 This chapter outlines the rationale for greater physician involvement in recognizing and 
treating patients with SUDs, describes core clinical competencies and didactic initiatives 
for all physicians, reviews current barriers to improved medical education about SUDs, and 
presents strategies for overcoming those barriers.            
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used therapeutically without any other evidence for addic-
tion. Other drugs of abuse, such as hallucinogens and inhal-
ants, do not appear to cause physical dependence at all, yet 
are considered addictive  [  5  ] .  

 Further complicating the picture, evidence shows that the 
majority of health, family, and social problems related to 
alcohol and drug use in the USA—as in most countries of the 
world—occur in nondependent persons who are drinking 
and using drugs in excess of the recommended levels  [  6  ] . 
For example, most persons involved in fatal alcohol-related 
motor vehicle crashes are not alcoholics  [  7  ] . As a result, 
experts are beginning to advocate for the public health 
bene fi ts of intervening with problem users, without waiting 
for addiction to develop  [  5,   8,   9  ] . This represents a signi fi cant 
shift in Federal policy and is supported by a considerable 
body of basic, clinical, and services research. However, it 
also demands changes in the way physicians and other health 
care professionals identify and address SUDs. 

 This chapter outlines the rationale for greater physician 
involvement in recognizing and treating patients with SUDs, 

describes core clinical competencies and didactic initiatives 
for all physicians, reviews current barriers to improved medi-
cal education about SUDs, and presents strategies for over-
coming those barriers.  

   The Challenge of Teaching About Substance 
Use Disorders 

 Over the past decade, research has led to unprecedented 
advances in our understanding of SUDs. Investigators have 
identi fi ed the primary receptors for every major class of 
abused drug (including alcohol), identi fi ed their genetic 
codes, and cloned the receptors  [  10,   11  ] . They have mapped 
the locations of those receptors in the brain and determined 
the neurotransmitter systems involved  [  12  ] . Researchers 
have demonstrated the activation of these areas during addic-
tion, withdrawal, and craving  [  13  ] ; identi fi ed and separated 
the mechanisms underlying drug-seeking behavior and phys-
ical dependence  [  14  ] ; and developed animal models for drug 

   Table 45.1    Diagnostic criteria for substance use disorders (SUDs)   

 The following criteria appear in the  Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision  ( DSM-IV-TR ), 
published by the American Psychiatric Association (APA 2000) 

  Criteria for substance abuse  
 A maladaptive pattern of substance use leading to clinically signi fi cant impairment or distress, as manifested by one (or more) of the 
following, occurring within a 12-month period: 
 1. Recurrent substance use resulting in a failure to ful fi ll major role obligations at work, school, or home (e.g., repeated absences or poor 

work performance related to substance use; substance-related absences, suspensions, or expulsions from school; neglect of children or 
household) 

 2. Recurrent use in situations in which it is physically hazardous (e.g., driving an automobile or operating a machine when impaired by 
substance use) 

 3. Recurrent substance-related legal problems (e.g., arrests for substance-related disorderly conduct) 
 4. Continued substance use despite having persistent or recurrent social or interpersonal problems caused or exacerbated by the effects of 

the substance (e.g., arguments with spouse about consequences of intoxication, physical  fi ghts) 
 The symptoms have never met the criteria for Substance Dependence for this class of substance 

  Criteria for substance dependence  
 A maladaptive pattern of substance use, leading to clinically signi fi cant impairment or distress, as manifested by three (or more) of the 
following, occurring at any time in the same 12-month period: 
 1. Tolerance, as de fi ned by either of the following: 

 a. A need for markedly increased amounts of the substance to achieve intoxication or desired effect 
 b. Markedly diminished effect with continued use of the same amount of the substance 

 2. Withdrawal: 
 a. The characteristic withdrawal syndrome for the substance 
 b. The same (or closely related) substance is taken to relieve or avoid withdrawal symptoms 

 3. The substance is often taken in larger amounts or over a longer period than was intended 
 4. There is a persistent desire or unsuccessful efforts to cut down or control substance use 
 5. A great deal of time is spent in activities necessary to obtain the substance (e.g., visiting multiple doctors or driving long distances), use 

the substance (e.g., chain smoking), or recover from its effects 
 6. Important social, occupational, or recreational activities are given up or reduced because of substance use 
 The substance use is continued despite the knowledge of having a persistent or recurrent physical or psychological problem that is likely to 
have been caused or exacerbated by the substance (e.g., current cocaine use despite recognition of cocaine-induced depression or continued 
drinking despite recognition that an ulcer was made worse by alcohol consumption) 

   Source : American Psychiatric Association.  Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision  ( DSM-IV-TR).  
Washington, DC: The Association, 2000  
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self-administration  [  15  ] . Most importantly, they have 
 demonstrated that the mesolimbic dopamine system is the 
primary site of the dysfunction caused by abused drugs  [  16  ] . 
Outcomes studies have developed a documented body of 
knowledge regarding “what works” in the prevention and 
treatment of SUDs, as well as clear evidence that treatment 
of SUDs is at least as effective as treatment of other chronic 
medical disorders. 

 Such advances have provided a clear understanding that 
substance misuse and abuse are preventable behaviors and 
that addiction is a treatable disease of the brain. This para-
digm shift provides unprecedented opportunities to achieve 
the goal of reducing the health and social consequences of 
substance misuse, abuse, and addiction, and to improve the 
care of those so af fl icted. 

 Unfortunately, progress has not been so rapid or dramatic 
in another key area that holds tremendous potential: the edu-
cation and training of the health care workforce. Far too little 
attention has been paid to educating primary care physicians 
and other health professionals to respond to the needs of the 
millions of individuals and families affected by SUDs. As a 
result, primary care physicians do not identify and diagnose 
alcohol, tobacco, and drug problems with the same acuity 
they bring to other medical disorders. 

 A signi fi cant body of research documents current short-
comings in medical education about SUDs:

    • Undergraduate medical education : Overall, undergradu-
ate medical education about SUDs is inadequate, incon-
sistently applied, and generally not viewed as a high 
priority  [  17  ] . For example, national surveys of medical 
schools have found widespread failures to offer or require 
training about SUDs  [  18,   19  ] . Only a minority of US 
medical schools have established Departments of 
Addiction Medicine, whose faculty can provide needed 
advocacy for teaching about SUDs as well as leadership 
in integrating such training into the curriculum across all 
4 years of undergraduate medical education.  
   • Graduate medical education : De fi cits in teaching about 
SUDs also are apparent in graduate education  [  20  ] . 
A study of 1,831 residency program directors  [  21  ]  found 
that only 56% of residency programs required a 
curriculum in SUDs (ranging from 95% of psychiatric 
residencies to 32% of pediatric residencies). Other than 
psychiatry, only in internal and family medicine did more 
than half the programs require SUD training. The number 
of training hours required varied from 3 h in emergency 
medicine and OB/GYN to 12 h in family medicine.  
   • Continuing medical education : Multiple studies of con-
tinuing medical education about SUDs have reached 
similar conclusions: there are suf fi cient materials, policies 
and guidelines available from organized medical associa-
tions to underscore the responsibility of physicians for 
identifying and addressing patients’ SUDs. However, 
the materials alone have proved insuf fi cient to generate 

 substantial change in physician behavior and need to be 
supplemented by more effective approaches, including 
audit and feedback,  fi nancial incentives, and promulga-
tion of guidelines  [  22–  24  ] .    
 Such shortcomings can be attributed in part to inadequate 

resources to conduct and scienti fi cally evaluate medical edu-
cation strategies. For example, a systematic examination of 
research funding  [  25  ]  found that the majority of original 
medical education research published in 13 peer-reviewed 
journals was not formally funded. Moreover, research that 
 was  funded received substantially less funding than needed; 
e.g., funded studies received a median amount of $15,000 
while their calculated median cost was $37,315. The authors 
pointed out that less than 0.04% of Federal spending on 
graduate medical education goes toward education research.  

   Why Is It Important to Reach Primary 
Care Physicians? 

 There is compelling evidence that the general health care sys-
tem in the USA affords an ideal opportunity for the preven-
tion and early identi fi cation of SUDs in children and adults, 
and thus a reduction in the associated adverse effects of SUDs 
on the health of individuals, families, and society. Multiple 
studies demonstrate that patients who have or are at risk for 
SUDs are commonly seen in clinical settings  [  26  ] . For exam-
ple, an assessment of the 90-day prevalence of alcohol and 
drug use disorders in 22 primary care practices found that 9% 
of the patients screened were at-risk drinkers, 8% were prob-
lem drinkers, and 5% were alcohol-dependent  [  27  ] . 

 Similarly, a study  [  28  ]  of a sample of 1,419 patients in 
HMO primary care clinics found a prevalence of 7.5% for 
hazardous drinking and 3.2% for nonmedical drug use (with 
one in ten patients reporting one of the two problems)—rates 
that were similar to those for hypertension and diabetes. 
Compared with other patients, those at risk for or experienc-
ing SUDs had higher rates of related medical problems 
(injury, hypertension), utilized services more often (1.5 times 
more primary care visits), and incurred higher costs per 
patient for services such as psychiatry, emergency depart-
ment, and pharmacy. In another study, 7–20% of patients 
seen in outpatient settings, 30–40% of those in emergency 
departments, and 50% of trauma patients met the criteria for 
an alcohol use disorder  [  6  ] . 

 Research also shows that physicians play an important 
role in their patients’ health-related decisions. For example, 
reviews of brief interventions for alcohol and drug problems 
found that counseling by a primary care physician can be 
effective in changing the course of patients’ harmful drink-
ing  [  29,   30  ] . Smoking cessation research shows that a physi-
cian’s advice to quit smoking is enough to convince many 
patients to undertake such an effort. And interventions by 
emergency physicians have been shown to reduce subsequent 
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alcohol use and readmission for traumatic injuries  [  31  ] , as 
well as drinking and driving, traf fi c violations, alcohol-
related injuries, and alcohol-related problems among 18- and 
19-year-olds  [  32  ] . 

 Today, a goal of  Healthy People 2010   [  33  ]  is to reduce the 
incidence of SUDs so as to protect the health, safety, and 
quality of life for all children and adults. This involves pre-
venting and reducing the adverse consequences of substance 
use and abuse, including deaths and injuries related to motor 
vehicle crashes; drug-induced deaths; drug-related hospital 
emergency department visits; drug-related violence; lost 
productivity; reduced adolescent and adult use of illicit sub-
stances and adolescent steroid and inhalant use; increasing 
the population of substance-free youth; and increasing access 
to treatment for substance abuse by closing the treatment 
gap. Earlier recognition of drug use, especially in children 
and adolescents and in populations at high risk for SUDs, 
may prevent progression from problem use or misuse to 
abuse and dependence. 

 There is a general consensus in the health care commu-
nity that to achieve these goals, regular screening, early 
intervention (including the use of brief interventions and 
smoking cessation advice), and—where appropriate—referral 
for formal assessment and specialized treatment should be 
a routine part of primary care, even though many primary 
care physicians may not be comfortable in actually treating 
SUDs. In fact, when the US Preventive Services Task Force 
(USPSTF) systematically assessed the value of clinical pre-
ventive services for average-risk patients, it concluded that 
assessment and counseling of adolescents for drinking and 
drug use ranks among the 14 top-rated services that should 
be provided  [  34  ] . The Task Force also concluded that (a) 
physicians should be alert to the signs and symptoms of drug 
abuse in patients; (b) that affected patients should be referred 
to specialized treatment facilities; and (c) that all pregnant 
women should be advised of the potential adverse effects of 
alcohol and drug use on the developing fetus  [  35  ] .  

   Recommended Content of Medical Education 

 Given the weight of evidence supporting intervention by pri-
mary care physicians to prevent, diagnose, and manage 
SUDs in their patients, what educational content and training 
experiences would best prepare them to execute this 
responsibility? 

   Undergraduate Medical Education 

 Medical school curricula need to be examined in terms of 
the multiple stages traversed by a medical student on the 
way to acquiring the knowledge and skills needed for the 

good  practice of medicine. Traditionally, the basic 
sciences—where SUD education would begin—have been 
taught in the  fi rst 2 years. However, recent changes in the 
way medical school curricula are organized suggest that no 
single teaching model is appropriate for all schools. At the 
same time, there is a wide agreement on the importance of 
establishing a basic foundation of knowledge in the preclini-
cal years. 

 Certain basic texts also remain important to all medical 
education programs. A sampling of some of the classic text-
books reveals the presence of either speci fi c sections or sub-
sections identi fi ed as addiction-related or SUD-related 
materials interspersed throughout the texts  [  36–  38  ] . However, 
it is not clear how much of this is studied throughout the 
basic science years. Studies to determine exactly what is 
covered thus are an important step in improving medical stu-
dents’ understanding of SUDs. 

 A variety of attempts have been made to establish a core 
curriculum for teaching about SUDs. Table  45.2  shows the 
outline of recommendations developed and/or endorsed by 
the American Medical Association  [  39,   40  ] , the American 
Society of Addiction Medicine, the American Osteopathic 
Academy of Addiction Medicine  [  41  ] , and the 
Association for Medical Education and Research in 
Substance Abuse  [  4  ] .  

 Guidelines like those summarized in Table  45.2  can be 
helpful in establishing learning objectives for the didactic 
and clinical clerkship areas of study. Establishing well- 
articulated and accepted objectives within both the basic sci-
ence and clinical faculty is essential in moving this initiative 
forward. 

 Providing adequate instruction about SUDs as part of 
undergraduate medical education requires the presence of an 
identi fi able faculty member who can serve as a leader or 
advocate for or director of services and education. Ideally 
operating from a Department of Addiction Medicine, such 
an individual would be accountable for development, imple-
mentation, and maintenance of the didactic program, as well 
as establishments of clerkships that integrate SUD knowl-
edge into practice. A demonstration of such integrated 
instruction is found at the Vanderbilt University School of 
Medicine, where a clearly identi fi ed faculty director leads 
the program in addiction medicine  [  42  ] . 

 At many schools, however, a faculty leader and champion 
for SUD training would be dif fi cult to  fi nd because of the 
relative scarcity of faculty who possess the requisite exper-
tise. In such cases, the medical school should proactively 
sponsor a faculty development initiative and/or solicit the 
expertise from another institution. 

   Years 1 and 2 
 Once an individual or team is in place, their initial task would 
be to review what is being taught in the  fi rst 2 years. Individual 
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experts and commissions generally recommend that study of 
the basic sciences address the following topics:

    • Pharmacology : The pharmacodynamics and pharmacoki-
netics of the most frequently abused substances (alcohol, 
tobacco, and prescription and illicit drugs) often are 
addressed in current curricula.  
   • Physiology : The physiologic response to alcohol, tobacco, 
and other drugs, as observed in animal and human mod-
els, should be addressed.  
   • Pathology : In pathology, the morbidity and mortality of 
drug and alcohol associated illnesses are often underrep-
resented. During the preclinical years, the Addiction 
Medicine program director can help to integrate an under-
standing of the role these substances play in the develop-
ment of pathology in various organ systems.    
 The foregoing changes to the curriculum can be accom-

plished through careful review of the curriculum and estab-
lishment of speci fi c learning objectives. An Addiction 
Medicine program director can be an advocate for increasing 
the time spent on such topics. 

 There is a need to accommodate the various ways in 
which the basic sciences are taught. For example, if instruc-
tion in the clinical areas of medicine—such as cardiology or 
neurology—is divided into discrete modules, then it would 
be advisable to create a module on SUDs. In other programs, 

it might be more effective to adopt a disease- or system-
focused approach. The paramount need is to review the 
instructional model used in each medical school and to 
develop or adapt the instruction about SUDs to  fi t that edu-
cational format. An Addiction Medicine program director 
would lead such a review process. 

 In most medical schools, introduction to the basic sci-
ences is followed by exposure to training in how to conduct 
a clinical interview and physical examination. Schools vary 
in how they approach these important clinical skills, particu-
larly in the amount of involvement by live patients. Some 
schools use trained actors or sophisticated computer simula-
tions. An Addiction Medicine program director can play a 
role in advocating for patients with real or suspected SUDs 
to be included in this educational exercise, and then in evalu-
ating the performance criteria. The program director also can 
assure that speci fi c skills in screening and brief intervention 
for SUDs are included in the exercise. 

 Video has been used in creative ways to help medical stu-
dents consider the dif fi culties confronting a patient with 
SUD. In some schools, faculty use feature  fi lms that dramati-
cally depict many of the signs and symptoms of an addictive 
disease, and/or one of many scienti fi c documentaries. Such 
visual presentations have proved effective in engaging 
 students in discussions of both clinical and ethical issues. 

   Table 45.2    Elements of a Core Curriculum for Undergraduate Medical Education   

 1. Screening, prevention, and brief intervention 
 a. Students should know how and when to screen patients for substance use disorders 
 b. They should know how to perform preventive counseling and brief interventions, as appropriate 

 2. Evaluation and management 
 a. Students should understand the etiology, neurobiology, and epidemiology of substance use disorders 
 b. They should be able to evaluate patients with substance use disorders and stage the disorder 
 c. They should know when to refer such patients to specialized addiction services that match the patients’ individual treatment needs 
 d. They should be prepared to address the needs of special populations, such as adolescents and older adults 

 3. Co-occurring disorders 
 a. Students should be able to identify and manage or appropriately refer patients with medical conditions and psychiatric disorders that 

co-occur with, or are complications of, substance use disorders 
 4. Legal and ethical issues 

 a. Students should understand and be prepared to address the legal and ethical issues raised by the diagnosis and treatment of patients with 
substance use disorders 

 5. Prescriber education and the prevention of prescription drug abuse 
 a. Students should understand and be prepared to address the clinical, legal, and ethical issues involved in prescribing medications with 

abuse potential 
 b. They should know how to monitor patients for potential nonmedical use of such medications and how to address any indications of such 

nonmedical use 
 6. Impaired health professionals 

 a. Students should be able to recognize substance use disorders in fellow physicians or other health professionals 
 b. They should be able make appropriate referrals so as to protect patients and the public, while helping the impaired individual obtain 

treatment 

   Source:  Adapted from multiple sources, particularly Fiellin DA, Butler R, D’Onofrio G, Brown RL, O’Connor PG. The physician’s role in caring 
for patients with substance use disorders: Implications for medical education and training. In  Project Mainstream: Strategic Plan for Interdisciplinary 
Faculty Development: Arming the Nation’s Health Professional Workforce for a New Approach to Substance Use Disorders: Part II. Discipline-
Speci fi c Recommendations for Faculty Development . Providence, RI: Association for Medical Education and Research in Substance Abuse, 
2002.  
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They also present an opportunity to address the issue of 
stigma, which negatively affects patients’ access to appropri-
ate care. 

 The website of the Alcohol Medical Scholars Program 
(AMSP; see   http://www.alcoholmedicalscholars.org/video-
list.htm    ) contains a list of video programs dedicated to pro-
viding opportunities for young faculty interested in SUDs. 

 Another signi fi cant topic during the  fi rst 2 years of medi-
cal school is appropriate prescribing of controlled substances. 
This can reduce the potential for harm to future patients 
through inappropriate use or diversion of drugs  [  43  ] . It also 
may reduce the students’ own vulnerability to enforcement 
and regulatory actions. Students can be taught how to appro-
priately screen patients and assess the risk of drug abuse and 
dependence. They also can learn to appreciate the complexi-
ties involved in prescribing controlled substances to a patient 
who is actively addicted or in recovery, while attending to 
adequate management of pain, anxiety, depression, comorbid 
mental illness, and other co-occurring conditions, as well as 
the laws and regulations that govern their use of such medi-
cations. Inappropriate prescribing by well-intentioned but ill-
informed physicians has contributed to the Nation’s problems 
with prescription drug abuse  [  44  ] . Careful instruction during 
the medical school years can help young physicians move 
con fi dently and knowledgeably into clinical practice. 

 An Addiction Medicine program director can facilitate 
inclusion of this topic in the curriculum at the point students 
complete their second year. The director also can coordinate 
consistent instruction by clinical faculty and house staff. This 
is important in light of evidence that students’ attitudes toward 
SUD and prescribing practices are often negatively in fl uenced 
by more senior physicians.  [  45  ]  Prescribing practices have 
been described as being in fl uenced in three ways  [  43  ] :
    1.     Instrumental : through critical analysis  
    2.     Command : through a fear of external consequence  
    3.     Customary : through the in fl uence of general consensus 

among a peer group     
 Prescription practices are most strongly in fl uenced by the 

customary mode, resulting in a situation in which use of 
medications is more often in fl uenced by tradition than sci-
ence  [  46  ] . This fact underscores the important but arduous 
task of attempting to change the attitudes of the more senior 
physician faculty through ongoing interaction and training 
by the Addiction Medicine program director and others. 

 The medical student’s or young physician’s personal vul-
nerability to SUDs should also be addressed during the  fi rst 
2 years of medical school. Students and trainees need to 
acknowledge the occupational hazard posed by their own 
ready access to controlled substances. They also need to 
understand the preventive and remedial services available 
through physician health programs. The importance of 
addressing this subject is underscored by data showing that 
more than 7% of medical students and 30% of students’ 

 family members had a history consistent with an SUD  [  47  ] . 
These in fl uences not only increase their personal risk, but 
also lead them to minimize or stigmatize the degree of suf-
fering encountered by patients with SUDs, which can nega-
tively in fl uence the care they offer their patients. Students 
may need close supervision and counseling to address this 
issue.  

   Years 3 and 4 
 In the third and fourth years of undergraduate education, 
medical students rotate through six clinical areas: family 
practice, internal medicine, surgery, pediatrics, psychiatry, 
and obstetrics/gynecology. These are taught through a com-
bination of didactic presentations and supervised patient 
care, as students typically participate in discussions of inpa-
tient cases, bedside teaching, case-based lectures, and small 
group discussions. Medical schools have the opportunity to 
adjust the opportunities for electives and selectives beyond 
these core areas. 

 Too often, teaching about SUDs is relegated to educa-
tional units on psychiatry but ignored in the other clinical 
areas. Psychiatry does play a major role in the identi fi cation 
and treatment of patients with SUDs and in addressing 
comorbid psychiatric disorders. Students need to be exposed 
to the appropriate use of psychotropic medications and psy-
chotherapeutic techniques in the management of such 
patients. 

 There is, however, a critical need to integrate the core 
competencies regarding SUDs into all aspects of clinical 
medicine  [  48  ] . Strategies for achieving such integration 
include the following, using as an example the process known 
as SBIRT (screening, brief intervention, and referral to treat-
ment; Table  45.3 ).  

 This information should be presented in didactic forum 
and/or through case discussions. Reinforcement of knowl-
edge through clinical exposure is very effective in develop-
ing good clinical practice. 

 In addition to the foregoing, arrangements should be made 
for students to experience the support a recovering patient 
can receive through mutual support programs such as 
Alcoholics Anonymous (AA) or Narcotics Anonymous 
(NA). Many schools engage “recovery teachers” in the com-
munity to accompany students to open meetings, where stu-
dents have an opportunity to witness individuals who are in 
long-term recovery and learn their stories  fi rst-hand. 
Volunteers from the community also can be invited to par-
ticipate in didactic sessions to relate their struggles with the 
disease of addiction and which components of treatment they 
found most helpful. Students may welcome such an opportu-
nity to ask questions about the experience of addiction. 

 Opportunities for direct contact with a person in recovery 
can help students see beyond the narrow window afforded by 
their interaction with hospitalized patients. As they become 

http://www.alcoholmedicalscholars.org/video-list.htm
http://www.alcoholmedicalscholars.org/video-list.htm
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more knowledgeable about the process of recovery, students 
tend to let go of their negative attitudes toward addiction and 
caring for patients with SUDs. This, in turn, may stimulate 
their interest in more consistent screening, brief intervention, 
and referral to treatment.  

   Obstacles and Resources 
 An impediment to achievement of such integrated education 
has been the lack of funds to develop faculty who can serve 
as advocates for and leaders of teaching about SUDs. In fact, 

there are some funding mechanisms available through the 
National Institute on Drug Abuse and the National Institute 
on Alcohol Abuse and Alcoholism of the National Institutes 
of Health. 

 The American Academy of Family Physicians has been 
working to address faculty development through the efforts 
of the Society of Teachers of Family Medicine. Also, an 
interdisciplinary faculty development plan has been created 
by the Association for Medical Education and Research in 
Substance Abuse (AMERSA) through its Project Mainstream, 

   Table 45.3    Integrated addiction medicine in core clinical rotations, years 3 and 4 of undergraduate medical education   

 1. Family medicine: 
 a. Screening (esp. important in specialties with a high turnover of patients and thus a population with a potential high yield of positive 

results) 
 i. Ask about use of tobacco, alcohol, and other drugs (prescription, over-the-counter, and illicit) 
 ii. Learn to use validated screening tools such as the AUDIT  [  7  ] , CAGE  [  8,   9  ] , and DAST  [  10  ]  
 iii. Use laboratory and clinical markers of SUDs 

 b. Brief intervention and motivational interviewing 
 c. Prescribing available medications to treat SUDs 

 2. Internal medicine: 
 a. Screening: 

 i. Ask about use of tobacco, alcohol, and other drugs (prescription, over-the-counter, and illicit) 
 ii. Learn to use validated screening tools such as the AUDIT  [  7  ] , CAGE  [  8,   9  ] , and DAST  [  10  ]  
 iii. Use laboratory and clinical markers of SUDs 

 b. Brief intervention and motivational interviewing 
 c. Clinical presentations of medical disorders associated with SUDs 
 d. Management of medication-assisted withdrawal from alcohol, tobacco, and other drugs 
 e. Treatment options for SUDs 
 f. Appropriate prescribing of medications with abuse potential, including awareness of potential drug interactions 

 3. Surgery (the competencies recommended for internal medicine, as well as the following): 
 a. Management of medication-assisted withdrawal from alcohol, tobacco, and other drugs 
 b. Surgical risks and complications in persons with active SUDs 
 c. Complications of anesthesia associated with SUDs 
 d. Postoperative pain management in patients with active SUDs or in recovery 

 4. Obstetrics and gynecology (the competencies recommended for internal medicine, as well as the following): 
 a. Evidence of sexual trauma 
 b. Common issues in sexual and reproductive health 
 c. Complications of maternal SUDs in the perinatal period 

 i. Fetal alcohol syndrome 
 ii. Neonatal abstinence syndrome secondary to opiate withdrawal 

 d. Developmental issues in children exposed in utero to alcohol, tobacco, and other drugs 
 5. Pediatrics (the competencies recommended for internal medicine, as well as the following): 

 a. Importance of prevention and early intervention in the pediatric population 
 b. Complications of maternal SUDs in the perinatal period 

 i. Fetal alcohol syndrome 
 ii. Neonatal abstinence syndrome secondary to opiate withdrawal 

 c. Developmental issues in children of families affected by SUDs 
 6. Psychiatry: 

 a. Screening: 
 i. Ask about use of tobacco, alcohol, and other drugs (prescription, over-the-counter, and illicit) 
 ii. Learn to use validated screening tools such as the AUDIT  [  7  ] , CAGE  [  8,   9  ] , and DAST  [  10  ]  
 iii. Use laboratory and clinical markers of SUDs 

 b. Brief intervention and motivational interviewing 
 c. Clinical presentations of psychiatric disorders associated with SUDs 
 d. Management of medication-assisted withdrawal from alcohol, tobacco, and other drugs 
 e. Treatment options for SUDs 
 f. Appropriate prescribing of medications with abuse potential, including awareness of potential drug interactions 

   Source:  Author  
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which is supported by funds from the Health Resources and 
Services Administration (HRSA) and the Substance Abuse 
and Mental Health Services Administration (SAMSHA). 
Project Mainstream has formulated detailed recommenda-
tions for the content of health professions education and 
the development of multidisciplinary faculty who are 
knowledgeable about SUDs  [  4  ] . However, the support of 
medical schools is essential to make these accomplishments 
sustainable. 

 A relatively recent approach to faculty development 
involves use of the Internet, through which students can 
access resources worldwide, including case-based learning. 
Computer-assisted instruction (CAI) can facilitate the devel-
opment of problem-solving skills. Computerized monitoring 
can lead to early detection of faulty reasoning patterns  [  49  ] . 
A consistent, high-quality message, related through an 
Internet presentation, can be discussed at a more intimate 
level by the local clinical instructor. Such a format has been 
shown to be successful on a limited scale  [  50  ] , assuming the 
presence of clear goals, objectives, and expectations  [  51  ] . 
There is a need for the model to be expanded to larger 
objectives. 

 Students typically enter medical school with high ideals 
about their role as health care providers, and with a strong 
interest in prevention and health promotion  [  52  ] . In some 
medical schools, students have taken the lead in organizing 
forums, community activities, and publications designed to 
raise awareness of the incidence and in fl uence of SUDs in 
health care. Notable among the organized groups is Health 
Professional Students for Substance Abuse Training (HPS-
SAT). Among the group’s activities are bringing physicians 
in training into contact with individuals in recovery, to help 
them achieve a more rounded perspective on the possibility 
and nature of recovery. Such exposure helps to advance 
trainees’ understanding of the chronic disease model. Other 
projects involve training medical students to present preven-
tion programs to middle-school students, thereby improving 
their understanding of the pressures facing young adoles-
cents and reinforcing the role of physicians in preventing 
disease  [  53  ] . 

 Projects like these require the support of the Association 
of American Colleges (AAMC) and the American Association 
of Colleges of Osteopathic Medicine (AACOM), as well as 
the Deans of the individual medical schools. Broad improve-
ment in the content of undergraduate medical education can 
be reinforced through an increase in the number of questions 
relating to SUDs on medical licensure and specialty board 
examinations, through the support of the Federation of State 
Medical Boards, the National Board of Medical Examiners, 
and the National Board of Osteopathic Medical Examiners 
(Table  45.4 ).    

   Graduate Medical Education 

 With stronger education about SUDs in medical schools, 
residents would enter training with heightened awareness of 
SUDs in the patients they see, as well as an awareness of the 
chronicity of SUDs and their prevalence within the various 
specialties. Given the current inadequate level of attention to 
SUDs in medical schools, however, most residents begin 
their training with limited knowledge in this area. For ill-
prepared residents, the care of SUD patients often results in 
frustration by engendering a “helpless, hopeless” feeling, 
particularly if the patient is noncompliant and fails to make 
progress in treatment. This sets up a dynamic between the 
graduate physician and the patient who is without trust or 
respect, and thus is not conducive to a good outcome for the 
patient and the satisfying practice of medicine for the 
physician. 

 To avoid such problems, residents should be well schooled 
in the identi fi cation of SUDs and have the ability to inter-
vene appropriately. They should be trained in techniques for 
screening and brief intervention (motivational interviewing) 
that are tailored to the ethnic and cultural populations with 
whom they practice. Studies of family practice residency 
training suggest that such an approach is possible and effec-
tive—it is the ability to sustain the gains through program 
consistency that remains elusive  [  54  ] . 

 As with undergraduate medical education, the absence 
of faculty with expertise in SUDs is a problem in many 

   Table 45.4    Strategies for integrating education about SUDs into 
medical school curricula   

 1. Establish administrative and funding sources to support a 
Department of Addiction Medicine and an Addiction Medicine 
program director to oversee and advocate for integration of SUD 
education into the curriculum and to serve as a role model for 
faculty development in all disciplines 

 2. Establish learning objectives related to SUDs, using a core 
competency model 

 3. Identify opportunities for didactic sessions within the  fi rst 2 years 
of undergraduate education 

 4. Integrate elements of training about SUDs throughout the 
medical school experience, using a multimodal presentation 

 5. Encourage and support medical student involvement in SBIRT, 
prevention, and health promotion projects in the community 

 6. Establish a uniform standard for the evaluation of medical 
students’ knowledge about SUDs and skills related to screening 
and intervention  [  17  ]  

 7. Support research into and funding of studies of medical 
education about SUDs 

   Source:  Adapted from Of fi ce of National Drug Control Policy.  Report 
of the Leadership Conference on Medical Education in Substance 
Abuse, December 1–2, 2004 . Washington, DC: ONDCP, Executive 
Of fi ce of the President, The White House, 2005  
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 residency training programs. Programs based in academic 
centers may have an advantage in this regard, in that they 
have opportunities to draw on experts in other specialties. 
Community-based programs, on the other hand, may need to 
designate an individual who is willing to undergo training to 
 fi ll this role. As described in the beginning of the chapter 
there have been attempts to address this in the past and there 
are more underway. Three goals have been considered most 
important in these faculty development initiatives (a) culti-
vating research and scholarly knowledge; (b) disseminating 
knowledge into specialty areas of clinical medicine; and (c) 
improving the training of faculty. Faculty development can 
foster more positive attitudes, improved skills, and enhanced 
knowledge (ASK). This results in better doctors and more 
robust faculty development  [  55,   56  ] . 

 Psychiatry has been notably successful in making training 
on SUDs part of the standard curriculum, leading to the 
establishment of fellowships, which feed faculty expertise. 
Family Medicine has also been active in developing stronger 
faculty expertise and curricula. However, such efforts have 
been dif fi cult to sustain. Examples of successful programs 
are found at both Mercer University School of Medicine and 
Boston University Schools of Medicine and Public Health. 
Current efforts to establish an American Board of Addiction 
Medicine and to maintain the conjoint Board of Addiction 
Medicine offered by the American Osteopathic Association 
will help increase faculty expertise in the future. 

 Learning objectives and a didactic outline also need to be 
established (see Table  45.3 ). However, to be included in 
graduate medical education, this content will need to be rep-
resented on the respective specialty board examinations. In 
keeping with the number of patients with SUDs presenting in 
primary care settings, 10% of examination questions should 
be related to this topic. For this to happen, the support of 
leaders of the individual specialty groups is required. It is 
those individuals, with credibility within their specialty and 
the best perspective on how SUDs contribute to overall mor-
bidity and mortality in their patient populations that are most 
likely to in fl uence their colleagues to include training on 
SUDs in residency training curricula and specialty board 
examinations.  

   Continuing Medical Education 

 Continuing medical education can be effective in changing 
physicians’ practice behaviors if it is framed correctly. 
Research shows that different teaching strategies are best 
suited to particular learning needs. For example, didactic lec-
tures and textbooks are effective in transferring  data and 
information . Supervised work and coaching support the 
development of  clinical skills . Re fl ection and small group 
work facilitate the  transition to competence . This is why 

CME that is effective in promoting change always involves 
multiple steps and modalities, delivered over time, and 
includes feedback as well as reminders in practice. 

 CME programs can contribute to changing existing clini-
cal practice by  fi nding effective ways to motivate physicians 
to seek, learn, and implement available evidence-based/
informed practices on high-priority topics such as screening 
and brief intervention, and prescribing drugs with abuse 
potential. 

 Experts gathered at a 2006 National Leadership Conference 
on Medical Education in Substance Abuse, hosted by the 
Of fi ce of National Drug Control Policy (ONDCP) in 
the Executive Of fi ce of the President, reached consensus on 
the following strategies, which are designed to motivate phy-
sicians to seek, learn, and implement available evidence-
based practices for identifying and managing SUDs  [  57  ] .
    1.    Collaborate with organizations that can effectively reach 

the target audiences of physicians, such as the American 
Medical Association (AMA), the American Osteopathic 
Association (AOA), the Association of American Medical 
Colleges (AAMC), the Accreditation Council for Graduate 
Medical Education (ACGME), and the Accreditation 
Council on Continuing Medical Education (ACCME).  

    2.    Identify and disseminate currently available CME pro-
grams that effectively address SUDs and increase aware-
ness of their availability.  

    3.    Establish and publicize an accessible information and 
referral resource or portal, such as a Web site, where phy-
sicians can identify and/or link to available CME pro-
grams addressing SUDs.  

    4.    Encourage sponsors to develop CME programs that 
address substance use issues relevant to particular patient 
populations, such as children and adolescents, persons 
with co-occurring substance use and mental disorders, 
and diverse cultural groups. Explicitly address disparities 
in the burden of illness among various population 
groups.  

    5.    Identify multiple conduits that can effectively reach phy-
sicians, such as live conferences, Internet-based activities, 
print journals and enduring materials, as well as public 
forums such as television, radio, and the Internet. Use 
these media to raise physicians’ awareness of SUDs and 
CME courses about them, and to reduce stigma.     
 Implementing these changes in continuing medical educa-

tion will require ongoing collaborative efforts. An encourag-
ing start is represented by the activities of a new organization, 
the Coalition on Physician Education in Substance Use 
Disorders (COPE), sited at Yale University’s School of 
Medicine  [  58  ] . COPE brings together leaders in medical edu-
cation, specialty organizations, and representatives of Federal 
agencies in an umbrella group whose primary goals include 
facilitating the understanding and adoption of effective pro-
grams to educate physicians about SUDs.   
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   Incentives to Change 

 Classic examples of successful initiatives to change the way 
physicians think about diseases include cancer and hyperten-
sion. Recent efforts to change physicians’ attitudes toward 
depression and pain have met with some success. In each 
case, the goal was to eliminate beliefs that the conditions 
were hopeless and efforts to diagnose and treat them futile, 
and to replace those beliefs with a conviction that the condi-
tions are both preventable and treatable and thus worthwhile 
objects of the physician’s time and expertise. 

 Similar changes are needed to change physicians’ beliefs 
about SUDs, and medical education can be part of the solu-
tion. SBIRT (screening, brief intervention, and referral to 
treatment) is a logical place to begin. Numerous studies have 
shown SBIRT to be effective and cost-effective  [  59–  62  ] , 
re fl ecting research showing that physicians have a strong 
in fl uence on patients’ motivation  [  63  ] . Widespread adoption 
of SBIRT depends on physicians’ knowledge about and com-
fort in conducting screening and brief intervention, as well as 
their belief that it can be effective. However, as in the earlier 
initiatives around cancer and hypertension, consistent and 
meaningful change is not likely to occur until physicians are 
suf fi ciently motivated. Such motivation can be reinforced 
both through formal CME programs and through informal 
learning, as and when physicians see the improvements 
resulting from good care delivered by their colleagues. At 
that point, the standard of care will begin to rise and there 
may be greater interest in SBIRT throughout all medical 
specialties. 

 Financial incentives can also have an impact. The estab-
lishment in 2007 of ICD codes for SBIRT and their accep-
tance by Medicare, Medicaid plans, and private insurers 
sends a message that screening and brief intervention are 
legitimate practices worthy of reimbursement  [  64  ] . The abil-
ity to be reimbursed for SBIRT conducted in of fi ce settings 
has prompted many primary care physicians, psychiatrists, 
and pain medicine specialists to improve their knowledge 
of SUDs. 

 Enactment of Federal parity legislation in late 2008 pro-
vides further support for physician involvement in the care of 
patients with SUDs. By requiring health plans to reimburse 
such care at the same level of bene fi ts as (or “at parity” with) 
bene fi ts offered for other medical disorders, the new Federal 
law removes a major barrier to the delivery of care and pro-
vides another incentive for physicians to adjust their prac-
tices and further their education about SUDs. 

 A relatively new option for of fi ce-based practice involves 
the use of buprenorphine (Subutex  tm  ) or buprenorphine/
naloxone (Suboxone  tm  ) to treat opioid addiction. Physicians 
who meet Federal educational requirements and obtain a 
special waiver can use these medications to treat patients 

with opioid use disorders in the of fi ce setting. In fact, 
 thousands already have quali fi ed to do so. These physicians 
are supported by a mentoring network funded by the 
Substance Abuse and Mental Health Administration 
(SAMHSA), an agency of the US Department of Health and 
Human Services. The mentoring program gives practicing 
physicians an opportunity to speak directly with a physician 
who is experienced in the use of buprenorphine. The net-
work, which is managed by the American Society of 
Addiction Medicine in collaboration with the American 
Osteopathic Academy of Addiction Medicine and the 
American Academy of Addiction Psychiatry, has proved to 
be an effective way to improve the care of patients with opi-
oid addiction  [  65  ] . 

 Advances in adoption of the electronic medical record 
afford opportunities to increase attention to SUDs  [  64  ] . 
For example, screening tools such as the AUDIT can be 
embedded in an electronic record, which then would prompt 
physicians to screen for SUDs at appropriate intervals. 
Electronic systems already are used to  fl ag patients at risk for 
certain problems and a history of or documented vulnerabil-
ity to SUDs can be added to the warnings. The electronic 
medical record thus has strong potential for promoting 
behavior change at all levels of practice, from the medical 
student to the practicing physician. 

 Beyond these positive in fl uences, some mild discomfort 
may be necessary to drive a change in current standards of 
medical practice. Such stimuli may involve greater attention 
to SUDs in licensure and specialty board examinations, new 
requirements for registration with the Drug Enforcement 
Administration to prescribe or dispense controlled drugs, or 
new requirements for institutional accreditation by the Joint 
Commission on Accreditation of Healthcare Organizations, 
or JCAHO (something already seen with JCAHO’s designa-
tion of pain as “the  fi fth vital sign”)  [  64  ] . Other incentives 
might involve demands by third-party payers or government 
agencies for better identi fi cation and management of SUDs 
as the potential for signi fi cant cost savings becomes more 
widely understood.  

   Summary and Conclusions 

 The improvement of physician education about SUDs has 
important implications for health care and the public health. It 
is an area of medical care that, if addressed appropriately, 
could have a major impact on reducing the cost of health care 
and the degree of human suffering throughout the world  [  66  ] . 

 To address the problem, medical schools should integrate 
teaching about SUDs across the basic science curriculum, as 
well as incorporating it in clinical rotations. Every medical 
school should have a program director who is knowledgeable 
about SUDs who can lead this effort and become a role 
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model for younger faculty, residents, and students. Similar 
leadership is needed in graduate and continuing medical 
education. 

 Content areas that should be addressed at all levels of 
medical education include  [  67  ] :
    1.    Prevention of unhealthy/risky use of alcohol, tobacco, and 

other drugs (prescribed, over-the-counter, and illicit)  
    2.    Routine screening and brief intervention (including moti-

vational interviewing) for SUDs  
    3.    Understanding addiction as a chronic disorder, marked by 

periods of remission and relapse  
    4.    Recognizing evidence-based treatments for SUDs and 

setting up successful systems for referral  
    5.    Addressing negative attitudes often associated with SUDs 

and the patients who have them  
    6.    Strategies to assure safe and effective use of medications 

with abuse potential (controlled substances)  
    7.    Risk factors for physician impairment, the availability of 

assistance through Physician Health Programs, and report-
ing requirements imposed by State and Federal 
regulations     
 A variety of private-sector initiatives to address these core 

competencies are currently under way  [  58,   64  ] , some with 
support from government agencies. However, additional 
attention should be devoted to sustaining such initiatives, 
supporting educational research in the  fi eld, and building on 
initiatives that show the greatest promise of success.      
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    Introduction 

 The need to prevent the use of alcohol and other drugs is 
clearly highlighted by the high prevalence rates of these 
drugs by young people throughout the world and the 
signi fi cant associated harms  [  6,   8,   12,   82,   115,   123  ] . The det-
rimental effects of substance use are robust and include 
strains on forming and maintaining healthy relationships, 
disruption to educational and vocational paths, and hindrance 
to overall social development  [  37,   76,   155  ] . In addition, the 
burden of disease, social costs, and disability associated with 
this use are considerable  [  14,   38,   47  ]  

 The peak of this disability occurs in those aged 15–24 years 
and corresponds with the typical age of initiation of alcohol 
and drug use  [  1  ] . Early initiation to substance use is concern-
ing as it is a strong risk factor for the later development of 
substance use disorders and co-morbid mental health prob-
lems  [  2,   15,   71,   75,   155  ] . To reduce the occurrence and cost 
of such problems, preventative interventions need to be initi-
ated early before problems begin to cause disability, and 
vocational, educational and social harms  [  149  ] . 

 Given that school-based drug prevention is the primary 
means by which drug education is delivered, it is essential to 

focus on increasing programme ef fi cacy. This chapter will 
review the evidence base and outline the common approaches 
to school-based drug prevention. It will then discuss the effec-
tive components of prevention programmes as well as the 
obstacles which commonly impede on program effectiveness.  

   Aetiology of Substance Use 

 Initiation of drug use by most adolescents is a result of social 
in fl uences and rebellious behaviours that typically occur 
during the teenage years. As children move into adolescence 
they experience increased social, emotional and educational 
challenges  [  144  ] . This developmental progression coincides 
with periods of enhanced risk for drug use and access to 
addictive substances  [  114  ] . It has been suggested that the 
most promising route to effective prevention of adolescent 
substance use is to reduce risk factors and enhance protective 
factors to increase resistance  [  79,   150  ] . It is therefore impor-
tant to identify and include risk and protective factors as cen-
tral components when developing drug prevention 
programmes so that informed decisions can be made con-
cerning the nature of interventions  [  148  ] . The evidence for 
risk and protective factors is reviewed below. 

   Risk and Protective Factors for Substance Use 

 Risk factors refer to individual characteristics, variables or 
hazards that  increase  the likelihood of an individual develop-
ing a disorder, in comparison to the random general popula-
tion  [  3  ] . As the exposure to risk factors increases, so does the 
likelihood of developing substance misuse problems  [  117  ] . 
Protective factors are factors that  reduce  the likelihood of 
developing problem behaviour, by mediating or moderating 
the effect of exposure to risk factors  [  3  ] . 
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 There are numerous risk and protective factors which 
have been implicated in the development of substance use 
 [  30,   64,   79,   88,   150–  152  ] . They can be divided into three 
main risk factor categories: (1) Genetic factors (predisposi-
tions to drug use); (2) Individual factors (characteristics 
within individuals and their interpersonal environments); 
and (3) Environmental/contextual factors (broad societal and 
cultural factors). The following pages summarise the risk 
and protective factors in the literature that have  strong  evi-
dence to suggest they precede alcohol and drug misuse in 
adolescence  [  64,   79,   88,   150,   151  ] . The summary tables are 
based on those developed by Spooner et al.  [  150  ]  and Vogl 
 [  163  ] , and have been updated to re fl ect the most recent 
research. 

   Genetic Factors 
 Genetic factors play an important part in determining vulner-
ability to drug-seeking and addictive behaviour. Evidence 
including twin studies have shown robust genetic compo-
nents in alcohol, cannabis, opiate, cocaine, and tobacco 
addictions, suggesting that a genetic predisposition to sub-
stance use problems and addictions are probable  [  79,   88,   90, 
  150,   165  ] . However, not all people who use drugs will 
become addicted. As such, it is likely that drug and alcohol 
problems occur due to an interaction between genetic predis-
position and social and environmental factors, rather than 
genetic factors alone.  

   Individual and Interpersonal Factors 
 The individual and interpersonal factors which in fl uence 
drug use are associated with personality, attitudes, beliefs 
and early childhood characteristics  [  79,   88,   138,   150,   151  ]  
Table  46.1  summarises the risk and protective factors associ-
ated with individual and interpersonal factors.   

   Environmental and Contextual Factors 
 Social in fl uence is recognised to have a strong effect in deter-
mining behaviours in adolescents, including drug initiation 
of  [  10  ] . In particular the perception of drug use as a ‘normal’ 
behaviour, as well as the social acceptability and permissive-
ness, are good predictors of prevalence of use  [  161  ] . The 
major environmental factors which in fl uence drug use per-
tain to peers  [  86,   122  ] , family and society  [  79,   88,   150,   151  ] . 
Table  46.2  summarises the risk and protective factors associ-
ated with these environmental in fl uences.  

 As outlined, the literature has identi fi ed a wide array of 
risk and protective factors for developing drug use. It is 
unclear however, which risk factors or combinations of risk 
factors are more pertinent in impacting on adolescents’ drug 
use. What we do know is that a greater risk of drug depen-
dence is correlated to a greater number of risk factors that 
persist and in fl uence an individual over time  [  79,   88  ] . 
Therefore, drug use initiation is determined by a constellation 

of individual factors and social pressures, and can hardly be 
tackled by a single intervention. In terms of developing effec-
tive and ef fi cient prevention programmes, it seems sensible to 
incorporate a multi-component approach to prevention aimed 
at reducing risks and enhancing protective factors, with inter-
ventions targeted both at the individual and societal level  [  79, 
  150  ] . In addition to taking into account the risk factors for 
substance use when developing effective prevention pro-
grammes, it is also necessary to determine the appropriate 
time at which prevention programmes are to be delivered.   

   When and Where Should Prevention Occur? 

 Adolescence and young adulthood coincide with the occur-
rence of critical developmental periods in terms of social and 
emotional wellbeing  [  144,   150  ] . It is a time when young 
people move toward independence and autonomy, decrease 
dependence on families and schools, and place more empha-
sis on acceptance by peers. For most young people, this pro-
gression to adulthood is positive. However, this transition is 
also the time when risk-taking behaviour is high and vulner-
ability to mental illness and substance use disorders is at its 
peak, which, if left untreated, can be lifelong and cause 
severe disability  [  1  ] . 

 Coinciding with these social and emotional in fl uences 
during the adolescent years is the ongoing development of 

   Table 46.1    Individual risk and protective factors    for drug use   

 Risk factors  Protective factors 

 • Attitudes and beliefs: 
 – Favourable attitudes to drug 

use 
 – Low perceived risks of drug 

use 
 – Low religiosity 

 • Personality characteristics which 
re fl ect alienation from societal 
values such as: 
 – Rebelliousness 
 – Non-conformity to traditional 

values and resistance to 
traditional authority 

 – High tolerance for deviance 
 – Strong need for independence 

 • Other personality characteristics 
 – Sensation seeking 
 – Adventurous personality 
 – Low harm avoidance 

 • Behavioural and emotional issues: 
 – Early and persistent 

aggression 
 – Early conduct problems 
 – Adolescent delinquency 
 – Frequent drug use in late 

adolescence 

 • Easy temperament in 
childhood 

 • Social and emotional 
competence 

 • Religious involvement 

 • Shy and cautious 
temperament 

 • Belief in natural order 

 • Social problem-solving 
skills 

 • Belief in own self-ef fi cacy 
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   Table 46.2    Environmental risk and protective factors for drug use   

 Risk factors  Protective factors 

  Peers    Peers  
 • Relationship with peers who are involved in drug use 
 • Perceived support for substance use by peers 
 • Increased perception of friends’ use of drugs 
 • Rewards for antisocial behaviour 
 • Gang involvement 
 • Poor peer relationships and peer rejection 

 • Association with non-drug using peers 

  School    School  
 • School failure 
 • Not completing secondary school—evidence is unclear as to whether this may 

be explained by earlier developmental in fl uences 
 • Low commitment to school 

 • Opportunities for pro-social involvement 
 • Rewards for pro-social involvement 
 • Antismoking school policies 

  Family    Family  
 • Attitude and drug behaviour: 

 – Favourable parental attitudes to drug use 
 – Parental alcohol and drug problems 
 – Family history of anti-social behaviour 

 • Poor family management and communication factors: 
 – Poor family management 
 – Parental rules pertaining to drug use 
 – Inconsistent discipline strategies 
 – High use of harsh discipline 
 – High use of physical punishment 
 – Negative communication patterns (e.g. blaming and criticism) 

 • Family bonding and attachment factors: 
 – Low attachment to parents 
 – Low family bonding 
 – Family breakdown 
 – Child abuse and neglect 
 – Parent adolescent con fl ict 

 • Family structure: 
 – Sole parent families—this factor appears to result from the association with 

lower economic status and high family con fl ict 

 • Good attachment to family in adolescence—i.e. high 
in caring and connectedness 

 • Good parental supervision—being aware and in 
charge of what children are doing 

 • Sharing of affection and communication with children 
 • Parental interest in child activities 
 • Minimal parental con fl ict 
 • Opportunities for pro-social involvement 
 • Rewards for pro-social involvement 

  Society    Society  
 • Extreme social disadvantage 
 • Disorganisation and chaos in the community structure 
 • Perceived and actual level of community drug use 
 • Availability of drugs in the community 
 • Low involvement in activities with adults in adolescence 
 • Positive media portrayal of drug use 
 • Laws and norms favourable to drug use 
 • Low neighbourhood attachment 
 • Personal transitions and mobility 
 • Community transitions and mobility 
 • Society labelling someone as a substance user after initial use 

 • Religious involvement 
 • Opportunity for pro-social involvement 
 • Rewards for pro-social involvement 

the brain which continues well beyond childhood and 
 adolescence  [  147,   154  ] . In particular, the prefrontal cortex 
(involved in judgement, decision-making and control of 
emotional responses) is one of the last areas of the brain to 
mature during late adolescence  [  66  ] . This can reduce an ado-
lescents’ ability to carry out intended and planned choices 
 [  89  ] , and can exaggerate the brain’s responses to immediate 
rewards  [  65  ] . 

   Age of Initiation 
 The age of initiation to alcohol and other drug use has remained 
consistently low over the past decade  [  5,   6,   82,   92,   115  ] . This 
is of great concern because early use of substances is a strong 
risk factor for later development of substance use disorders, 
co-morbid mental health disorders and related harmful conse-
quences  [  2,   15,   71,   75,   155  ] . Alcohol consumption initiated in 
early years, as opposed to adult years, has been associated 
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with a greater risk of developing alcohol-related disorders 
(abuse and dependence), as well as related harms including 
serious problem behaviours such as violence and injuries  [  71, 
  75  ] . Research on cannabis has also shown that the earlier the 
age of initial use, the greater the chances are of becoming a 
regular user, developing a dependence, and in turn experienc-
ing the related harms  [  15,   125  ] . And as for tobacco, more than 
80% of smokers start smoking before 18 years. 

 In light of the above  fi ndings, it seems important that preven-
tion programmes be introduced in the early adolescent years. 
Ideally, prevention should be implemented prior to initial expo-
sure to drugs and before the social and emotional in fl uences 
come into full effect to reduce the adverse impacts from drug use 
on the developing brain and reduce potential harms. Implementing 
programmes early will ensure young people are provided with 
the knowledge and skills they need to make responsible and 
informed decisions regarding their drug use  [  48  ] . 

 For prevention to be effective it must be both relevant and 
developmentally appropriate  [  16,   50,   93,   101,   132  ] . It is 
argued that there are three periods during adolescence when 
the effects of school-based drug prevention interventions can 
be optimised: the inoculation phase, early relevance phase 
and the late relevance phase  [  80,   93  ] . The inoculation phase 
is the phase prior to initial drug experimentation. The early 
relevance phase occurs when most students are experiencing 
initial exposure to drugs. Finally, the late relevance phase is 
a phase when the prevalence of drug use increases and the 
context of use changes. Research has shown that there are a 
number of effective programmes which are implemented in 
the early relevance and late relevance phases  [  98  ] . These 
programmes are generally indicated programmes which tar-
get youth who have already started to use substances and 
experience related harms  [  124  ] . As the focus of the current 
chapter is on prevention rather than early intervention, these 
programmes will not be reviewed. 

 As the goal of most prevention programmes is to decrease 
the uptake of drugs and prevent the establishment of harmful 
patterns of use; the inoculation phase is considered the most 
appropriate phase to intervene. This allows us to inoculate 
students who may be at risk of the uptake of drugs prior to 
the initiation of drug use. In order to increase effectiveness, 
preventive interventions should aim to incorporate the school 
environment, drug policy, and family and community. 
Although such an holistic approach is conceptually sound, it 
is also resource intensive and not easily achievable  [  149  ] . 
School-based drug education alone is achievable and can be 
effective in appropriate conditions as discussed below.   

   School Is an Ideal Location for Prevention 

 School-based drug education offers numerous advan-
tages over other prevention approaches such as family- or 
 community-based interventions. Attending school is a 

mandatory requirement in most Western countries and it is at 
school where young people spend over a quarter of their 
waking lives  [  42  ] . Hence, schools offer a location where 
educators are able to reach large audiences at one time whilst 
keeping costs low  [  21,   22,   43,   69,   84,   142,   167  ] . 

 Not only is school a place where peer interaction 
(a signi fi cant risk factor for drug use) is high, it also coin-
cides with a time when young people are beginning to exper-
iment or are exposed to drugs  [  6,   26,   141  ] . Therefore, schools 
provide a context to deliver preventive interventions before 
harmful use begins  [  16  ] . Evidence suggests that drug educa-
tion is best taught in the context of sequential and develop-
mentally appropriate stages, and the school health curriculum 
provides the ideal context to do this  [  9,   50,   101  ] . In addition, 
students have rated school-based programmes as signi fi cantly 
more effective than other forms of prevention, such as televi-
sion advertisements and billboards, in preventing them from 
using drugs and encouraging them to seek help if they do 
have a problem  [  87  ] . Overall, school-based drug education is 
appealing to both students and educators because it offers 
both practical and economic advantages and can be tailored 
to different development stages  [  93  ] . 

   Selective Versus Universal Prevention 
 There are two common approaches to school-based drug 
education: the ‘selective approach’ and the ‘universal 
approach’  [  124  ] . The selective approach involves developing 
and delivering prevention programmes to target speci fi c 
populations, such as individuals at greatest risk for develop-
ing substance use problems. Selective interventions have the 
advantage of allowing the focus of limited resources to be 
used on those most at need. They also address individual 
needs of homogeneous at risk groups and offer an opportu-
nity to tailor interventions to the etiological processes impli-
cated in different risk pro fi les  [  39,   41  ] . Selective prevention 
programmes are often overlooked due to their practical limi-
tations. It is not only dif fi cult to initially identify those indi-
viduals at greatest risk, but  fi nding suitable, cost-effective 
ways to screen and deliver interventions can also be chal-
lenging  [  124  ] . However, in recent years we have seen the 
development of selective programmes such as ‘Adventure’ 
which are showing that these ethical and practical obstacles 
can be overcome  [  121  ] . 

 The Adventure programme is a brief personality-targeted 
substance use preventive intervention for high-risk adoles-
cents and is facilitated by trained teachers. It was modelled 
off the successful Preventure programme, which was the  fi rst 
selective school-based intervention shown to prevent growth 
in alcohol and substance misuse in adolescents  [  34,   39–  41  ] . 
The Adventure programme addresses four personality risk 
factors for early-onset substance misuse and other risky 
behaviours: Sensation Seeking, Impulsivity, Anxiety 
Sensitivity and Negative Thinking  [  171  ] . The personality-
targeted programme involves two 90-min group sessions 
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which are carried out by two trained teachers: a facilitator 
and a co-facilitator. Early results from this trial found that 
high-risk students who received the intervention signi fi cantly 
decreased their average alcohol consumption, levels of 
binge-drinking and alcohol-related harms relative to the non-
treatment group. 

 Universal prevention on the other hand is aimed at all stu-
dents, regardless of their level of risk for drug and focus 
largely on teaching drug resistance skills  [  111  ] . Universal 
programmes offer the advantage of being delivered on large 
scales and as such, they have the potential ability to reduce 
substance use and harm to a greater audience  [  84,   104  ] . 
Importantly, universal prevention programmes avoid the risk 
of stigmatising individuals which is imperative, given the 
sensitive nature of drug use and risk  [  124  ] . Further, universal 
strategies of prevention offer speci fi c advantages in relation 
to reducing the more common harms related to alcohol and 
tobacco use  [  88,   133  ] . 

 Regardless of the approach, the effective components of 
school-based prevention programmes are the same. The 
remainder of this chapter will outline the common approaches 
to school-based drug prevention, discuss the effective com-
ponents of programmes and discuss obstacles which com-
monly impede on programme effectiveness.   

   School-Based Alcohol and Drug Prevention 

 The development and evaluation of school-based prevention 
programmes intended to prevent substance use has 
signi fi cantly increased over the past few decades. The num-
ber of systematic reviews and meta-analyses examining the 
effectiveness of school-based drug prevention continues to 
grow. These reviews have consistently established that 
school-based prevention can result in signi fi cant increases in 
knowledge about substances and improved attitudes towards 
substance use  [  22,   27,   62,   77,   107,   135,   146,   157,   158  ] . 
However, they have not been able to consistently demon-
strate the effectiveness of school-based drug prevention in 
reducing actual substance use  [  27,   168  ] . 

 The following section reviews the literature surrounding 
school-based drug education. First, the different approaches 
to prevention are outlined, followed by the identi fi cation of 
the obstacles and effective principles that underlie successful 
drug education in schools. Together, these provide a solid 
foundation for developing effective school-based drug 
prevention. 

 Historically, approaches to school-based prevention can 
be divided into four main categories: (1) information dis-
semination approaches, (2) affective education approaches, 
(3) social in fl uence approaches, and (4) comprehensive 
approaches  [  21,   26  ] . The least effective of these are the infor-
mation and affective approaches, and for this reason they 
will only be brie fl y reviewed. The social in fl uence and 

 comprehensive approaches will be reviewed in more detail 
as research has shown them to be more effective. 

   Information Dissemination Approach 
 Early attempts to prevent drug use were based on teaching 
factual information to students about the adverse conse-
quences of using drugs. This approach, known as the ‘infor-
mation dissemination approach’ was based on the theory 
that, through information, students would develop negative 
attitudes towards, and abstain from using alcohol and other 
drugs  [  142  ] . In many cases, this approach relied on fear-
arousal methods  [  26  ] . 

 While results indicate that such programmes can increase 
knowledge and occasionally change attitudes towards drug 
use, evaluation studies and reviews have consistently shown 
this approach to be ineffective in reducing substance use  [  26, 
  51,   62,   77,   110  ] . Some studies have actually found this 
approach to increase drug use, possibly a reaction to enhanced 
curiosity about the drugs  [  22,   31  ] . 

 There are a number of reasons which have been suggested 
as contributing to the ineffectiveness of the information dis-
semination approach. First, young people use drugs as a 
result of a multitude of risk and protective factors, not just 
their knowledge about the drug  [  110  ] . Therefore, increasing 
knowledge does not necessarily change behaviour. Further, 
information-based approaches are generally delivered in 
didactic, non-interactive ways. This method of delivery has 
been found to be ineffective in reducing drug use, regardless 
of the programme content  [  158,   159  ] . The  fi ndings that the 
information dissemination approach was unsuccessful led to 
the development of the affective-education approach to 
prevention.  

   Affective-Education Approach 
 The ‘affective-education approach’ to prevention attempts to 
prevent substance use by promoting affective development 
and focusing on increasing self-understanding and accep-
tance  [  153  ] . This is done through helping young people 
develop personal and social skills, and build self-esteem 
which in turn will foster them to make positive health deci-
sions and avoid using drugs  [  26,   158,   159  ] . The components 
of affective-education programmes include decision-making 
and problem-solving activities, the teaching of skills to fos-
ter effective communication, assertiveness training, peer 
counselling and self-esteem building. 

 Affective-education interventions have been found to 
improve decision-making skills and drug-related knowledge 
more so than programmes which adopt an information dis-
semination approach to prevention  [  62  ] . However, when it 
comes to impacting on behaviour, the affective education 
approach has not been shown to decrease drug use  [  21,   26, 
  77,   158  ] . Reasons for this are similar to that of the ‘informa-
tion dissemination’ approach. First, affective-education pro-
grammes are usually delivered using the ineffective didactic 
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teaching method  [  158,   159  ] . Secondly, the majority of these 
programmes do not focus directly on drug use, but rather on 
enhancing general interpersonal skills. It is possible that 
 students are unable to make the connection between these 
 general skills and drug behaviour in order to reduce drug 
use  [  26  ] .  

   Social In fl uence Approach 
 The ‘social in fl uence approach’ to prevention was developed 
in the 1980s and is based on Bandura’s  [  10  ]  social learning 
theory and McGuire’s  [  99,   100  ]  social inoculation theory. 
The approach is derived from the belief that young people 
start to use drugs as a result of social and psychological pres-
sure from peers, family and the media  [  57,   58  ] . This approach 
relies on the assumption that young people do not have 
suf fi cient skills and knowledge to recognise and resist such 
pressure. For that reason, the ultimate goal of the social 
in fl uence programme is to teach young people to avoid using 
drugs by resisting external pressure and increasing coping 
skills  [  22  ] . These programmes are comprised of three impor-
tant components, namely ‘information’, ‘normative educa-
tion’ and ‘drug resistance skills’. 

 Historically, one of the most prominent features of the 
social in fl uence approach formulated by Evans  [  57  ]  was psy-
chological inoculation. The idea was that adolescents are 
 fi rst exposed to weak social in fl uences to drink alcohol and 
use drugs, and as they grow, they are exposed to progres-
sively stronger in fl uences. It was thought that gradually 
exposing young people to pro-drug in fl uences would build 
up a resistance to using drugs. In the early years, psychologi-
cal inoculation was a prominent feature of the social in fl uence 
approach  [  58  ] . Today, however, it is not seen as essential to 
its success and instead recent formulations of the social 
in fl uence approach emphasise three major components: 
information, normative education and resistance-skills 
training  [  22  ] . The emphasis in the  information component  
of the social in fl uence approach for school-based drug 
prevention is to relay short-term rather than long-term con-
sequences of drug use since this corresponds to the typical 
thinking style of young people  [  16  ] . 

 The component of  normative education  arose in the 1970s 
when it was found that adolescents generally overestimate 
the prevalence of substance use in peers  [  63  ] . This 
overestimation can lead to the development of inaccurate 
normative expectations which can actually support drug use 
behaviour  [  22  ] . Therefore, an important aspect of the social 
in fl uence approach to prevention is to correct these norma-
tive perceptions by providing students with the most current 
and accurate data, usually from large population-based sur-
veys. Teaching normative education corrects students’ mis-
perceptions about the prevalence and acceptability of drug 
use by young people and can successfully deter the onset of 
alcohol, cannabis and tobacco use  [  22,   27,   43,   45,   78,   110  ] . 

 The  fi nal assumption of the social in fl uence approach is 
that adolescents use drugs largely because of pro-drug social 
in fl uences from peers and the media. It is therefore important 
to provide students with the necessary skills to resist these 
social in fl uences to use drugs.  Drug resistance-skills train-
ing  generally involves teaching students how to recognise, 
handle or avoid high-risk situations, increase students’ 
awareness of media in fl uences, and teach refusal skills train-
ing. The inclusion of resistance skills training in school-
based prevention has been associated with enhanced 
effectiveness  [  22,   27  ] . However, in the absence of normative 
education, resistance-skills training has been found to be 
relatively ineffective and potentially iatrogenic  [  78  ] . A rea-
son for this is that when students are provided with norma-
tive data and discover that drug use is not as widespread as is 
often assumed, it is easier for them to develop drug refusal 
strategies and to imagine the possibility of withstanding peer 
pressure  [  31  ] . As such, it may be the normative components 
of school-based prevention programmes that play a critical 
role in motivating students to utilise peer-resistance strate-
gies and reduce drug use. 

 Until recently, the most well-documented, school-based 
drug prevention programme based on the social in fl uence 
approach was the Drug Abuse Resistance Education (DARE) 
programme. The DARE programme is typically taught in the 
 fi fth grade (10 years of age) and what distinguishes the pro-
gramme from others is that it is taught by police of fi cers. 
Although some early studies found the programme to impact 
positively on drug-related attitudes, knowledge and behav-
iour, these studies have since been criticised for their weak or 
inadequate research methods  [  137  ] . More recently, studies 
with stronger designs and analysis methods have shown the 
DARE programme to have minimal or no impact on reduc-
ing drug use  [  17,   56,   136,   137  ] . The ineffectiveness of the 
DARE programme has been suggested to result from the 
instructional, non-interactive method of delivery by author-
ity  fi gures  [  159,   168  ] . 

 Aside from the DARE programme, a considerable num-
ber of studies have examined the ef fi cacy of other social 
in fl uence programmes in preventing substance use. In con-
trast to the information and affective programmes, the social 
in fl uence approach has been found to be effective in not only 
increasing knowledge and attitudes towards these drugs, but 
also importantly in reducing the use of these drugs  [  26,   43, 
  45,   62,   77,   102,   127,   135,   143,   146,   157–  159,   168  ] . This suc-
cess is thought to result from its effective components of nor-
mative education and resistance skills-training as discussed 
above  [  22,   68,   168  ] . 

 Social in fl uence programmes generally assume that young 
people use drugs as a result of peer in fl uence and lack of 
resistance skills. However, they fail to take into account 
other factors which can in fl uence drug use such as to deal with 
low self-esteem, depression or anxiety. The comprehensive 
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 programmes were designed to take such aetiological risk 
 factors into account. This approach is also known as the 
competence enhancement approach to prevention  [  21,   26  ] .  

   Comprehensive Approach 
 The  fi nal approach to school-based prevention is the ‘com-
prehensive approach’. This approach is based on Bandura’s 
 [  10  ]  social learning theory and Jessor and Jessor  [  83  ]  prob-
lem behaviour theory. The approach conceptualises drug use 
as a socially learned behaviour that results from the interplay 
of a variety of social factors (such as modelling and imitation) 
which in fl uence personal factors (such as beliefs, attitudes 
and pro-drug cognitions)  [  22  ] . The comprehensive approach 
aims to combine components of the social in fl uence approach 
with the teaching of generic self-management and social 
skills  [  21  ] . Teaching general personal and social skills in the 
absence of other components of the social in fl uence approach 
such as resistance-skills training and normative education has 
only been found to have a minimal impact on drug use  [  33  ] . 
However, when elements of the social in fl uence approach are 
included into the model, effects appear to be more robust 
 [  22  ] . The interactive delivery style of comprehensive pro-
grammes is essential to its success and generally involves 
class discussions, instruction and demonstration, group feed-
back and reinforcement, role-plays, and practice  [  26  ] . 

 The most popular of the comprehensive programmes is 
the Life Skills Training (LST) model developed by Botvin 
 [  20  ] . The LST programme emphasises personal and social 
risks that underpin lifestyle and health behaviours and aims 
to teach students ways to avoid these. This is done by teach-
ing decision-making and problem-solving skills, assertive-
ness training, skills to resist peer and media in fl uences, 
techniques to communicate effectively and develop healthy 
personal relationships, ways to enhance one’s self-esteem, 
and ways to manage stress and anxiety  [  22  ] . Various formats 
of the LST programme have been developed and evaluated, 
but the most common format consists of 15 lessons in Year 
7, and 10 booster sessions over Years 8 and 9. Numerous 
studies testing the ef fi cacy of the LST competence enhance-
ment approach on alcohol and cannabis have found the pro-
gramme to signi fi cantly reduce the use of these drugs  [  20, 
  24,   25,   27–  29,   53,   61,   146  ] . Further, studies have also found 
that the LST programme can slow the rate of increase in sub-
stance use initiation  [  160  ] . 

 However, these convincing results do not come without 
critique. In 2002, Gorman criticised the sampling and meth-
odological aspects of the most prominent study reporting on 
the effectiveness of the LST programme. Speci fi cally, he 
stated that the study conducted by  [  29  ]  which involved a 
6-year follow-up of the LST programme violated the 
 fundamental principles of randomised controlled trials by 
restricting analysis to only a small subset, namely 7.5% of 
participants in the study  [  67  ] . Hence, the long-term 

 effectiveness of the LST programme may be less conclusive 
than originally thought and caution should be used when 
making inferences about the robustness of such programmes 
in reducing substance use. 

 Recently new evidence comes from the evaluation of 
‘Unplugged’, a school-based curriculum against youth sub-
stance use, based on the comprehensive social in fl uence 
approach. The programme includes components such as 
normative education, the critical appraisal of the perception 
of prevalence of substance use among adolescents, and 
resistance skills to a more classical social in fl uence approach 
 [  162  ] . The programme was packaged into standardised 
materials, translated into seven languages and evaluated 
within a multi-centre study in seven European countries: 
Belgium, Germany, Spain, Greece, Italy, Austria, and 
Sweden. The evaluation was conducted in the frame of the 
EU-DAP study, a randomised controlled community trial 
conducted between September 2004 and May 2006. At the 
 fi rst follow-up, 3 months after the end of the delivery, the 
programme showed a reduction of use of smoking and of 
cannabis, and a reduction of episodes of drunkenness  [  59  ] . 
At the 18-month follow-up, the effect on smoking faded, 
whereas the effect drunkenness and on cannabis use appear 
to survive  [  60  ] . 

 In addition, a large study in the USA was conducted 
recently to evaluate the effectiveness of the Take Charge of 
Your Life (TCYL) programme, a comprehensive universal 
programme delivered by trained police facilitators of the 
DARE programme. Results from this study found an overall 
negative effect of the TCYL programme, with intervention 
students reporting an increase in their use of alcohol and 
cigarette use, and no differences between groups reported for 
cannabis use  [  145  ] . The authors are actively studying the 
effect of the intervention on mediators and modi fi ers in order 
to explain the reason for these disappointing  fi ndings; how-
ever, it appears that the more reasonable explanation is that 
the providers of the intervention were police, and that this 
could have reduced the possible effect of intervention among 
at-risk students. 

 In a series of meta-analyses, the comprehensive pro-
grammes have been found to have slightly higher effect sizes 
than social in fl uence programmes in reducing alcohol and 
illicit drug use, but not signi fi cantly so  [  97,   158,   159  ] . In 
addition, a review of the literature for illicit drug use found 
that in comparison to the usual curricula, social in fl uence and 
comprehensive programmes were generally effective in 
reducing the use of illicit drugs  [  62  ] . One strategy that has 
been found to improve the impact at the population level of 
both comprehensive and social in fl uence programmes is to 
add a community-based component such as involvement 
from media or family and a change in the school system or 
policies  [  158  ] . This can contribute to change the normative 
belief of the population upon substance use, and de-normalise 
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its use and abuse. Despite this, these programmes known as 
‘system-wide change programmes’ or ‘community preven-
tion programmes’ have a major disadvantage of being very 
costly and resource intensive therefore making them dif fi cult 
to sustain  [  94  ] .   

   What Makes Drug Education in Schools Effective? 

 As well as the different approaches to school-based 
prevention, there are certain components of prevention pro-
grammes that have been identi fi ed in the literature as con-
tributing to their effectiveness. Research has attempted to 
summarise these characteristics into lists of ‘effective prin-
ciples for school drug education’. Although there does appear 
to be a large overlap between these lists, discrepancies still 
exist  [  9,   42,   50,   101,   106,   146  ] . The next section combines 
these reviews and identi fi es the evidence-informed princi-
ples which result in one prevention programme being more 
effective than another in reducing drug use. 

   Immediate Relevance 
 In line with the information component of the social in fl uence 
approach to prevention, young people have a clear focus on 
the present and are more interested in the ‘here and now’ 
experience than in what the future holds  [  16,   113,   129  ] . In 
light of this, school-based prevention should have a practical 
and immediate relevance to students. This means that pro-
grammes have to address important aspects of the adolescent 
life, appreciated as directly useful, like the development of 
decision-making skills, or communication skills. Moreover, 
once confronted with knowledge dissemination, prevention 
efforts need to focus on the short-term rather than the long-
term consequences of drug use, because it is the immediate 
health and social consequences of drug use that will impact 
directly on adolescent decision-making  [  50,   78,   106,   159  ] .  

   Sequential Prevention and Booster Sessions 
 Given the changing phases of adolescent development, 
research has shown that drug education is best taught in the 
context of sequential and developmentally appropriate stages 
 [  9,   50,   101  ] . The target age groups have to be accurately con-
sidered and programmes have to be delivered before the start 
of the epidemic curve of the initiation of substance use. This 
is particularly true for programmes shown to act mainly on 
non-users population, producing a reduction of the frequency 
of  fi rst use  [  60  ] . Booster sessions are able to provide sequen-
tially delivered messages which can be tailored to different 
developmental levels. A number of reviews have reported on 
the impact of booster sessions and additional follow-up com-
ponents aimed at strengthening the effects of prevention pro-
grammes. All but one of these reviews have noted that the 
inclusion of booster sessions are bene fi cial  [  42  ] . Speci fi cally, 

research has demonstrated booster sessions to have the 
potential to cater for changes in developmental needs of an 
individual  [  143  ] , increase programme effectiveness  [  22, 
  168  ] , and maintain positive effects of a programme over time 
 [  26  ] . In contrast, one-off or stand-alone programmes have 
demonstrated few long-term effects  [  50  ] .  

   Cultural Considerations 
 Programmes that are sensitive to the background and cul-
tures of individuals have been found to be more effective and 
relevant to more young people  [  9,   50  ] . It is therefore impor-
tant that school-based drug prevention address the values, 
beliefs and attitudes of the community and individual at hand 
 [  81,   106  ] . In addition, research has found that students are 
more likely to make responsible decisions about drugs when 
adult group and community groups demonstrate responsible 
practice and attitudes  [  9,   127  ] .  

   Interactive Delivery of Programmes 
 Programmes with interactive delivery are those which engage 
students in role-plays, games, group discussions and activi-
ties to promote involvement and learning  [  50  ] . Reviews and 
meta-analyses have consistently found that, compared to 
didactic teaching techniques such as lectures, interactivity 
within school-based alcohol and cannabis prevention pro-
grammes increases their effectiveness in terms of impacting 
on knowledge, attitudes and use of these drugs  [  9,   27,   43,   45, 
  50,   61,   96,   101,   106,   109,   145,   146,   156–  158  ] . Speci fi cally, a 
comprehensive review by Tobler and Stratton  [  159  ]  found 
interactive programmes to have effect sizes of approximately 
0.20 compared to 0.02 for non-interactive programmes. Not 
only do evaluations favour interactive programmes, but stu-
dents have also rated interactive programmes as signi fi cantly 
better than non-interactive programmes in encouraging them 
to talk about their feelings concerning substance use  [  87  ] .  

   Peer Facilitated 
 Many studies have examined the effects of using peers ver-
sus teachers to deliver school-based prevention programmes. 
This strategy generally involves students electing ‘liked or 
respected’ peer leaders who are then trained to run certain 
aspects of the class  [  127  ] . The use of peer leaders has been 
found to be a popular and effective method of delivering drug 
education and reducing drug use potentially because peers 
are able to facilitate and support discussion with their fellow 
students  [  43,   45,   61,   70,   127,   168  ] . Although peer leaders 
offer a credible source to their target group, it is important 
they are selected and trained appropriately, and are super-
vised by the classroom teacher who will ultimately run the 
lesson and continue to play the central role in the classroom 
 [  9,   101,   106  ] . Moreover, in the age class interested in preven-
tion interventions, given the young age of peers, correct and 
complete peer training is often dif fi cult, and this can result in 
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a lack of outcome effect  [  62  ] . Caution should be taken when 
processes related to psychopathology are addressed as expe-
rienced facilitators are better skilled for such roles. 
Nevertheless, in these programmes, peer involvement during 
the interactive parts of the programme is still seen as 
critical.  

   Abstinence Versus Harm :  Minimisation 
 Typically, school-based prevention programmes aimed at 
reducing substance use have adopted the abstinence-based 
approach  [  13  ] . This approach conveys a strict ‘no-use’ mes-
sage regarding drug use and punishes the slightest deviation 
from the ideal  [  112  ] . The majority of studies in the USA con-
tinue to focus on abstinence-based outcomes; however, in 
countries which do not emphasise a strict no-use model, such 
as Australia, these outcomes may not be the best measure of 
ef fi cacy  [  148  ] . 

 Recently, we have seen a shift away from the abstinence-
based approach to prevention, towards a more pragmatic 
approach referred to as ‘informed choice’ or harm minimisa-
tion  [  13,   133,   166  ] . This approach strives to not only reduce 
drug use, but also to minimise potential harm and problems 
resulting from the uninformed misuse of substances by fos-
tering informed decision making and choices  [  170  ] . Over the 
past decade, this approach has become broadly accepted by 
educators, governments and schools alike  [  103  ] . Despite this 
acceptance, few school-based prevention programmes with 
an explicit harm-minimisation message exist  [  102,   105,   112, 
  118,   164  ] . Two prevention programmes which have been 
designed within a harm-minimisation framework are the 
SHAHRP programme  [  95  ]  and the Climate Schools pro-
gramme  [  118,   164  ] . The SHARP programme teaches resis-
tance-skills training which is speci fi c to minimising harms 
related to alcohol use and has demonstrated success in 
increasing knowledge and attitudes regarding alcohol, as 
well as decreasing alcohol use and related harm up to 2 years 
following the intervention  [  94,   96  ] . The Climate Schools 
programmes which are internet-based and adopt a harm-
minimisation goal, have also demonstrated signi fi cant effects 
in reducing alcohol use and more recently in reducing fre-
quency of cannabis use  [  118–  120,   164  ] . To date, the Climate 
Schools cannabis trial was the  fi rst time a programme with 
an explicit harm-minimisation message has demonstrated 
success in reducing the use of an illicit drug. This area clearly 
warrants further research.   

   Effective Principles for School-Based Drug 
Prevention 

 As outlined above, many reviews and meta-analyses examin-
ing school-based prevention for substance use exist, although 
consistent  fi ndings are not clear  [  27,   62,   88,   106,   146,   157, 
  158  ] . Surprisingly, there appears to be no succinct or clear 

summary of the factors in the literature which are consis-
tently associated with effective drug prevention in schools. 
As such, Table  46.3  below attempts to summarise the ‘effec-
tive principles’ for school-based drug prevention  [  9,   42,   50, 
  101,   106  ] .   

   Obstacles to Effective Drug Education in Schools 

 Although effective school-based prevention programmes do 
exist, there are also many barriers or ‘obstacles’ which can 
impede programme effectiveness  [  23,   52,   54,   85  ] . Arguably, 
the greatest obstacles to effective school-based drug preven-
tion can be attributed to issues regarding implementation and 
dissemination of programmes  [  32,   35,   52,   55,   72,   126,   134  ] . 

   Dissemination of Programmes 
 The dissemination of drug prevention programmes into 
schools is not always entirely successful  [  26,   27,   43  ] . 
Speci fi cally, Ennett et al.  [  55  ]  found that only 14% of schools 
in the United States implemented evidence-based pro-
grammes, i.e. programmes which incorporate correct content 
and delivery as identi fi ed in the literature as having the larg-
est effect sizes in reducing drug use  [  158  ] . It is possible that 
because evidence-based programmes are rarely designed and 
packaged in ways that are competitive with commercial pro-
grammes and, once funded trials of prevention cease, schools 
do not have the motivation or suf fi cient resources to continue 
using such programmes  [  42,   44,   96,   167  ] . It could also be a 
result of the many challenges that arise when implementing 
prevention programmes into the classroom. This is known as 
‘implementation  fi delity’  [  23,   26  ] .  

   Table 46.3    Effective principles of school-based prevention for 
substance use   

 • Be evidence-based and theory driven 
 • Acknowledge and target risk factors for substance use and 

psychopathology 
 • Present developmentally appropriate information 
 • Be implemented prior to harmful patterns of use are established 
 • Be part of a comprehensive health education curriculum 
 • Adopt a social in fl uence or comprehensive approach to 

prevention and: 
 –  Provide resistance skills training 
 –  Incorporate normative education 

 • Make content of immediate relevance to students 
 • Make use of peer leadership, but keep teacher as the central role 
 • Address values, attitudes and behaviours of the individual and 

community 
 • Be sensitive to cultural characteristics of target audience 
 • Provide adequate initial coverage and continued follow-up in 

booster sessions 
 • Employ interactive teaching approaches 
 • Can be delivered within an overall framework of harm 

minimisation 
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   Implementation Fidelity 
 Implementation  fi delity refers to adhering to, and imple-
menting, a programme in the exact way it was designed to be 
 [  46  ] . A large study examining the implementation  fi delity of 
substance use prevention programmes indicated that one-
 fi fth of teachers reported not using a curriculum/programme 
guide at all, and only 15% reported following one very 
closely  [  130  ] . This is of great concern because research 
shows implementation  fi delity is linked with the effective-
ness of programmes. Speci fi cally, programmes delivered 
with high  fi delity lead to superior outcomes for students, and 
programmes delivered with poor  fi delity lead to poorer out-
comes for students  [  46,   54  ] . 

 In schools, there are a number of potential barriers to 
 fi delity which compromise programme ef fi cacy. These relate 
predominately to inconsistent or incompetent delivery of 
programmes and include insuf fi cient ongoing teacher train-
ing, inadequate resources, problems with adherence to exist-
ing guidelines, lack of support for teachers, insuf fi cient time, 
classroom overcrowding and management, transient student 
populations and curriculum changes  [  23,   27,   32,   55,   130  ] . 

 Given that teachers are the primary implementers of pre-
vention programmes and that teacher training is associated 
with high  fi delity  [  46  ] , the lack of training and support for 
teachers to implement programmes is of considerable con-
cern  [  126  ] . In a recent U.S.-based study, it was found that 
only 18% of schools reported training teachers in substance 
use prevention  [  167  ] . This is most likely because schools are 
unable or unwilling to provide training to teachers as a result 
of inadequate resources such as money and time  [  55  ] . 

 When not given suf fi cient training and support, teachers 
may sense the need to adapt programmes to their speci fi c 
school population  [  35,   55,   72  ] . In a review conducted by 
Ennett et al.  [  55  ] , nearly 80% of teachers surveyed reported 
that they had previously adapted a prevention programme. 
Reasons for doing so included a personal preference in teach-
ing style, and catering for speci fi c needs of their class. 
Adaptation can be extremely detrimental to a programme 
since not only can it inadvertently remove the essential com-
ponents of a programme, but it may even add components 
which can detract from the ef fi cacy of the programme  [  131  ] . 

 Increasing teacher education about the importance of 
 prevention programmes and increasing monitoring of pro-
grammes have both been proposed as ways to improve 
adherence and thereby increase implementation  fi delity  [  46, 
  130  ] . However, executing these methods is likely to be both 
timely and costly. Clearly, new innovative models are needed 
to overcome the obstacles to effective substance use preven-
tion. To ensure that prevention programmes are successful, 
they must be simple and  fl exible, more user-friendly, appeal 
to students and teachers, and must not require extensive 
training or resource needs  [  26,   52  ] . Internet-based technol-
ogy can address the limitations in the literature and offers a 

practical means of delivering evidence-based prevention 
whilst importantly assuring implementation  fi delity.   

   Internet and Computer-Based Alcohol 
and Other Drug Prevention 

 Internet-based technology offers many advantages over tra-
ditional methods of delivering prevention programmes. 
Programmes delivered over the internet require minimal 
teacher training and input, guarantee complete and consis-
tent delivery of the content of a programme, and are both 
feasible and scalable to meet the needs of large audiences. In 
addition, the internet offers a way of updating information 
with ease; therefore after, the initial development costs, 
internet-based resources offer a cost-effective means for 
delivering and disseminating prevention. 

 In comparison to traditional teaching methods, the use of 
computer technology in education has been shown to accel-
erate learning and improve educational achievement and out-
comes  [  11,   18  ] . Computers also offer many educational 
advantages over traditional classroom settings  [  18  ] , thereby 
allowing students to learn material at varied paces and pro-
viding them with immediate individual feedback. 
Furthermore, computers have the ability to engage and main-
tain student interest, and students themselves have reported 
they prefer to learn education via computers than by tradi-
tional teaching means  [  36  ] . Not only do computers and the 
internet appeal to young people and offer numerous educa-
tional advantages, they also offer advantages speci fi c to drug 
prevention. The internet allows for the needs of students with 
different levels of drug use to be met, without the risk of 
labelling them  [  124  ] , and allows students to learn informa-
tion and skills with relative anonymity, which is important 
given the sensitive nature of drug use  [  19  ] . 

 In recent years, promising research has been conducted 
into the development and evaluation of interventions deliv-
ered by computers or over the internet to reduce substance 
use in adolescents  [  19,   49,   73,   91,   118–  120,   139,   140,   164  ] . 
Computer-based drug prevention programmes for adoles-
cents generally involve young people navigating their way 
through simulated real-life situations involving characters 
and contexts to which they can relate  [  73,   139  ] . The current 
range of youth drug prevention programmes are both brief 
 [  49,   73  ]  and intensive  [  74,   139,   140,   169  ]  and have been 
designed for both universal  [  49,   73,   74,   139,   169  ]  and tar-
geted populations  [  19,   140  ] . From the evidence that exists, it 
appears that such programmes are both feasible and accept-
able  [  19,   49,   73,   139,   140,   169  ] . In terms of ef fi cacy, com-
puterised drug prevention programmes for youth have been 
shown to increase knowledge  [  74,   91,   118–  120,   164  ] , 
decrease pro-drug attitudes  [  74,   139,   164,   169  ] , increase 
drug resistance  [  49  ] , increase anxiety management skills 
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 [  169  ]  and decrease reported intention to use drugs  [  49,   73  ] . 
The evidence for behavioural change is more limited as most 
studies which have evaluated the ef fi cacy of computer-based 
drug prevention programmes for youth have failed to collect 
behavioural measures  [  49,   73,   74  ] . From those that have col-
lected measures of behavioural change, the results are 
promising. 

 A study conducted by the Body Awareness Resource 
Network (BARN) group tested the effectiveness of an inter-
active computer programme which delivered information to 
adolescents on important health issues including alcohol and 
drugs  [  19  ] . Results indicate that the programme was effec-
tive in slowing the progression of drug use from non-use 
through to problem use; however, only in a high-risk popula-
tion  [  19  ] . In another cluster RCT by Schinke et al.  [  139  ] , 
youth who completed a 10-session CD-ROM drug preven-
tion programme had lower monthly rates of alcohol, tobacco 
and cannabis use than young people who did not receive the 
intervention. These results were sustained up until 3 years 
follow-up. A computerised smoking prevention programme 
for school students was also found to be effective in encour-
aging cessation in existing smokers and delaying onset in 
non-smokers  [  4  ] . Finally, an event-speci fi c intervention for 
substance use which comprised of web-based personalised 
feedback was found to signi fi cantly decrease estimated alco-
hol concentration on participant’s 21st birthday  [  116  ] . 

 Delivering drug education using a computer-based 
resource is clearly both feasible and acceptable with young 
people. Recent evidence suggests that it may also be possible 
to deliver drug prevention programmes in the classroom. 
The Climate Schools programmes for drug prevention 
were designed to overcome factors which compromise pro-
gramme ef fi cacy. They are based on the effective harm- 
minimisation approach to prevention  [  95  ]  and use cartoon 
storylines to engage and maintain student interest 
and involvement over time  [  139  ] . The programmes are 
designed to  fi t within the school health curriculum and are 
facilitated by the internet which guarantees complete and 
consistent delivery whilst ensuring high implementation 
 fi delity. The  fi ndings from the evaluation of the Climate 
Schools drug prevention programmes provide evidence that 
such an innovative new platform for the delivery can increase 
knowledge, decrease positive attitudes and reduce the use of 
licit and illicit drugs in schools  [  118–  120,   164  ] . 

 Speci fi cally, a cluster RCT in 16 schools found the 
Climate Schools: Alcohol Module to signi fi cantly increase 
alcohol-related knowledge, decrease alcohol-related harms, 
and decrease positive expectancies about alcohol up to 1 year 
following the intervention  [  164  ] . It was also found to reduce 
average alcohol consumption and frequency of binge drink-
ing in female students  [  164  ] . The effectiveness of the Climate 
Schools: Alcohol Module has been validated in a separate 
RCT of 10 schools. Results from the trial indicate increased 

alcohol-related knowledge and decreased average alcohol 
consumption scores in students who received the interven-
tion  [  164  ] . 

 The Climate Schools: Alcohol and Cannabis course has 
been evaluated in a cluster RCT of 10 schools in Australia 
and found to increase alcohol and cannabis-related knowl-
edge, decrease average alcohol consumption, decrease fre-
quency of binge drinking and decrease frequency of cannabis 
use up to 1 year following the intervention  [  118,   119  ] . 

 In addition, the delivery mode of both Climate Schools 
programmes was found to be acceptable to both students and 
teachers who rated the programme as enjoyable and superior 
to other drug prevention approaches. 

 In summary, research has demonstrated that computerised 
interventions can give rise to equivalent or even greater 
changes in desired outcomes than traditional drug interven-
tion programmes. Although the majority of these studies 
have been delivered in non-school-based settings, the results 
attest to the effectiveness of using computers to deliver sub-
stance use interventions and, together with the numerous 
implementation advantages and high  fi delity associated with 
computers, the internet offers a promising delivery method 
for school-based prevention.  

   School Policies 

 Several studies suggest that even at a lower level, changes in 
the environment can have an effect in setting norms and pre-
venting substance use. Especially for smoking, schools can 
have strong in fl uences on pupil’s psychological and social 
outcomes. This could be the reason for the large inter-school 
variation in smoking prevalence often documented  [  7  ] . This 
effect seems to be mediated by teacher smoking. For exam-
ple, a study on a random sample of Finnish schools showed 
that students exposed to a teacher smoking outdoors were at 
least 1.8 times more at risk to smoke than non-exposed stu-
dents. This was true especially for girls  [  128  ] . Notably, 
changing the environment through school policies against 
smoking can have a positive effect. In a large survey carried 
out in UK, the prevalence of daily smoking in schools with a 
written policy stating that no pupils or teachers were allowed 
to smoke anywhere on the school premises, was 9.5% (6.1–
12.9%), compared to schools without policy, where it was 
30.1% (23.6–36.6%)  [  108  ] . 

 Several interventions acting at the population level recog-
nise the major pathway of change in norms setting and social 
in fl uence. Recognising a common functioning pathway 
could allow strategy development aimed at tackling sub-
stance use by exploiting the positive interaction between 
interventions and poly-substance use, for example smoking 
and cannabis, in order to improve the strength and the success 
of prevention. It has been suggested that a comprehensive 
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strategy integrating school-based interventions with the 
development of school policies against drug use, could rein-
force the often short-lived effects of preventive interventions 
alone, especially for licit substances, such as tobacco and 
alcohol  [  60  ] . Future research may wish to examine the 
additive effects of school policies on existing school-based 
interventions.   

   Conclusions 

 Given that school based prevention is the primary means by 
which alcohol and other drug education is delivered, it is 
essential to focus on increasing programme ef fi cacy. This 
chapter aimed to outline the ingredients of effective school-
based substance use prevention programmes and to suggest 
ways to overcome common obstacles which can impede on 
programme success. According to the literature, ideally, pre-
ventive interventions should be based on either a social 
in fl uence or comprehensive approach to prevention, should 
use interactive delivery techniques, be age and context appro-
priate, be taught in the context of sequential stages, and make 
use of peer leaders. Over the past decade, the array of school-
based prevention programmes for alcohol and other drug use 
has signi fi cantly increased and programmes are starting to 
demonstrate effects in reducing actual substance use. Despite 
the existence of such programmes, many educators continue 
to implement programmes that have not been evaluated or 
which fail to show behaviour change. If the aim is to reduce 
substance use and the associated detrimental harms, it is 
imperative that schools and educators adopt only those pro-
grammes which are evidence-based and that future develop-
ments are driven from what we know works.      
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