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Preface

The importance of text mining applications has increased in recent
years because of the large number of web-enabled applications which
lead to the creation of such data. While classical applications have
focussed on processing and mining raw text, the advent of web enabled
applications requires novel methods for mining and processing, such as
the use of linkage, multi-lingual information or the joint mining of text
with other kinds of multimedia data such as images or videos. In many
cases, this has also lead to the development of other related areas of
research such as heterogeneous transfer learning.

An important characteristic of this area is that it has been explored
by multiple communities such as data mining, machine learning and
information retrieval. In many cases, these communities tend to have
some overlap, but are largely disjoint and carry on their research in-
dependently. One of the goals of this book is to bring together re-
searchers of different communities together in order to maximize the
cross-disciplinary understanding of this area.

Another aspect of the text mining area is that there seems to be a
distinct set of researchers working on newer aspects of text mining in the
context of emerging platforms such as data streams and social networks.
This book is also an attempt to discuss both the classical and modern
aspects of text mining in a unified way. Chapters are devoted to many
classical methods such as clustering, classification and topic modeling.
In addition, we also study different aspects of text mining in the context
of modern applications in social and information networks, and social
media. Many new applications such as data streams have also been
explored for the first time in this book.

Each chapter in the book is structured as a comprehensive survey
which discusses the key models and algorithms for the particular area.
In addition the future trends and research directions are presented in
each chapter. It is hoped that this book will provide a comprehensive
understanding of the area to students, professors and researchers.



    



Chapter 1

AN INTRODUCTION TO TEXT MINING

Charu C. Aggarwal
IBM T. J. Watson Research Center
Yorktown Heights, NY

charu@us.ibm.com

ChengXiang Zhai
University of Illinois at Urbana-Champaign
Urbana, IL

czhai@cs.uiuc.edu

Abstract
The problem of text mining has gained increasing attention in recent

years because of the large amounts of text data, which are created in
a variety of social network, web, and other information-centric applica-
tions. Unstructured data is the easiest form of data which can be created
in any application scenario. As a result, there has been a tremendous
need to design methods and algorithms which can effectively process a
wide variety of text applications. This book will provide an overview
of the different methods and algorithms which are common in the text
domain, with a particular focus on mining methods.

1. Introduction

Data mining is a field which has seen rapid advances in recent years [8]
because of the immense advances in hardware and software technology
which has lead to the availability of different kinds of data. This is
particularly true for the case of text data, where the development of
hardware and software platforms for the web and social networks has
enabled the rapid creation of large repositories of different kinds of data.
In particular, the web is a technological enabler which encourages the
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2 MINING TEXT DATA

creation of a large amount of text content by different users in a form
which is easy to store and process. The increasing amounts of text data
available from different applications has created a need for advances in
algorithmic design which can learn interesting patterns from the data in
a dynamic and scalable way.

While structured data is generally managed with a database system,
text data is typically managed via a search engine due to the lack of
structures [5]. A search engine enables a user to find useful informa-
tion from a collection conveniently with a keyword query, and how to
improve the effectiveness and efficiency of a search engine has been a
central research topic in the field of information retrieval [13, 3], where
many related topics to search such as text clustering, text categoriza-
tion, summarization, and recommender systems are also studied [12, 9,
7].

However, research in information retrieval has traditionally focused
more on facilitating information access [13] rather than analyzing infor-
mation to discover patterns, which is the primary goal of text mining.
The goal of information access is to connect the right information with
the right users at the right time with less emphasis on processing or
transformation of text information. Text mining can be regarded as go-
ing beyond information access to further help users analyze and digest
information and facilitate decision making.There are also many applica-
tions of text mining where the primary goal is to analyze and discover
any interesting pattterns, including trends and outliers, in text data,
and the notion of a query is not essential or even relevant.

Technically, mining techniques focus on the primary models, algo-
rithms and applications about what one can learn from different kinds
of text data. Some examples of such questions are as follows:

What are the primary supervised and unsupervised models for
learning from text data? How are traditional clustering and clas-
sification problems different for text data, as compared to the tra-
ditional database literature?

What are the useful tools and techniques used for mining text
data? Which are the useful mathematical techniques which one
should know, and which are repeatedly used in the context of dif-
ferent kinds of text data?

What are the key application domains in which such mining tech-
niques are used, and how are they effectively applied?

A number of key characteristics distinguish text data from other forms
of data such as relational or quantitative data. This naturally affects the
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mining techniques which can be used for such data. The most important
characteristic of text data is that it is sparse and high dimensional. For
example, a given corpus may be drawn from a lexicon of about 100,000
words, but a given text document may contain only a few hundred words.
Thus, a corpus of text documents can be represented as a sparse term-
document matrix of size n× d, when n is the number of documents, and
d is the size of the lexicon vocabulary. The (i, j)th entry of this matrix
is the (normalized) frequency of the jth word in the lexicon in document
i. The large size and the sparsity of the matrix has immediate implica-
tions for a number of data analytical techniques such as dimensionality
reduction. In such cases, the methods for reduction should be specifi-
cally designed while taking this characteristic of text data into account.
The variation in word frequencies and document lengths also lead to a
number of issues involving document representation and normalization,
which are critical for text mining.

Furthermore, text data can be analyzed at different levels of represen-
tation. For example, text data can easily be treated as a bag-of-words,
or it can be treated as a string of words. However, in most applica-
tions, it would be desirable to represent text information semantically
so that more meaningful analysis and mining can be done. For exam-
ple, representing text data at the level of named entities such as people,
organizations, and locations, and their relations may enable discovery
of more interesting patterns than representing text as a bag of words.
Unfortunately, the state of the art methods in natural language process-
ing are still not robust enough to work well in unrestricted text domains
to generate accurate semantic representation of text. Thus most text
mining approaches currently still rely on the more shallow word-based
representations, especially the bag-of-wrods approach, which, while los-
ing the positioning information in the words, is generally much simpler
to deal with from an algorithmic point of view than the string-based
approach. In special domains (e.g., biomedical domain) and for special
mining tasks (e.g., extraction of knowledge from the Web), natural lan-
guage processing techniques, especially information extraction, are also
playing an important role in obtaining a semantically more meaningful
representation of text.

Recently, there has been rapid growth of text data in the context
of different web-based applications such as social media, which often
occur in the context of multimedia or other heterogeneous data domains.
Therefore, a number of techniques have recently been designed for the
joint mining of text data in the context of these different kinds of data
domains. For example, the Web contains text and image data which
are often intimately connected to each other and these links can be used
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to improve the learning process from one domain to another. Similarly,
cross-lingual linkages between documents of different languages can also
be used in order to transfer knowledge from one language domain to
another. This is closely related to the problem of transfer learning [11].

The rest of this chapter is organized as follows. The next section
will discuss the different kinds of algorithms and applications for text
mining. We will also point out the specific chapters in which they are
discussed in the book. Section 3 will discuss some interesting future
research directions.

2. Algorithms for Text Mining

In this section, we will explore the key problems arising in the con-
text of text mining. We will also present the organization of the different
chapters of this book in the context of these different problems. We in-
tentionally leave the definition of the concept ”text mining” vague to
broadly cover a large set of related topics and algorithms for text anal-
ysis, spanning many different communities, including natural language
processing, information retrieval, data mining, machine learning, and
many application domains such as the World Wide Web and Biomedi-
cal Science. We have also intentionally allowed (sometimes significant)
overlaps between chapters to allow each chapter to be relatively self
contained, thus useful as a standing-alone chapter for learning about a
specific topic.
Information Extraction from Text Data: Information Extraction
is one of the key problems of text mining, which serves as a starting
point for many text mining algorithms. For example, extraction of enti-
ties and their relations from text can reveal more meaningful semantic
information in text data than a simple bag-of-words representation, and
is generally needed to support inferences about knowledge buried in text
data. Chapter 2 provides an survey of key problems in Information Ex-
traction and the major algorithms for extracting entities and relations
from text data.
Text Summarization: Another common function needed in many text
mining applications is to summarize the text documents in order to ob-
tain a brief overview of a large text document or a set of documents on
a topic. Summarization techniques generally fall into two categories. In
extractive summarization, a summary consists of information units ex-
tracted from the original text; in contrast, in abstractive summarization,
a summary may contain “synthesized” information units that may not
necessarily occur in the text documents. Most existing summarization
methods are extractive, and in Chapter 3, we give a brief survey of these
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commonly used summarization methods.
Unsupervised Learning Methods from Text Data: Unsupervised
learning methods do not require any training data, thus can be applied
to any text data without requiring any manual effort. The two main un-
supervised learning methods commonly used in the context of text data
are clustering and topic modeling. The problem of clustering is that
of segmenting a corpus of documents into partitions, each correspond-
ing to a topical cluster. The problems of clustering and topic modeling
are closely related. In topic modeling we use a probabilistic model in
order to determine a soft clustering, in which each document has a
membership probability of the cluster, as opposed to a hard segmenta-
tion of the documents. Topic models can be considered as the process
of clustering with a generative probabilistic model. Each topic can be
considered a probability distribution over words, with the representative
words having the highest probability. Each document can be expressed
as a probabilistic combination of these different topics. Thus, a topic
can be considered to be analogous to a cluster, and the membership
of a document to a cluster is probabilistic in nature. This also leads
to a more elegant cluster membership representation in cases in which
the document is known to contain distinct topics. In the case of hard
clustering, it is sometimes challenging to assign a document to a sin-
gle cluster in such cases. Furthermore, topic modeling relates elegantly
to the dimension reduction problem, where each topic provides a con-
ceptual dimension, and the documents may be represented as a linear
probabilistic combination of these different topics. Thus, topic-modeling
provides an extremely general framework, which relates to both the clus-
tering and dimension reduction problems. In chapter 4, we study the
problem of clustering, while topic modeling is covered in two chapters
(Chapters 5 and 8). In Chapter 5, we discuss topic modeling from the
perspective of dimension reduction since the discovered topics can serve
as a low-dimensional space representation of text data, where semanti-
cally related words can “match” each other, which is hard to achieve
with bag-of-words representation. In chapter 8, topic modeling is dis-
cussed as a general probabilistic model for text mining.
LSI and Dimensionality Reduction for Text Mining: The prob-
lem of dimensionality reduction is widely studied in the database liter-
ature as a method for representing the underlying data in compressed
format for indexing and retrieval [10]. A variation of dimensionality re-
duction which is commonly used for text data is known as latent seman-
tic indexing [6]. One of the interesting characteristics of latent semantic
indexing is that it brings our the key semantic aspects of the text data,
which makes it more suitable for a variety of mining applications. For ex-
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ample, the noise effects of synonymy and polysemy are reduced because
of the use of such dimensionality reduction techniques. Another family
of dimension reduction techniques are probabilistic topic models,notably
PLSA, LDA, and their variants; they perform dimension reduction in a
probabilistic way with potentially more meaningful topic representations
based on word distributions. In chapter 5, we will discuss a variety of
LSI and dimensionality reduction techniques for text data, and their use
in a variety of mining applications.
Supervised Learning Methods for Text Data: Supervised learning
methods are general machine learning methods that can exploit train-
ing data (i.e., pairs of input data points and the corresponding desired
output) to learn a classifier or regression function that can be used to
compute predictions on unseen new data. Since a wide range of applica-
tion problems can be cast as a classification problem (that can be solved
using supervised learning), the problem of supervised learning is some-
times also referred to as classification. Most of the traditional methods
for text mining in the machine learning literature have been extended
to solve problems of text mining. These include methods such as rule-
based classifier, decision trees, nearest neighbor classifiers, maximum-
margin classifiers, and probabilistic classifiers. In Chapter 6, we will
study machine learning methods for automated text categorization, a
major application area of supervised learning in text mining. A more
general discussion of supervised learning methods is given in Chapter 8.
A special class of techniques in supervised learning to address the issue
of lack of training data, called transfer learning, are covered in Chapter
7.
Transfer Learning with Text Data: The afore-mentioned example
of cross-lingual mining provides a case where the attributes of the text
collection may be heterogeneous. Clearly, the feature representations in
the different languages are heterogeneous, and it can often provide use-
ful to transfer knowledge from one domain to another, especially when
their is paucity of data in one domain. For example, labeled English
documents are copious and easy to find. On the other hand, it is much
harder to obtain labeled Chinese documents. The problem of transfer
learning attempts to transfer the learned knowledge from one domain to
another. Some other scenarios in which this arises is the case where we
have a mixture of text and multimedia data. This is often the case in
many web-based and social media applications such as Flickr, Youtube
or other multimedia sharing sites. In such cases, it may be desirable to
transfer the learned knowledge from one domain to another with the use
of cross-media transfer. Chapter 7 provides a detailed survey of such
learning techniques.
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Probabilistic Techniques for Text Mining: A variety of probabilis-
tic methods, particularly unsupervised topic models such as PLSA and
LDA and supervised learning methods such as conditional random fields
are used frequently in the context of text mining algorithms. Since such
methods are used frequently in a wide variety of contexts, it is useful
to create an organized survey which describes the different tools and
techniques that are used in this context. In Chapter 8, we introduce
the basics of the common probabilistic models and methods which are
often used in the context of text mining. The material in this chapter is
also relevant to many of the clustering, dimensionality reduction, topic
modeling and classification techniques discussed in Chapters 4, 5, 6 and
7.
Mining Text Streams: Many recent applications on the web create
massive streams of text data. In particular web applications such as
social networks which allow the simultaneous input of text from a wide
variety of users can result in a continuous stream of large volumes of
text data. Similarly, news streams such as Reuters or aggregators such
as Google news create large volumes of streams which can be mined con-
tinuously. Such text data are more challenging to mine, because they
need to be processed in the context of a one-pass constraint [1]. The
one-pass constraint essentially means that it may sometimes be difficult
to store the data offline for processing, and it is necessary to perform
the mining tasks continuously, as the data comes in. This makes algo-
rithmic design a much more challenging task. In chapter 9, we study
the common techniques which are often used in the context of a variety
of text mining tasks.
Cross-Lingual Mining of Text Data: With the proliferation of web-
based and other information retrieval applications to other applications,
it has become particularly useful to apply mining tasks in different lan-
guages, or use the knowledge or corpora in one language to another.
For example, in cross-language mining, it may be desirable to cluster a
group of documents in different languages, so that documents from dif-
ferent languages but similar semantic topics may be placed in the same
cluster. Such cross-lingual applications are extremely rich, because they
can often be used to leverage knowledge from one data domain into an-
other. In chapter 10, we will study methods for cross-lingual mining of
text data, covering techniques such as machine translation, cross-lingual
information retrieval, and analysis of comparable and parallel corpora.
Text Mining in Multimedia Networks: Text often occurs in the
context of many multimedia sharing sites such as Flickr or Youtube.
A natural question arises as to whether we can enrich the underlying
mining process by simultaneously using the data from other domains
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together with the text collection. This is also related to the problem of
transfer learning, which was discussed earlier. In chapter 11, a detailed
survey will be provided on mining other multimedia data together with
text collections.
Text Mining in Social Media: One of the most common sources of
text on the web is the presence of social media, which allows human
actors to express themselves quickly and freely in the context of a wide
range of subjects [2]. Social media is now exploited widely by commer-
cial sites for influencing users and targeted marketing. The process of
mining text in social media requires the special ability to mine dynamic
data which often contains poor and non-standard vocabulary. Further-
more, the text may occur in the context of linked social networks. Such
links can be used in order to improve the quality of the underlying min-
ing process. For example, methods that use both link and content [4]
are widely known to provide much more effective results which use only
content or links. Chapter 12 provides a detailed survey of text mining
methods in social media.
Opinion Mining from Text Data: A considerable amount of text on
web sites occurs in the context of product reviews or opinions of different
users. Mining such opinionated text data to reveal and summarize the
opinions about a topic has widespread applications, such as in support-
ing consumers for optimizing decisions and business intelligence. spam
opinions which are not useful and simply add noise to the mining pro-
cess. Chapter 13 provides a detailed survey of models and methods for
opinion mining and sentiment analysis.
Text Mining from Biomedical Data: Text mining techniques play
an important role in both enabling biomedical researchers to effectively
and efficiently access the knowledge buried in large amounts of literature
and supplementing the mining of other biomedical data such as genome
sequences, gene expression data, and protein structures to facilitate and
speed up biomedical discovery. As a result, a great deal of research work
has been done in adapting and extending standard text mining methods
to the biomedical domain, such as recognition of various biomedical en-
tities and their relations, text summarization, and question answering.
Chapter 14 provides a detailed survey of the models and methods used
for biomedical text mining.

3. Future Directions

The rapid growth of online textual data creates an urgent need for
powerful text mining techniques. As an interdisciplinary field, text data
mining spans multiple research communities, especially data mining,
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natural language processing, information retrieval, and machine learn-
ing with applications in many different areas, and has attracted much
attention recently. Many models and algorithms have been developed
for various text mining tasks have been developed as we discussed above
and will be surveyed in the rest of this book.

Looking forward, we see the following general future directions that
are promising:

Scalable and robust methods for natural language under-
standing: Understanding text information is fundamental to text
mining. While the current approaches mostly rely on bag of words
representation, it is clearly desirable to go beyond such a simple
representation. Information extraction techniques provide one step
forward toward semantic representation, but the current informa-
tion extraction methods mostly rely on supervised learning and
generally only work well when sufficient training data are avail-
able, restricting its applications. It is thus important to develop
effective and robust information extraction and other natural lan-
guage processing methods that can scale to multiple domains.

Domain adaptation and transfer learning: Many text min-
ing tasks rely on supervised learning, whose effectiveness highly
depends on the amount of training data available. Unfortunately,
it is generally labor-intensive to create large amounts of training
data. Domain adaptation and transfer learning methods can al-
leviate this problem by attempting to exploit training data that
might be available in a related domain or for a related task. How-
ever, the current approaches still have many limitations and are
generally inadequate when there is no or little training data in
the target domain. Further development of more effective domain
adaptation and transfer learning methods is necessary for more
effective text mining.

Contextual analysis of text data: Text data is generally associ-
ated with a lot of context information such as authors, sources, and
time, or more complicated information networks associated with
text data. In many applications, it is important to consider the
context as well as user preferences in text mining. It is thus impor-
tant to further extend existing text mining approaches to further
incorporate context and information networks for more powerful
text analysis.

Parallel text mining: In many applications of text mining, the
amount of text data is huge and is likely increasing over time,
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thus it is infeasible to store the data in one machine, making it
necessary to develop parallel text mining algorithms that can run
on a cluster of computers to perform text mining tasks in parallel.
In particular, how to parallelize all kinds of text mining algorithms,
including both unsupervised and supervised learning methods is a
major future challenge. This direction is clearly related to cloud
computing and data-intensive computing, which are growing fields
themselves.
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Abstract Information extraction is the task of finding structured information from
unstructured or semi-structured text. It is an important task in text
mining and has been extensively studied in various research commu-
nities including natural language processing, information retrieval and
Web mining. It has a wide range of applications in domains such as
biomedical literature mining and business intelligence. Two fundamen-
tal tasks of information extraction are named entity recognition and
relation extraction. The former refers to finding names of entities such
as people, organizations and locations. The latter refers to finding the
semantic relations such as FounderOf and HeadquarteredIn between en-
tities. In this chapter we provide a survey of the major work on named
entity recognition and relation extraction in the past few decades, with
a focus on work from the natural language processing community.

Keywords: Information extraction, named entity recognition, relation extraction

1. Introduction

Information extraction from text is an important task in text min-
ing. The general goal of information extraction is to discover structured
information from unstructured or semi-structured text. For example,
given the following English sentence,

In 1998, Larry Page and Sergey Brin founded Google Inc.

we can extract the following information,

FounderOf(Larry Page, Google Inc.),
FounderOf(Sergey Brin, Google Inc.),
FoundedIn(Google Inc., 1998).

© Springer Science+Business Media, LLC 2012 
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Such information can be directly presented to an end user, or more
commonly, it can be used by other computer systems such as search
engines and database management systems to provide better services to
end users.

Information extraction has applications in a wide range of domains.
The specific type and structure of the information to be extracted de-
pend on the need of the particular application. We give some example
applications of information extraction below:

Biomedical researchers often need to sift through a large amount
of scientific publications to look for discoveries related to partic-
ular genes, proteins or other biomedical entities. To assist this
effort, simple search based on keyword matching may not suffice
because biomedical entities often have synonyms and ambiguous
names, making it hard to accurately retrieve relevant documents.
A critical task in biomedical literature mining is therefore to au-
tomatically identify mentions of biomedical entities from text and
to link them to their corresponding entries in existing knowledge
bases such as the FlyBase.

Financial professionals often need to seek specific pieces of informa-
tion from news articles to help their day-to-day decision making.
For example, a finance company may need to know all the company
takeovers that take place during a certain time span and the details
of each acquisition. Automatically finding such information from
text requires standard information extraction technologies such as
named entity recognition and relation extraction.

Intelligence analysts review large amounts of text to search for in-
formation such as people involved in terrorism events, the weapons
used and the targets of the attacks. While information retrieval
technologies can be used to quickly locate documents that describe
terrorism events, information extraction technologies are needed to
further pinpoint the specific information units within these docu-
ments.

With the fast growth of the Web, search engines have become an
integral part of people’s daily lives, and users’ search behaviors are
much better understood now. Search based on bag-of-word repre-
sentation of documents can no longer provide satisfactory results.
More advanced search problems such as entity search, structured
search and question answering can provide users with better search
experience. To facilitate these search capabilities, information ex-
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Terrorism Template

Slot Fill Value

Incident: Date 07 Jan 90
Incident: Location Chile: Molina
Incident: Type robbery
Incident: Stage of execution accomplished
Incident: Instrument type gun
Human Target: Name “Enrique Ormazabal Ormazabal”
Human Target: Description “Businessman”: “Enrique Ormazabal Ormazabal”
Human Target: Type civilian: “Enrique Ormazabal Ormazabal”
Human Target: Number 1: “Enrique Ormazabal Ormazabal”
... ...

A Sample Document
Santiago, 10 Jan 90 – Police are carrying out intensive operations in the
town of Molina in the seventh region in search of a gang of alleged extremists
who could be linked to a recently discovered arsenal. It has been reported
that Carabineros in Molina raided the house of of 25-year-old worker Mario
Munoz Pardo, where they found a fal rifle, ammunition clips for various
weapons, detonators, and material for making explosives.
It should be recalled that a group of armed individuals wearing ski masks
robbed a businessman on a rural road near Molina on 7 January. The
businessman, Enrique Ormazabal Ormazabal, tried to resist; The men shot
him and left him seriously wounded. He was later hospitalized in Curico.
Carabineros carried out several operations, including the raid on Munoz’
home. The police are continuing to patrol the area in search of the alleged
terrorist command.

Figure 2.1. Part of the terrorism template used in MUC-4 and a sample document
that contains a terrorism event.

traction is often needed as a preprocessing step to enrich document
representation or to populate an underlying database.

While extraction of structured information from text dates back to
the ’70s (e.g. DeJong’s FRUMP program [28]), it only started gaining
much attention when DARPA initiated and funded the Message Un-
derstanding Conferences (MUC) in the ’90s [33]. Since then, research
efforts on this topic have not declined. Early MUCs defined information
extraction as filling a predefined template that contains a set of prede-
fined slots. For example, Figure 2.1 shows a subset of the slots in the
terrorism template used in MUC-4 and a sample document from which
template slot fill values were extracted. Some of the slot fill values such
as “Enrique Ormazabal Ormazabal” and “Businessman” were extracted
directly from the text while others such as robbery, accomplished and
gun were selected from a predefined value set for the corresponding slot
based on the document.
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Template filling is a complex task and systems developed to fill one
template cannot directly work for a different template. In MUC-6, a
number of template-independent subtasks of information extraction were
defined [33]. These include named entity recognition, coreference reso-
lution and relation extraction. These tasks serve as building blocks to
support full-fledged, domain-specific information extraction systems.

Early information extraction systems such as the ones that partici-
pated in the MUCs are often rule-based systems (e.g. [32, 42]). They
use linguistic extraction patterns developed by humans to match text
and locate information units. They can achieve good performance on the
specific target domain, but it is labor intensive to design good extraction
rules, and the developed rules are highly domain dependent. Realizing
the limitations of these manually developed systems, researchers turned
to statistical machine learning approaches. And with the decomposition
of information extraction systems into components such as named entity
recognition, many information extraction subtasks can be transformed
into classification problems, which can be solved by standard supervised
learning algorithms such as support vector machines and maximum en-
tropy models. Because information extraction involves identifying seg-
ments of text that play different roles, sequence labeling methods such
as hidden Markov models and conditional random fields have also been
widely used.

Traditionally information extraction tasks assume that the structures
to be extracted, e.g. the types of named entities, the types of relations, or
the template slots, are well defined. In some scenarios, we do not know
in advance the structures of the information we would like to extract
and would like to mine such structures from large corpora. For example,
from a set of earthquake news articles we may want to automatically
discover that the date, time, epicenter, magnitude and casualty of an
earthquake are the most important pieces of information reported in
news articles. There have been some recent studies on this kind of
unsupervised information extraction problems but overall work along
this line remains limited.

Another new direction is open information extraction, where the sys-
tem is expected to extract all useful entity relations from a large, diverse
corpus such as the Web. The output of such systems includes not only
the arguments involved in a relation but also a description of the rela-
tion extracted from the text. Recent advances in this direction include
systems like TextRunner [6], Woe [66] and ReVerb [29].

Information extraction from semi-structured Web pages has also been
an important research topic in Web mining (e.g. [40, 45, 25]). A ma-
jor difference of Web information extraction from information extraction
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studied in natural language processing is that Web pages often contain
structured or semi-structured text such as tables and lists, whose extrac-
tion relies more on HTML tags than linguistic features. Web information
extraction systems are also called wrappers and learning such systems is
called wrapper induction. In this survey we only cover information ex-
traction from purely unstructured natural language text. Readers who
are interested in wrapper induction may refer to [31, 20] for in-depth
surveys.

In this chapter we focus on the two most fundamental tasks in in-
formation extraction, namely, named entity recognition and relation ex-
traction. The state-of-the-art solutions to both tasks rely on statistical
machine learning methods. We also discuss unsupervised information
extraction, which has not attracted much attention traditionally. The
rest of this chapter is organized as follows. Section 2 discusses current
approaches to named entity recognition, including rule-based methods
and statistical learning methods. Section 3 discusses relation extraction
under both a fully supervised setting and a weakly supervised setting.
We then discuss unsupervised relation discovery and open information
extraction in Section 4. In Section 5 we discuss evaluation of information
extraction systems. We finally conclude in Section 6.

2. Named Entity Recognition

A named entity is a sequence of words that designates some real-
world entity, e.g. “California,” “Steve Jobs” and “Apple Inc.” The task
of named entity recognition, often abbreviated as NER, is to identify
named entities from free-form text and to classify them into a set of
predefined types such as person, organization and location. Oftentimes
this task cannot be simply accomplished by string matching against
pre-compiled gazetteers because named entities of a given entity type
usually do not form a closed set and therefore any gazetteer would be
incomplete. Another reason is that the type of a named entity can be
context-dependent. For example, “JFK” may refer to the person “John
F. Kennedy,” the location “JFK International Airport,” or any other
entity sharing the same abbreviation. To determine the entity type
for “JFK” occurring in a particular document, its context has to be
considered.

Named entity recognition is probably the most fundamental task in
information extraction. Extraction of more complex structures such as
relations and events depends on accurate named entity recognition as a
preprocessing step. Named entity recognition also has many applications
apart from being a building block for information extraction. In question
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answering, for example, candidate answer strings are often named enti-
ties that need to be extracted and classified first [44]. In entity-oriented
search, identifying named entities in documents as well as in queries is
the first step towards high relevance of search results [34, 21].

Although the study of named entity recognition dates back to the early
’90s [56], the task was formally introduced in 1995 by the sixth Message
Understanding Conference (MUC-6) as a subtask of information extrac-
tion [33]. Since then, NER has drawn much attention in the research
community. There have been several evaluation programs on this task,
including the Automatic Content Extraction (ACE) program [1], the
shared task of the Conference on Natural Language Learning (CoNLL)
in 2002 and 2003 [63], and the BioCreAtIvE (Critical Assessment of
Information Extraction Systems in Biology) challenge evaluation [2].

The most commonly studied named entity types are person, organiza-
tion and location, which were first defined by MUC-6. These types are
general enough to be useful for many application domains. Extraction of
expressions of dates, times, monetary values and percentages, which was
also introduced by MUC-6, is often also studied under NER, although
strictly speaking these expressions are not named entities. Besides these
general entity types, other types of entities are usually defined for spe-
cific domains and applications. For example, the GENIA corpus uses a
fine-grained ontology to classify biological entities [52]. In online search
and advertising, extraction of product names is a useful task.

Early solutions to named entity recognition rely on manually crafted
patterns [4]. Because it requires human expertise and is labor intensive
to create such patterns, later systems try to automatically learn such
patterns from labeled data [62, 16, 23]. More recent work on named
entity recognition uses statistical machine learning methods. An early
attempt is Nymble, a name finder based on hidden Markov models [10].
Other learning models such as maximum entropy models [22], maximum
entropy Markov models [8, 27, 39, 30], support vector machines [35] and
conditional random fields [59] have also been applied to named entity
recognition.

2.1 Rule-based Approach

Rule-based methods for named entity recognition generally work as
follows: A set of rules is either manually defined or automatically learned.
Each token in the text is represented by a set of features. The text is
then compared against the rules and a rule is fired if a match is found.

A rule consists of a pattern and an action. A pattern is usually a
regular expression defined over features of tokens. When this pattern
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matches a sequence of tokens, the specified action is fired. An action
can be labeling a sequence of tokens as an entity, inserting the start or
end label of an entity, or identifying multiple entities simultaneously. For
example, to label any sequence of tokens of the form “Mr. X” where X
is a capitalized word as a person entity, the following rule can be defined:

(token = “Mr.” orthography type = FirstCap) → person name.

The left hand side is a regular expression that matches any sequence
of two tokens where the first token is “Mr.” and the second token has
the orthography type FirstCap. The right hand side indicates that the
matched token sequence should be labeled as a person name.

This kind of rule-based methods has been widely used [4, 62, 16, 61,
23]. Commonly used features to represent tokens include the token itself,
the part-of-speech tag of the token, the orthography type of the token
(e.g. first letter capitalized, all letters capitalized, number, etc.), and
whether the token is inside some predefined gazetteer.

It is possible for a sequence of tokens to match multiple rules. To
handle such conflicts, a set of policies has to be defined to control how
rules should be fired. One approach is to order the rules in advance so
that they are sequentially checked and fired.

Manually creating the rules for named entity recognition requires hu-
man expertise and is labor intensive. To automatically learn the rules,
different methods have been proposed. They can be roughly categorized
into two groups: top-down (e.g. [61]) and bottom-up (e.g. [16, 23]).
With either approach, a set of training documents with manually la-
beled named entities is required. In the top-down approach, general
rules are first defined that can cover the extraction of many training
instances. However, these rules tend to have low precision. The system
then iteratively defines more specific rules by taking the intersections
of the more general rules. In the bottom-up approach, specific rules
are defined based on training instances that are not yet covered by the
existing rule set. These specific rules are then generalized.

2.2 Statistical Learning Approach

More recent work on named entity recognition is usually based on sta-
tistical machine learning. Many statistical learning-based named entity
recognition algorithms treat the task as a sequence labeling problem.
Sequence labeling is a general machine learning problem and has been
used to model many natural language processing tasks including part-
of-speech tagging, chunking and named entity recognition. It can be
formulated as follows. We are given a sequence of observations, denoted
as x = (x1, x2, . . . , xn). Usually each observation is represented as a
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Steve Jobs was a co-founder of Apple Inc.
B-PER I-PER O O O O B-ORG I-ORG

Figure 2.2. An example sentence with NER labels in the BIO notation. PER stands
for person and ORG stands for organization.

feature vector. We would like to assign a label yi to each observation xi.
While one may apply standard classification to predict the label yi based
solely on xi, in sequence labeling, it is assumed that the label yi depends
not only on its corresponding observation xi but also possibly on other
observations and other labels in the sequence. Typically this dependency
is limited to observations and labels within a close neighborhood of the
current position i.

To map named entity recognition to a sequence labeling problem, we
treat each word in a sentence as an observation. The class labels have
to clearly indicate both the boundaries and the types of named entities
within the sequence. Usually the BIO notation, initially introduced for
text chunking [55], is used. With this notation, for each entity type T,
two labels are created, namely, B-T and I-T. A token labeled with B-T is
the beginning of a named entity of type T while a token labeled with I-T

is inside (but not the beginning of) a named entity of type T. In addition,
there is a label O for tokens outside of any named entity. Figure 2.2 shows
an example sentence and its correct NER label sequence.

2.2.1 Hidden Markov Models. In a probabilistic framework,
the best label sequence y = (y1, y2, . . . , yn) for an observation sequence
x = (x1, x2, . . . , xn) is the one that maximizes the conditional probabil-
ity p(y|x), or equivalently, the one that maximizes the joint probability
p(x,y). One way to model the joint probability is to assume a Markov
process where the generation of a label or an observation is dependent
only on one or a few previous labels and/or observations. If we treat y
as hidden states, then we essentially have a hidden Markov model [54].

An example is the Nymble system developed by BBN, one of the
earliest statistical learning-based NER systems [10]. Nymble assumes
the following generative process:

(1) Each yi is generated conditioning on the previous label yi−1 and the
previous word xi−1.

(2) If xi is the first word of a named entity, it is generated conditioning
on the current and the previous labels, i.e. yi and yi−1.

(3) If xi is inside a named entity, it is generated conditioning on the
previous observation xi−1.
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For subsequences of words outside of any named entity, Nymble treats
them as a Not-A-Name class. Nymble also assumes that there is a magical
+end+ word at the end of each named entity and models the probability
of a word being the final word of a named entity. With the generative
process described above, the probability p(x,y) can be expressed in
terms of various conditional probabilities.

Initially xi is simply the word at position i. Nymble further augments
it into xi = 〈w, f〉i, where w is the word at position i and f is a word
feature characterizing w. For example, the feature FourDigitNum indi-
cates that the word is a number with four digits. The rationale behind
introducing word features is that these features may carry strong corre-
lations with entity types. For example, a four-digit number is likely to
be a year.

The model parameters of Nymble are essentially the various multino-
mial distributions that govern the generation of xi and yi. Nymble uses
supervised learning to learn these parameters. Given sentences labeled
with named entities, Nymble performs maximum likelihood estimation
to find the model parameters that maximize p(X,Y ) where X denotes
all the sentences in the training data and Y denotes their true label
sequences. Parameter estimation essentially becomes counting. For ex-
ample,

p(yi = c1|yi−1 = c2, xi−1 = w) =
c(c1, c2, w)

c(c2, w)
, (2.1)

where c1 and c2 are two class labels and w is a word. p(yi = c1|yi−1 =
c2, xi−1 = w) is the probability of observing the class label c1 given that
the previous class label is c2 and the previous word is w. c(c1, c2, w) is
the number of times we observe class label c1 when the previous class
label is c2 and the previous word is w, and c(c2, w) is the number of times
we observe the previous class label to be c2 and the previous word to be
w regardless of the current class label.

During prediction, Nymble uses the learned model parameters to find
the label sequence y that maximizes p(x,y) for a given x. With the
Markovian assumption, dynamic programming can be used to efficiently
find the best label sequence.

2.2.2 Maximum Entropy Markov Models. The hidden
Markov models described above are generative models. In general, re-
searchers have found that when training data is sufficient, compared with
generative models that model p(x|y), discriminative models that directly
model p(y|x) tend to give a lower prediction error rate and thus are
preferable [65]. For named entity recognition, there has also been such
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a shift from generative models to discriminative models. A commonly
used discriminative model for named entity recognition is the maximum
entropy model [9] coupled with a Markovian assumption. Existing work
using such a model includes [8, 27, 39, 30].

Specifically, with a Markovian assumption, the label yi at position i
is dependent on the observations within a neighborhood of position i as
well as a number of previous labels:

p(y|x) =
∏
i

p(yi|yi−1
i−k,x

i+l
i−l). (2.2)

In the equation above, yi−1
i−k refers to (yi−k, yi−k+1, . . . , yi−1) and xi+l

i−l
refers to (xi−l, xi−l+1, . . . , xi+l). And with maximum entropy models,
the functional form of p(yi|yi−1

i−k,x
i+l
i−l) follows an exponential model:

p(yi|yi−1
i−k,x

i+l
i−l) =

exp
(∑

j λjfj(yi,y
i−1
i−k,x

i+l
i−l)

)
∑

y′ exp
(∑

j λjfj(y′,yi−1
i−k,x

i+l
i−l)

) . (2.3)

In the equation above, fj(·) is a feature function defined over the current
label, the previous k labels as well as 2l + 1 observations surrounding
the current observation, and λj is the weight for feature fj . An example
feature is below:

f(yi, yi−1, xi) =
{

1 if yi−1 = O and yi = B-PER and word(xi) = “Mr.”,
0 otherwise .

The model described above can be seen as a variant of the maximum
entropy Markov models (MEMMs), which were formally introduced by
McCallum et al. for information extraction [48].

To train a maximum entropy Markov model, we look for the fea-
ture weights Λ = {λj} that can maximize the conditional probability
p(Y |X) where X denotes all the sentences in the training data and
Y denotes their true label sequences. Just like for standard maximum
entropy models, a number of optimization algorithms can be used to
train maximum entropy Markov models, including Generalized Itera-
tive Scaling (GIS), Improved Iterative Scaling (IIS) and limited memory
quasi-Newton methods such as L-BFGS [15]. A comparative study of
these optimization methods for maximum entropy models can be found
in [46]. L-BFGS is a commonly used method currently.

2.2.3 Conditional Random Fields. Conditional random
fields (CRFs) are yet another popular discriminative model for sequence
labeling. They were introduced by Lafferty et al. to also address infor-
mation extraction problems [41]. The major difference between CRFs
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Figure 2.3. Graphical representations of linear-chain HMM, MEMM and CRF.

and MEMMs is that in CRFs the label of the current observation can
depend not only on previous labels but also on future labels. Also, CRFs
are undirected graphical models while both HMMs and MEMMs are di-
rected graphical models. Figure 2.3 graphically depicts the differences
between linear-chain (i.e. first-order) HMM, MEMM and CRF. Ever
since they were first introduced, CRFs have been widely used in natural
language processing and some other research areas.

Usually linear-chain CRFs are used for sequence labeling problems
in natural language processing, where the current label depends on the
previous one and the next one labels as well as the observations. There
have been many studies applying conditional random fields to named
entity recognition (e.g. [49, 59]). Specifically, following the same notation
used earlier, the functional form of p(y|x) is as follows:

p(y|x) =
1

Z(x)
exp

⎛
⎝∑

i

∑
j

λjfj(yi, yi−1,x, i)

⎞
⎠ , (2.4)

where Z(x) is a normalization factor of all possible label sequences:

Z(x) =
∑
y′

exp

⎛
⎝∑

i

∑
j

λjfj(y
′
i, y

′
i−1,x, i)

⎞
⎠ . (2.5)

To train CRFs, again maximum likelihood estimation is used to find
the best model parameters that maximize p(Y |X). Similar to MEMMs,
CRFs can be trained using L-BFGS. Because the normalization factor
Z(x) is a sum over all possible label sequences for x, training CRFs is
more expensive than training MEMMs.

In linear-chain CRFs we cannot define long-range features. General
CRFs allow long-range features but are too expensive to perform ex-
act inference. Sarawagi and Cohen proposed semi-Markov conditional
random fields as a compromise [58]. In semi-Markov CRFs, labels are
assigned to segments of the observation sequence x and features can mea-
sure properties of these segments. Exact learning and inference on semi-
Markov CRFs is thus computationally feasible. Sarawagi and Cohen
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applied Semi-Markov CRFs to named entity recognition and achieved
better performance than standard CRFs.

3. Relation Extraction

Another important task in information extraction is relation extrac-
tion. Relation extraction is the task of detecting and characterizing
the semantic relations between entities in text. For example, from the
following sentence fragment,

Facebook co-founder Mark Zuckerberg

we can extract the following relation,

FounderOf(Mark Zuckerberg, Facebook).

Much of the work on relation extraction is based on the task defini-
tion from the Automatic Content Extraction (ACE) program [1]. ACE
focuses on binary relations, i.e. relations between two entities. The two
entities involved are also referred to as arguments. A set of major relation
types and their subtypes are defined by ACE. Examples of ACE major
relation types include physical (e.g. an entity is physically near another
entity), personal/social (e.g. a person is a family member of another
person), and employment/affiliation (e.g. a person is employed by
an organization). ACE makes a distinction between relation extraction
and relation mention extraction. The former refers to identifying the
semantic relation between a pair of entities based on all the evidence
we can gather from the corpus, whereas the latter refers to identifying
individual mentions of entity relations. Because corpus-level relation ex-
traction to a large extent still relies on accurate mention-level relation
extraction, in the rest of this chapter we do not make any distinction
between these two problems unless necessary.

Various techniques have been proposed for relation extraction. The
most common and straightforward approach is to treat the task as a
classification problem: Given a pair of entities co-occurring in the same
sentence, can we classify the relation between the two entities into one
of the predefined relation types? Although it is also possible for rela-
tion mentions to cross sentence boundaries, such cases are less frequent
and hard to detect. Existing work therefore mostly focuses on relation
extraction within sentence boundaries.

There have been a number of studies following the classification ap-
proach [38, 71, 37, 18, 19]. Feature engineering is the most critical
step of this approach. An extension of the feature-based classification
approach is to define kernels rather than features and to apply kernel
machines such as support vector machines to perform classification. Ker-
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nels defined over word sequences [14], dependency trees [26], dependency
paths [13] and parse trees [67, 68] have been proposed.

Both feature-based and kernel-based classification methods require a
large amount of training data. Another major line of work on relation
extraction is weakly supervised relation extraction from large corpora
that does not rely on the availability of manually labeled training data.
One approach is the bootstrapping idea to start with a small set of seed
examples and iteratively find new relation instances as well as new ex-
traction patterns. Representative work includes the Snowball system [3].
Another approach is distant supervision that makes use of known rela-
tion instances from existing knowledge bases such as Freebase [50].

3.1 Feature-based Classification

A typical approach to relation extraction is to treat the task as a clas-
sification problem [38, 71, 37, 18, 19]. Specifically, any pair of entities
co-occurring in the same sentence is considered a candidate relation in-
stance. The goal is to assign a class label to this instance where the class
label is either one of the predefined relation types or nil for unrelated
entity pairs. Alternatively, a two-stage classification can be performed
where at the first stage whether two entities are related is determined
and at the second stage the relation type for each related entity pair is
determined.

Classification approach assumes that a training corpus exists in which
all relation mentions for each predefined relation type have been man-
ually annotated. These relation mentions are used as positive training
examples. Entity pairs co-occurring in the same sentence but not labeled
are used as negative training examples. Each candidate relation instance
is represented by a set of features that are carefully chosen. Standard
learning algorithms such as support vector machines and logistic regres-
sion can then be used to train relation classifiers.

Feature engineering is a critical step for this classification approach.
Researchers have examined a wide range of lexical, syntactic and seman-
tic features. We summarize some of the most commonly used features
as follows:

Entity features: Oftentimes the two argument entities, including
the entity words themselves and the entity types, are correlated
with certain relation types. In the ACE data sets, for example,
entity words such as father, mother, brother and sister and the
person entity type are all strong indicators of the family relation
subtype.
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Lexical contextual features: Intuitively the contexts surround-
ing the two argument entities are important. The simplest way to
incorporate evidence from contexts is to use lexical features. For
example, if the word founded occurs between the two arguments,
they are more likely to have the FounderOf relation.

Syntactic contextual features: Syntactic relations between the
two arguments or between an argument and another word can often
be useful. For example, if the first argument is the subject of the
verb founded and the second argument is the object of the verb
founded, then one can almost immediately tell that the FounderOf
relation exists between the two arguments. Syntactic features can
be derived from parse trees of the sentence containing the relation
instance.

Background knowledge: Chan and Roth studied the use of
background knowledge for relation extraction [18]. An example is
to make use of Wikipedia. If two arguments co-occur in the same
Wikipedia article, the content of the article can be used to check
whether the two entities are related. Another example is word
clusters. For example, if we can group all names of companies such
as IBM and Apple into the same word cluster, we achieve a level
of abstraction higher than words and lower than the general entity
type organization. This level of abstraction may help extraction
of certain relation types such as Acquire between two companies.

Jiang and Zhai proposed a framework to organize the features used
for relation extraction such that a systematic exploration of the feature
space can be conducted [37]. Specifically, a relation instance is repre-
sented as a labeled, directed graph G = (V,E,A,B), where V is the set
of nodes in the graph, E is the set of directed edges in the graph, and
A and B are functions that assign labels to the nodes.

First, for each node v ∈ V , A(v) = {a1, a2, . . . , a|A(v)|} is a set of at-
tributes associated with node v, where ai ∈ Σ, and Σ is an alphabet that
contains all possible attribute values. For example, if node v represents
a token, then A(v) can include the token itself, its morphological base
form, its part-of-speech tag, etc. If v also happens to be the head word
of arg1 or arg2, then A(v) can also include the entity type. Next, func-
tion B : V → {0, 1, 2, 3} is introduced to distinguish argument nodes
from non-argument nodes. For each node v ∈ V , B(v) indicates how
node v is related to arg1 and arg2. 0 indicates that v does not cover any
argument, 1 or 2 indicates that v covers arg1 or arg2, respectively, and 3
indicates that v covers both arguments. In a constituency parse tree, a
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Figure 2.4. An example sequence representation. The subgraph on the left represents
a bigram feature. The subgraph on the right represents a unigram feature that states
the entity type of arg2.
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Figure 2.5. An example constituency parse tree representation. The subgraph rep-
resents a subtree feature (grammar production feature).

node v may represent a phrase and it can possibly cover both arguments.
Figures 2.4, 2.5 and 2.6 show three relation instance graphs based on the
token sequence, the constituency parse tree and the dependency parse
tree, respectively.

Given the above definition of relation instance graphs, a feature of
a relation instance captures part of the attributive and/or structural
properties of the relation instance graph. Therefore, it is natural to
define a feature as a subgraph of the relation instance graph. For-
mally, given a graph G = (V,E,A,B), which represents a single relation
instance, a feature that exists in this relation instance is a subgraph
G′ = (V ′, E′, A′, B′) that satisfies the following conditions: V ′ ⊆ V ,
E′ ⊆ E, and ∀v ∈ V ′, A′(v) ⊆ A(v), B′(v) = B(v).
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Figure 2.6. An example dependency parse tree representation. The subgraph repre-
sents a dependency relation feature between arg1 Palestinians and of.

It can be shown that many features that have been explored in pre-
vious work on relation extraction can be transformed into this graphic
representation. Figures 2.4, 2.5 and 2.6 show some examples.

This framework allows a systematic exploration of the feature space
for relation extraction. To explore the feature space, Jiang and Zhai con-
sidered three levels of small unit features in increasing order of their com-
plexity: unigram features, bigram features and trigram features. They
found that a combination of features at different levels of complexity
and from different sentence representations, coupled with task-oriented
feature pruning, gave the best performance.

3.2 Kernel Methods

An important line of work for relation extraction is kernel-based clas-
sification. In machine learning, a kernel or kernel function defines the
inner product of two observed instances represented in some underlying
vector space. It can also be seen as a similarity measure for the observa-
tions. The major advantage of using kernels is that observed instances
do not need to be explicitly mapped to the underlying vector space in
order for their inner products defined by the kernel to be computed. We
will use the convolution tree kernel to illustrate this idea below.

There are generally three types of kernels for relation extraction:
sequence-based kernels, tree-based kernels and composite kernels.

3.2.1 Sequence-based Kernels. Bunescu and Mooney de-
fined a simple kernel based on the shortest dependency paths between
two arguments [13]. Two dependency paths are similar if they have the
same length and they share many common nodes. Here a node can be
represented by the word itself, its part-of-speech tag, or its entity type.
Thus the two dependency paths “protestors → seized ← stations” and
“troops → raided ← churches” have a non-zero similarity value because
they can both be represented as “Person → VBD ← Facility,” although
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they do not share any common word. A limitation of this kernel is that
any two dependency paths with different lengths have a zero similarity.

In [14], Bunescu and Mooney introduced a subsequence kernel where
the similarity between two sequences is defined over their similar subse-
quences. Specifically, each node in a sequence is represented by a feature
vector and the similarity between two nodes is the inner product of their
feature vectors. The similarity between two subsequences of the same
length is defined as the product of the similarities of each pair of their
nodes in the same position. The similarity of two sequences is then
defined as a weighted sum of the similarities of all the subsequences of
the same length from the two sequences. The weights are introduced to
penalize long common subsequences. Bunescu and Mooney tested their
subsequence kernel for protein-protein interaction detection.

3.2.2 Tree-based Kernels. Tree-based kernels use the same
idea of using common substructures to measure similarities. Zelenko
et al. defined a kernel on the constituency parse trees of relation in-
stances [67]. The main motivation is that if two parse trees share many
common subtree structures then the two relation instances are similar
to each other. Culotta and Sorensen extended the idea to dependency
parse trees [26]. Zhang et al. [68] further applied the convolution tree
kernel initially proposed by Collins and Duffy [24] to relation extraction.
This convolution tree kernel-based method was later further improved
by Qian et al. [53] and achieved a state-of-the-art performance of around
77% of F-1 measure on the benchmark ACE 2004 data set.

We now briefly discuss the convolution tree kernels. As we explained
earlier, a kernel function corresponds to an underlying vector space in
which the observed instances can be represented. For convolution tree
kernels, each dimension of this underlying vector space corresponds to
a subtree. To map a constituency parse tree to a vector in this vector
space, we simply enumerate all the subtrees contained in the parse tree.
If a subtree i occurs k times in the parse tree, the value for the dimen-
sion corresponding to i is set to k. Only subtrees containing complete
grammar production rules are considered. Figure 2.7 shows an example
parse tree and all the subtrees under the NP “the company.”

Formally, given two constituency parse trees T1 and T2, the convolu-
tion tree kernel K is defined as follows:

K(T1, T2) =
∑

n1∈N1

∑
n2∈N2

∑
i

Ii(n1)Ii(n2). (2.6)



28 MINING TEXT DATA

Figure 2.7. Left: The constituency parse tree of a simple sentence. Right: All the
subtrees of the NP “the company” considered in convolution tree kernels.

Here N1 and N2 are the sets of all nodes in T1 and T2 respectively. i
denotes a subtree in the feature space. Ii(n) is 1 if subtree i is seen
rooted at node n and 0 otherwise.

It is not efficient to directly compute K as defined in Equation 2.6. In-
stead, we can define C(n1, n2) =

∑
i Ii(n1)Ii(n2). C(n1, n2) can then be

computed in polynomial time based on the following recursive property:

If the grammar productions at n1 and n2 are different, then the
value of C(n1, n2) is 0.

If the grammar productions at n1 and n2 are the same and n1 and
n2 are pre-terminals, then C(n1, n2) is 1. Here pre-terminals are
nodes directly above words in a parse tree, e.g. the N, V and D in
Figure 2.7.

If the grammar productions at n1 and n2 are the same and n1 and
n2 are not pre-terminals,

C(n1, n2) =

nc(n1)∏
j=1

(1 + C(ch(n1, j), ch(n2, j))), (2.7)

where nc(n) is the number of child-nodes of n, and ch(n, j) is the
j-th child-node of n. Note that here nc(n1) = nc(n2).

With this recursive property, convolution tree kernels can be efficiently
computed in O(|N1||N2|) time.

3.2.3 Composite Kernels. It is possible to combine different
kernels into a composite kernel. This is when we find it hard to include
all the useful features into a single kernel. Zhao and Grishman defined
several syntactic kernels such as argument kernel and dependency path
kernel before combing them into a composite kernel [70]. Zhang et al.
combined an entity kernel with the convolution tree kernel to form a
composite kernel [69].
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3.3 Weakly Supervised Learning Methods

Both feature-based and kernel-based classification methods for rela-
tion extraction rely on a large amount of training data, which is expen-
sive to obtain. A solution to this problem is weakly supervised learn-
ing methods that work with much less training data. The most notable
weakly supervised method for relation extraction is bootstrapping, which
starts from a small set of seed relation instances and iteratively learns
more relation instances and extraction patterns. It has been widely ex-
plored [12, 3]. More recently, another learning paradigm called distant
supervision has been proposed to make use of a large number of known
relation instances in existing large knowledge bases to create training
data [50]. For both bootstrapping and distant supervision, noisy training
data is automatically generated. To achieve good performance, careful
feature selection and pattern filtering need to be carried out.

3.3.1 Bootstrapping. A representative work on bootstrapping
for relation extraction is the Snowball system developed by Agichtein
and Gravano [3], which improved over an earlier system called DIPRE
developed by Brin [12]. The idea behind Snowball is simple. We start
with a set of seed entity pairs that are related through the target rela-
tion. For example, if the target relation is HeadquarteredIn, we may
use seed pairs such as 〈Microsoft,Redmond〉, 〈Google,Mountain View〉
and 〈Facebook,Palo Alto〉. Given a large corpus, we then look for co-
occurrences of these entity pairs within close proximity. The assumption
is that if two entities related through the target relation co-occur closely,
the context in which they co-occur is likely to be a pattern for the target
relation. For example, we may find sentence fragments such as “Google’s
headquarters in Mountain View” and “Redmond-based Microsoft” and
extract patterns like “ORG’s headquarters in LOC” and “LOC-based ORG.”
With these patterns, we can search the corpus and find more 〈ORG, LOC〉
entity pairs that have the HeadquarteredIn relation. We add these en-
tity pairs to the set of seed relation instances and repeat the process.
More patterns and entity pairs are added to the results until a certain
condition is satisfied.

An important step in bootstrapping methods is to evaluate the qual-
ity of extraction patterns so as not to include many noisy patterns
during the extraction process. For example, from the seed entity pair
〈Google,Mountain View〉 we may also find “Google, Mountain View”
in the corpus. However, the pattern “ORG, LOC” is not a reliable one
and thus should not be used. Heuristic methods have been proposed to
judge the quality of an extraction pattern. Usually two factors are con-
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sidered, coverage and precision. Coverage is related to the percentage of
true relation instances that can be discovered by the pattern. Precision
is related to the percentage of correct relation instances among all the
relation instances discovered by the pattern.

3.3.2 Distant Supervision. In bootstrapping only a small
set of seed entity pairs is used. With the growth of the social Web,
much human knowledge has been contributed by a large crowd of users
and stored in knowledge bases. A well-known example is Wikipedia.
Another example is Freebase, a knowledge base that stores structured
human knowledge such as entity relations [11]. With such freely available
knowledge, it becomes possible to use a large set of entity pairs known to
have a target relation to generate training data. Mintz et al. proposed
distant supervision for relation extraction based on this idea [50]. They
assume that if two entities participate in a relation, any sentence that
contain these two entities express that relation. Because this assumption
does not always hold, Mintz et al. use features extracted from differ-
ent sentences containing the entity pair to create a richer feature vector
that is supposed to be more reliable. They define lexical, syntactic and
named entity tag features. They use standard multi-class logistic regres-
sion as the classification algorithm. Their experiments show that this
method can reach almost 70% of precision based on human judgment.
Nguyen and Moschitti further used knowledge from both YAGO and
Wikipedia documents for distant supervision and achieved around 74%
F-1 measure [51].

4. Unsupervised Information Extraction

In Section 2 and Section 3, we discussed named entity recognition and
relation extraction where the entity types and relation types are well de-
fined in advance based on the application. A large amount of labeled
training data is also required in order to learn a good named entity rec-
ognizer or relation extractor. However, both defining the structures for
the information to be extracted and annotating documents according to
the defined structures require human expertise and are time consuming.
To alleviate this problem, recently there has been an increasing amount
of interest in unsupervised information extraction from large corpora.

In this section we review some recent studies along this line. We first
discuss relation discovery and template induction where the goal is to
discover salient relation types or templates for a given domain. The key
idea is to cluster entities or entity pairs based on their lexico-syntactic
contextual features. We then discuss open information extraction where
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the goal is to extract any type of relation from a large, diverse corpus
such as the Web.

4.1 Relation Discovery and Template Induction

In Section 3 we discussed relation extraction when the types of rela-
tions to be extracted are known in advance. There are also cases where
we do not have any specific relation types in mind but would like to
discover salient relation types from a given corpus. For example, given a
set of articles reporting hurricane events, it would be useful if we could
automatically discover that one of the most important relations for this
domain is the hit relation between a hurricane and the place being hit.

Shinyama and Sekine first proposed to study this problem, which they
referred to as Unrestricted Relation Discovery [60]. They started by col-
lecting a large number of news articles from different news sources on
the Web. They then used simple clustering based on lexical similarity to
find articles talking about the same event. In this way they could enrich
the feature representation of an entity using its multiple occurrences in
different articles. Next they performed syntactic parsing and extracted
named entities from these articles. Each named entity could then be
represented by a set of syntactic patterns as its features. For example,
a pattern may indicate that the entity is the subject of the verb hit.
Finally, they clustered pairs of entities co-occurring in the same arti-
cle using their feature representations. The end results were tables in
which rows corresponded to different articles and columns corresponded
to different roles in a relation. They were able to achieve around 75% of
accuracy for the discovered tables.

Rosenfeld and Feldman formulated unsupervised relation discovery in
a more general way [57]. It is assumed that the input of the problem
consists of entity pairs together with their contexts. An unsupervised re-
lation discovery algorithm clusters these entity pairs into disjoint groups
where each group represents a single semantic relation. There is also a
garbage cluster to capture unrelated entity pairs or unimportant rela-
tions. The contexts for each entity pair consist of the contexts of each
entity and the contexts of the two entities’ co-occurrences. An entity
pair can be represented by a set of features derived from the contexts.
Rosenfeld and Feldman considered only surface pattern features. For
example, “arg1, based in arg2” is a pattern to capture a co-occurrence
context between the two entities. For clustering, Rosenfeld and Feldman
considered hierarchical agglomerative clustering and K-means cluster-
ing. Their method was able to discover relations such as CityOfState
and EmployedIn.
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While relation discovery considers binary relations only, a more com-
plex task is to automatically induce an information extraction template,
which may contain multiple slots playing different semantic roles. The
most straightforward solution is to identify candidates of role fillers first
and then cluster these candidates into clusters. However, this simplified
clustering approach does not consider an important observation, which
is that a single document tends to cover different slots. To remedy this
problem, Marx et al. proposed a cross-component clustering algorithm
for unsupervised information extraction [47]. The algorithm assigns a
candidate from a document to a cluster based on the candidate’s feature
similarity with candidates from other documents only. In other words,
the algorithm prefers to separate candidates from the same document
into different clusters. Leung et al. proposed a generative model to
capture the same intuition [43]. Specifically, they assume a prior distri-
bution over the cluster labels of candidates in the same document where
the prior prefers a diversified label assignment. Their experiments show
that clustering results are better with this prior than without using the
prior.

The aforementioned two studies assume a single template and do not
automatically label the discovered slots. Chambers and Jurafsky pre-
sented a complete method that is able to discover multiple templates
from a corpus and give meaningful labels to discovered slots [17]. Specif-
ically, their method performs two steps of clustering where the first clus-
tering step groups lexical patterns that are likely to describe the same
type of events and the second clustering step groups candidate role fillers
into slots for each type of events. A slot can be labeled using the syn-
tactic patterns of the corresponding slot fillers. For example, one of the
slots discovered by their method for the bombing template is automat-
ically labeled as “Person/Organization who raids, questions, discovers,
investigates, diffuses, arrests.” A human can probably infer from the
description that this refers to the police slot.

4.2 Open Information Extraction

Relation discovery and template induction usually work on a corpus
from a single domain, e.g. articles describing terrorism events, because
the goal is to discover the most salient relations from such a domain-
specific corpus. In some cases, however, our goal is to find all the poten-
tially useful facts from a large and diverse corpus such as the Web. This
is the focus of open information extraction, first introduced by Banko et
al. [6].
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Open information extraction does not assume any specific target re-
lation type. It makes a single pass over the corpus and tries to extract
as many relations as possible. Because no relation type is specified in
advance, part of the extraction results is a phrase that describes the re-
lation extracted. In other words, open information extraction generates
〈arg1, rel, arg2〉 tuples.

In [7], Banko and Etzioni introduced an unlexicalized CRF-based
method for open information extraction. The method is based on the
observation that although different relation types have very different se-
mantic meanings, there exists a small set of syntactic patterns that cover
the majority of semantic relation mentions. It is therefore possible to
train a relation extraction model that extracts arbitrary relations. The
key is not to include lexical features in the model.

Later work on open information extraction introduced more heuristics
to improve the quality of the extracted relations. In [29], for example,
Fader et al. proposed the following two heuristics: (1) A multi-word
relation phrase must begin with a verb, end with a preposition, and be
a contiguous sequence of words in the sentence. (2) A binary relation
phrase ought to appear with at least a minimal number of distinct ar-
gument pairs in a large corpus. It is found that the two heuristics can
effectively lead to better extraction results.

5. Evaluation

To evaluate information extraction systems, manually annotated doc-
uments have to be created. For domain-specific information extraction
systems, the annotated documents have to come from the target domain.
For example, to evaluate gene and protein name extraction, biomedical
documents such as PubMed abstracts are used. But if the purpose is to
evaluate general information extraction techniques, standard benchmark
data sets can be used. Commonly used evaluation data sets for named
entity recognition include the ones from MUC [33], CoNLL-2003 [63]
and ACE [1]. For relation extraction, ACE data sets are usually used.

The typical evaluation metrics for information extraction are preci-
sion, recall and F-1 scores. Precision measures the percentage of correct
instances among the identified positive instances. Recall measures the
percentage of correct instances that can be identified among all the pos-
itive instances. F-1 is the geometric mean of precision and recall.

For named entity recognition, strictly speaking a correctly identified
named entity must satisfy two criteria, namely, correct entity boundary
and correct entity type. Most evaluation is based on the exact match
of entity boundaries. However, it is worth nothing that in some cases
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credit should also be given to partial matches, e.g. when the goal is only
to tell whether an entity is mentioned in a document or a sentence [64].

For relation extraction, as we have mentioned, there are two levels of
extraction, corpus-level and mention-level. While evaluation at mention
level requires annotated relation mention instances, evaluation at corpus
level requires only truly related entity pairs, which may be easier to
obtain or annotate than relation mentions.

Currently, the state-of-the-art named entity recognition methods can
achieve around 90% of F-1 scores when trained and tested on the same
domain [63]. It is generally observed that person entities are easier to
extract, followed by locations and then organizations. It is important
to note that when there is domain change, named entity recognition
performance can drop substantially. There have been several studies
addressing the domain adaptation problem for named entity recognition
(e.g. [36, 5]).

For relation extraction, the state-of-the-art performance is lower than
that of named entity recognition. On the ACE 2004 benchmark data
set, for example, the best F-1 score is around 77% for the seven major
relation types [53].

6. Conclusions and Summary

Information extraction is an important text mining problem and has
been extensively studied in areas such as natural language processing, in-
formation retrieval and Web mining. In this chapter we reviewed some
representative work on information extraction, in particular work on
named entity recognition and relation extraction. Named entity recog-
nition aims at finding names of entities such as people, organizations
and locations. State-of-the-art solutions to named entity recognition
rely on statistical sequence labeling algorithms such as maximum en-
tropy Markov models and conditional random fields. Relation extrac-
tion is the task of finding the semantic relations between entities from
text. Current state-of-the-art methods use carefully designed features
or kernels and standard classification to solve this problem.

Although supervised learning has been the dominating approach to in-
formation extraction, weakly supervised methods have also drawn much
attention. Bootstrapping is a major technique for semi-supervised rela-
tion extraction. More recently, with large amounts of knowledge made
available in online knowledge bases, distant supervision provides a new
paradigm of learning without training data.

Unsupervised information extraction aims to automatically induce the
structure of the information to be extracted such as the relation types
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and the templates. Clustering is the main technique used for unsuper-
vised information extraction.

With the fast growth of textual data on the Web, it is expected that fu-
ture work on information extraction will need to deal with even more di-
verse and noisy text. Weakly supervised and unsupervised methods will
play a larger role in information extraction. The various user-generated
content on the Web such as Wikipedia articles will also become impor-
tant resources to provide some kind of supervision.
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Abstract Numerous approaches for identifying important content for automatic
text summarization have been developed to date. Topic representation
approaches first derive an intermediate representation of the text that
captures the topics discussed in the input. Based on these representa-
tions of topics, sentences in the input document are scored for impor-
tance. In contrast, in indicator representation approaches, the text is
represented by a diverse set of possible indicators of importance which
do not aim at discovering topicality. These indicators are combined,
very often using machine learning techniques, to score the importance
of each sentence. Finally, a summary is produced by selecting sentences
in a greedy approach, choosing the sentences that will go in the summary
one by one, or globally optimizing the selection, choosing the best set of
sentences to form a summary. In this chapter we give a broad overview
of existing approaches based on these distinctions, with particular at-
tention on how representation, sentence scoring or summary selection
strategies alter the overall performance of the summarizer. We also
point out some of the peculiarities of the task of summarization which
have posed challenges to machine learning approaches for the problem,
and some of the suggested solutions1.

1Portions of this chapter have already appeared in our more detailed overview of summa-
rization research [67]. The larger manuscript includes sections on generation techniques for
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1. How do Extractive Summarizers Work?

Summarization systems need to produce a concise and fluent summary
conveying the key information in the input. In this chapter we constrain
our discussion to extractive summarization systems for short, paragraph-
length summaries and explain how these systems perform summariza-
tion. These summarizers identify the most important sentences in the
input, which can be either a single document or a cluster of related
documents, and string them together to form a summary. The decision
about what content is important is driven primarily by the input to the
summarizer.

The choice to focus on extractive techniques leaves out the large body
of text-to-text generation approaches developed for abstractive summa-
rization, but allows us to focus on some of the most dominant approaches
which are easily adapted to take users’ information need into account
and work for both single- and multi-document inputs. Moreover, by ex-
amining the stages in the operation of extractive summarizers we are able
to point out commonalities and differences in summarization approaches
which relate to critical components of a system and could explain the
advantages of certain techniques over others.

In order to better understand the operation of summarization systems
and to emphasize the design choices system developers need to make, we
distinguish three relatively independent tasks performed by virtually all
summarizers: creating an intermediate representation of the input which
captures only the key aspects of the text, scoring sentences based on that
representation and selecting a summary consisting of several sentences.

Intermediate representation Even the simplest systems derive
some intermediate representation of the text they have to summarize
and identify important content based on this representation. Topic rep-
resentation approaches convert the text to an intermediate representa-
tion interpreted as the topic(s) discussed in the text. Some of the most
popular summarization methods rely on topic representations and this
class of approaches exhibits an impressive variation in sophistication and
representation power. They include frequency, TF.IDF and topic word
approaches in which the topic representation consists of a simple table

summarization, evaluation issues and genre specific summarization which we do not address
in this chapter. http://dx.doi.org/10.1561/1500000015
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of words and their corresponding weights, with more highly weighted
words being more indicative of the topic; lexical chain approaches in
which a thesaurus such as WordNet is used to find topics or concepts of
semantically related words and then give weight to the concepts; latent
semantic analysis in which patterns of word co-occurrence are identified
and roughly construed as topics, as well as weights for each pattern;
full blown Bayesian topic models in which the input is represented as
a mixture of topics and each topic is given as a table of word prob-
abilities (weights) for that topic. Indicator representation approaches
represent each sentence in the input as a list of indicators of importance
such as sentence length, location in the document, presence of certain
phrases, etc. In graph models, such as LexRank, the entire document is
represented as a network of inter-related sentences.

Score sentences Once an intermediate representation has been de-
rived, each sentence is assigned a score which indicates its importance.
For topic representation approaches, the score is commonly related to
how well a sentence expresses some of the most important topics in the
document or to what extent it combines information about different top-
ics. For the majority of indicator representation methods, the weight of
each sentence is determined by combining the evidence from the differ-
ent indicators, most commonly by using machine learning techniques to
discover indicator weights. In LexRank, the weight of each sentence is
derived by applying stochastic techniques to the graph representation of
the text.

Select summary sentences Finally, the summarizer has to select
the best combination of important sentences to form a paragraph length
summary. In the best n approaches, the top n most important sentences
which combined have the desired summary length are selected to form
the summary. In maximal marginal relevance approaches, sentences are
selected in an iterative greedy procedure. At each step of the procedure
the sentence importance score is recomputed as a linear combination
between the original importance weight of the sentence and its similarity
with already chosen sentences. Sentences that are similar to already
chosen sentences are dispreferred. In global selection approaches, the
optimal collection of sentences is selected subject to constraints that try
to maximize overall importance, minimize redundancy, and, for some
approaches, maximize coherence.

There are very few inherent dependencies between the three process-
ing steps described above and a summarizer can incorporate any com-
bination of specific choices on how to perform the steps. Changes in the
way a specific step is performed can markedly change the performance
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of the summarizer, and we will discuss some of the known differences as
we introduce the traditional methods.

In ranking the importance of sentences for summaries, other factors
also come into play. If we have information about the context in which
the summary is generated, this can help in determining importance.
Context can take the form of information about user needs, often pre-
sented through a query. Context can include the environment in which
an input document is situated, such as the links which point to a web
page. Another factor which affects sentence ranking is the genre of a
document. Whether the input document is a news article, an email
thread, a web page or a journal article influences the strategies used to
select sentences.

We begin with a discussion of topic representation approaches in Sec-
tion 2. In these approaches the independence between the methods for
deriving the intermediate representation and those for scoring sentences
is most clear and we emphasize the range of choices for each as we dis-
cuss individual approaches. In Section 3 we discuss approaches that
focus attention on the contextual information necessary for determining
sentence importance rather than the topic representation itself. We fol-
low with a presentation of indicator representation approaches in Section
4. We then discuss approaches to selecting the sentences of a summary
in Section 5 before concluding.

2. Topic Representation Approaches

Topic representation approaches vary tremendously in sophistication
and encompass a family of methods for summarization. Here we present
some of the most widely applied topic representation approaches, as
well as those that have been gaining popularity because of their recent
successes.

2.1 Topic Words

In remarkably early work on text summarization [53], Luhn proposed
the use of frequency thresholds to identify descriptive words in a docu-
ment to be summarized, a simple representation of the document’s topic.
The descriptive words in his approach exclude the most frequent words
in the document, which are likely to be determiners, prepositions, or
domain specific words, as well as those occurring only a few times A
modern statistical version of Luhn’s idea applies the log-likelihood ra-
tio test [22] for identification of words that are highly descriptive of the
input. Such words have been traditionally called “topic signatures” in
the summarization literature [46]. The use of topic signatures words
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as representation of the input has led to high performance in selecting
important content for multi-document summarization of news [15, 38].

Topic signatures are words that occur often in the input but are rare
in other texts, so their computation requires counts from a large col-
lection of documents in addition to the input for summarization. One
of the key strengths of the log-likelihood ratio test approach is that it
provides a way of setting a threshold to divide all words in the input into
either descriptive or not. The decision is made based on a test for sta-
tistical significance, to large extent removing the need for the arbitrary
thresholds in the original approach.

Information about the frequency of occurrence of words in a large
background corpus is necessary to compute the statistic on the basis
of which topic signature words are determined. The likelihood of the
input I and the background corpus is computed under two assumptions:
(H1) that the probability of a word in the input is the same as in the
background B or (H2) that the word has a different, higher probability,
in the input than in the background.

H1: P (w|I) = P (w|B) = p (w is not descriptive)
H2: P (w|I) = pI and P (w|B) = pB and pI > pB (w is descriptive)
The likelihood of a text with respect to a given word of interest, w,

is computed via the binomial distribution formula. The input and the
background corpus are treated as a sequence of words wi: w1w2 . . . wN .
The occurrence of each word is a Bernoulli trial with probability p of
success, which occurs when wi = w. The overall probability of observing
the word w appearing k times in the N trials is given by the binomial
distribution

b(k,N, p) =

(
N

k

)
pk(1− p)N−k (3.1)

For H1, the probability p is computed from the input and the back-
ground collection taken together. For H2, p1 is computed from the input,
p2 from the background, and the likelihood of the entire data is equal to
the product of the binomial for the input and that for the background.
More specifically, the likelihood ratio is defined as

λ =
b(k,N, p)

b(kI , NI , pI).b(kB, NB, pB)
(3.2)

where the counts with subscript I are computed only from the input to
the summarizer and those with index B are computed over the back-
ground corpus.

The statistic equal to −2 log λ has a known statistical distribution
(χ2), which can be used to determine which words are topic signatures.



48 MINING TEXT DATA

Topic signature words are those that have a likelihood statistic greater
than what one would expect by chance. The probability of obtaining
a given value of the statistic purely by chance can be looked up in a
χ2 distribution table; for instance a value of 10.83 can be obtained by
chance with probability of 0.001.

The importance of a sentence is computed as the number of topic
signatures it contains or as the proportion of topic signatures in the
sentence. Both of these sentence scoring functions are based on the
same topic representation, the scores they assign to sentences may be
rather different. The first approach is likely to score longer sentences
higher, simply because they contain more words. The second approach
favors density of topic words.

2.2 Frequency-driven Approaches

There are two potential modifications that naturally come to mind
when considering the topic words approach. The weights of words in
topic representations need not be binary (either 1 or 0) as in the topic
word approaches. In principle it would even be beneficial to be able to
compare the continuous weights of words and determine which ones are
more related to the topic. The approaches we present in this section—
word probability and TF.IDF—indeed assign non-binary weights related
on the number of occurrences of a word or concept. Research has already
shown that the binary weights give more stable indicators of sentence
importance than word probability and TF.IDF [34]. Nonetheless we
overview these approaches because of their conceptual simplicity and
reasonable performance. We also describe the lexical chains approach to
determining sentence importance. In contrast to most other approaches,
it makes use of WordNet, a lexical database which records semantic rela-
tions between words. Based on the information derived from WordNet,
lexical chain approaches are able to track the prominence, indicated by
frequency, of different topics discussed in the input.

Word probability is the simplest form of using frequency in the
input as an indicator of importance2. The probability of a word w, p(w)
is computed from the input, which can be a cluster of related documents
or a single document. It is calculated as the number of occurrences of a
word, c(w) divided by the number of all words in the input, N :

2Raw frequency would be even simpler, but this measure is too strongly influenced by doc-
ument length. A word appearing twice in a 10 word document may be important, but not
necessarily so in a 1000 word document. Computing word probability makes an adjustment
for document length.
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p(w) =
c(w)

N
(3.3)

SumBasic is one system developed to operationalize the idea of using
frequency for sentence selection. It relies only on word probability to
calculate importance [94]. For each sentence Sj in the input it assigns
a weight equal to the average probability p(wi) of the content words in
the sentence3, estimated from the input for summarization:

Weight(Sj) =

∑
wi∈Sj

p(wi)

|{wi|wi ∈ Sj}| (3.4)

Then, in a greedy fashion, SumBasic picks the best scoring sentence
that contains the word that currently has the highest probability. This
selection strategy assumes that at each point when a sentence is selected,
a single word—that with highest probability—represents the most im-
portant topic in the document and the goal is to select the best sentence
that covers this word. After the best sentence is selected, the probability
of each word that appears in the chosen sentence is adjusted. It is set
to a smaller value, equal to the square of the probability of the word
at the beginning of the current selection step, to reflect the fact that
the probability of a word occurring twice in a summary is lower than
the probability of the word occurring only once. This selection loop is
repeated until the desired summary length is achieved.

With continuous weights, there are even greater number of possibil-
ities for defining the sentence scoring function compared to the topic
words method: the weights can be summed, multiplied, averaged, etc.
In each case the scoring is derived by the same representation but the re-
sulting summarizer performance can vary considerably depending on the
choice [68]. The sentence selection strategy of SumBasic is a variation
of the maximal marginal relevance strategy, but an approach that opti-
mizes the occurrence of important words globally over the entire sum-
mary instead of greedy selection perform better [89]. Word probabilities
can serve as the basis for increasingly complex views of summarization
[50].

TF*IDF weighting (Term Frequency*Inverse Document Frequency)
The word probability approach relies on a stop word list to eliminate

too common words from consideration. Deciding which words to in-
clude in a stop list, however, is not a trivial task and assigning TF*IDF
weights to words [79, 87] provides a better alternative. This weighting

3Sentences that have fewer than 15 content words are assigned weight zero and a stop word
list is used to eliminate very common words from consideration.
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exploits counts from a background corpus, which is a large collection of
documents, normally from the same genre as the document that is to be
summarized; the background corpus serves as indication of how often a
word may be expected to appear in an arbitrary text.

The only additional information besides the term frequency c(w) that
we need in order to compute the weight of a word w which appears c(w)
times in the input for summarization is the number of documents, d(w),
in a background corpus of D documents that contain the word. This
allows us to compute the inverse document frequency:

TF ∗ IDFw = c(w). log
D

d(w)
(3.5)

In many cases c(w) is divided by the maximum number of occurrences
of any word in the document, which normalizes for document length.
Descriptive topic words are those that appear often in a document, but
are not very common in other documents. Words that appear in most
documents will have an IDF close to zero. The TF*IDF weights of
words are good indicators of importance, and they are easy and fast to
compute. These properties explain why TF*IDF is incorporated in one
form or another in most current systems [25, 26, 28–30, 40].

Centroid summarization [73], which has become a popular baseline
system, is also built on TF.IDF topic representation. In this approach,
an empirically determined threshold is set, and all words with TF.IDF
below that threshold are considered to have a weight of zero. In this
way the centroid approach is similar to the topic word approach be-
cause words with low weight are treated as noise and completely ignored
when computing sentence importance. It also resembles the word prob-
ability approach because it keeps differential weights (TF.IDF) for all
word above the threshold. The sentence scoring function in the centroid
method is the sum of weights of the words in it.

Lexical chains [3, 86, 31] and some related approaches represent topics
that are discussed throughout a text by exploiting relations between
words. They capture semantic similarity between nouns to determine
the importance of sentences. The lexical chains approach captures the
intuition that topics are expressed using not a single word but instead
different related words. For example, the occurrence of the words “car”,
“wheel”, “seat”, “passenger” indicates a clear topic, even if each of the
words is not by itself very frequent. The approach heavily relies on
WordNet [63], a manually compiled thesaurus which lists the different
senses of each word, as well as word relationships such as synonymy,
antonymy, part-whole and general-specific.
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A large part of Barzilay and Elhadad’s original work on applying
lexical chains for summarization [3] is on new methods for construct-
ing good lexical chains, with emphasis on word sense disambiguation of
words with multiple meanings (i.e. the word “bank” can mean a financial
institution or the land near a river or lake). They develop an algorithm
that improves on previous work by waiting to disambiguate polysemous
words until all possible chains for a text have been constructed; word
senses are disambiguated by selecting the interpretations with the most
connections in the text. Later research further improved both the run-
time of the algorithms for building of lexical chains, and the accuracy of
word sense disambiguation [86, 31].

Barzilay and Elhadad claim that the most prevalent discourse topic
will play an important role in the summary and argue that lexical chains
provide a better indication of discourse topic than does word frequency
simply because different words may refer to the same topic. They define
the strength of a lexical chain by its length, which is equal to the number
of words found to be members of the same chain, and its homogeneity,
where homogeneity captures the number of distinct lexical items in the
chain divided by its length. They build the summary by extracting one
sentence for each highly scored chain, choosing the first sentence in the
document containing a representative word for the chain.

This strategy for summary selection—one sentence per important
topic—is easy to implement but possibly too restrictive. The question
that stands out, and which Barzilay and Elhadad raise but do not ad-
dress, is that maybe for some topics more than one sentence should be
included in the summary. Other sentence scoring techniques for lexical
chain summarization have not been explored, i.e. sentences that include
several of the highly scoring chains may be even more informative about
the connection between the discussed topics.

In later work, researchers chose to avoid the problem of word sense dis-
ambiguation altogether but still used WordNet to track the frequency of
all members of a concept set [82, 102]. Even without sense disambigua-
tion, these approaches were able to derive concepts like {war, campaign,
warfare, effort, cause, operation, conflict}, {concern, carrier, worry, fear,
scare} or {home, base, source, support, backing}. Each of the individual
words in the concept could appear only once or twice in the input, but
the concept itself appeared in the document frequently.

The heavy reliance on WordNet is clearly a bottleneck for the ap-
proaches above, because success is constrained by the coverage of Word-
Net. Because of this, robust methods such as latent semantic analysis
that do not use a specific static hand-crafted resource have much appeal.
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2.3 Latent Semantic Analysis

Latent semantic analysis (LSA) [19] is a robust unsupervised tech-
nique for deriving an implicit representation of text semantics based on
observed co-occurrence of words. Gong and Liu [33] proposed the use of
LSA for single and multi-document generic summarization of news, as
a way of identifying important topics in documents without the use of
lexical resources such as WordNet.

Building the topic representation starts by filling in a n by m matrix
A: each row corresponds to a word from the input (n words) and each
column corresponds to a sentence in the input (m sentences). Entry
aij of the matrix corresponds to the weight of word i in sentence j. If
the sentence does not contain the word, the weight is zero, otherwise
the weight is equal to the TF*IDF weight of the word. Standard tech-
niques for singular value decomposition (SVD) from linear algebra are
applied to the matrix A, to represent it as the product of three matrices:
A = UΣV T . Every matrix has a representation of this kind and many
standard libraries provide a built-in implementation of the decomposi-
tion.

Matrix U is a n by m matrix of real numbers. Each column can
be interpreted as a topic, i.e. a specific combination of words from the
input with the weight of each word in the topic given by the real number.
Matrix Σ is diagonal m by m matrix. The single entry in row i of the
matrix corresponds to the weight of the “topic”, which is the ith column
of U . Topics with low weight can be ignored, by deleting the last k
rows of U , the last k rows and columns of Σ and the last k rows of
V T . This procedure is called dimensionality reduction. It corresponds
to the thresholds employed in the centroid and topic words approaches,
and topics with low weight are treated as noise. Matrix V T is a new
representation of the sentences, one sentence per row, each of which is
expressed not in terms of words that occur in the sentence but rather
in terms of the topics given in U . The matrix D = ΣV T combines the
topic weights and the sentence representation to indicate to what extent
the sentence conveys the topic, with dij indicating the weight for topic
i in sentence j.

The original proposal of Gong and Liu was to select one sentence for
each of the most important topics. They perform dimensionality reduc-
tion, retaining only as many topics as the number of sentences they want
to include in the summary. The sentence with the highest weight for each
of the retained topics is selected to form the summary. This strategy suf-
fers from the same drawback as the lexical chains approach because more
than one sentence may be required to convey all information pertinent
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to that topic. Later researchers have proposed alternative procedures
which have led to improved performance of the summarizer in content
selection. One improvement is to use the weight of each topic in order
to determine the relative proportion of the summary that should cover
the topic, thus allowing for a variable number of sentences per topic.
Another improvement was to notice that often sentences that discuss
several of the important topics are good candidates for summaries [88].
To identify such sentences, the weight of sentence si is set to equal

Weight(si) =

√√√√ m∑
j=1

d2i,j (3.6)

Further variations of the LSA approach have also been explored [72,
35]. The systems that rely on LSA best exemplify the significance of the
procedure for sentence scoring. In the many variants of the algorithm,
the topic representation remains the same while the way sentences are
scored and chosen varies, directly influencing the performance of the
summarizer when selecting important content.

2.4 Bayesian Topic Models

Bayesian models are the most sophisticated approach for topic repre-
sentation proposed for summarization which has been steadily gaining
popularity [18, 36, 97, 11].

The original Bayesian model for multi-document summarization [18,
36], derives several distinct probabilistic distributions of words that ap-
pear in the input. One distribution is for general English (G), one for
the entire cluster to be summarized (C) and one for each individual doc-
ument i in that cluster (Di). Each of G, C and D consist of tables of
words and their probabilities, or weights, much like the word probability
approach, but the weights are very different in G, C and D: a word with
high probability in general English is likely to have (almost) zero weight
in the cluster table C. The tables (probability distributions) are derived
as a part of a hierarchical topic model [8]. It is an unsupervised model
and the only data it requires are several multi-document clusters; the
general English weights reflect occurrence of words across most of the
input clusters.

The topic model representations are quite appealing because they cap-
ture information that is lost in most of the other approaches. They, for
example, have an explicit representation of the individual documents
that make up the cluster that is to be summarized, while it is customary
in other approaches to treat the input to a multi-document summarizer
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as one long text, without distinguishing document boundaries. The
detailed representation would likely enable the development of better
summarizers which conveys the similarities and differences among the
different documents that make up the input for multi-document sum-
marization [55, 24, 54]. It is also flexible in the manner in which it
derives the general English weights of words, without the need for a
pre-determined stop word list, or IDF values from a background corpus.

In addition to the improved representation, the topic models highlight
the use of a different sentence scoring procedure: Kullback-Lieber (KL)
divergence. The KL divergence between two probability distributions
captures the mismatch in probabilities assigned to the same events by
the two distributions. In summarization, the events are the occurrence
of words. The probability of words in the summary can be computed
directly, as the number of times the word occurs divided by the total
number of words.

In general the KL divergence of probability distributionQ with respect
to distribution P over words w is defined as

KL(P ||Q) =
∑
w

P (w) log
P (w)

Q(w)
(3.7)

P (w) and Q(w) are the probabilities of w in P and Q respectively.
Sentences are scored and selected in a greedy iterative procedure [36].

In each iteration the best sentence i to be selected in the summary
is determined as the one for which the KL divergence between C, the
probabilities of words in the cluster to be summarized, and the summary
so far, including i, is smallest.

KL divergence is appealing as a way of scoring and selecting sentence
in summarization because it truly captures an intuitive notion that good
summaries are similar to the input. Thinking about a good summary
in this way is not new in summarization [21, 74] but KL provides a way
of measuring how the importance of words, given by their probabilities,
changes in the summary compared to the input. A good summary would
reflect the importance of words according to the input, so the divergence
between the two will be low. This intuition has been studied extensively
in work on automatic evaluation of content selection in summarization,
where another indicator of divergence—Jensen Shannon divergence—has
proven superior to KL [45, 52].

Given all this, information theoretic measures for scoring sentences
are likely to gain popularity even outside the domain on Bayesian topic
model representations. All that is necessary in order to apply a diver-
gence to score the summary is a table with word probabilities. The word
probability approaches in the spirit of SumBasic [68] can directly ap-
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ply divergence measures to score sentences rather than sum, multiply
or average the probabilities of words; other methods that assign weights
to words can normalize the weights to get a probability distribution of
words. In the next section we will also discuss an approach for summa-
rizing academic articles which uses KL divergence to score sentences.

2.5 Sentence Clustering and Domain-dependent
Topics

In multi-document summarization of news, the input by definition
consists of several articles, possibly from different sources, on the same
topic. Across the different articles there will be sentences that contain
similar information. Information that occurs in many of the input docu-
ments is likely important and worth selecting in a summary. Of course,
verbatim repetition on the sentence level is not that common across
sources. Rather, similar sentences can be clustered together [59, 39, 85].
In summarization, cosine similarity is standardly used to measure the
similarity between the vector representations of sentences [78].

In this approach, clusters of similar sentences are treated as proxies for
topics; clusters with many sentences represent important topic themes in
the input. Selecting one representative sentence from each main cluster
is one way to produce an extractive summary, while minimizing possible
redundancy in the summary.

The sentence clustering approach to multi-document summarization
exploits repetition at the sentence level. The more sentences there are in
a cluster, the more important the information in the cluster is considered.
Below is an example of a sentence cluster from different documents in
the input to a multi-document summarizer. All four sentences share
common content that should be conveyed in the summary.

S1 PAL was devastated by a pilots’ strike in June and by the region’s currency crisis.

S2 In June, PAL was embroiled in a crippling three-week pilots’ strike.

S3 Tan wants to retain the 200 pilots because they stood by him when the majority
of PAL’s pilots staged a devastating strike in June.

S4 In June, PAL was embroiled in a crippling three-week pilots’ strike.

Constraining each sentence to belong to only one cluster is a distinct
disadvantage of the sentence clustering approach, and graph methods
for summarization which we discuss in the next section, have proven to
exploit the same ideas in a more flexible way.

For domain-specific summarization, however, clustering of sentences
from many samples from the domain can give a good indication about
the topics that are usually discussed in the domain, and the type of
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information that a summary would need to convey. In this case, Hid-
den Markov Models (HMM) that capture “story flow”—what topics are
discussed in what order in the domain— can be trained [5, 28]. These
models capitalize on the fact that within a specific domain, information
in different texts is presented following a common presentation flow. For
example, news articles about earthquakes often first talk about where the
earthquake happened, what its magnitude was, then mention human ca-
sualties or damage, and finally discuss rescue efforts. Such “story flow”
can be learned from multiple articles from the same domain. States
in the HMM correspond to topics in the domain, which are discovered
via iterative clustering of similar sentences from many articles from the
domain of interest. Each state (topic) is characterized by a probability
distribution which indicates how likely a given word is to appear in a sen-
tence that discusses the topic. Transitions between states in the model
correspond to topic transitions in typical texts. These HMM models do
not require any labelled data for training and allow for both content se-
lection and ordering in summarization. The sentences that have highest
probability of conveying important topics are selected in the summary.

Even simpler approach to discovering the topics in a specific domain
can be applied when there are available samples from the domain that
are more structured and contain human-written headings. For exam-
ple, there are plenty of Wikipedia articles about actors and diseases.
Clustering similar section headings, where similarity is defined by cosine
similarity for example, will identify the topics discussed in each type of
article [80]. The clusters with most headings represent the most com-
mon topics, and the most common string in the cluster is used to label
it. This procedure discovers for example that when talking about actors,
writers most often include information about their biography, early life,
career and personal life. Then to summarize web pages returned by a
search for a specific actor, the system can create a Wikipedia-like web
page on the fly, selecting sentences from the returned results that convey
these topics.

3. Influence of Context

In many cases, the summarizer has available additional materials that
can help determine the most important topics in the document to be
summarized. For example in web page summarization, the augmented
input consists of other web pages that have links to the pages that we
want to summarize. In blog summarization, the discussion following the
blog post is easily available and highly indicative of what parts of the
blog post are interesting and important. In summarization of scholarly
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papers, later papers that cite the paper to be summarized and the ci-
tation sentences in particular, provide a rich context that indicate what
sentences in the original paper are important. User interests are often
taken into account in query-focused summarization, where the query pro-
vides additional context. All of these approaches relying on augmented
input have been exploited for summarization.

3.1 Web Summarization

One type of web page context to consider is the text in pages that link
to the one that has to be summarized, in particular the text surrounded
by the hyperlink tag pointing to the page. This text often provides a
descriptive summary of a web page (e.g., “Access to papers published
within the last year by members of the NLP group”). Proponents of us-
ing context to provide summary sentences argue that a web site includes
multimedia, may cover diverse topics, and it may be hard for a summa-
rizer to distinguish good summary content from bad [20]. The earliest
work on this approach was carried out to provide snippets for each result
from a search engine [2]. To determine a summary, their system issued
a search for a URL, selected all sentences containing a link to that URL
and the best sentence was identified using heuristics. Later work has
extended this approach through an algorithm that allows selection of a
sentence that covers as many aspects of the web page as possible and
that is on the same topic [20] . For coverage, Delort et al. used word
overlap, normalized by sentence length, to determine which sentences
are entirely covered by others and thus can be removed from consider-
ation for the summary. To ensure topicality, Delort’s system selects a
sentence that is a reference to the page (e.g., “CNN is a news site”) as
opposed to content (e.g., “The top story for today...”). He computes
topicality by measuring overlap between each context sentence and the
text within the web page, normalizing by the number of words in the
web page. When the web page does not have many words, instead he
clusters all sentences in the context and chooses the sentence that is
most similar to all others using cosine distance.

In summarization of blog posts, important sentences are identified
based on word frequency [41]. The critical difference from other ap-
proaches is that here frequency is computed over the comments on the
post rather then the original blog entry. The extracted sentences are
those that elicited discussion.
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3.2 Summarization of Scientific Articles

Impact summarization [60] is defined as the task of extracting sen-
tences from a paper that represent the most influential content of that
paper. Language models provide a natural way for solving the task.
For each paper to be summarized, impact summarization methods find
other papers in a large collection that cite that paper and extract the
areas in which the references occur. A language model is built using the
collection of all reference areas to a paper, giving the probability of each
word to occur in a reference area. This language model gives a way of
scoring the importance of sentences in the original article: important
sentences are those that convey information similar to that which later
papers discussed when referring to the original paper. The measure of
similarity between a sentence and the language model is measured by
KL divergence. In order to account for the importance of each sentence
within the summarized article alone, the approach uses word probabil-
ities estimated from the article. The final score of a sentence is a lin-
ear combination of impact importance coming from KL divergence and
intrinsic importance coming from the word probabilities in the input
article.

3.3 Query-focused Summarization

In query-focused summarization, the importance of each sentence will
be determined by a combination of two factors: how relevant is that sen-
tence to the user question and how important is the sentence in the con-
text of the input in which it appears. There are two classes of approaches
to this problem. The first adapts techniques for generic summarization
of news. For example, an approach using topic signature words [15] is
extended for query-focused summarization by assuming that the words
that should appear in a summary have the following probability: a word
has probability zero of appearing in a summary for a user defined topic if
it neither appears in the user query nor is a topic signature word for the
input; the probability of the word to appear in the summary is 0.5 if it
either appears in the user query or is a topic signature, but not both; and
the probability of a word to appear in a summary is 1 if it is both in the
user query and in the list of topic signature words for the input. These
probabilities are arbitrarily chosen, but in fact work well when used to
assign weights to sentences equal to the average probability of words in
the sentence. Graph-based approaches [71] have also been adapted for
query-focused summarization with minor modifications.

Other approaches have been developed that use new methods for iden-
tifying relevant and salient sentences. These approaches have usually
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been developed for specific types of queries. For example, many people
have worked on generation of biographical summaries, where the query
is the name of the person for whom a biography should be generated.
Most people use some balance of top-down driven approaches that search
for patterns of information that might be found in a biography, often
using machine learning to identify the patterns, combined with bottom-
up approaches that sift through all available material to find sentences
that are biographical in nature [7, 98, 81, 105, 6]. The most recent
of these approaches uses language modeling of biographical texts found
on Wikipedia and non-biographical texts in a news corpus to identify
biographical sentences in input documents.

Producing snippets for search engines is a particularly useful query
focused application [92, 95].

3.4 Email Summarization

Summarization must be sensitive to the unique characteristics of email,
a distinct linguistic genre that exhibits characteristics of both written
text and spoken conversation. A thread or a mailbox contains one or
more conversations between two or more participants over time. As
in summarization of spoken dialog, therefore, summarization needs to
take the interactive nature of dialog into account; a response is often
only meaningful in relation to the utterance it addresses. Unlike spo-
ken dialog, however, the summarizer need not concern itself with speech
recognition errors, the impact of pronunciation, or the availability of
speech features such as prosody. Furthermore, responses and reactions
are not immediate and due to the asynchronous nature of email, they
may explicitly mark the previous email passages to which they are rele-
vant.

In early research on summarization of email threads, [66] used an ex-
tractive summarizer to generate a summary for the first two levels of
the discussion thread tree, producing relatively short “overview sum-
maries.” They extracted a sentence for each of the two levels, using
overlap with preceding context. Later work on summarization of email
threads [75] zeroed in on the dialogic nature of email. Their summarizer
used machine learning and relied on email specific features in addition
to traditional features, including features related to the thread and fea-
tures related to email structure such as the number of responders to a
message, similarity of a sentence with the subject, etc. Email conversa-
tions are a natural means of getting answers to one’s questions and the
asynchronous nature of email makes it possible for one to pursue sev-
eral questions in parallel. As a consequence, question-answer exchanges
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figure as one of the dominant uses of email conversations. These obser-
vations led to research on identification of question and answer pairs in
email [84, 64] and the integration of such pairs in extractive summaries
of email [58].

Email summarizers have also been developed for a full mailbox or
archive instead of just a thread. [69] present a system that can be used
for browsing an email mailbox and that builds upon multi-document
summarization techniques. They first cluster all email in topically re-
lated threads. Both an overview and a full-length summary are then
generated for each cluster.A more recent approach to summarization of
email within a folder uses a novel graph-based analysis of quotations
within email [10]. Using this analysis, Carenini et al.’s system computes
a graph representing how each individual email directly mentions other
emails, at the granularity of fragments and sentences.

4. Indicator Representations and Machine
Learning for Summarization

Indicator representation approaches do not attempt to interpret or
represent the topics discussed in the input. Instead they come up with a
representation of the text that can be used to directly rank sentences by
importance. Graph methods are unique because in their most popular
formulations they base summarization on a single indicator of impor-
tance, derived from the centrality of sentences in a graph representation
of the input. In contrast other approaches employ a variety of indica-
tors and combine them either heuristically or using machine learning to
decide which sentences are worthy to be included in the summary.

4.1 Graph Methods for Sentence Importance

In the graph models inspired by the PageRank algorithm [25, 61],
the input is represented as a highly connected graph. Vertices represent
sentences and edges between sentences are assigned weights equal to the
similarity between the two sentences. The method most often used to
compute similarity is cosine similarity with TF*IDF weights for words.
Sometimes, instead of assigning weights to edges, the connections be-
tween vertices can be determined in a binary fashion: the vertices are
connected only if the similarity between the two sentences exceeds a pre-
defined threshold. Sentences that are related to many other sentences
are likely to be central and would have high weight for selection in the
summary.

When the weights of the edges are normalized to form a probability
distribution so that the weight of all outgoing edges from a given vertex
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sum up to one, the graph becomes a Markov chain and the edge weights
correspond to the probability of transitioning from one state to another.
Standard algorithms for stochastic processes can be used to compute the
probability of being in each vertex of the graph at time t while making
consecutive transitions from one vertex to next. As more and more
transitions are made, the probability of each vertex converges, giving the
stationary distribution of the chain. The stationary distribution gives
the probability of (being at) a given vertex and can be computed using
iterative approximation. Vertices with higher probabilities correspond
to more important sentences that should be included in the summary.

Graph-based approaches have been shown to work well for both single-
document and multi-document summarization [25, 61]. Since the ap-
proach does not require language-specific linguistic processing beyond
identifying sentence and word boundaries, it can also be applied to other
languages, for example, Brazilian Portuguese [62]. At the same time, in-
corporating syntactic and semantic role information in the building of
the text graph leads to superior results over plain TF*IDF cosine simi-
larity [13].

Using different weighting schemes for links between sentences that
belong to the same article and sentences from different articles can help
separate the notions of topicality within a document and recurrent topics
across documents. This distinction can be easily integrated in the graph-
based models for summarization [96].

Graph representations for summarization had been explored even be-
fore the PageRank models became popular. For example, the purpose
of an older graph-based system for multi-document summarization [55]
is to identify salient regions of each story related to a topic given by
a user, and compare the stories by summarizing similarities and differ-
ences. The vertices in the graph are words, phrases and named entities
rather than sentences and their initial weight is assigned using TF*IDF.
Edges between vertices are defined using synonym and hypernym links
in WordNet, as well as coreference links. Spreading activation is used to
assign weights to non-query terms as a function of the weight of their
neighbors in the graph and the type of relation connecting the nodes.

In order to avoid problems with coherence that may arise with the
selection of single sentences, the authors of another approach [78] argue
that a summarizer should select full paragraphs to provide adequate
context. Their algorithm constructs a text graph for a document using
cosine similarity between each pair of paragraphs in the document. The
shape of the text graph determines which paragraphs to extract. In
their experiments, they show that two strategies, selecting paragraphs
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that are well connected to other paragraphs or first paragraphs of topical
text segments within the graph, both produce good summaries.

A combination of the subsentential granularity of analysis where nodes
are words and phrases rather than sentences and edges are syntactic
dependencies has also been explored [44]. Using machine learning tech-
niques, the authors attempt to learn what portions of the input graph
would be included in a summary. In their experiments on single doc-
ument summarization of news articles, properties of the graph such as
incoming and outgoing links, connectivity and PageRank weights are
identified as the best class of features that can be used for content selec-
tion. This work provides an excellent example of how machine learning
can be used to combine a range of indicators of importance rather than
committing to a single one.

4.2 Machine Learning for Summarization

Edmundson’s early work [23] set the direction for later investigation
of applying machine learning techniques for summarization [43]. He
proposed that rather than relying on a single representation of topics
in the input, many different indicators of importance can be combined.
Then a corpus of inputs and summaries written by people can be used
to determine the weight of each indicator.

In supervised methods for summarization, the task of selecting im-
portant sentences is represented as a binary classification problem, par-
titioning all sentences in the input into summary and non-summary sen-
tences. A corpus with human annotations of sentences that should be
included in the summary is used to train a statistical classifier for the dis-
tinction, with each sentences represented as a list of potential indicators
of importance. The likelihood of a sentence to belong to the summary
class, or the confidence of the classifier that the sentence should be in
the summary, is the score of the sentence. The chosen classifier plays the
role of a sentence scoring function, taking as an input the intermediate
representation of the sentence and outputting the score of the sentence.
The most highly scoring sentences are selected to form the summary,
possibly after skipping some because of high similarity to already cho-
sen sentences.

Machine learning approaches to summarization offer great freedom
because the number of indicators of importance is practically endless
[40, 70, 104, 44, 27, 37, 99, 51]. Any of the topic representation ap-
proaches discussed above can serve as the basis of indicators. Some
common features include the position of the sentence in the document
(first sentences of news are almost always informative), position in the
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paragraph (first and last sentences are often important), sentence length,
similarity of the sentence with the document title or headings, weights
of the words in a sentence determined by any topic representation ap-
proach, presence of named entities or cue phrases from a predetermined
list, etc.

It is hardly an exaggeration to say that every existing machine learn-
ing method has been applied for summarization. One important differ-
ence is whether the classifier assumes that the decision about inclusion in
the summary is independently done for each sentence. This assumption
is apparently not realistic, and methods that explicitly encode dependen-
cies between sentences such as Hidden Markov Models and Conditional
Random Fields outperform other learning methods [14, 30, 83].

A problem inherent in the supervised learning paradigm is the neces-
sity of labeled data on which classifiers can be trained. Asking annota-
tors to select summary-worthy sentences is a reasonable solution [93] but
it is time consuming and even more importantly, annotator agreement is
low and different people tend to choose different sentences when asked
to construct an extractive summary of a text [76]. Partly motivated by
this issue and partly because of their interest in ultimately developing
abstractive methods for summarization many researchers have instead
worked with abstracts written by people (often professional writers).
Researchers concentrated their efforts on developing methods for auto-
matic alignment of the human abstracts and the input [56, 42, 104, 4,
17] in order to provide labeled data of summary and non-summary sen-
tences for machine learning. Some researchers have also proposed ways
to leverage the information from manual evaluation of content selection
in summarization in which multiple sentences can be marked as express-
ing the same fact that should be in the summary [16, 27]. Alternatively,
one could compute similarity between sentences in human abstracts and
those in the input in order to find very similar sentences, not necessarily
doing full alignment [12].

Another option for training a classifier is to employ a semi-supervised
approach. In this paradigm, a small number of examples of summary
and non-summary sentences are annotated by people. Then two classi-
fiers are trained on that data, using different sets of features which are
independent given the class [100] or two different classification methods
[99]. After that one of the classifiers is run on unannotated data, and its
most confident predictions are added to the annotated examples to train
the other classifier, repeating the process until some predefined halting
condition is met.

Several modifications to standard machine learning approaches are
appropriate for summarization. In effect formulating summarization as
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a binary classification problem, which scores individual sentences, is not
equivalent to finding the best summary, which consists of several sen-
tences. This is exactly the issue of selecting a summary that we discuss
in the next section. In training a supervised model, the parameters may
be optimized to lead to a summary that has the best score against a
human model [1, 49].

For generic multi-document summarization of news, supervised meth-
ods have not been shown to outperform competitive unsupervised meth-
ods based on a single feature such as the presence of topic words and
graph methods. Machine learning approaches have proved to be much
more successful in single document or domain or genre specific sum-
marization, where classifiers can be trained to identify specific types of
information such as sentences describing literature background in sci-
entific article summarization [90], utterances expressing agreement or
disagreement in meetings [30], biographical information [105, 6, 80], etc.

5. Selecting Summary Sentences

Most summarization approaches choose content sentence by sentence:
they first include the most informative sentence, and then if space con-
straints permit, the next most informative sentence is included in the
summary and so on. Some process of checking for similarity between the
chosen sentences is also usually employed in order to avoid the inclusion
of repetitive sentences.

5.1 Greedy Approaches: Maximal Marginal
Relevance

indexGreedy Approach to Summarization One of the early summa-
rization approaches for both generic and query focused summarization
that has been widely adopted is Maximal Marginal Relevance (MMR)
[9]. In this approach, summaries are created using greedy, sentence-
by-sentence selection. At each selection step, the greedy algorithm is
constrained to select the sentence that is maximally relevant to the user
query (or has highest importance score when a query is not available) and
minimally redundant with sentences already included in the summary.
MMR measures relevance and novelty separately and then uses a linear
combination of the two to produce a single score for the importance of
a sentence in a given stage of the selection process. To quantify both
properties of a sentence, Carbonell and Goldstein use cosine similarity.
For relevance, similarity is measured to the query, while for novelty,
similarity is measured against sentences selected so far. The MMR ap-
proach was originally proposed for query-focused summarization in the
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context of information retrieval, but could easily be adapted for generic
summarization, for example by using the entire input as a user [33]. In
fact any of the previously discussed approaches for sentence scoring can
be used to calculate the importance of a sentence. Many have adopted
this seminal approach, mostly in its generic version, sometimes using
different measures of novelty to select new sentences [91, 101, 65].

This greedy approach of sequential sentence selection might not be
that effective for optimal content selection of the entire summary. One
typical problematic scenario for greedy sentence selection (discussed in
[57]) is when a very long and highly relevant sentence happens to be
evaluated as the most informative early on. Such a sentence may contain
several pieces of relevant information, alongside some not so relevant
facts which could be considered noise. Including such a sentence in the
summary will help maximize content relevance at the time of selection,
but at the cost of limiting the amount of space in the summary remaining
for other sentences. In such cases it is often more desirable to include
several shorter sentences, which are individually less informative than
the long one, but which taken together do not express any unnecessary
information.

5.2 Global Summary Selection

Global optimization algorithms can be used to solve the new formu-
lation of the summarization task, in which the best overall summary
is selected. Given some constraints imposed on the summary, such as
maximizing informativeness, minimizing repetition, and conforming to
required summary length, the task would be to select the best sum-
mary. Finding an exact solution to this problem is NP-hard [26], but
approximate solutions can be found using a dynamic programming al-
gorithm [57, 103, 102]. Exact solutions can be found quickly via search
techniques when the sentence scoring function is local, computable only
from the given sentence [1].

Even in global optimization methods, informativeness is still defined
and measured using features well-explored in the sentence selection lit-
erature. These include word frequency and position in the document
[103], TF*IDF [26], similarity with the input [57], and concept frequency
[102, 32]. Global optimization approaches to content selection have been
shown to outperform greedy selection algorithms in several evaluations
using news data as input, and have proved to be especially effective for
extractive summarization of meetings [77, 32].

In a detailed study of global inference algorithms [57], it has been
demonstrated that it is possible to find an exact solution for the op-
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timization problem for content selection using Integer Linear Program-
ming. The performance of the approximate algorithm based on dynamic
programming was lower, but comparable to that of the exact solutions.
In terms of running time, the greedy algorithm is very efficient, almost
constant in the size of the input. The approximate algorithm scales
linearly with the size of the input and is thus indeed practical to use.
The running time for the exact algorithm grows steeply with the size of
the input and is unlikely to be useful in practice [57]. However, when a
monotone submodular function is used to evaluate the informativeness
of the summary, optimal or near optimal solution can be found quickly
[48, 47].

6. Conclusion

In this chapter we have attempted to give a comprehensive overview
of the most prominent recent methods for automatic text summariza-
tion. We have outlined the connection to early approaches and have
contrasted approaches in terms of how they represent the input, score
sentences and select the summary. We have highlighted the success of
KL divergence as a method for scoring sentences which directly incorpo-
rates an intuition about the characteristics of a good summary, as well
as the growing interest in the development of methods that globally op-
timize the selection of the summary. We have shown how summarization
strategies must be adapted to different genres, such as web pages and
journal articles, taking into account contextual information that guides
sentence selection. These three recent developments in summarization
complement traditional topics in the field that concern intermediate rep-
resentations and the application of appropriate machine learning meth-
ods for summarization.
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[17] H. Daumé III and D. Marcu. A phrase-based HMM approach to
document/abstract alignment. In Proceedings of the Conference
on Empirical Methods in Natural Language Processing, pages 119–
126, 2004.
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chines for query-focused summarization trained and evaluated on
pyramid data. In Proceedings of the Annual Meeting of the Asso-
ciation for Computational Linguistics, Companion Volume: Pro-
ceedings of the Demo and Poster Sessions, pages 57–60, 2007.

[28] P. Fung and G. Ngai. One story, one flow: Hidden markov story
models for multilingual multidocument summarization. ACM
Transactions on Speech and Language Processing, 3(2):1–16, 2006.

[29] S. Furui, M. Hirohata, Y. Shinnaka, and K. Iwano. Sentence
extraction-based automatic speech summarization and evalua-
tion techniques. In Proceedings of the Symposium on Large-scale
Knowledge Resources, pages 33–38, 2005.

[30] M. Galley. A skip-chain conditional random field for ranking meet-
ing utterances by importance. In Proceedings of the Conference
on Empirical Methods in Natural Language Processing, pages 364–
372, 2006.

[31] M. Galley and K. McKeown. Improving word sense disambigua-
tion in lexical chaining. In Proceedings of the international joint
conference on Artificial intelligence, pages 1486–1488, 2003.

[32] D. Gillick, K. Riedhammer, B. Favre, and D. Hakkani-Tur. A
global optimization framework for meeting summarization. In
Proceedings of the IEEE International Conference on Acoustics,
Speech and Signal Processing, pages 4769–4772, 2009.

[33] Y. Gong and X. Liu. Generic text summarization using relevance
measure and latent semantic analysis. In Proceedings of the Annual
International ACM SIGIR Conference on Research and Develop-
ment in Information Retrieval, pages 19–25, 2001.

[34] S. Gupta, A. Nenkova, and D. Jurafsky. Measuring importance and
query relevance in topic-focused multi-document summarization.
In Proceedings of the Annual Meeting of the Association for Com-
putational Linguistics, Demo and Poster Sessions, pages 193–196,
2007.



70 MINING TEXT DATA

[35] B. Hachey, G. Murray, and D. Reitter. Dimensionality reduction
aids term co-occurrence based multi-document summarization. In
SumQA ’06: Proceedings of the Workshop on Task-Focused Sum-
marization and Question Answering, pages 1–7, 2006.

[36] A. Haghighi and L. Vanderwende. Exploring content models for
multi-document summarization. In Proceedings of Human Lan-
guage Technologies: The 2009 Annual Conference of the North
American Chapter of the Association for Computational Linguis-
tics, pages 362–370, 2009.

[37] D. Hakkani-Tur and G. Tur. Statistical sentence extraction for
information distillation. In Proceedings of the IEEE International
Conference on Acoustics, Speech and Signal Processing, volume 4,
pages IV–1 –IV–4, 2007.

[38] S. Harabagiu and F. Lacatusu. Topic themes for multi-document
summarization. In Proceedings of the 28th annual international
ACM SIGIR conference on Research and development in informa-
tion retrieval, SIGIR’05, pages 202–209, 2005.

[39] V. Hatzivassiloglou, J. Klavans, M. Holcombe, R. Barzilay, M.
Kan, and K. McKeown. Simfinder: A flexible clustering tool for
summarization. In Proceedings of the NAACL Workshop on Au-
tomatic Summarization, pages 41–49, 2001.

[40] E. Hovy and C.-Y. Lin. Automated text summarization in sum-
marist. In Advances in Automatic Text Summarization, pages 82–
94, 1999.

[41] M. Hu, A. Sun, and E.-P. Lim. Comments-oriented blog summa-
rization by sentence extraction. In Proceedings of the ACM Confer-
ence on Information and Knowledge Management, pages 901–904,
2007.

[42] H. Jing. Using hidden markov modeling to decompose human-
written summaries. Computational linguistics, 28(4):527–543,
2002.

[43] J. Kupiec, J. Pedersen, and F. Chen. A trainable document sum-
marizer. In Proceedings of the Annual International ACM SI-
GIR Conference on Research and Development in Information Re-
trieval, pages 68–73, 1995.

[44] J. Leskovec, N. Milic-frayling, and M. Grobelnik. Impact of lin-
guistic analysis on the semantic graph coverage and learning of
document extracts. In Proceedings of the national conference on
Artificial intelligence, pages 1069–1074, 2005.



A Survey of Text Summarization Techniques 71

[45] C.-Y. Lin, G. Cao, J. Gao, and J.-Y. Nie. An information-theoretic
approach to automatic evaluation of summaries. In Proceedings of
the main conference on Human Language Technology Conference
of the North American Chapter of the Association of Computa-
tional Linguistics (HLT-NAACL’06), pages 463–470, 2006.

[46] C.-Y. Lin and E. Hovy. The automated acquisition of topic signa-
tures for text summarization. In Proceedings of the International
Conference on Computational Linguistic, pages 495–501, 2000.

[47] H. Lin and J. Bilmes. Multi-document summarization via bud-
geted maximization of submodular functions. In North American
chapter of the Association for Computational Linguistics/Human
Language Technology Conference (NAACL/HLT-2010), 2010.

[48] H. Lin, J. Bilmes, and S. Xie. Graph-based submodular selection
for extractive summarization. In Proc. IEEE Automatic Speech
Recognition and Understanding (ASRU), 2009.

[49] S.-H. Lin, Y.-M. Chang, J.-W. Liu, and B. Chen. Leveraging evalu-
ation metric-related training criteria for speech summarization. In
Proceedings of the IEEE International Conference on Acoustics,
Speech, and Signal Processing, ICASSP 2010, pages 5314–5317,
2010.

[50] S.-H. Lin and B. Chen. A risk minimization framework for ex-
tractive speech summarization. In Proceedings of the 48th Annual
Meeting of the Association for Computational Linguistics, pages
79–87, 2010.

[51] A. Louis, A. Joshi, and A. Nenkova. Discourse indicators for con-
tent selection in summarization. In Proceedings of the Annual
Meeting of the Special Interest Group on Discourse and Dialogue,
pages 147–156, 2010.

[52] A. Louis and A. Nenkova. Automatically evaluating content selec-
tion in summarization without human models. In Proceedings of
the 2009 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pages 306–314, 2009.

[53] H. P. Luhn. The automatic creation of literature abstracts. IBM
Journal of Research and Development, 2(2):159–165, 1958.
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Abstract Clustering is a widely studied data mining problem in the text domains.
The problem finds numerous applications in customer segmentation,
classification, collaborative filtering, visualization, document organiza-
tion, and indexing. In this chapter, we will provide a detailed survey of
the problem of text clustering. We will study the key challenges of the
clustering problem, as it applies to the text domain. We will discuss the
key methods used for text clustering, and their relative advantages. We
will also discuss a number of recent advances in the area in the context
of social network and linked data.

Keywords: Text Clustering

1. Introduction

The problem of clustering has been studied widely in the database
and statistics literature in the context of a wide variety of data mining
tasks [50, 54]. The clustering problem is defined to be that of finding
groups of similar objects in the data. The similarity between the ob-
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jects is measured with the use of a similarity function. The problem
of clustering can be very useful in the text domain, where the objects
to be clusters can be of different granularities such as documents, para-
graphs, sentences or terms. Clustering is especially useful for organizing
documents to improve retrieval and support browsing [11, 26].

The study of the clustering problem precedes its applicability to the
text domain. Traditional methods for clustering have generally focussed
on the case of quantitative data [44, 71, 50, 54, 108], in which the at-
tributes of the data are numeric. The problem has also been studied
for the case of categorical data [10, 41, 43], in which the attributes may
take on nominal values. A broad overview of clustering (as it relates
to generic numerical and categorical data) may be found in [50, 54]. A
number of implementations of common text clustering algorithms, as ap-
plied to text data, may be found in several toolkits such as Lemur [114]
and BOW toolkit in [64]. The problem of clustering finds applicability
for a number of tasks:

Document Organization and Browsing: The hierarchical or-
ganization of documents into coherent categories can be very useful
for systematic browsing of the document collection. A classical ex-
ample of this is the Scatter/Gather method [25], which provides a
systematic browsing technique with the use of clustered organiza-
tion of the document collection.

Corpus Summarization: Clustering techniques provide a coher-
ent summary of the collection in the form of cluster-digests [83] or
word-clusters [17, 18], which can be used in order to provide sum-
mary insights into the overall content of the underlying corpus.
Variants of such methods, especially sentence clustering, can also
be used for document summarization, a topic, discussed in detail
in Chapter 3. The problem of clustering is also closely related to
that of dimensionality reduction and topic modeling. Such dimen-
sionality reduction methods are all different ways of summarizing
a corpus of documents, and are covered in Chapter 5.

Document Classification: While clustering is inherently an un-
supervised learning method, it can be leveraged in order to improve
the quality of the results in its supervised variant. In particular,
word-clusters [17, 18] and co-training methods [72] can be used in
order to improve the classification accuracy of supervised applica-
tions with the use of clustering techniques.

We note that many classes of algorithms such as the k-means algo-
rithm, or hierarchical algorithms are general-purpose methods, which
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can be extended to any kind of data, including text data. A text docu-
ment can be represented either in the form of binary data, when we use
the presence or absence of a word in the document in order to create a
binary vector. In such cases, it is possible to directly use a variety of
categorical data clustering algorithms [10, 41, 43] on the binary represen-
tation. A more enhanced representation would include refined weighting
methods based on the frequencies of the individual words in the docu-
ment as well as frequencies of words in an entire collection (e.g., TF-IDF
weighting [82]). Quantitative data clustering algorithms [44, 71, 108] can
be used in conjunction with these frequencies in order to determine the
most relevant groups of objects in the data.

However, such naive techniques do not typically work well for clus-
tering text data. This is because text data has a number of unique
properties which necessitate the design of specialized algorithms for the
task. The distinguishing characteristics of the text representation are as
follows:

The dimensionality of the text representation is very large, but the
underlying data is sparse. In other words, the lexicon from which
the documents are drawn may be of the order of 105, but a given
document may contain only a few hundred words. This problem
is even more serious when the documents to be clustered are very
short (e.g., when clustering sentences or tweets).

While the lexicon of a given corpus of documents may be large, the
words are typically correlated with one another. This means that
the number of concepts (or principal components) in the data is
much smaller than the feature space. This necessitates the careful
design of algorithms which can account for word correlations in
the clustering process.

The number of words (or non-zero entries) in the different docu-
ments may vary widely. Therefore, it is important to normalize
the document representations appropriately during the clustering
task.

The sparse and high dimensional representation of the different doc-
uments necessitate the design of text-specific algorithms for document
representation and processing, a topic heavily studied in the information
retrieval literature where many techniques have been proposed to opti-
mize document representation for improving the accuracy of matching
a document with a query [82, 13]. Most of these techniques can also be
used to improve document representation for clustering.
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In order to enable an effective clustering process, the word frequencies
need to be normalized in terms of their relative frequency of presence
in the document and over the entire collection. In general, a common
representation used for text processing is the vector-space based TF-IDF
representation [81]. In the TF-IDF representation, the term frequency
for each word is normalized by the inverse document frequency, or IDF.
The inverse document frequency normalization reduces the weight of
terms which occur more frequently in the collection. This reduces the
importance of common terms in the collection, ensuring that the match-
ing of documents be more influenced by that of more discriminative
words which have relatively low frequencies in the collection. In addi-
tion, a sub-linear transformation function is often applied to the term-
frequencies in order to avoid the undesirable dominating effect of any
single term that might be very frequent in a document. The work on
document-normalization is itself a vast area of research, and a variety of
other techniques which discuss different normalization methods may be
found in [86, 82].

Text clustering algorithms are divided into a wide variety of differ-
ent types such as agglomerative clustering algorithms, partitioning algo-
rithms, and standard parametric modeling based methods such as the
EM-algorithm. Furthermore, text representations may also be treated
as strings (rather than bags of words). These different representations
necessitate the design of different classes of clustering algorithms. Differ-
ent clustering algorithms have different tradeoffs in terms of effectiveness
and efficiency. An experimental comparison of different clustering algo-
rithms may be found in [90, 111]. In this chapter we will discuss a wide
variety of algorithms which are commonly used for text clustering. We
will also discuss text clustering algorithms for related scenarios such as
dynamic data, network-based text data and semi-supervised scenarios.

This chapter is organized as follows. In section 2, we will present fea-
ture selection and transformation methods for text clustering. Section 3
describes a number of common algorithms which are used for distance-
based clustering of text documents. Section 4 contains the description
of methods for clustering with the use of word patterns and phrases.
Methods for clustering text streams are described in section 5. Section
6 describes methods for probabilistic clustering of text data. Section
7 contains a description of methods for clustering text which naturally
occurs in the context of social or web-based networks. Section 8 dis-
cusses methods for semi-supervised clustering. Section 9 presents the
conclusions and summary.
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2. Feature Selection and Transformation
Methods for Text Clustering

The quality of any data mining method such as classification and clus-
tering is highly dependent on the noisiness of the features that are used
for the clustering process. For example, commonly used words such
as “the”, may not be very useful in improving the clustering quality.
Therefore, it is critical to select the features effectively, so that the noisy
words in the corpus are removed before the clustering. In addition to
feature selection, a number of feature transformation methods such as
Latent Semantic Indexing (LSI), Probabilistic Latent Semantic Analysis
(PLSA), and Non-negative Matrix Factorization (NMF) are available to
improve the quality of the document representation and make it more
amenable to clustering. In these techniques (often called dimension re-
duction), the correlations among the words in the lexicon are leveraged
in order to create features, which correspond to the concepts or princi-
pal components in the data. In this section, we will discuss both classes
of methods. A more in-depth discussion of dimension reduction can be
found in Chapter 5.

2.1 Feature Selection Methods

Feature selection is more common and easy to apply in the problem of
text categorization [99] in which supervision is available for the feature
selection process. However, a number of simple unsupervised methods
can also be used for feature selection in text clustering. Some examples
of such methods are discussed below.

2.1.1 Document Frequency-based Selection. The simplest
possible method for feature selection in document clustering is that of
the use of document frequency to filter out irrelevant features. While
the use of inverse document frequencies reduces the importance of such
words, this may not alone be sufficient to reduce the noise effects of
very frequent words. In other words, words which are too frequent in
the corpus can be removed because they are typically common words
such as “a”, “an”, “the”, or “of” which are not discriminative from a
clustering perspective. Such words are also referred to as stop words.
A variety of methods are commonly available in the literature [76] for
stop-word removal. Typically commonly available stop word lists of
about 300 to 400 words are used for the retrieval process. In addition,
words which occur extremely infrequently can also be removed from
the collection. This is because such words do not add anything to the
similarity computations which are used in most clustering methods. In



82 MINING TEXT DATA

some cases, such words may be misspellings or typographical errors in
documents. Noisy text collections which are derived from the web, blogs
or social networks are more likely to contain such terms. We note that
some lines of research define document frequency based selection purely
on the basis of very infrequent terms, because these terms contribute the
least to the similarity calculations. However, it should be emphasized
that very frequent words should also be removed, especially if they are
not discriminative between clusters. Note that the TF-IDF weighting
method can also naturally filter out very common words in a “soft” way.
Clearly, the standard set of stop words provide a valid set of words to
prune. Nevertheless, we would like a way of quantifying the importance
of a term directly to the clustering process, which is essential for more
aggressive pruning. We will discuss a number of such methods below.

2.1.2 Term Strength. A much more aggressive technique for
stop-word removal is proposed in [94]. The core idea of this approach
is to extend techniques which are used in supervised learning to the
unsupervised case. The term strength is essentially used to measure
how informative a word is for identifying two related documents. For
example, for two related documents x and y, the term strength s(t) of
term t is defined in terms of the following probability:

s(t) = P (t ∈ y|t ∈ x) (4.1)

Clearly, the main issue is how one might define the document x and y
as related. One possibility is to use manual (or user) feedback to define
when a pair of documents are related. This is essentially equivalent
to utilizing supervision in the feature selection process, and may be
practical in situations in which predefined categories of documents are
available. On the other hand, it is not practical to manually create
related pairs in large collections in a comprehensive way. It is therefore
desirable to use an automated and purely unsupervised way to define
the concept of when a pair of documents is related. It has been shown
in [94] that it is possible to use automated similarity functions such as
the cosine function [81] to define the relatedness of document pairs. A
pair of documents are defined to be related if their cosine similarity is
above a user-defined threshold. In such cases, the term strength s(t)
can be defined by randomly sampling a number of pairs of such related
documents as follows:

s(t) =
Number of pairs in which t occurs in both

Number of pairs in which t occurs in the first of the pair
(4.2)

Here, the first document of the pair may simply be picked randomly.
In order to prune features, the term strength may be compared to the
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expected strength of a term which is randomly distributed in the training
documents with the same frequency. If the term strength of t is not at
least two standard deviations greater than that of the random word,
then it is removed from the collection.

One advantage of this approach is that it requires no initial supervi-
sion or training data for the feature selection, which is a key requirement
in the unsupervised scenario. Of course, the approach can also be used
for feature selection in either supervised clustering [4] or categoriza-
tion [100], when such training data is indeed available. One observation
about this approach to feature selection is that it is particularly suited to
similarity-based clustering because the discriminative nature of the un-
derlying features is defined on the basis of similarities in the documents
themselves.

2.1.3 Entropy-based Ranking. The entropy-based ranking
approach was proposed in [27]. In this case, the quality of the term is
measured by the entropy reduction when it is removed. Here the entropy
E(t) of the term t in a collection of n documents is defined as follows:

E(t) = −
n∑

i=1

n∑
j=1

(Sij · log(Sij) + (1− Sij) · log(1− Sij)) (4.3)

Here Sij ∈ (0, 1) is the similarity between the ith and jth document in
the collection, after the term t is removed, and is defined as follows:

Sij = 2−
dist(i,j)

dist (4.4)

Here dist(i, j) is the distance between the terms i and j after the term
t is removed, and dist is the average distance between the documents
after the term t is removed. We note that the computation of E(t) for
each term t requires O(n2) operations. This is impractical for a very
large corpus containing many terms. It has been shown in [27] how
this method may be made much more efficient with the use of sampling
methods.

2.1.4 Term Contribution. The concept of term contribution
[62] is based on the fact that the results of text clustering are highly
dependent on document similarity. Therefore, the contribution of a term
can be viewed as its contribution to document similarity. For example,
in the case of dot-product based similarity, the similarity between two
documents is defined as the dot product of their normalized frequencies.
Therefore, the contribution of a term of the similarity of two documents
is the product of their normalized frequencies in the two documents. This
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needs to be summed over all pairs of documents in order to determine the
term contribution. As in the previous case, this method requires O(n2)
time for each term, and therefore sampling methods may be required
to speed up the contribution. A major criticism of this method is that
it tends to favor highly frequent words without regard to the specific
discriminative power within a clustering process.

In most of these methods, the optimization of term selection is based
on some pre-assumed similarity function (e.g., cosine). While this strat-
egy makes these methods unsupervised, there is a concern that the term
selection might be biased due to the potential bias of the assumed sim-
ilarity function. That is, if a different similarity function is assumed,
we may end up having different results for term selection. Thus the
choice of an appropriate similarity function may be important for these
methods.

2.2 LSI-based Methods

In feature selection, we attempt to explicitly select out features from
the original data set. Feature transformation is a different method in
which the new features are defined as a functional representation of the
features in the original data set. The most common class of methods is
that of dimensionality reduction [53] in which the documents are trans-
formed to a new feature space of smaller dimensionality in which the
features are typically a linear combination of the features in the original
data. Methods such as Latent Semantic Indexing (LSI) [28] are based
on this common principle. The overall effect is to remove a lot of di-
mensions in the data which are noisy for similarity based applications
such as clustering. The removal of such dimensions also helps magnify
the semantic effects in the underlying data.

Since LSI is closely related to problem of Principal Component Anal-
ysis (PCA) or Singular Value Decomposition (SVD), we will first discuss
this method, and its relationship to LSI. For a d-dimensional data set,
PCA constructs the symmetric d × d covariance matrix C of the data,
in which the (i, j)th entry is the covariance between dimensions i and j.
This matrix is positive semi-definite, and can be diagonalized as follows:

C = P ·D · P T (4.5)

Here P is a matrix whose columns contain the orthonormal eigenvectors
of C and D is a diagonal matrix containing the corresponding eigenval-
ues. We note that the eigenvectors represent a new orthonormal basis
system along which the data can be represented. In this context, the
eigenvalues correspond to the variance when the data is projected along
this basis system. This basis system is also one in which the second
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order covariances of the data are removed, and most of variance in the
data is captured by preserving the eigenvectors with the largest eigen-
values. Therefore, in order to reduce the dimensionality of the data,
a common approach is to represent the data in this new basis system,
which is further truncated by ignoring those eigenvectors for which the
corresponding eigenvalues are small. This is because the variances along
those dimensions are small, and the relative behavior of the data points
is not significantly affected by removing them from consideration. In
fact, it can be shown that the Euclidian distances between data points
are not significantly affected by this transformation and corresponding
truncation. The method of PCA is commonly used for similarity search
in database retrieval applications.

LSI is quite similar to PCA, except that we use an approximation of
the covariance matrix C which is quite appropriate for the sparse and
high-dimensional nature of text data. Specifically, let A be the n × d
term-document matrix in which the (i, j)th entry is the normalized fre-
quency for term j in document i. Then, AT ·A is a d× d matrix which
is close (scaled) approximation of the covariance matrix, in which the
means have not been subtracted out. In other words, the value of AT ·A
would be the same as a scaled version (by factor n) of the covariance
matrix, if the data is mean-centered. While text-representations are not
mean-centered, the sparsity of text ensures that the use of AT · A is
quite a good approximation of the (scaled) covariances. As in the case
of numerical data, we use the eigenvectors of AT ·A with the largest vari-
ance in order to represent the text. In typical collections, only about
300 to 400 eigenvectors are required for the representation. One excel-
lent characteristic of LSI [28] is that the truncation of the dimensions
removes the noise effects of synonymy and polysemy, and the similarity
computations are more closely affected by the semantic concepts in the
data. This is particularly useful for a semantic application such as text
clustering. However, if finer granularity clustering is needed, such low-
dimensional space representation of text may not be sufficiently discrim-
inative; in information retrieval, this problem is often solved by mixing
the low-dimensional representation with the original high-dimensional
word-based representation (see, e.g., [105]).

A similar technique to LSI, but based on probabilistic modeling is
Probabilistic Latent Semantic Analysis (PLSA) [49]. The similarity and
equivalence of PLSA and LSI are discussed in [49].

2.2.1 Concept Decomposition using Clustering. One
interesting observation is that while feature transformation is often used
as a pre-processing technique for clustering, the clustering itself can be
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used for a novel dimensionality reduction technique known as concept
decomposition [2, 29]. This of course leads to the issue of circularity in
the use of this technique for clustering, especially if clustering is required
in order to perform the dimensionality reduction. Nevertheless, it is still
possible to use this technique effectively for pre-processing with the use
of two separate phases of clustering.

The technique of concept decomposition uses any standard clustering
technique [2, 29] on the original representation of the documents. The
frequent terms in the centroids of these clusters are used as basis vectors
which are almost orthogonal to one another. The documents can then be
represented in a much more concise way in terms of these basis vectors.
We note that this condensed conceptual representation allows for en-
hanced clustering as well as classification. Therefore, a second phase of
clustering can be applied on this reduced representation in order to clus-
ter the documents much more effectively. Such a method has also been
tested in [87] by using word-clusters in order to represent documents.
We will describe this method in more detail later in this chapter.

2.3 Non-negative Matrix Factorization

The non-negative matrix factorization (NMF) technique is a latent-
space method, and is particularly suitable to clustering [97]. As in the
case of LSI, the NMF scheme represents the documents in a new axis-
system which is based on an analysis of the term-document matrix.
However, the NMF method has a number of critical differences from the
LSI scheme from a conceptual point of view. In particular, the NMF
scheme is a feature transformation method which is particularly suited
to clustering. The main conceptual characteristics of the NMF scheme,
which are very different from LSI are as follows:

In LSI, the new basis system consists of a set of orthonormal vec-
tors. This is not the case for NMF.

In NMF, the vectors in the basis system directly correspond to
cluster topics. Therefore, the cluster membership for a document
may be determined by examining the largest component of the
document along any of the vectors. The coordinate of any docu-
ment along a vector is always non-negative. The expression of each
document as an additive combination of the underlying semantics
makes a lot of sense from an intuitive perspective. Therefore, the
NMF transformation is particularly suited to clustering, and it also
provides an intuitive understanding of the basis system in terms
of the clusters.
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Let A be the n × d term document matrix. Let us assume that we
wish to create k clusters from the underlying document corpus. Then,
the non-negative matrix factorization method attempts to determine the
matrices U and V which minimize the following objective function:

J = (1/2) · ||A− U · V T || (4.6)

Here || · || represents the sum of the squares of all the elements in the
matrix, U is an n×k non-negative matrix, and V is a m×k non-negative
matrix. We note that the columns of V provide the k basis vectors which
correspond to the k different clusters.

What is the significance of the above optimization problem? Note
that by minimizing J , we are attempting to factorize A approximately
as:

A ≈ U · V T (4.7)

For each row a of A (document vector), we can rewrite the above equa-
tion as:

a ≈ u · V T (4.8)

Here u is the corresponding row of U . Therefore, the document vector
a can be rewritten as an approximate linear (non-negative) combination
of the basis vector which corresponds to the k columns of V T . If the
value of k is relatively small compared to the corpus, this can only be
done if the column vectors of V T discover the latent structure in the
data. Furthermore, the non-negativity of the matrices U and V ensures
that the documents are expressed as a non-negative combination of the
key concepts (or clustered) regions in the term-based feature space.

Next, we will discuss how the optimization problem for J above is
actually solved. The squared norm of any matrix Q can be expressed as
the trace of the matrix Q ·QT . Therefore, we can express the objective
function above as follows:

J = (1/2) · tr((A− U · V T ) · (A− U · V T )T )

= (1/2) · tr(A ·AT )− tr(A · U · V T ) + (1/2) · tr(U · V T · V · UT )

Thus, we have an optimization problem with respect to the matrices U =
[uij ] and V = [vij ], the entries uij and vij of which are the variables with
respect to which we need to optimize this problem. In addition, since
the matrices are non-negative, we have the constraints that uij ≥ 0 and
vij ≥ 0. This is a typical constrained non-linear optimization problem,
and can be solved using the Lagrange method. Let α = [αij ] and β =
[βij ] be matrices with the same dimensions as U and V respectively.
The elements of the matrices α and β are the corresponding Lagrange



88 MINING TEXT DATA

multipliers for the non-negativity conditions on the different elements of
U and V respectively. We note that tr(α·UT ) is simply equal to

∑
i,j αij ·

uij and tr(β · V T ) is simply equal to
∑

i,j βij · vij . These correspond to
the lagrange expressions for the non-negativity constraints. Then, we
can express the Lagrangian optimization problem as follows:

L = J + tr(α · UT ) + tr(β · V T ) (4.9)

Then, we can express the partial derivative of L with respect to U and
V as follows, and set them to 0:

δL

δU
= −A · V + U · V T · V + α = 0

δL

δV
= −AT · U + V · UT · U + β = 0

We can then multiply the (i, j)th entry of the above (two matrices of)
conditions with uij and vij respectively. Using the Kuhn-Tucker condi-
tions αij · uij = 0 and βij · vij = 0, we get the following:

(A · V )ij · uij − (U · V T · V )ij · uij = 0

(AT · U)ij · vij − (V · UT · U)ij · vij = 0

We note that these conditions are independent of α and β. This leads
to the following iterative updating rules for uij and vij :

uij =
(A · V )ij · uij
(U · V T · V )ij

vij =
(AT · U)ij · vij
(V · UT · U)ij

It has been shown in [58] that the objective function continuously im-
proves under these update rules, and converges to an optimal solution.

One interesting observation about the matrix factorization technique
is that it can also be used to determine word-clusters instead of doc-
ument clusters. Just as the columns of V provide a basis which can
be used to discover document clusters, we can use the columns of U
to discover a basis which correspond to word clusters. As we will see
later, document clusters and word clusters are closely related, and it is
often useful to discover both simultaneously, as in frameworks such as
co-clustering [30, 31, 75]. Matrix-factorization provides a natural way of
achieving this goal. It has also been shown both theoretically and exper-
imentally [33, 93] that the matrix-factorization technique is equivalent
to another graph-structure based document clustering technique known
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as spectral clustering. An analogous technique called concept factoriza-
tion was proposed in [98], which can also be applied to data points with
negative values in them.

3. Distance-based Clustering Algorithms

Distance-based clustering algorithms are designed by using a simi-
larity function to measure the closeness between the text objects. The
most well known similarity function which is used commonly in the text
domain is the cosine similarity function. Let U = (f(u1) . . . f(uk)) and
V = (f(v1) . . . f(vk)) be the damped and normalized frequency term
vector in two different documents U and V . The values u1 . . . uk and
v1 . . . vk represent the (normalized) term frequencies, and the function
f(·) represents the damping function. Typical damping functions for
f(·) could represent either the square-root or the logarithm [25]. Then,
the cosine similarity between the two documents is defined as follows:

cosine(U, V ) =

∑k
i=1 f(ui) · f(vi)√∑k

i=1 f(ui)
2 ·

√∑k
i=1 f(vi)

2

(4.10)

Computation of text similarity is a fundamental problem in informa-
tion retrieval. Although most of the work in information retrieval has
focused on how to assess the similarity of a keyword query and a text doc-
ument, rather than the similarity between two documents, many weight-
ing heuristics and similarity functions can also be applied to optimize the
similarity function for clustering. Effective information retrieval mod-
els generally capture three heuristics, i.e., TF weighting, IDF weighting,
and document length normalization [36]. One effective way to assign
weights to terms when representing a document as a weighted term vec-
tor is the BM25 term weighting method [78], where the normalized TF
not only addresses length normalization, but also has an upper bound
which improves the robustness as it avoids overly rewarding the match-
ing of any particular term. A document can also be represented with
a probability distribution over words (i.e., unigram language models),
and the similarity can then be measured based an information theoretic
measure such as cross entropy or Kullback-Leibler divergencce [105]. For
clustering, symmetric variants of such a similarity function may be more
appropriate.

One challenge in clustering short segments of text (e.g., tweets or
sentences) is that exact keyword matching may not work well. One gen-
eral strategy for solving this problem is to expand text representation
by exploiting related text documents, which is related to smoothing of
a document language model in information retrieval [105]. A specific
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technique, which leverages a search engine to expand text representa-
tion, was proposed in [79]. A comparison of several simple measures for
computing similarity of short text segments can be found in [66].

These similarity functions can be used in conjunction with a wide vari-
ety of traditional clustering algorithms [50, 54]. In the next subsections,
we will discuss some of these techniques.

3.1 Agglomerative and Hierarchical Clustering
Algorithms

Hierarchical clustering algorithms have been studied extensively in
the clustering literature [50, 54] for records of different kinds including
multidimensional numerical data, categorical data and text data. An
overview of the traditional agglomerative and hierarchical clustering al-
gorithms in the context of text data is provided in [69, 70, 92, 96]. An
experimental comparison of different hierarchical clustering algorithms
may be found in [110]. The method of agglomerative hierarchical clus-
tering is particularly useful to support a variety of searching methods
because it naturally creates a tree-like hierarchy which can be leveraged
for the search process. In particular, the effectiveness of this method in
improving the search efficiency over a sequential scan has been shown in
[51, 77].

The general concept of agglomerative clustering is to successively
merge documents into clusters based on their similarity with one an-
other. Almost all the hierarchical clustering algorithms successively
merge groups based on the best pairwise similarity between these groups
of documents. The main differences between these classes of methods
are in terms of how this pairwise similarity is computed between the
different groups of documents. For example, the similarity between a
pair of groups may be computed as the best-case similarity, average-
case similarity, or worst-case similarity between documents which are
drawn from these pairs of groups. Conceptually, the process of agglom-
erating documents into successively higher levels of clusters creates a
cluster hierarchy (or dendogram) for which the leaf nodes correspond to
individual documents, and the internal nodes correspond to the merged
groups of clusters. When two groups are merged, a new node is created
in this tree corresponding to this larger merged group. The two children
of this node correspond to the two groups of documents which have been
merged to it.

The different methods for merging groups of documents for the dif-
ferent agglomerative methods are as follows:
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Single Linkage Clustering: In single linkage clustering, the sim-
ilarity between two groups of documents is the greatest similarity
between any pair of documents from these two groups. In single
link clustering we merge the two groups which are such that their
closest pair of documents have the highest similarity compared to
any other pair of groups. The main advantage of single linkage
clustering is that it is extremely efficient to implement in practice.
This is because we can first compute all similarity pairs and sort
them in order of reducing similarity. These pairs are processed in
this pre-defined order and the merge is performed successively if
the pairs belong to different groups. It can be easily shown that
this approach is equivalent to the single-linkage method. This is
essentially equivalent to a spanning tree algorithm on the complete
graph of pairwise-distances by processing the edges of the graph
in a certain order. It has been shown in [92] how Prim’s minimum
spanning tree algorithm can be adapted to single-linkage cluster-
ing. Another method in [24] designs the single-linkage method
in conjunction with the inverted index method in order to avoid
computing zero similarities.

The main drawback of this approach is that it can lead to the
phenomenon of chaining in which a chain of similar documents
lead to disparate documents being grouped into the same clusters.
In other words, if A is similar to B and B is similar to C, it does not
always imply that A is similar to C, because of lack of transitivity
in similarity computations. Single linkage clustering encourages
the grouping of documents through such transitivity chains. This
can often lead to poor clusters, especially at the higher levels of the
agglomeration. Effective methods for implementing single-linkage
clustering for the case of document data may be found in [24, 92].

Group-Average Linkage Clustering: In group-average linkage
clustering, the similarity between two clusters is the average simi-
larity between the pairs of documents in the two clusters. Clearly,
the average linkage clustering process is somewhat slower than
single-linkage clustering, because we need to determine the aver-
age similarity between a large number of pairs in order to deter-
mine group-wise similarity. On the other hand, it is much more
robust in terms of clustering quality, because it does not exhibit
the chaining behavior of single linkage clustering. It is possible
to speed up the average linkage clustering algorithm by approxi-
mating the average linkage similarity between two clusters C1 and
C2 by computing the similarity between the mean document of C1
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and the mean document of C2. While this approach does not work
equally well for all data domains, it works particularly well for the
case of text data. In this case, the running time can be reduced
to O(n2), where n is the total number of nodes. The method can
be implemented quite efficiently in the case of document data, be-
cause the centroid of a cluster is simply the concatenation of the
documents in that cluster.

Complete Linkage Clustering: In this technique, the similarity
between two clusters is the worst-case similarity between any pair
of documents in the two clusters. Complete-linkage clustering can
also avoid chaining because it avoids the placement of any pair of
very disparate points in the same cluster. However, like group-
average clustering, it is computationally more expensive than the
single-linkage method. The complete linkage clustering method
requires O(n2) space and O(n3) time. The space requirement can
however be significantly lower in the case of the text data domain,
because a large number of pairwise similarities are zero.

Hierarchical clustering algorithms have also been designed in the context
of text data streams. A distributional modeling method for hierarchical
clustering of streaming documents has been proposed in [80]. The main
idea is to model the frequency of word-presence in documents with the
use of a multi-poisson distribution. The parameters of this model are
learned in order to assign documents to clusters. The method extends
the COBWEB and CLASSIT algorithms [37, 40] to the case of text data.
The work in [80] studies the different kinds of distributional assumptions
of words in documents. We note that these distributional assumptions
are required to adapt these algorithms to the case of text data. The
approach essentially changes the distributional assumption so that the
method can work effectively for text data.

3.2 Distance-based Partitioning Algorithms

Partitioning algorithms are widely used in the database literature in
order to efficiently create clusters of objects. The two most widely used
distance-based partitioning algorithms [50, 54] are as follows:

k-medoid clustering algorithms: In k-medoid clustering algo-
rithms, we use a set of points from the original data as the anchors
(or medoids) around which the clusters are built. The key aim
of the algorithm is to determine an optimal set of representative
documents from the original corpus around which the clusters are
built. Each document is assigned to its closest representative from
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the collection. This creates a running set of clusters from the cor-
pus which are successively improved by a randomized process.

The algorithm works with an iterative approach in which the set
of k representatives are successively improved with the use of ran-
domized inter-changes. Specifically, we use the average similarity
of each document in the corpus to its closest representative as the
objective function which needs to be improved during this inter-
change process. In each iteration, we replace a randomly picked
representative in the current set of medoids with a randomly picked
representative from the collection, if it improves the clustering ob-
jective function. This approach is applied until convergence is
achieved.

There are two main disadvantages of the use of k-medoids based
clustering algorithms, one of which is specific to the case of text
data. One general disadvantage of k-medoids clustering algorithms
is that they require a large number of iterations in order to achieve
convergence and are therefore quite slow. This is because each iter-
ation requires the computation of an objective function whose time
requirement is proportional to the size of the underlying corpus.

The second key disadvantage is that k-medoid algorithms do not
work very well for sparse data such as text. This is because a large
fraction of document pairs do not have many words in common,
and the similarities between such document pairs are small (and
noisy) values. Therefore, a single document medoid often does
not contain all the concepts required in order to effectively build a
cluster around it. This characteristic is specific to the case of the
information retrieval domain, because of the sparse nature of the
underlying text data.

k-means clustering algorithms: The k-means clustering algo-
rithm also uses a set of k representatives around which the clusters
are built. However, these representatives are not necessarily ob-
tained from the original data and are refined somewhat differently
than a k-medoids approach. The simplest form of the k-means ap-
proach is to start off with a set of k seeds from the original corpus,
and assign documents to these seeds on the basis of closest sim-
ilarity. In the next iteration, the centroid of the assigned points
to each seed is used to replace the seed in the last iteration. In
other words, the new seed is defined, so that it is a better central
point for this cluster. This approach is continued until conver-
gence. One of the advantages of the k-means method over the
k-medoids method is that it requires an extremely small number
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of iterations in order to converge. Observations from [25, 83] seem
to suggest that for many large data sets, it is sufficient to use 5 or
less iterations for an effective clustering. The main disadvantage
of the k-means method is that it is still quite sensitive to the initial
set of seeds picked during the clustering. Secondly, the centroid
for a given cluster of documents may contain a large number of
words. This will slow down the similarity calculations in the next
iteration. A number of methods are used to reduce these effects,
which will be discussed later on in this chapter.

The initial choice of seeds affects the quality of k-means clustering, espe-
cially in the case of document clustering. Therefore, a number of tech-
niques are used in order to improve the quality of the initial seeds which
are picked for the clustering process. For example, another lightweight
clustering method such as an agglomerative clustering technique can be
used in order to decide the initial set of seeds. This is at the core of
the method discussed in [25] for effective document clustering. We will
discuss this method in detail in the next subsection.

A second method for improving the initial set of seeds is to use some
form of partial supervision in the process of initial seed creation. This
form of partial supervision can also be helpful in creating clusters which
are designed for particular application-specific criteria. An example of
such an approach is discussed in [4] in which we pick the initial set
of seeds as the centroids of the documents crawled from a particular
category if the Y ahoo! taxonomy. This also has the effect that the
final set of clusters are grouped by the coherence of content within the
different Y ahoo! categories. The approach has been shown to be quite
effective for use in a number of applications such as text categorization.
Such semi-supervised techniques are particularly useful for information
organization in cases where the starting set of categories is somewhat
noisy, but contains enough information in order to create clusters which
satisfy a pre-defined kind of organization.

3.3 A Hybrid Approach: The Scatter-Gather
Method

While hierarchical clustering methods tend to be more robust because
of their tendency to compare all pairs of documents, they are generally
not very efficient, because of their tendency to require at least O(n2)
time. On the other hand, k-means type algorithms are more efficient
than hierarchical algorithms, but may sometimes not be very effective
because of their tendency to rely on a small number of seeds.
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The method in [25] uses both hierarchical and partitional clustering
algorithms to good effect. Specifically, it uses a hierarchical clustering
algorithm on a sample of the corpus in order to find a robust initial set
of seeds. This robust set of seeds is used in conjunction with a standard
k-means clustering algorithm in order to determine good clusters. The
size of the sample in the initial phase is carefully tailored so as to provide
the best possible effectiveness without this phase becoming a bottleneck
in algorithm execution.

There are two possible methods for creating the initial set of seeds,
which are referred to as buckshot and fractionation respectively. These
are two alternative methods, and are described as follows:

Buckshot: Let k be the number of clusters to be found and n
be the number of documents in the corpus. Instead of picking the
k seeds randomly from the collection, the buckshot scheme picks
an overestimate

√
k · n of the seeds, and then agglomerates these

to k seeds. Standard agglomerative hierarchical clustering algo-
rithms (requiring quadratic time) are applied to this initial sample
of

√
k · n seeds. Since we use quadratically scalable algorithms in

this phase, this approach requires O(k ·n) time. We note that this
seed set is much more robust than one which simply samples for k
seeds, because of the summarization of a large document sample
into a robust set of k seeds.

Fractionation: The fractionation algorithm initially breaks up
the corpus into n/m buckets of size m > k each. An agglomerative
algorithm is applied to each of these buckets to reduce them by a
factor of ν. Thus, at the end of the phase, we have a total of ν · n
agglomerated points. The process is repeated by treating each of
these agglomerated points as an individual record. This is achieved
by merging the different documents within an agglomerated cluster
into a single document. The approach terminates when a total of
k seeds remain. We note that the the agglomerative clustering of
each group ofm documents in the first iteration of the fractionation
algorithm requires O(m2) time, which sums to O(n ·m) over the
n/m different groups. Since, the number of individuals reduces
geometrically by a factor of ν in each iteration, the total running
time over all iterations is O(n ·m · (1+μ+ ν2+ . . .)). For constant
ν < 1, the running time over all iterations is still O(n · m). By
picking m = O(k), we can still ensure a running time of O(n · k)
for the initialization procedure.

The Buckshot and Fractionation procedures require O(k·n) time which is
also equivalent to running time of one iteration of the k means algorithm.
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Each iteration of the K-means algorithm also requires O(k · n) time
because we need to compute the similarity of the n documents to the k
different seeds.

We further note that the fractionation procedure can be applied to
a random grouping of the documents into n/m different buckets. Of
course, one can also replace the random grouping approach with a more
carefully designed procedure for more effective results. One such pro-
cedure is to sort the documents by the index of the jth most common
word in the document. Here j is chosen to be a small number such
as 3, which corresponds to medium frequency words in the data. The
documents are then partitioned into groups based on this sort order by
segmenting out continuous groups of m documents. This approach en-
sures that the groups created have at least a few common words in them
and are therefore not completely random. This can sometimes provide a
better quality of the centers which are determined by the fractionation
algorithm.

Once the initial cluster centers have been determined with the use of
the Buckshot or Fractionation algorithms we can apply standard k-means
partitioning algorithms. Specifically, we each document is assigned to
the nearest of the k cluster centers. The centroid of each such cluster is
determined as the concatenation of the different documents in a cluster.
These centroids replace the sets of seeds from the last iteration. This
process can be repeated in an iterative approach in order to successively
refine the centers for the clusters. Typically, only a smaller number of
iterations are required, because the greatest improvements occur only in
the first few iterations.

It is also possible to use a number of procedures to further improve
the quality of the underlying clusters. These procedures are as follows:

Split Operation: The process of splitting can be used in order to
further refine the clusters into groups of better granularity. This
can be achieved by applying the buckshot procedure on the individ-
ual documents in a cluster by using k = 2, and then re-clustering
around these centers. This entire procedure requires O(k ·ni) time
for a cluster containing ni data points, and therefore splitting all
the groups requires O(k · n) time. However, it is not necessary
to split all the groups. Instead, only a subset of the groups can
be split. Those are the groups which are not very coherent and
contain documents of a disparate nature. In order to measure the
coherence of a group, we compute the self-similarity of a cluster.
This self-similarity provides us with an understanding of the un-
derlying coherence. This quantity can be computed both in terms
of the similarity of the documents in a cluster to its centroid or
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in terms of the similarity of the cluster documents to each other.
The split criterion can then be applied selectively only to those
clusters which have low self similarity. This helps in creating more
coherent clusters.

Join Operation: The join operation attempts to merge similar
clusters into a single cluster. In order to perform the merge, we
compute the topical words of each cluster by examining the most
frequent words of the centroid. Two clusters are considered similar,
if there is significant overlap between the topical words of the two
clusters.

We note that the method is often referred to as the Scatter-Gather
clustering method, but this is more because of how the clustering method
has been presented in terms of its use for browsing large collections in
the original paper [25]. The scatter-gather approach can be used for
organized browsing of large document collections, because it creates a
natural hierarchy of similar documents. In particular, a user may wish
to browse the hierarchy of clusters in an interactive way in order to
understand topics of different levels of granularity in the collection. One
possibility is to perform a hierarchical clustering a-priori; however such
an approach has the disadvantage that it is unable to merge and re-
cluster related branches of the tree hierarchy on-the-fly when a user
may need it. A method for constant-interaction time browsing with
the use of the scatter-gather approach has been presented in [26]. This
approach presents the keywords associated with the different keywords
to a user. The user may pick one or more of these keywords, which also
corresponds to one or more clusters. The documents in these clusters
are merged and re-clustered to a finer-granularity on-the-fly. This finer
granularity of clustering is presented to the user for further exploration.
The set of documents which is picked by the user for exploration is
referred to as the focus set. Next we will explain how this focus set is
further explored and re-clustered on the fly in constant-time.

The key assumption in order to enable this approach is the cluster
refinement hypothesis. This hypothesis states that documents which be-
long to the same cluster in a significantly finer granularity partitioning
will also occur together in a partitioning with coarser granularity. The
first step is to create a hierarchy of the documents in the clusters. A
variety of agglomerative algorithms such as the buckshot method can be
used for this purpose. We note that each (internal) node of this tree can
be viewed as a meta-document corresponding to the concatenation of all
the documents in the leaves of this subtree. The cluster-refinement hy-
pothesis allows us to work with a smaller set of meta-documents rather
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than the entire set of documents in a particular subtree. The idea is
to pick a constant M which represents the maximum number of meta-
documents that we are willing to re-cluster with the use of the interactive
approach. The tree nodes in the focus set are then expanded (with pri-
ority to the branches with largest degree), to a maximum of M nodes.
These M nodes are then re-clustered on-the-fly with the scatter-gather
approach. This requires constant time because of the use of a constant
number M of meta-documents in the clustering process. Thus, by work-
ing with the meta-documents for M . we assume the cluster-refinement
hypothesis of all nodes of the subtree at the lower level. Clearly, a larger
value of M does not assume the cluster-refinement hypothesis quite as
strongly, but also comes at a higher cost. The details of the algorithm
are described in [26]. Some extensions of this approach are also pre-
sented in [85], in which it has been shown how this approach can be used
to cluster arbitrary corpus subsets of the documents in constant time.
Another recent online clustering algorithm called LAIR2 [55] provides
constant-interaction time for Scatter/Gather browsing. The paralleliza-
tion of this algorithm is significantly faster than a corresponding version
of the Buckshot algorithm. It has also been suggested that the LAIR2
algorithm leads to better quality clusters in the data.

3.3.1 Projections for Efficient Document Clustering.
One of the challenges of the scatter-gather algorithm is that even though
the algorithm is designed to balance the running times of the agglomer-
ative and partitioning phases quite well, it sometimes suffer a slowdown
in large document collections because of the massive number of distinct
terms that a given cluster centroid may contain. Recall that a cluster
centroid in the scatter-gather algorithm is defined as the concatenation
of all the documents in that collection. When the number of documents
in the cluster is large, this will also lead to a large number of distinct
terms in the centroid. This will also lead to a slow down of a number of
critical computations such as similarity calculations between documents
and cluster centroids.

An interesting solution to this problem has been proposed in [83]. The
idea is to use the concept of projection in order to reduce the dimensional-
ity of the document representation. Such a reduction in dimensionality
will lead to significant speedups, because the similarity computations
will be made much more efficient. The work in [83] proposes three kinds
of projections:

Global Projection: In global projection, the dimensionality of
the original data set is reduced in order to remove the least im-
portant (weighted) terms from the data. The weight of a term is
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defined as the aggregate of the (normalized and damped) frequen-
cies of the terms in the documents.

Local Projection: In local projection, the dimensionality of the
documents in each cluster are reduced with a locally specific ap-
proach for that cluster. Thus, the terms in each cluster centroid
are truncated separately. Specifically, the least weight terms in the
different cluster centroids are removed. Thus, the terms removed
from each document may be different, depending upon their local
importance.

Latent Semantic Indexing: In this case, the document-space is
transformed with an LSI technique, and the clustering is applied
to the transformed document space. We note that the LSI tech-
nique can also be applied either globally to the whole document
collection, or locally to each cluster if desired.

It has been shown in [83] that the projection approaches provide com-
petitive results in terms of effectiveness while retaining an extremely
high level of efficiency with respect to all the competing approaches. In
this sense, the clustering methods are different from similarity search
because they show little degradation in quality, when projections are
performed. One of the reasons for this is that clustering is a much less
fine grained application as compared to similarity search, and therefore
there is no perceptible difference in quality even when we work with a
truncated feature space.

4. Word and Phrase-based Clustering

Since text documents are drawn from an inherently high-dimensional
domain, it can be useful to view the problem in a dual way, in which
important clusters of words may be found and utilized for finding clus-
ters of documents. In a corpus containing d terms and n documents,
one may view a term-document matrix as an n × d matrix, in which
the (i, j)th entry is the frequency of the jth term in the ith document.
We note that this matrix is extremely sparse since a given document
contains an extremely small fraction of the universe of words. We note
that the problem of clustering rows in this matrix is that of clustering
documents, whereas that of clustering columns in this matrix is that
of clustering words. In reality, the two problems are closely related, as
good clusters of words may be leveraged in order to find good clusters
of documents and vice-versa. For example, the work in [16] determines
frequent itemsets of words in the document collection, and uses them to
determine compact clusters of documents. This is somewhat analogous
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to the use of clusters of words [87] for determining clusters of documents.
The most general technique for simultaneous word and document clus-
tering is referred to as co-clustering [30, 31]. This approach simultaneous
clusters the rows and columns of the term-document matrix, in order to
create such clusters. This can also be considered to be equivalent to the
problem of re-ordering the rows and columns of the term-document ma-
trix so as to create dense rectangular blocks of non-zero entries in this
matrix. In some cases, the ordering information among words may be
used in order to determine good clusters. The work in [103] determines
the frequent phrases in the collection and leverages them in order to
determine document clusters.

It is important to understand that the problem of word clusters and
document clusters are essentially dual problems which are closely re-
lated to one another. The former is related to dimensionality reduction,
whereas the latter is related to traditional clustering. The boundary be-
tween the two problems is quite fluid, because good word clusters provide
hints for finding good document clusters and vice-versa. For example,
a more general probabilistic framework which determines word clusters
and document clusters simultaneously is referred to as topic modeling
[49]. Topic modeling is a more general framework than either cluster-
ing or dimensionality reduction. We will introduce the method of topic
modeling in a later section of this chapter. A more detailed treatment
is also provided in the next chapter in this book, which is on dimen-
sionality reduction, and in Chapter 8 where a more general discussion
of probabilistic models for text mining is given.

4.1 Clustering with Frequent Word Patterns

Frequent pattern mining [8] is a technique which has been widely used
in the data mining literature in order to determine the most relevant pat-
terns in transactional data. The clustering approach in [16] is designed
on the basis of such frequent pattern mining algorithms. A frequent
itemset in the context of text data is also referred to as a frequent term
set, because we are dealing with documents rather than transactions.
The main idea of the approach is to not cluster the high dimensional
document data set, but consider the low dimensional frequent term sets
as cluster candidates. This essentially means that a frequent terms set
is a description of a cluster which corresponds to all the documents
containing that frequent term set. Since a frequent term set can be con-
sidered a description of a cluster, a set of carefully chosen frequent terms
sets can be considered a clustering. The appropriate choice of this set



A Survey of Text Clustering Algorithms 101

of frequent term sets is defined on the basis of the overlaps between the
supporting documents of the different frequent term sets.

The notion of clustering defined in [16] does not necessarily use a strict
partitioning in order to define the clusters of documents, but it allows
a certain level of overlap. This is a natural property of many term- and
phrase-based clustering algorithms because one does not directly control
the assignment of documents to clusters during the algorithm execution.
Allowing some level of overlap between clusters may sometimes be more
appropriate, because it recognizes the fact that documents are complex
objects and it is impossible to cleanly partition documents into specific
clusters, especially when some of the clusters are partially related to one
another. The clustering definition of [16] assumes that each document
is covered by at least one frequent term set.

Let R be the set of chosen frequent term sets which define the cluster-
ing. Let fi be the number of frequent term sets in R which are contained
in the ith document. The value of fi is at least one in order to ensure
complete coverage, but we would otherwise like it to be as low as possi-
ble in order to minimize overlap. Therefore, we would like the average
value of (fi − 1) for the documents in a given cluster to be as low as
possible. We can compute the average value of (fi − 1) for the docu-
ments in the cluster and try to pick frequent term sets such that this
value is as low as possible. However, such an approach would tend to
favor frequent term sets containing very few terms. This is because if a
term set contains m terms, then all subsets of it would also be covered
by the document, as a result of which the standard overlap would be
increased. The entropy overlap of a given term is essentially the sum of
the values of −(1/fi) · log(1/fi) over all documents in the cluster. This
value is 0, when each document has fi = 1, and increases monotonically
with increasing fi values.

It then remains to describe how the frequent term sets are selected
from the collection. Two algorithms are described in [16], one of which
corresponds to a flat clustering, and the other corresponds to a hierar-
chical clustering. We will first describe the method for flat clustering.
Clearly, the search space of frequent terms is exponential, and therefore
a reasonable solution is to utilize a greedy algorithm to select the fre-
quent terms sets. In each iteration of the greedy algorithm, we pick the
frequent term set with a cover having the minimum overlap with other
cluster candidates. The documents covered by the selected frequent term
are removed from the database, and the overlap in the next iteration is
computed with respect to the remaining documents.

The hierarchical version of the algorithm is similar to the broad idea in
flat clustering, with the main difference that each level of the clustering
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is applied to a set of term sets containing a fixed number k of terms. In
other words, we are working only with frequent patterns of length k for
the selection process. The resulting clusters are then further partitioned
by applying the approach for (k+1)-term sets. For further partitioning
a given cluster, we use only those (k + 1)-term sets which contain the
frequent k-term set defining that cluster. More details of the approach
may be found in [16].

4.2 Leveraging Word Clusters for Document
Clusters

A two phase clustering procedure is discussed in [87], which uses the
following steps to perform document clustering:

In the first phase, we determine word-clusters from the documents
in such a way that most of mutual information between words and
documents is preserved when we represent the documents in terms
of word clusters rather than words.

In the second phase, we use the condensed representation of the
documents in terms of word-clusters in order to perform the final
document clustering. Specifically, we replace the word occurrences
in documents with word-cluster occurrences in order to perform the
document clustering. One advantage of this two-phase procedure
is the significant reduction in the noise in the representation.

Let X = x1 . . . xn be the random variables corresponding to the rows
(documents), and let Y = y1 . . . yd be the random variables correspond-
ing to the columns (words). We would like to partition X into k clusters,

and Y into l clusters. Let the clusters be denoted by X̂ = x̂1 . . . x̂k and
Ŷ = ŷ1 . . . ŷl. In other words, we wish to find the maps CX and CY ,
which define the clustering:

CX : x1 . . . xn ⇒ x̂1 . . . x̂k

CY : y1 . . . yd ⇒ ŷ1 . . . ŷl

In the first phase of the procedure we cluster Y to Ŷ , so that most
of the information in I(X,Y ) is preserved in I(X, Ŷ ). In the second

phase, we perform the clustering again from X to X̂ using exactly the
same procedure so that as much information as possible from I(X, Ŷ )

is preserved in I(X̂, Ŷ ). Details of how each phase of the clustering is
performed is provided in [87].

How to discover interesting word clusters (which can be leveraged for
document clustering) has itself attracted attention in the natural lan-
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guage processing research community, with particular interests in discov-
ering word clusters that can characterize word senses [34] or a semantic
concept [21]. In [34], for example, the Markov clustering algorithm was
applied to discover corpus-specific word senses in an unsupervised way.
Specifically, a word association graph is first constructed in which related
words would be connected with an edge. For a given word that poten-
tially has multiple senses, we can then isolate the subgraph representing
its neighbors. These neighbors are expected to form clusters according to
different senses of the target word, thus by grouping together neighbors
that are well connected with each other, we can discover word clusters
that characterize different senses of the target word. In [21], an n-gram
class language model was proposed to cluster words based on minimiz-
ing the loss of mutual information between adjacent words, which can
achieve the effect of grouping together words that share similar context
in natural language text.

4.3 Co-clustering Words and Documents

In many cases, it is desirable to simultaneously cluster the rows and
columns of the contingency table, and explore the interplay between
word clusters and document clusters during the clustering process. Since
the clusters among words and documents are clearly related, it is often
desirable to cluster both simultaneously when when it is desirable to find
clusters along one of the two dimensions. Such an approach is referred
to as co-clustering [30, 31]. Co-clustering is defined as a pair of maps
from rows to row-cluster indices and columns to column-cluster indices.
These maps are determined simultaneously by the algorithm in order to
optimize the corresponding cluster representations.

We further note that the matrix factorization approach [58] discussed
earlier in this chapter can be naturally used for co-clustering because it
discovers word clusters and document clusters simultaneously. In that
section, we have also discussed how matrix factorization can be viewed
as a co-clustering technique. While matrix factorization has not widely
been used as a technique for co-clustering, we point out this natural
connection, as possible exploration for future comparison with other co-
clustering methods. Some recent work [60] has shown how matrix fac-
torization can be used in order to transform knowledge from word space
to document space in the context of document clustering techniques.

The problem of co-clustering is also closely related to the problem
of subspace clustering [7] or projected clustering [5] in quantitative data
in the database literature. In this problem, the data is clustered by
simultaneously associating it with a set of points and subspaces in multi-
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dimensional space. The concept of co-clustering is a natural application
of this broad idea to data domains which can be represented as sparse
high dimensional matrices in which most of the entries are 0. Therefore,
traditional methods for subspace clustering can also be extended to the
problem of co-clustering. For example, an adaptive iterative subspace
clustering method for documents was proposed in [59].

We note that subspace clustering or co-clustering can be considered a
form of local feature selection, in which the features selected are specific
to each cluster. A natural question arises, as to whether the features can
be selected as a linear combination of dimensions as in the case of tra-
ditional dimensionality reduction techniques such as PCA [53]. This is
also known as local dimensionality reduction [22] or generalized projected
clustering [6] in the traditional database literature. In this method,
PCA-based techniques are used in order to generate subspace represen-
tations which are specific to each cluster, and are leveraged in order to
achieve a better clustering process. In particular, such an approach has
recently been designed [32], which has been shown to work well with
document data.

In this section, we will study two well known methods for document
co-clustering, which are commonly used in the document clustering liter-
ature. One of these methods uses graph-based term-document represen-
tations [30] and the other uses information theory [31]. We will discuss
both of these methods below.

4.3.1 Co-clustering with graph partitioning. The core
idea in this approach [30] is to represent the term-document matrix as a
bipartite graph G = (V1 ∪ V2, E), where V1 and V2 represent the vertex
sets in the two bipartite portions of this graph, and E represents the
edge set. Each node in V1 corresponds to one of the n documents, and
each node in V2 corresponds to one of the d terms. An undirected edge
exists between node i ∈ V1 and node j ∈ V2 if document i contains the
term j. We note that there are no edges in E directly between terms,
or directly between documents. Therefore, the graph is bipartite. The
weight of each edge is the corresponding normalized term-frequency.

We note that a word partitioning in this bipartite graph induces a
document partitioning and vice-versa. Given a partitioning of the doc-
uments in this graph, we can associate each word with the document
cluster to which it is connected with the most weight of edges. Note
that this criterion also minimizes the weight of the edges across the par-
titions. Similarly, given a word partitioning, we can associate each docu-
ment with the word partition to which it is connected with the greatest
weight of edges. Therefore, a natural solution to this problem would
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be simultaneously perform the k-way partitioning of this graph which
minimizes the total weight of the edges across the partitions. This is of
course a classical problem in the graph partitioning literature. In [30],
it has been shown how a spectral partitioning algorithm can be used
effectively for this purpose. Another method discussed in [75] uses an
isometric bipartite graph-partitioning approach for the clustering pro-
cess.

4.3.2 Information-Theoretic Co-clustering. In [31], the
optimal clustering has been defined to be one which maximizes the mu-
tual information between the clustered random variables. The normal-
ized non-negative contingency table is treated as a joint probability dis-
tribution between two discrete random variables which take values over
rows and columns. Let X = x1 . . . xn be the random variables corre-
sponding to the rows, and let Y = y1 . . . yd be the random variables
corresponding to the columns. We would like to partition X into k clus-
ters, and Y into l clusters. Let the clusters be denoted by X̂ = x̂1 . . . x̂k
and Ŷ = ŷ1 . . . ŷl. In other words, we wish to find the maps CX and CY ,
which define the clustering:

CX : x1 . . . xn ⇒ x̂1 . . . x̂k

CY : y1 . . . yd ⇒ ŷ1 . . . ŷl

The partition functions CX and CY are allowed to depend on the joint
probability distribution p(X,Y ). We note that since X̂ and Ŷ are higher
level clusters ofX and Y , there is loss in mutual information in the higher
level representations. In other words, the distribution p(X̂, Ŷ ) contains

less information than p(X,Y ), and the mutual information I(X̂, Ŷ ) is
lower than the mutual information I(X,Y ). Therefore, the optimal co-
clustering problem is to determine the mapping which minimizes the loss
in mutual information. In other words, we wish to find a co-clustering for
which I(X,Y )− I(X̂, Ŷ ) is as small as possible. An iterative algorithm
for finding a co-clustering which minimizes mutual information loss is
proposed in [29].

4.4 Clustering with Frequent Phrases

One of the key differences of this method from other text clustering
methods is that it treats a document as a string as opposed to a bag of
words. Specifically, each document is treated as a string of words, rather
than characters. The main difference between the string representation
and the bag-of-words representation is that the former also retains or-
dering information for the clustering process. As is the case with many
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clustering methods, it uses an indexing method in order to organize the
phrases in the document collection, and then uses this organization to
create the clusters [103, 104]. Several steps are used in order to create
the clusters:
(1) The first step is to perform the cleaning of the strings representing
the documents. A light stemming algorithm is used by deleting word
prefixes and suffixes and reducing plural to singular. Sentence bound-
aries are marked and non-word tokens are stripped.
(2) The second step is the identification of base clusters. These are
defined by the frequent phases in the collection which are represented
in the form of a suffix tree. A suffix tree [45] is essentially a trie which
contains all the suffixes of the entire collection. Each node of the suffix
tree represents a group of documents, and a phrase which is common to
all these documents. Since each node of the suffix-tree also corresponds
to a group of documents, it also corresponds to a base clustering. Each
base cluster is given a score which is essentially the product of the num-
ber of documents in that cluster and a non-decreasing function of the
length of the underlying phrase. Therefore, clusters containing a large
number of documents, and which are defined by a relatively long phrase
are more desirable.
(3) An important characteristic of the base clusters created by the suf-
fix tree is that they do not define a strict partitioning and have overlaps
with one another. For example, the same document may contain mul-
tiple phrases in different parts of the suffix tree, and will therefore be
included in the corresponding document groups. The third step of the
algorithm merges the clusters based on the similarity of their underlying
document sets. Let P and Q be the document sets corresponding to two
clusters. The base similarity BS(P,Q) is defined as follows:

BS(P,Q) =

⌊ |P ∩Q|
max{|P |, |Q|} + 0.5

⌋
(4.11)

This base similarity is either 0 or 1, depending upon whether the two
groups have at least 50% of their documents in common. Then, we con-
struct a graph structure in which the nodes represent the base clusters,
and an edge exists between two cluster nodes, if the corresponding base
similarity between that pair of groups is 1. The connected components
in this graph define the final clusters. Specifically, the union of the
groups of documents in each connected component is used as the final
set of clusters. We note that the final set of clusters have much less over-
lap with one another, but they still do not define a strict partitioning.
This is sometimes the case with clustering algorithms in which modest
overlaps are allowed to enable better clustering quality.
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5. Probabilistic Document Clustering and Topic
Models

A popular method for probabilistic document clustering is that of
topic modeling. The idea of topic modeling is to create a probabilistic
generative model for the text documents in the corpus. The main ap-
proach is to represent a corpus as a function of hidden random variables,
the parameters of which are estimated using a particular document col-
lection. The primary assumptions in any topic modeling approach (to-
gether with the corresponding random variables) are as follows:

The n documents in the corpus are assumed to have a probability
of belonging to one of k topics. Thus, a given document may have
a probability of belonging to multiple topics, and this reflects the
fact that the same document may contain a multitude of subjects.
For a given document Di, and a set of topics T1 . . . Tk, the prob-
ability that the document Di belongs to the topic Tj is given by
P (Tj |Di). We note that the the topics are essentially analogous to
clusters, and the value of P (Tj |Di) provides a probability of clus-
ter membership of the ith document to the jth cluster. In non-
probabilistic clustering methods, the membership of documents to
clusters is deterministic in nature, and therefore the clustering is
typically a clean partitioning of the document collection. However,
this often creates challenges, when there are overlaps in document
subject matter across multiple clusters. The use of a soft cluster
membership in terms of probabilities is an elegant solution to this
dilemma. In this scenario, the determination of the membership of
the documents to clusters is a secondary goal to that of finding the
latent topical clusters in the underlying text collection. Therefore,
this area of research is referred to as topic modeling, and while it is
related to the clustering problem, it is often studied as a distinct
area of research from clustering.

The value of P (Tj |Di) is estimated using the topic modeling ap-
proach, and is one of the primary outputs of the algorithm. The
value of k is one of the inputs to the algorithm and is analogous
to the number of clusters.

Each topic is associated with a probability vector, which quantifies
the probability of the different terms in the lexicon for that topic.
Let t1 . . . td be the d terms in the lexicon. Then, for a document
that belongs completely to topic Tj , the probability that the term
tl occurs in it is given by P (tl|Tj). The value of P (tl|Tj) is another
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important parameter which needs to be estimated by the topic
modeling approach.

Note that the number of documents is denoted by n, topics by k and
lexicon size (terms) by d. Most topic modeling methods attempt to
learn the above parameters using maximum likelihood methods, so that
the probabilistic fit to the given corpus of documents is as large as pos-
sible. There are two basic methods which are used for topic modeling,
which are Probabilistic Latent Semantic Indexing (PLSI) [49] and Latent
Dirichlet Allocation (LDA)[20] respectively.

In this section, we will focus on the probabilistic latent semantic in-
dexing method. Note that the above set of random variables P (Tj |Di)
and P (tl|Tj) allow us to model the probability of a term tl occurring
in any document Di. Specifically, the probability P (tl|Di) of the term
tl occurring document Di can be expressed in terms of afore-mentioned
parameters as follows:

P (tl|Di) =

k∑
j=1

p(tl|Tj) · P (Tj |Di) (4.12)

Thus, for each term tl and document Di, we can generate a n × d ma-
trix of probabilities in terms of these parameters, where n is the number
of documents and d is the number of terms. For a given corpus, we
also have the n × d term-document occurrence matrix X, which tells
us which term actually occurs in each document, and how many times
the term occurs in the document. In other words, X(i, l) is the number
of times that term tl occurs in document Di. Therefore, we can use a
maximum likelihood estimation algorithm which maximizes the product
of the probabilities of terms that are observed in each document in the
entire collection. The logarithm of this can be expressed as a weighted
sum of the logarithm of the terms in Equation 4.12, where the weight
of the (i, l)th term is its frequency count X(i, l). This is a constrained
optimization problem which optimizes the value of the log likelihood
probability

∑
i,l X(i, l) · log(P (tl|Di)) subject to the constraints that the

probability values over each of the topic-document and term-topic spaces
must sum to 1:

∑
l

P (tl|Tj) = 1 ∀Tj (4.13)

∑
j

P (Tj |Di) = 1 ∀Di (4.14)



A Survey of Text Clustering Algorithms 109

The value of P (tl|Di) in the objective function is expanded and expressed
in terms of the model parameters with the use of Equation 4.12. We
note that a Lagrangian method can be used to solve this constrained
problem. This is quite similar to the approach that we discussed for
the non-negative matrix factorization problem in this chapter. The La-
grangian solution essentially leads to a set of iterative update equations
for the corresponding parameters which need to be estimated. It can be
shown that these parameters can be estimated [49] with the iterative up-
date of two matrices [P1]k×n and [P2]d×k containing the topic-document
probabilities and term-topic probabilities respectively. We start off by
initializing these matrices randomly, and normalize each of them so that
the probability values in their columns sum to one. Then, we iteratively
perform the following steps on each of P1 and P2 respectively:

for each entry (j, i) in P1 do update

P1(j, i) ← P1(j, i) ·
∑d

r=1 P2(r, j) · X(i,r)
∑k

v=1 P1(v,i)·P2(r,v)

Normalize each column of P1 to sum to 1;
for each entry (l, j) in P2 do update

P2(l, j) ← P2(l, j) ·
∑n

q=1 P1(j, q) · X(q,l)
∑k

v=1 P1(v,q)·P2(l,v)

Normalize each column of P2 to sum to 1;

The process is iterated to convergence. The output of this approach
are the two matrices P1 and P2, the entries of which provide the topic-
document and term-topic probabilities respectively.

The second well known method for topic modeling is that of Latent
Dirichlet Allocation. In this method, the term-topic probabilities and
topic-document probabilities are modeled with a Dirichlet distribution
as a prior. Thus, the LDA method is the Bayesian version of the PLSI
technique. It can also be shown the the PLSI method is equivalent to
the LDA technique, when applied with a uniform Dirichlet prior [42].

The method of LDA was first introduced in [20]. Subsequently, it has
generally been used much more extensively as compared to the PLSI
method. Its main advantage over the PLSI method is that it is not quite
as susceptible to overfitting. This is generally true of Bayesian meth-
ods which reduce the number of model parameters to be estimated, and
therefore work much better for smaller data sets. Even for larger data
sets, PLSI has the disadvantage that the number of model parameters
grows linearly with the size of the collection. It has been argued [20] that
the PLSI model is not a fully generative model, because there is no ac-
curate way to model the topical distribution of a document which is not
included in the current data set. For example, one can use the current set
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of topical distributions to perform the modeling of a new document, but
it is likely to be much more inaccurate because of the overfitting inherent
in PLSI. A Bayesian model, which uses a small number of parameters in
the form of a well-chosen prior distribution, such as a Dirichlet, is likely
to be much more robust in modeling new documents. Thus, the LDA
method can also be used in order to model the topic distribution of a new
document more robustly, even if it is not present in the original data set.
Despite the theoretical advantages of LDA over PLSA, a recent study
has shown that their task performances in clustering, categorization and
retrieval tend to be similar [63]. The area of topic models is quite vast,
and will be treated in more depth in Chapter 5 and Chapter 8 of this
book; the purpose of this section is to simply acquaint the reader with
the basics of this area and its natural connection to clustering.

We note that the EM-concepts which are used for topic modeling are
quite general, and can be used for different variations on the text cluster-
ing tasks, such as text classification [72] or incorporating user feedback
into clustering [46]. For example, the work in [72] uses an EM-approach
in order to perform supervised clustering (and classification) of the doc-
uments, when a mixture of labeled and unlabeled data is available. A
more detailed discussion is provided in Chapter 6 on text classification.

6. Online Clustering with Text Streams

The problem of streaming text clustering is particularly challenging
in the context of text data because of the fact that the clusters need to
be continuously maintained in real time. One of the earliest methods
for streaming text clustering was proposed in [112]. This technique is
referred to as the Online Spherical k-Means Algorithm (OSKM), which
reflects the broad approach used by the methodology. This technique
divides up the incoming stream into small segments, each of which can
be processed effectively in main memory. A set of k-means iterations
are applied to each such data segment in order to cluster them. The
advantage of using a segment-wise approach for clustering is that since
each segment can be held in main memory, we can process each data
point multiple times as long as it is held in main memory. In addition,
the centroids from the previous segment are used in the next iteration
for clustering purposes. A decay factor is introduced in order to age-
out the old documents, so that the new documents are considered more
important from a clustering perspective. This approach has been shown
to be extremely effective in clustering massive text streams in [112].

A different method for clustering massive text and categorical data
streams is discussed in [3]. The method discussed in [3] uses an approach
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which examines the relationship between outliers, emerging trends, and
clusters in the underlying data. Old clusters may become inactive, and
eventually get replaced by new clusters. Similarly, when newly arriving
data points do not naturally fit in any particular cluster, these need
to be initially classified as outliers. However, as time progresses, these
new points may create a distinctive pattern of activity which can be
recognized as a new cluster. The temporal locality of the data stream
is manifested by these new clusters. For example, the first web page
belonging to a particular category in a crawl may be recognized as an
outlier, but may later form a cluster of documents of its own. On the
other hand, the new outliers may not necessarily result in the formation
of new clusters. Such outliers are true short-term abnormalities in the
data since they do not result in the emergence of sustainable patterns.
The approach discussed in [3] recognizes new clusters by first recognizing
them as outliers. This approach works with the use of a summarization
methodology, in which we use the concept of condensed droplets [3] in
order to create concise representations of the underlying clusters.

As in the case of the OSKM algorithm, we ensure that recent data
points are given greater importance than older data points. This is
achieved by creating a time-sensitive weight for each data point. It is
assumed that each data point has a time-dependent weight defined by the
function f(t). The function f(t) is also referred to as the fading function.
The fading function f(t) is a non-monotonic decreasing function which
decays uniformly with time t. The aim of defining a half life is to quantify
the rate of decay of the importance of each data point in the stream
clustering process. The decay-rate is defined as the inverse of the half
life of the data stream. We denote the decay rate by λ = 1/t0. We denote
the weight function of each point in the data stream by f(t) = 2−λ·t.
From the perspective of the clustering process, the weight of each data
point is f(t). It is easy to see that this decay function creates a half life
of 1/λ. It is also evident that by changing the value of λ, it is possible
to change the rate at which the importance of the historical information
in the data stream decays.

When a cluster is created during the streaming process by a newly
arriving data point, it is allowed to remain as a trend-setting outlier
for at least one half-life. During that period, if at least one more data
point arrives, then the cluster becomes an active and mature cluster.
On the other hand, if no new points arrive during a half-life, then the
trend-setting outlier is recognized as a true anomaly in the data stream.
At this point, this anomaly is removed from the list of current clusters.
We refer to the process of removal as cluster death. Thus, a new cluster
containing one data point dies when the (weighted) number of points
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in the cluster is 0.5. The same criterion is used to define the death of
mature clusters. A necessary condition for this criterion to be met is
that the inactivity period in the cluster has exceeded the half life 1/λ.
The greater the number of points in the cluster, the greater the level by
which the inactivity period would need to exceed its half life in order
to meet the criterion. This is a natural solution, since it is intuitively
desirable to have stronger requirements (a longer inactivity period) for
the death of a cluster containing a larger number of points.

The statistics of the data points are captured in summary statistics,
which are referred to as condensed droplets. These represent the word
distributions within a cluster, and can be used in order to compute the
similarity of an incoming data point to the cluster. The overall algorithm
proceeds as follows. At the beginning of algorithmic execution, we start
with an empty set of clusters. As new data points arrive, unit clusters
containing individual data points are created. Once a maximum number
k of such clusters have been created, we can begin the process of online
cluster maintenance. Thus, we initially start off with a trivial set of k
clusters. These clusters are updated over time with the arrival of new
data points.

When a new data point X arrives, its similarity to each cluster droplet
is computed. In the case of text data sets, the cosine similarity measure
between DF1 and X is used. The similarity value S(X, Cj) is computed
from the incoming document X to every cluster Cj . The cluster with
the maximum value of S(X, Cj) is chosen as the relevant cluster for
data insertion. Let us assume that this cluster is Cmindex. We use a
threshold denoted by thresh in order to determine whether the incoming
data point is an outlier. If the value of S(X, Cmindex) is larger than the
threshold thresh, then the point X is assigned to the cluster Cmindex.
Otherwise, we check if some inactive cluster exists in the current set of
cluster droplets. If no such inactive cluster exists, then the data point
X is added to Cmindex. On the other hand, when an inactive cluster
does exist, a new cluster is created containing the solitary data point
X. This newly created cluster replaces the inactive cluster. We note
that this new cluster is a potential true outlier or the beginning of a new
trend of data points. Further understanding of this new cluster may
only be obtained with the progress of the data stream.

In the event that X is inserted into the cluster Cmindex, we update
the statistics of the cluster in order to reflect the insertion of the data
point and temporal decay statistics. Otherwise, we replace the most
inactive cluster by a new cluster containing the solitary data point X.
In particular, the replaced cluster is the least recently updated cluster
among all inactive clusters. This process is continuously performed over
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the life of the data stream, as new documents arrive over time. The
work in [3] also presents a variety of other applications of the stream
clustering technique such as evolution and correlation analysis.

A different way of utilizing the temporal evolution of text documents
in the clustering process is described in [48]. Specifically, the work in
[48] uses bursty features as markers of new topic occurrences in the data
stream. This is because the semantics of an up-and-coming topic are
often reflected in the frequent presence of a few distinctive words in the
text stream. At a given period in time, the nature of relevant topics could
lead to bursts in specific features of the data stream. Clearly, such fea-
tures are extremely important from a clustering perspective. Therefore,
the method discussed in [48] uses a new representation, which is referred
to as the bursty feature representation for mining text streams. In this
representation, a time-varying weight is associated with the features de-
pending upon its burstiness. This also reflects the varying importance
of the feature to the clustering process. Thus, it is important to remem-
ber that a particular document representation is dependent upon the
particular instant in time at which it is constructed.

Another issue which is handled effectively in this approach is an im-
plicit reduction in dimensionality of the underlying collection. Text is
inherently a high dimensional data domain, and the pre-selection of some
of the features on the basis of their burstiness can be a natural way to
reduce the dimensionality of document representation. This can help in
both the effectiveness and efficiency of the underlying algorithm.

The first step in the process is to identify the bursty features in the
data stream. In order to achieve this goal, the approach uses Klein-
berg’s 2-state finite automaton model [57]. Once these features have
been identified, the bursty features are associated with weights which
depend upon their level of burstiness. Subsequently, a bursty feature
representation is defined in order to reflect the underlying weight of the
feature. Both the identification and the weight of the bursty feature are
dependent upon its underlying frequency. A standard k-means approach
is applied to the new representation in order to construct the clustering.
It was shown in [48] that the approach of using burstiness improves the
cluster quality. Once criticism of the work in [48] is that it is mostly
focused on the issue of improving effectiveness with the use of tempo-
ral characteristics of the data stream, and does not address the issue of
efficient clustering of the underlying data stream.

In general, it is evident that feature extraction is important for all
clustering algorithms. While the work in [48] focuses on using temporal
characteristics of the stream for feature extraction, the work in [61] fo-
cuses on using phrase extraction for effective feature selection. This work
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is also related to the concept of topic-modeling, which will be discussed
in detail in the next section. This is because the different topics in a
collection can be related to the clusters in a collection. The work in [61]
uses topic-modeling techniques for clustering. The core idea in the work
of [61] is that individual words are not very effective for a clustering
algorithm because they miss the context in which the word is used. For
example, the word “star” may either refer to a celestial body or to an
entertainer. On the other hand, when the phrase “fixed star” is used,
it becomes evident that the word “star” refers to a celestial body. The
phrases which are extracted from the collection are also referred to as
topic signatures.

The use of such phrasal clarification for improving the quality of the
clustering is referred to as semantic smoothing because it reduces the
noise which is associated with semantic ambiguity. Therefore, a key part
of the approach is to extract phrases from the underlying data stream.
After phrase extraction, the training process determines a translation
probability of the phrase to terms in the vocabulary. For example, the
word “planet” may have high probability of association with the phrase
“fixed star”, because both refer to celestial bodies. Therefore, for a given
document, a rational probability count may also be assigned to all terms.
For each document, it is assumed that all terms in it are generated either
by a topic-signature model, or a background collection model.

The approach in [61] works by modeling the soft probability p(w|Cj)
for word w and cluster Cj . The probability p(w|Cj) is modeled as a linear
combination of two factors; (a) A maximum likelihood model which com-
putes the probabilities of generating specific words for each cluster (b)
An indirect (translated) word-membership probability which first deter-
mines the maximum likelihood probability for each topic-signature, and
then multiplying with the conditional probability of each word, given the
topic-signature. We note that we can use p(w|Cj) in order to estimate
p(d|Cj) by using the product of the constituent words in the document.
For this purpose, we use the frequency f(w, d) of word w in document
d.

p(d|Cj) =
∏
w∈d

p(w|Cj)
f(w,d) (4.15)

We note that in the static case, it is also possible to add a background
model in order to improve the robustness of the estimation process. This
is however not possible in a data stream because of the fact that the
background collection model may require multiple passes in order to
build effectively. The work in [61] maintains these probabilities in online
fashion with the use of a cluster profile, that weights the probabilities
with the use of a fading function. We note that the concept of cluster
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profile is analogous to the concept of condensed droplet introduced in [3].
The key algorithm (denoted by OCTS) is to maintain a dynamic set of
clusters into which documents are progressively assigned with the use of
similarity computations. It has been shown in [61] how the cluster profile
can be used in order to efficiently compute p(d|Cj) for each incoming
document. This value is then used in order to determine the similarity of
the documents to the different clusters. This is used in order to assign the
documents to their closest cluster. We note that the methods in [3, 61]
share a number of similarities in terms of (a) maintenance of cluster
profiles, (b) use of cluster profiles (or condensed droplets) to compute
similarity and assignment of documents to most similar clusters, and (c)
the rules used to decide when a new singleton cluster should be created,
or one of the older clusters should be replaced.

The main difference between the two algorithms is the technique which
is used in order to compute cluster similarity. The OCTS algorithm
uses the probabilistic computation p(d|Cj) to compute cluster similarity,
which takes the phrasal information into account during the computation
process. One observation about OCTS is that it may allow for very
similar clusters to co-exist in the current set. This reduces the space
available for distinct cluster profiles. A second algorithm called OCTSM
is also proposed in [61], which allows for merging of very similar clusters.
Before each assignment, it checks whether pairs of similar clusters can
be merged on the basis of similarity. If this is the case, then we allow the
merging of the similar clusters and their corresponding cluster profiles.
Detailed experimental results on the different clustering algorithms and
their effectiveness are presented in [61].

A closely related area to clustering is that of topic modeling, which
we discussed in an earlier section. Recently, the topic modeling method
has also been extended to the dynamic case which is helpful for topic
modeling of text streams [107].

7. Clustering Text in Networks

Many social networks contain both text content in the nodes, as well
as links between the different nodes. Clearly, the links provide useful
cues in understanding the related nodes in the network. The impact of
different link types on the quality of the clustering has been studied in
[109], and it has been shown that many forms of implicit and explicit
links improve clustering quality, because they encode human knowledge.
Therefore, a natural choice is to combine these two factors in the process
of clustering the different nodes. In this section, we will discuss a number
of such techniques.
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In general, links may be considered as a kind of side-information,
which can be represented in the form of attributes. A general approach
for incorporating side attributes into the clustering process has been pro-
posed in [1]. This algorithm uses a combination of a k-means approach
on the text attributes, and Bayesian probability estimations on the side
attributes for the clustering process. The idea is to identify those at-
tributes, which are helpful for the clustering process, and use them in
order to enhance the quality of the clustering. However, this approach is
really designed for general attributes of any kind, rather than link-based
attributes, in which an underlying graph structure is implied by the
document-to-document linkages. In spite of this, it has been shown in
[1], that it is possible to significantly enhance the quality of clustering by
treating linkage information as side-attributes. Many other techniques,
which will be discussed in this section, have been proposed specifically
for the case of text documents, which are linked together in a network
structure.

The earliest methods for combining text and link information for the
clustering process are proposed in [12]. Two different methods were
proposed in this paper for the clustering process. The first method
uses the link information in the neighbors of a node in order to bias
the term weights in a document. Term weights which are common be-
tween a document and its neighbors are given more importance in the
clustering process. One advantage of such an approach is that we can
use any of the existing clustering algorithms for this purpose, because
the link information is implicitly encoded in the modified term weights.
The second method proposed in [12] is a graph-based approach which
directly uses the links in the clustering process. In this case, the ap-
proach attempts to model the probability that a particular document
belongs to a given cluster for a particular set of links and content. This
is essentially a soft-clustering, in which a probability of assignment is
determined for each cluster. The cluster with the largest probability of
assignment is considered the most relevant cluster. A Markov Random
Field (MRF) technique is used in order to perform the clustering. An
iterative technique called relaxation labeling is used in order to compute
the maximum likelihood parameters of this MRF. More details of this
approach may be found in [12].

A recent method to perform clustering with both structural and at-
tribute similarities is proposed in [113]. The techniques of this paper can
be applied to both relational and text attributes. This paper integrates
structural and attribute-based clustering by adding attribute vertices to
the network in addition to the original structural vertices. In the context
of text data, this implies that a vertex exists for each word in the lexi-
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con. Therefore, in addition to the original set of vertices V in the graph
G = (V,E), we now have the augmented vertex set V ∪ V1, such that
V1 contains one vertex for each nodes. We also augment the edge set, in
order to add to the original set of structural edges E. We add an edge
between a structural vertex i ∈ V and an attribute vertex j ∈ V1, if word
j is contained in the node i. This new set of edges added is denoted by
E1. Therefore, we now have an augmented graph G1 = (V ∪V1, E ∪E1)
which is semi-bipartite. A neighborhood random walk model is used in
order to determine the closeness of vertices. This closeness measure is
used in order to perform the clustering. The main challenge in the algo-
rithm is to determine the relative importance of structural and attribute
components in the clustering process. In the context of the random walk
model, this translates to determining the appropriate weights of differ-
ent edges during the random walk process. A learning model has been
proposed in [113] in order to learn these weights, and leverage them for
an effective clustering process.

The problem of clustering network content is often encountered in the
context of community detection in social networks. The text content in
the social network graph may be attached to either the nodes [101] of
the network, or to the edges [74]. The node-based approach is generally
more common, and most of the afore-mentioned techniques in this paper
can be modeled in terms of content attached to the nodes. In the method
proposed in [101], the following link-based and content-based steps are
combined for effective community detection:

A conditional model is proposed for link analysis, in which the
conditional probability for the destination of given link is modeled.
A hidden variable is introduced in order to capture the popularity
of a node in terms of the likelihood of that node being cited by
other nodes.

A discriminative content model is introduced in order to reduce the
impact of noisy content attributes. In this model, the attributes
are weighed by their ability to discriminate between the different
communities.

The two models are combined into a unified framework with the
use of a two-stage optimization algorithm for maximum likelihood
inference. One interesting characteristic of this broad framework
is that it can also be used in the context of other complementary
approaches.

The details of the algorithm are discussed in [101].
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For the case of edge-based community detection, it is assumed that
the text content in the network is attached to the edges [74]. This is
common in applications which involve extensive communication between
the different nodes. For example, in email networks, or online chat net-
works, the text in the network is associated with the communications
between the different entities. In such cases, the text is associated with
an edge in the underlying network. The presence of content associated
with edges allows for a much more nuanced approach in community de-
tection, because a given node may participate in communities of different
kinds. The presence of content associated with edges helps in separat-
ing out these different associations of the same individual to different
communities. The work in [74] uses a matrix-factorization methodology
in order to jointly model the content and structure for the community
detection process. The matrix factorization method is used to transform
the representation into multi-dimensional representation, which can be
easily clustered by a simple algorithm such as the k-means algorithm.
It was shown in [74], that the use of such an approach can provide
much more effective results than a pure content- or link-based clustering
methodology.

A closely related area to clustering is that of topic modeling, in which
we attempt to model the probability of a document belonging to a partic-
ular cluster. A natural approach to network-based topic modeling is to
add a network-based regularization constraint to traditional topic mod-
els such as NetPLSA [65]. The relational topic model (RTM) proposed
in [23] tries to model the generation of documents and links sequentially.
The first step for generating the documents is the same as LDA. Sub-
sequently, the model predicts links based on the similarity of the topic
mixture used in two documents. Thus, this method can be used both
for topic modeling and predicting missing links. A more unified model
is proposed in the iTopicModel [91] framework which creates a Markov
Random Field model in order to create a generative model which si-
multaneously captures both text and links. Experimental results have
shown this approach to be more general and superior to previously ex-
isting methods. A number of other methods for incorporating network
information into topic modeling are discussed in the next chapter on
dimensionality reduction.

8. Semi-Supervised Clustering

In some applications, prior knowledge may be available about the
kinds of clusters that are available in the underlying data. This prior
knowledge may take on the form of labels attached with the documents,
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which indicate its underlying topic. For example, if we wish to use the
broad distribution of topics in the Y ahoo! taxonomy in order to supervise
the clustering process of a new web collection, one way to performing
supervision would be add some labeled pages from the Y ahoo! taxonomy
to the collection. Typically such pages would contain labels of the form
@Science@Astronomy or @Arts@Painting, which indicate the subject
area of the added pages. Such knowledge can be very useful in creating
significantly more coherent clusters, especially when the total number of
clusters is large. The process of using such labels to guide the clustering
process is referred to as semi-supervised clustering. This form of learning
is a bridge between the clustering and classification problem, because it
uses the underlying class structure, but it is not completely tied down by
the specific structure. As a result, such an approach finds applicability
both to the clustering and classification scenarios.

The most natural method for incorporating supervision into the clus-
tering process is to do so in partitional clustering methods such as k-
means. This is because the supervision can be easily incorporated by
changing the seeds in the clustering process. For example, the work in [4]
uses the initial seeds in the k-means clustering process as the centroids
of the original classes in the underlying data. A similar approach has
also been used in [15], except a wider variation of how the seeds may be
selected has been explored.

A number of probabilistic frameworks have also been designed for
semi-supervised clustering [72, 14]. The work in [72] uses an iterative
EM-approach in which the unlabeled documents are assigned labels us-
ing a naive Bayes approach on the currently labeled documents. These
newly labeled documents are then again used for re-training a Bayes
classifier. This process is iterated to convergence. The iterative labeling
approach in [72] can be considered a partially supervised approach for
clustering the unlabeled documents. The work in [14] uses a Heteroge-
neous Markov Random Field (HMRF) model for the clustering process.

A graph-based method for incorporating prior knowledge into the clus-
tering process has been proposed in [52]. In this method, the documents
are modeled as a graph, in which nodes represent documents and edges
represent the similarity among them. New edges may also be added
to this graph, which correspond to the prior knowledge. Specifically,
an edge is added to the graph, when it is known on the basis of prior
knowledge that these two documents are similar. A normalized cut al-
gorithm [84] is then applied to this graph in order to create the final
clustering. This approach implicitly uses the prior knowledge because
of the augmented graph representation which is used for the clustering.
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Since semi-supervised clustering forms a natural bridge between the
clustering and classification problems, it is natural that semi-supervised
methods can be used for classification as well [68]. This is also referred
to as co-training, because it involves the use of unsupervised document
clustering in order to assist the training process. Since semi-supervised
methods use both the clustering structure in the feature space and the
class information, they are sometimes more robust in classification sce-
narios, especially in cases where the amount of available labeled data is
small. It has been shown in [72], how a partially supervised co-training
approach which mixes supervised and unsupervised data may yield more
effective classification results, when the amount of training data avail-
able is small. The work in [72] uses a partially supervised EM-algorithm
which iteratively assigns labels to the unlabeled documents and refines
them over time as convergence is achieved. A number of similar methods
along this spirit are proposed in [4, 14, 35, 47, 89] with varying levels
of supervision in the clustering process. Partially supervised clustering
methods are also used feature transformation in classification using the
methods as discussed in [17, 18, 88]. The idea is that the clustering
structure provides a compressed feature space, which capture the rele-
vant classification structure very well, and can therefore be helpful for
classification.

Partially supervised methods can also be used in conjunction with pre-
existing categorical hierarchies (or prototype hierarchies) [4, 56, 67]. A
typical example of a prototype hierarchy would be the Yahoo! taxonomy,
the Open Directory Project, or the Reuters collection. The idea is that
such hierarchies provide a good general idea of the clustering structure,
but also have considerable noise and overlaps in them because of their
typical manual origins. The partial supervision is able to correct the
noise and overlaps, and this results in a relatively clean and coherent
clustering structure.

An unusual kind of supervision for document clustering is the method
of use of a universum of documents which are known not to belong to
a cluster [106]. This is essentially, the background distribution which
cannot be naturally clustered into any particular group. The intuition
is that the universum of examples provide an effective way of avoiding
mistakes in the clustering process, since it provides a background of
examples to compare a cluster with.

9. Conclusions and Summary

In this chapter, we presented a survey of clustering algorithms for text
data. A good clustering of text requires effective feature selection and a
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proper choice of the algorithm for the task at hand. Among the different
classes of algorithms, the distance-based methods are among the most
popular in a wide variety of applications.

In recent years, the main trend in research in this area has been in
the context of two kinds of text data:

Dynamic Applications: The large amounts of text data being
created by dynamic applications such as social networks or online
chat applications has created an immense need for streaming text
clustering applications. Such streaming applications need to be
applicable in the case of text which is not very clean, as is often
the case for applications such as social networks.

Heterogeneous Applications: Text applications increasingly
arise in heterogeneous applications in which the text is available
in the context of links, and other heterogeneous multimedia data.
For example, in social networks such as Flickr the clustering often
needs to be applied in such scenario. Therefore, it is critical to ef-
fectively adapt text-based algorithms to heterogeneous multimedia
scenarios.

We note that the field of text clustering is too vast to cover comprehen-
sively in a single chapter. Some methods such as committee-based clus-
tering [73] cannot even be neatly incorporated into any class of methods,
since they use a combination of the different clustering methods in order
to create a final clustering result. The main purpose of this chapter is
to provide a comprehensive overview of the main algorithms which are
often used in the area, as a starting point for further study.
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Abstract The bag-of-words representation commonly used in text analysis can be
analyzed very efficiently and retains a great deal of useful information,
but it is also troublesome because the same thought can be expressed us-
ing many different terms or one term can have very different meanings.
Dimension reduction can collapse together terms that have the same
semantics, to identify and disambiguate terms with multiple meanings
and to provide a lower-dimensional representation of documents that
reflects concepts instead of raw terms. In this chapter, we survey two
influential forms of dimension reduction. Latent semantic indexing uses
spectral decomposition to identify a lower-dimensional representation
that maintains semantic properties of the documents. Topic modeling,
including probabilistic latent semantic indexing and latent Dirichlet al-
location, is a form of dimension reduction that uses a probabilistic model
to find the co-occurrence patterns of terms that correspond to semantic
topics in a collection of documents. We describe the basic technologies
in detail and expose the underlying mechanism. We also discuss recent
advances that have made it possible to apply these techniques to very
large and evolving text collections and to incorporate network structure
or other contextual information.

Keywords: Dimension reduction, Latent semantic indexing, Topic modeling, Latent
Dirichlet allocation.

1. Introduction

In 1958, Lisowsky completed an index of the Hebrew scriptures to
help scholars identify the meanings of terms that had long since become
unfamiliar [42]. Through a tedious manual process, he collected together
all of the contexts in which every term occurred. As he did this, he
needed to suppress differences in word form that were not significant
while preserving differences that might affect the semantics. He hoped
by this undertaking to enable other researchers to analyze the different
passages and understand the semantics of each term in context.

The core task of automated text mining shares many of the same chal-
lenges that Lisowsky faced. The same concept can be expressed using
any number of different terms (synonymy) and conversely the apparently
same term can have very different meanings in different contexts (pol-
ysemy). Automated text mining must leverage clues from the context
to identify different ways of expressing the same concept and to identify
and disambiguate terms that are polysemous. It must also present the
data in a form that enables human analysts to identify the semantics
involved when they are not known a priori.

It is common to represent documents as a bag of words (BOW), ac-
counting for the number of occurrences of each term but ignoring the
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order. This representation balances computational efficiency with the
need to retain the document content. It also results in a vector represen-
tation that can be analyzed with techniques from applied mathematics
and machine learning, notably dimension reduction, a technique that is
used to identify a lower-dimensional representation of a set of vectors
that preserves important properties.

BOW vectors have a very high dimensionality — each dimension cor-
responding to one term from the language. However, for the task of
analyzing the concepts present in documents, a lower-dimensional se-
mantic space is ideal — each dimension corresponding to one concept
or one topic. Dimension reduction can be applied to find the semantic
space and its relationship to the BOW representation. The new repre-
sentation in semantic space reveals the topical structure of the corpus
more clearly than the original representation.

Two of the many dimension reduction techniques that have been ap-
plied to text mining stand out. Latent semantic indexing, discussed
in Section 2, uses a standard matrix factorization technique (singular
vector decomposition) to find a latent semantic space. Topic models,
on the other hand, provide a probabilistic framework for the dimension
reduction task. We describe topic modeling in Section 3, including prob-
abilistic latent semantic indexing (PLSI) and latent Dirichlet allocation
(LDA). In Section 4, we describe the techniques that are used to inter-
pret and evaluate the latent semantic space that results from dimension
reduction. Many recent advances have made it possible to apply di-
mension reduction and topic modeling to large and dynamic datasets.
Other advances incorporate network structures like social networks or
other contextual information. We highlight these extensions in Section 5
before concluding in Section 6.

1.1 The Relationship Between Clustering,
Dimension Reduction and Topic Modeling

Clustering, dimension reduction and topic modeling have interesting
relationships. For text mining, these techniques represent documents in
a new way that reveals their internal structure and interrelations, yet
there are subtle distinctions. Clustering uses information on the similar-
ity (or dissimilarity) between documents to place documents into natural
groupings, so that similar documents are in the same cluster. Soft clus-
tering associates each document with multiple clusters. By viewing each
cluster as a dimension, clustering induces a low-dimensional representa-
tion for documents. However, it is often difficult to characterize a cluster
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in terms of meaningful features because the clustering is independent of
the document representation, given the computed similarity.

On the other hand, dimension reduction starts with a feature repre-
sentation of documents (typically a BOW model) and looks for a lower-
dimensional representation that is faithful to the original representation.
Although this close coupling with the original features results in a more
coherent representation that maintains more of the original information
than clustering, interpretation of the compressed dimensions is still dif-
ficult. Specifically, each new dimension is usually a function of all the
original features, so that generally a document can only be fully under-
stood by considering all of the dimensions together.

Topic modeling essentially integrates soft clustering with dimension
reduction. Documents are associated with a number of latent topics,
which correspond to both document clusters and compact representa-
tions identified from a corpus. Each document is assigned to the topics
with different weights, which specify both the degree of membership in
the clusters as well as the coordinates of the document in the reduced
dimension space. The original feature representation plays a key role in
defining the topics and in identifying which topics are present in each
document. The result is an understandable representation of documents
that is useful for analyzing the themes in documents.

1.2 Notation and Concepts

Documents. We use the following notation to consistently describe
the documents used for training or evaluation. D is a corpus of M
documents, indexed by d. There are W distinct terms in the vocabulary,
indexed by v. The term-document matrixX is aW×M matrix encoding
the occurrences of each term in each document. The LDA model has
K topics, indexed by i. The number of tokens in any set is given by
N , with a subscript to specify the set. For example, Ni is the number
of tokens assigned to topic i. A bar indicates set complement, as for
example z̄dn ≡ {zd′n′ : d′ �= d orn′ �= n}.

Multinomial distribution. A commonly used probabilistic model
for texts is the multinomial distribution,

M(X|Ψ) ∝
W∏
v=1

ψxv
v ,

which captures the relative frequency of terms in a document and is
essentially equivalent to the BOW-vector with 	1-norm standardization
as

∑W
v=1 ψv = 1.
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Dirichlet distribution. Dirichlet distribution is the conjugate
distribution to multinomial distribution and therefore commonly used
as prior for multinomial models:

D(Ψ|Ξ) =

Γ

(
K∑
i=1

ξi

)
K∏
i=1

Γ(ξi)

K∏
i=1

ψξi−1
i .

This distributions favors imbalanced multinomial distributions, where
most of the probability mass is concentrated on a small number of values.
As a result, it is well suited for models that reflect commonly observed
power law distributions in human language.

Generative process. A generative process is an algorithm describ-
ing how an outcome was selected. For example, one could describe the
generative process of rolling a die: one side is selected from a multino-
mial distribution with 1/6 probability on each of the six sides. For topic
modeling, a random generative process is valuable even though choos-
ing the terms in a document is not random, because they capture real
statistical correlations between topics and terms.

2. Latent Semantic Indexing

LSI is an automatic indexing method that projects both documents
and terms into a low dimensional space which, by intent, represents the
semantic concepts in the document. By projecting documents into the
semantic space, LSI enables the analysis of documents at a conceptual
level, purportedly overcoming the drawbacks of purely term-based anal-
ysis. For example, in information retrieval, users may use many different
queries to describe the same information need, and likewise, many of the
relevant documents may not contain the exact terms used in the partic-
ular query. In this case, projecting documents into the semantic space
enables the search engine to find documents containing the same con-
cepts but different terms. The projection also helps to resolve terms that
are associated with multiple concepts. In this sense, LSI overcomes the
issues of synonymy and polysemy that plague term-based information
retrieval.

LSI was applied to text data in the 1980s and later used for indexing
in information retrieval systems [23]. It has also been used for a variety
of tasks, including assigning papers to reviewers [28] and cross-lingual
retrieval.
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LSI is based on the singular value decomposition (SVD) of the term-
document matrix, which constructs a low rank approximation of the
original matrix while preserving the similarity between the documents.
LSI is meant to interpret the dimensions of the low-rank approximation
as semantic concepts although it is surpassed in this regard by later im-
provements such as PLSI. We now describe the basic steps for perform-
ing LSI. Then, we will discuss the implementation issues and analyze
the underlying mechanisms for LSI.

2.1 The Procedure of Latent Semantic Indexing

Given the term-document matrix X of a corpus, the d-th column Xd

represents a document d in the corpus and the v-th row of the matrix
X, denoted by T v, represents a term v. Several possibilities for the
encoding are discussed in the implementation issues section.

Let the singular value decomposition of X be

X = UΣV T ,

where the matrices U and V are orthonormal and Σ is diagonal—

Σ =

⎡
⎢⎣
σ1

. . .

σmin{W,M}

⎤
⎥⎦ .

The values σ1, σ2, . . . , σmin{W,M} are the singular values of the matrix
X. Without loss of generality, we assume that the singular values are
arranged in descending order, σ1 ≥ σ2 ≥ · · · ≥ σmin{W,M}.

For dimension reduction, we approximate the term-document matrix
X by a rank-K approximation X̂. This is done with a partial SVD using
the singular vectors corresponding to the K largest singular values.

X̂ = Û Σ̂V̂ T

=
[
U1 . . . UK

] ⎡⎢⎣
σ1

. . .

σK

⎤
⎥⎦
⎡
⎢⎣
V T

1
...

V T
K

⎤
⎥⎦ . (5.1)

SVD produces the rank-K matrix X̂ that minimizes the distance from
X in terms of the spectral norm and the Frobenius norm. Although X is
typically sparse, X̂ is generally not sparse. Thus, X̂ can be viewed as a
smoothed version of X, obtained by propagating the co-occurring terms
in the document corpus. This smoothing effect is achieved by discovering
a latent semantic space formed by the documents. Specifically, we can



Dimensionality Reduction and Topic Modeling 135

observe from Eqn. (5.1) that each document d can be represented by a

K-dimensional vector X̂d, which is the d-th row of the matrix V̂ . The
relation between the representation of document d in term space Xd and
the latent semantic space X̂d is given by

Xd = Û Σ̂X̂d.

Similarly, each term v can be represented by theK-dimensional vector
T̂ v given by

T v = V̂ Σ̂T̂ v.

Thus, LSI projects both terms and documents into a K-dimensional
latent semantic space. We can utilize these projections into latent se-
mantic space to perform several tasks.

Information retrieval. In information retrieval, we are given a
query q which contains several key terms that describe the information
need. The goal is to return documents that are related to the query. In
this case, we can view the query as a short document and project it into
the latent semantic space using

q̂ = Σ̂−1ÛTq.

Then, the similarity between the query and document can be measured
in the latent semantic space. For example, we can use the inner product

V̂
T
d q̂. By using the smoothed latent semantic space for the comparison,

we mitigate the problems with synonymy and polysemy.

Document similarity. The similarity between document d and
d′ can be measured using their representations in the latent semantic
space, for example, using the inner product of X̂d and X̂d′ . This can
be used to cluster or classify documents. Additional regularization may
be necessary to resolve the non-identifiability of the SVD [63].

Term similarity. Analogous to the document similarity, term sim-
ilarities can be measured in the latent semantic space, so as to identify
terms with similar meanings.

2.2 Implementation Issues

2.2.1 Term-Document Matrix Representation. LSI uti-
lizes the term-document matrix X for a document corpus, which rep-
resents the occurrences of terms in documents. In practice, the term-
document matrix can be constructed in several ways. For example, each
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entry xvd can represent the number of times that the term v occurs in
document d. However, Zipf’s law shows that real documents tend to be
bursty—a globally uncommon term is likely to occur multiple times in
a document if it occurs at all [19]. As a result, simply using the term
frequency tends to exaggerate the contribution of the term. This prob-
lem can be directly addressed by using a binary representation, which
only indicates whether a term occurs in a particular document and ig-
nores its frequency. Global term-weight methods, such as term frequency
weighted with inverse document frequency (IDF) [44], provide a good
compromise for most document corpora. Besides these BOW represen-
tations, the language pyramid model [70] provides a multi-resolution
matrix representation for documents, encoding not only the semantic
information of term occurrence but also the spatial information such as
term proximity, ordering, long distance dependence and so on.

2.2.2 Computation. LSI relies on a partial SVD of the term-
document matrix, which can be computed using the Lanczos algorithm
[7, 30, 73]. The Lanczos algorithm is an iterative algorithm that com-
putes the eigenvalues and eigenvectors of a large and sparse matrix X
using the matrix vector multiplication. This process can be accelerated
by exploiting any special structure of the term-document matrix. For
example, Zha and Zhang [75] provide an efficient algorithm when the ma-
trix has a low-rank-plus-shift structure, which arises when regularization
is added. Numerous implementations that use the Lanczos algorithm are
available, including SVDPACK (http://www.netlib.org/svdpack).

2.2.3 Handling Changes. In real world applications, the
corpus often changes rapidly. As a result, it is impractical to apply LSI
to the corpus every time a document is added, removed or changed.
There are two strategies for efficiently handling these changes.

Fold-in. One method for updating LSI is called fold-in, where we
compute the projection of the new documents and terms into the latent
semantic space based on the projection for original documents and terms.
In order to fold in a document represented by vector d ∈ R

W into a
existing latent semantic indexing, we can project the document into the
latent semantic space based on the SVD decomposition obtained from
the original corpus.

d̂ = Σ̂−1ÛTd.

Fold-in is very efficient because the SVD does not need to be recomputed.
Because the term vector d is typically sparse, the fold-in process can be
computed in O(KN) time, where N is the number of unique terms in d.

http://www.netlib.org/svdpack


Dimensionality Reduction and Topic Modeling 137

Updating the semantic space. Although the fold-in process
is efficient and maintains a consistent indexing, there is no longer any
guarantee that the indexing provides the best rank-K approximation of
the modified corpus. Over time, the outdated model becomes increas-
ingly less useful. Several methods for updating the LSI model have been
proposed that are both efficient and accurate [8, 52, 74]. For example,
Zha and Simon [74] provide an updating algorithm based on performing

LSI on [X̂ X ′] instead of [XX ′], where X ′ is the term-document matrix

for new documents. Specifically, the low-rank approximate X̂ is used
to replace the document-term matrix X of the original corpus. Assume
that the QR decomposition of the matrix (I − Û ÛT )X ′ is

(I − Û Û)X ′ = U ′R,

where R is a triangular matrix and X̂ = Û Σ̂V̂ is the partial SVD of the
matrix X. Then we have

[XX ′] = [Û U ′]
[
Σ̂ ÛTX
0 R

] [
V̂ T 0
0 I

]
.

Now we can compute the best rank-K approximation of

[
Σ̂ ÛTX
0 R

]
by

SVD: [
Σ̂ ÛTX
0 R

]
= P̂Σ′Q̂T .

Then, the partial SVD for [X̂ X ′] can be expressed as

(
[Û U ′]P̂

)
Σ′

([
V̂ 0
0 I

]
Q̂

)T

,

which provides an approximation of the partial SVD for [XX ′]. A the-
oretical analysis by Zha and Simon shows that this approximation will
not introduce unacceptable errors into LSI [74].

2.3 Analysis

Due to the popularity of LSI, there has been considerable research
into the underlying mechanism of LSI.

Term context. LSI improves the performance of information re-
trieval by discovering the latent concepts in a document corpus and thus
solving the problems of synonymy and polysemy. Bast and Majumdar
[5] demonstrate this point by considering the projections of a query q
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and document d into the latent semantic space by the mapping

f(x) = ÛTx .

The cosine similarity of the query and document in the latent semantic
space is

Sqd =
qT Û ÛTd

‖ÛTq‖‖ÛTd‖ .

Since the factor ‖ÛTq‖ does not depend on documents, it can be ne-
glected without affecting the ranking. Note that

‖ÛTd‖ = ‖Û ÛTd‖ ,
so the cosine similarity Sqd can expressed by

Sqd =
qT Û ÛTd

‖Û ÛTd‖ =
qTTd

‖Td‖ ,

where T ≡ Û ÛT .
The similarity Sqd between query q and document d can be expressed

by the cosine similarity of query q and the transformed document Td.
In term-based information retrieval, the transformation T = I, so the
original document is used to calculate the similarity. In LSI, however,
the transformation T is not the identity matrix. Intuitively, the entry
tvv′ represents the relationship between terms v and v′. Specifically,
the occurrence of term v in document has an equivalent impact on the
similarity to tvv′ times the occurrence of term v in the same document.
In this sense, LSI enriches the document by introducing similar terms
that may not occur in the original document.

Bast and Majumdar [5] also analyze LSI from the view of identifying
terms that appear in similar contexts in the documents. Consider the
sequence of the similarities between a pair of terms with respect to the

dimension of latent semantic space, Kvv′(k) =
∑k

i=1U
(i)
v U

(i)T
v′ , where

U (i) is from the rank-i partial SVD. The trend of the sequence can be
categorized into three different types: increasing steadily (A); first in-
creasing and then decreasing (B); or, no clear trend (C). If terms v and
v′ are related, the sequence is usually of Type A or B. Otherwise, the
sequence is of Type C. This result is closely related to global special
structures in the term-document matrix X that arise from similar con-
texts for similar terms. Thus, the sequence Kvv′ of similar terms have
the specific shapes described above.

Since LSI captures the contexts of terms in documents, it is able to
deal with the problems of synonymy and polysemy: synonymy can be
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captured since terms with the same meaning usually occur in similar
context; polysemy can be addressed since terms with different meaning
can be distinguished by their occurrences in different context. Landauer
[40] also provides intuition for LSI by showing that it captures several
important aspects of human languages.

Dimension of the latent semantic space. Dupert [29] studies
how to determine the optimal number of latent factors for finding the
most similar terms of a query. In particular, he shows how LSI can deal
with the problem of synonymy in the context of Correlation method. He
also provides an upper bound for the dimension of latent semantic space
in order to present the corpus correctly.

Probabilistic analysis. Kubato Ando and Lee [38] explore the
relationship between the performance of LSI and the uniformity of the
underlying distribution. When the topic-documents distribution is quite
uniform, LSI can recover the optimal representation precisely. Papadim-
itriou et al. [53] and Ding [26] analyze LSI from a probabilistic perspec-
tive which is related to probabilistic latent semantic indexing [36], which
we discuss next.

3. Topic Models and Dimension Reduction

Taboo R© (a registered trademark of Hasbro) is a game where one player
must help a teammate guess a word from a game card without using any
of the taboo words listed on the card. The surprising difficulty of the
game highlights that certain terms are very likely to be present based
on the topic of a document. Latent topic models capture this idea by
modeling the conditional probability that an author will use a term given
the topic the author is writing about.

LSI reduced the dimensionality of documents by projecting the BOW
vectors into a semantic space constructed from the SVD of the term-
document matrix. By providing a mechanism to explicitly reason about
latent topics, probabilistic topic models can achieve a similar yet more
meaningful latent semantic space. The results are presented in familiar
probabilistic terms, and thus can be directly incorporated into other
probabilistic models and analyzed with standard statistical techniques.
Moreover, Bayesian methods can be used to make the models robust to
parameter selection. Finally, one of the most useful advantages is that
the models can be easily extended by modifying the structure to solve
interesting related problems.
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3.1 Probabilistic Latent Semantic Indexing

PLSI, proposed by Hofmann [36], provides a crucial step in topic
modeling by extending LSI in a probabilistic context. PLSI has seen
widespread use in text document retrieval, clustering and related areas;
it builds on the same conceptual assumptions as LSI, but uses a radically
different probabilistic generative process for generating the terms in the
documents of a text corpus.

PLSI is based on the following generative process for (w, d), a word
w in document d:

Sample a document d from multinomial distribution p(d).

Sample a topic i ∈ {1, . . . ,K} based on the topic distribution
θdi = p(z = i|d).

Sample a term v for token w based on Φiv = p(w = v|z = i).

In other words, an unobservable topic variable z is associated with
each observation (v, d) in PLSI. The joint probability distribution for
p(v, d) can be expressed as

p(v, d) = p(d)p(v|d) , where p(v|d) =
K∑
i=1

p(v|z = i)p(z = i|d) .

This equation has the geometric interpretation that the distribution
of terms conditioned on documents p(z = i|d) is a convex combination
of the topic-specific term distributions p(v|z = i).

Connection to LSI. An alternative way to express the joint prob-
ability is given by

p(v, d) =

K∑
i=1

p(z = i)p(d|z = i)p(v|z = i).

This formulation is sometimes called the symmetric formulation because
it models the documents and terms in a symmetric manner. This for-
mulation has a nice connection to LSI: the probability distributions
p(d|z = i) and p(w|z = i) can be viewed as the projections of docu-
ments and terms into the latent semantic spaces, just like the matrices
V̂ and Û in LSI. Also, the distribution p(z = i) is similar to the diago-

nal matrix Σ̂ in LSI. This is the sense in which PLSI is a probabilistic
version of LSI.
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3.1.1 Algorithms. The maximal likelihood method is used
to estimate the parameters p(d), p(z|d) and p(v|z). Given the term-
document matrixX, the log-likelihood of observed data can be expressed
as

L =

M∑
d=1

W∑
v=1

xvd log p(w = v, d)

=

M∑
d=1

W∑
v=1

xvd log

K∑
i=1

p(w = v|z = i)p(z = i|d)p(d) . (5.2)

Maximizing the log-likelihood function is equivalent to minimizing the
Kullback-Leibler divergence (KL) [39] between the measured empirical

distribution p̂(v|d) and the model distribution p(w|d) =
∑K

i=1 p(w|z =
i)p(z = i|d). Since this is non-convex, expectation-maximization (EM)
[24] is used to seek a locally optimal solution. The log-likelihood value
(Eqn. (5.2)) increases on each iteration and converges to a local maxi-
mum.

Expectation. The E-step computes the posterior of the latent variable
z based on the current estimation of the parameters.

p′(z = i|d, v) = p(d)p(z = i|d)p(v|z = i)∑K
i′=1 p(d)p(z = i′|d)p(v|z = i′)

,

where the prime on p indicates the new estimate of the probability for
the next step.

Maximization. The M-step updates the parameters once the latent
variables are known using the posterior estimated in the previous E-
step:

p′(w = v|z) ∝
M∑
d=1

xvd p
′(z = i|d,w = v) ;

p′(z = i|d) ∝
W∑
v=1

xvd p
′(z = i|d,w = v) ;

p′(d) ∝
W∑
v=1

xvd .

3.1.2 Updating. Given a new document d, the fold-in process
can be applied to obtain its representation in the latent semantic space,
much like for LSI. Specifically, an EM algorithm similar to parameter
estimation can be used to obtain p(z|d) [37]. p(w|z) and p(z) are not
updated in the M-step during fold-in.
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Figure 5.1. Diagram of the LDA graphical model

3.2 Latent Dirichlet Allocation

PLSI provides a good basis for text analysis, but it has two prob-
lems. First, it contains a large number of parameters that grows linearly
with the number of documents so that it tends to overfit the training
data. Second, there is no natural way to compute the probability of
a document that was not in the training data. LDA includes a pro-
cess for generating the topics in each document, thus greatly reducing
the number of parameters to be learned and providing a clearly-defined
probability for arbitrary documents. Because LDA has a rich generative
model, it is also readily adapted to specific application requirements,
which we describe in Section 5.

3.2.1 Model. Like PLSI, LDA is based on a hypothetical gen-
erative process for a corpus. A diagram of the graphical model showing
how the different random variables are related is shown in Fig. 5.1. In
the diagram, each random variable is represented by a circle (continu-
ous) or square (discrete). A variable that is observed (its outcome is
known) is shaded. An arrow is drawn from one random variable to an-
other if the the outcome of the second variable depends on the value of
the first variable. A rectangular plate is drawn around a set of variables
to show that the set is repeated multiple times, as for example for each
document or each token.

Choose the term probabilities for each topic. The dis-
tribution of terms for each topic i is represented as a multinomial
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distribution Φi, which is drawn from a symmetric Dirichlet distri-
bution with parameter β.

Φi ∼ D(β) ; p(Φi|β) = Γ(Wβ)

[Γ(β)]W

W∏
v=1

φβ−1
iv .

Choose the topics of the document. The topic distribu-
tion for document d is represented as a multinomial distribution
θd, which is drawn from a Dirichlet distribution with parameters
α. The Dirichlet distribution captures the document-independent
popularity and the within-document burstiness of each topic.

θd ∼ D(α) ; p(θd|α) =
Γ(
∑K

i=1 αi)∏K
i=1 Γ(αi)

K∏
i=1

θαi−1
di .

Choose the topic of each token. The topic zdn for each
token index n is chosen from the document topic distribution.

zdn ∼ M(θd) ; p(zdn = i|θd) = θdi .

Choose each token. Each token w at each index is chosen from
the multinomial distribution associated with the selected topic.

wdn ∼ M(φzdn
) ; p(wdn = v|zdn = i,φi) = φiv .

Mechanism. LDA provides the mechanism for finding patterns of
term co-occurrence and using those patterns to identify coherent topics.
Suppose that we have used LDA to learn a topic i and that for term v,
p(w = v|z = i) is high. As a result of the LDA generative process, any
document d that contains term v has an elevated probability for topic
i, that is, p(zdn′ = i|wdn = v) > p(zdn′ = i). This in turn means that
all terms that co-occur with term v are more likely to have been gen-
erated by topic i, especially as the number of co-occurrences increases.
Thus, LDA results in topics in which the terms that are most probable
frequently co-occur with each other in documents.

Moreover, LDA also helps with polysemy. Consider a term v with
two distinct meanings in topics i and i′. Considering only this term, the
model places equal probability on topics i and i′. However, if the other
words in the context place a 90% probability on i and only a 9% prob-
ability on i′, then LDA will be able to use the context to disambiguate
the topic: it is topic i with 90% probability.
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Wallach et al. [60] show that the symmetry or asymmetry of the
Dirichlet priors strongly influences the mechanism. For the topic-specific
term distributions, a symmetric Dirichlet prior provides smoothing so
that unseen terms will have non-zero probability. However, an asym-
metric prior would equally affect all topics, making them less distinctive.

In contrast, they showed that an asymmetric prior for the document-
specific topic distributions made LDA more robust to stop words and
less sensitive to the selection of the number of topics. The stop words
were mainly relegated to a small number of highly probable topics that
influence most documents uniformly. The asymmetric prior also results
in more stable topics, which means that additional topics will make
small improvements in the model instead of radically altering the topic
structure. This is similar to the situation of LSI, where performance
is optimal when Σ scales the contribution of each dimension according
to its eigenvalue. In the same way, LDA will perform best if α is non-
uniform and corresponds to some natural values characteristic of the
dataset.

One disadvantage of LDA is that it tends to learn broad topics. Con-
sider the case where a concept has a number of aspects to it. Each of
the aspects co-occurs frequently with the main concept, and so LDA
will favor a topic that includes the concept and all of its aspects. It will
further favor adding other concepts to the same topic if they share the
same aspects. As this process continues, the topics become more diffuse.
When sharper topics are desired, a hierarchical topic model may be more
appropriate.

Likelihood. Training an LDA model involves finding the optimal
set of parameters, under which the probability of generating the training
documents is maximized. The probability of the training documents
under a given LDA model is called the empirical likelihood L. It can
also be used to identify the optimal model configuration using Bayesian
model selection.

L =

M∏
d=1

N∏
n=1

p(wdn|zdn,Φ)p(zdn|θd)p(θd|α)p(Φ|β)

=φzw θdz

Γ

(
K∑
i=1

αi

)
K∏
i=1

Γ(αi)

K∏
i=1

θαi−1
di

Γ(Wβ)

[Γ(β)]W

W∏
v=1

φβ−1
v .

Unfortunately, the direct optimization of the likelihood is problem-
atic because the topic assignments zdn are not directly observed. Even
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inference for a single document is intractable. We describe two different
approximations for LDA. Collapsed Gibbs sampling samples a value for
each zdn in turn, conditioned on the topic assignments for the other to-
kens. Variational Bayes approximates the model with a series of simpler
models that bound the likelihood but neglect the troublesome depen-
dencies.

3.2.2 Collapsed Gibbs. Gibbs sampling is commonly used to
estimate the distribution of values for a probability model when exact
inference is intractable. First, values are assigned to each variable in
the model, either randomly or using a heuristic. Each variable is then
sampled in turn, conditioned on the values of the other variables. In
the limit of the number of iterations, this process explores all config-
urations and yields unbiased estimates of the underlying distributions.
In practice, Gibbs sampling is implemented by rejecting a large num-
ber of samples during an initial burn-in period and then averaging the
assignments during an additional large number of samples.

In collapsed Gibbs sampling, certain variables are marginalized out of
the model. Griffiths and Steyvers [32] propose collapsed Gibbs sampling
for LDA, with both θ and Φ marginalized. Only zdn is sampled, and
the sampling is done conditioned on α, β and the topic assignments of
other words z̄dn.

p(zdn|z̄dn) ∝ (Ndz + αz)(Nzw + β) .

The N statistics do not include the contribution from the word being
sampled, and must be updated after each sampling.

The equation makes intuitive sense. A topic that is used frequently
in the document has a higher probability in θ and so is more likely for
the current token also. This characteristic corresponds to the burstiness
observed in documents [19]. Similarly, a topic that is frequently assigned
for the same term corpus-wide is more likely to be correct here also.

After burn-in, the implementation can keep statistics of the number
of times each topic is selected for each word. These statistics can then be
aggregated and normalized to estimate the topic distributions for each
document or word. To apply a trained model to additional documents,
the only change is that the Nzw statistic is not updated.

3.2.3 Variational Approximation. Variational approxima-
tion provides an alternative algorithm for training an LDA model. We
will first consider the case of inferring the topics of a document given
an existing LDA model, before we explain how the model is trained. A
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Figure 5.2. Diagram of the LDA variational model

direct approach for topic inference is to apply Bayes’ rule:

p(θ|wd) =
p(θ, wd)

p(wd)
=

∫
Z p(d,θ,Z|α, β)dZ∫

Z,θ p(d,θ,Z|α, β)dZdθ
,

where Z = {z1, z2, . . . , zN}. However, the marginalization in both nu-
merator and denominator is intractable. The Variational Bayesian ap-
proach provides an approximate solution; instead of inferring the latent
variables by directly marginalizing the joint distribution p(wd,θ,Z|α, β),
it uses a much simpler distribution as a proxy and performs the inference
through optimization.

Variational inference approximates the true posterior distribution of
the latent variables by a fully-factorized distribution—this proxy is usu-
ally referred to as the variational model, which assumes all the latent
variables are independent of each other. For LDA,

q(Z,θ|γ,φ) = q(θ|γ)
N∏

n=1

q(zn|φn) = D(θ|γ)
N∏

n=1

M(zn|φn).

Essentially, this variational distribution is a simplification of the original
LDA graphical model by removing the edges between the nodes θ and Z
(Figure 5.2). The optimal approximation is achieved by optimizing the
distance (for example, the KL divergence) between the true model and
the variational model:

min
γ,φ

KL[q(θ,Z|γ,φ) || p(θ,Z|α, β)] .
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It can be shown that the above KL-divergence is the discrepancy between
the true log-likelihood and its variational lower-bound that is used in the
variational EM algorithm (described later in this section) for estimating
the LDA hyperparameters α and β.

The optimization has no close-form solution but can be implemented
through iterative updates,

γi = αi +

N∑
n=1

φni, φni ∝ βiwn exp[Ψ(γi)] ,

where Ψ(·) is the bi-gamma function.

Variational EM for parameter estimation. We can learn a
LDA topic model by maximizing the likelihood of the corpus.

max
α,β

M∑
d=1

log p(wd|α, β)

=max
α,β

M∑
d=1

log

∫
θd,Zd

p(wd,θd,Zd|α, β)dθddZd .

Again, it involves intractable computation of the marginal distribution
and we therefore resort to variational approximation, which provides a
tractable lower bound,

L(γ,φ) = log p(wd|α, β)−KL(q(Z,θ|γ,φ)||p(Z,θ|α, β))

≤ log p(wd|α, β) ,

where L(γ,φ) = Eq[log p(wd,θ,Z)−log q] is the variational lower bound
for the log-likelihood. The maximum likelihood estimation therefore
involves a two-layer optimization,

max
α,β

M∑
d=1

max
γd,φd

L(γd,φd) .

The inner-loop (the optimization with respect to γ and φ, referred to
as the Variational E-step) goes through the whole corpus and performs
variational approximation for each of the documents, which ends up with
a tight lower bound for the log-likelihood. Then the M-step updates the
model parameters (α and β) by optimizing this lower-bound approxi-
mation of the log-likelihood. The E- and M-steps are alternated in an
outer loop until convergence.
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In the E-step, γ and φ are alternately optimized for each document—
in practice, 20 iterations is adequate for a good fit. The outer loop
may need to be repeated hundreds of times for full convergence. For
best results, the likelihood of a separate validation corpus controls early
stopping.

3.2.4 Implementations. There have been substantial efforts
in developing efficient and effective implementations of LDA, especially
for parallel or distributed architectures. In order to provide a quick
hands-on experience, we list a few implementations that are open-source
or publicly accessible in Table 5.1.

Table 5.1. Publicly-accessible implementations of LDA.

Name Language Algorithm Reference

LDA-C C Var. EM www.cs.princeton.edu/~blei/lda-c

Mallet Java Gibbs mallet.cs.umass.edu

GibbsLDA++ C++ Gibbs gibbslda.sourceforge.net

Gensim Python Gibbs nlp.fi.muni.cz/projekty/gensim

Matlab-LDA Matlab Gibbs psiexp.ss.uci.edu/programs data

4. Interpretation and Evaluation

We have looked at three methods for dimension reduction of textual
data. These methods have much in common: they identify the relation-
ships of terms and documents to the dimensions of a latent semantic
space. Intuitively, the latent dimensions correspond to concepts or top-
ics that are meaningful to the authors. In this section, we discuss how to
jump from the mathematical representations to meaningful topics, how
to evaluate the resulting models and how to apply them to applications.

4.1 Interpretation

The common way to interpret the topic models that are discovered by
dimension reduction is through inspection of the term-topic associations.
Typically, practitioners examine the five to twenty terms that are most
strongly associated with each topic, and attempt to discern the com-
monality. For LSI, the terms can be sorted according to the coefficient
corresponding to the given feature in the semantic space. For the proba-
bilistic models, the terms are sorted by the probability of generating the
term conditioned on the topic. This approach was popularized following
Blei et al. [13], and is generally used to report qualitative topic model
results even though it has many disadvantages. The chief problem is

http://www.cs.princeton.edu/~blei/lda-c
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that the top terms are often dominated by globally probable terms that
may not be representative of the topic. Stop word removal and varia-
tions on IDF weighting both help substantially, but the characterization
is sensitive to the precise method used to order terms. Mei et al. [47]
provide an alternative approach that automatically selects a portion of
a document to use as a label for each topic. Buntine and Jakulin [16]
provide a more general framework for interpreting topic models.

4.2 Evaluation

There are three main approaches to evaluating the models resulting
from dimension reduction. The fit of the models to test data is im-
portant for understanding how well the models generalize to new data,
but application-driven metrics are also essential if the model is to be
useful. When it is necessary for a human to interact with the model,
interpretability should also be evaluated.

Fit of test data. A very common approach is to train a model on a
portion of the data and to evaluate the fit of the model on another por-
tion of the data. For LSI, the test documents can be projected into the
latent semantic space and then the 	2 error introduced by the approxi-
mation can be calculated. The probabilistic models can be evaluated by
computing the probability of generating the test documents given the
model.

Perplexity [4] is the most common way to report this probability.
Computed as

exp

(
− 1

N

M∑
d=1

Nd∑
n=1

log p(wdn|model)

)
,

the perplexity corresponds to the effective size of the vocabulary. For
example, a value of 100 indicates that the probabilities resulting from the
model are equivalent to randomly picking each word from a vocabulary
of 100 words. This means that smaller values indicate that the model
fits the test data better.

Wallach et al. [61], evaluate several different ways to compute this
probability and recommended the left-to-right method, in which the
probability of generating each token in a document is conditioned on
all previous tokens in the document so that the interaction between the
tokens in the document are properly accounted for.

Application performance. Another common approach is to mea-
sure the utility of topic models in some application. Whenever the di-
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mension reduction is being carried out with a specific application in
mind, this in an important evaluation. For example, Wei and Croft
[65] discuss the evaluation of LDA models for document search using
standard information retrieval metrics.

Interpretability. For text mining, the ability to use the discovered
models to better understand the documents is essential. Unfortunately,
the fit of test data and application performance metrics completely ig-
nore the topical structure. In fact, models with better perplexity are
often harder to interpret [18]. This is not surprising, because the task of
finding a meaningful model that fits well is more constrained than the
task of finding any model that fits well, so the best fit is likely to be
found using a less meaningful model.

Chang et al. [18] propose a new evaluation protocol based on a user
study. Starting with a list of top terms for each topic that has been
tainted with an additional term, users are asked to identify the spurious
term. User performance on this task is higher when the topic is coher-
ent so that the extra term stands out. They also conducted a similar
experiment to measure the appropriateness of topic assignments to test
documents.

4.3 Parameter Selection

Asuncion et al. [3] compare a variety of different algorithms for the
LDA model. They found that with careful selection of the regularization
hyperparameters α and β, all of the algorithms had similar perplexity.
A grid search over possible values yields the best performance, but in-
terleaving optimization of the hyperparameters with iterations of the
algorithm is almost as good with much less computational cost.

4.4 Dimension Reduction

Latent topic models, including LSI, PLSI and LDA, are commonly
used as dimension reduction tools for texts. After the training process,
the document d can be represented by its topic distribution p(z|d), where
z can be viewed as a K-dimensional representation of the original docu-
ment. The similarity between documents can then be measured by their
similarity in the topic space.

Sdd′ =
K∑
z=1

p(z|d)p(z|d′) .

Through this equation, documents are projected into a low dimensional
space. The terms are projected into a K-dimensional space in the same
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way. For probabilistic topic models, KL divergence can be used for an
alternative comparison.

Handling of synonymy is a natural result of dimension reduction. Mul-
tiple terms associated with the same concept are projected into the same
place in the latent semantic space. Polysemy presents a more difficult
challenge. Griffiths and Steyvers [31] found that LSI was able to detect
polysemy: a term that was projected onto multiple latent dimensions
generally had multiple meanings. LDA can resolve polysemy provided
that one of the topics associated with a polysemous term is associated
with additional tokens in the document.

5. Beyond Latent Dirichlet Allocation

LDA has many advantages for topic modeling, including its relative
simplicity to implement and the useful topics that it unearths. However,
with additional effort topic modeling can be adapted to the characteris-
tics of a particular problem. In this section, we survey recent advances
that make it practical to apply topic modeling to very large text corpora,
dynamic data, data that is embedded in a network and other problems
with special characteristics.

5.1 Scalability

Standard LDA learning algorithms read the documents in the training
corpus numerous times and are inherently serial. In practice, this means
that LDA models are trained on only a small fraction of the available
data. However, recent advances in online and parallel algorithms make
it reasonable to train and apply models at very large scale.

Efficient parallel implementations are available based on either col-
lapsed Gibbs sampling or variational approximation. Smola et al. [56]
perform Gibbs sampling based on slightly outdated term and topic statis-
tics in parallel with threads that globally update the statistics. Using
variational approximation, Asuncion et al. [3] interleave an inference
step on all documents with a parallel aggregation of the term and topic
statistics. Both of these methods achieve scalability through approxi-
mations that have no known convergence guarantee. In contrast, Yan et
al. [66] and Liu et al. [43], use careful scheduling to achieve strong par-
allelization without approximation. However, the approximate methods
are easier to implement correctly and work very well in practice.

5.2 Dynamic Data

Numerous approaches are possible when the corpus of documents is
changing over time or must be processed as a stream. One common
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approach is to augment the corpus with the time of each document
and incorporate time into the model. Wang and Agichtein [64] model
the revision history of documents by considering the temporal dimension
and extend LSI to tensor factorization. PLSI can be similarly augmented
to model the temporal patterns of activities in videos [59]. Mølgaard et
al. [50] study temporal PLSI for music retrieval, which can be viewed as
a probabilistic model for tensor factorization. Blei and Lafferty modeled
time evolution of topic models [10] to analyze how the topics used in a
corpus changed over time.

For streaming data, Yao et al. [72] present a time and space efficient
algorithm for applying an existing topic model to a stream of documents,
using a modification of Gibbs sampling. Hoffman et al. [35] developed
an online algorithm for LDA that retrains the model for each document
in turn. Interestingly, they found that this approach did not sacrifice
any quality in the learned model as measured using perplexity. They
further show that the online algorithm corresponds to stochastic gradi-
ent descent on the variational objective function, and so converges to a
stationary point of that function.

The online training process for LDA optimizes each document in turn.
First, it uses standard variational approximation to estimate the proba-
bility distribution for the topic of each word φj . Next, topic models Φ̃i

are estimated as if the corpus consisted of M copies of this document,
based on φj .

Φ̃ij = β +MNjφij .

The estimate of the topic models Φi are then updated to include the
contribution from this document by

Φij ← (Φij + ρΦ̃ij)/(1 + ρ),

where ρ = (t0+ t)−κ when processing the t-th document. t0 is a parame-
ter that slows the algorithm during the early iterations and 0.5 < κ ≤ 1
is a parameter that controls the rate of learning. This algorithm is es-
sentially the variational algorithm applied to a different single document
on each iteration, with appropriate changes to how the topic models are
updated. For very large datasets, this is many times faster than other
algorithms and yet yields very excellent results.

5.3 Networked Data

Networks play an important role in many text mining problems. Email
messages are linked to the senders and recipients. Publications are also
linked by citations. Many documents are related to a social network.
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The analysis of these documents can reveal more interesting structure if
the network graph can be incorporated.

LSI has been applied to analysis network data. Ng et al. analyze
the connection between the LSI and HIST [51], which is a widely used
algorithm for network data. Other approaches learn low-dimensional
representations of documents based on both their contents and the cita-
tion graph between them through learning from multiple relationships
between different types of entities [69, 76].

PLSI has also been applied to analyze the network data. Cohn and
Chang apply PLSI to model the citation graph and identity authori-
tative document based on the latent factors [21]. Citations between
documents can be modeled together with the contents of the documents
in a joint probabilistic model [20], through the probability of generating
a citation given a latent topic. Guo et al. [34] model the interaction of
topics between linked documents. Intuitively, the topics of a document
are borrowed from the documents to which it links. Deng et al. [25] pro-
pose the two frameworks based on random walk and regularization to
propagate the topics of documents according to the links between them.

We describe the work of Mei et al. [46] in detail since it is repre-
sentative of combining PLSI and network analysis. This work utilizes
the network structure as the regularization for PLSI through assum-
ing that the topic distributions are similar for documents connected to
each other. The regularization term induced from the structure of the
network is optimized together with the log-likelihood function of PLSI.
The model is applied to several applications such as author-topic analy-
sis and spatial topic analysis, where network structures are constructed
from co-authorships and adjacency of locations, respectively.

Much research has explored various ways to integrate network infor-
mation into topic models. Rosen-Zvi et al. incorporate authorship in-
formation through author-specific topic mixtures [55]. Supervised topic
models allow the per-topic term distributions to depend on a document
label [12]. Chang and Blei incorporate relational information between
documents [17]. It is also possible to integrate general first order logic [2].
McCallum et al. extend LDA so that it can identify topic models that
are conditioned on the author and the audience of the communication
[45]. This is useful for analyzing the social dynamics of communication
in a network.

Relational topic models (RTM) extend LDA to jointly model the gen-
eration of documents and the generation of links between documents
[17]. The model predicts links based on the similarity of the topic mix-
ture used in two documents, which adds the capability of predicting
missing links in the graph structure. Because the links influence the
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selection of topics, the model can more accurately predict links than a
similar prediction based on topics from LDA.

The generative process of documents is the same for RTM as for LDA.
Once the documents are generated, the link λde between documents d
and e is generated from exponential regression on the empirical topic
mixtures Z̄d and Z̄e,

λde = exp
(
ηT (Z̄d ◦ Z̄e) + ν

)
,

where Z̄d ≡ 1/Nd
∑N

n=1Zdn and a ◦ b is the element-wise product of
vectors a and b. Typically the link is taken to be binary, in which case ν
is used to control the threshold. η is a parameter that must be learned
which controls the importance of each topic in establishing the link. We
generally expect it to have positive values, although a negative value in
a social network would reflect the adage that opposites attract.

5.4 Adapting Topic Models to Applications

The graphical model of LDA can be easily extended to match the
characteristics of a specific application. Here we survey some of the
fruitful approaches.

One important class of extensions to LDA has been the introduction
of richer priors for document topic and term distributions. Instead of
using a fixed, global Dirichlet hyperparameter α for all the documents in
a corpus, Mimno and McCallum use regression from document features
to establish a document-specific α [48]. This is a valuable enhancement
when other meta-features are available that are expected to influence
the selected topics, as, for example, the identity of the author, the pub-
lication venue and the dates.

The Bayesian hierarchy of LDA provides a useful modeling pipeline for
data with complex structure. The hierarchy can model web-like intercon-
nections and uncertain labels [67, 71]. The mixed membership stochastic
block model coupled two LDA hierarchies to model inter-connected en-
tities [1], which provides a flexible model for network graphs and has
proven useful for a variety of applications ranging from role discovery to
community detection in social, biological and information networks.

Hierarchical topic models (hLDA) are used to identify subtopics that
are increasingly more specific [9]. The hLDA model automatically learns
a tree structure hierarchy for topics while they are discovered from the
documents. For additional flexibility, hierarchical Dirichlet processes
[57] can automatically discover an appropriate number of topics and
subtopics. There are also principled ways to learn correlations between
topics [11, 41]. Other extensions support richer document representa-
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tions and contextual information, including bigrams [62], syntactic rela-
tionships [15, 33] and product aspects [58].

Multinomial distributions for term occurrences usually have a difficult
time modeling the word burstiness in language — if a word appears in a
document once, it will likely appear again in the same document. This
effect is commonly referred to as Zipf’s law, a profound characteristic
of language. To discount this impact, Doyle and Elkan replace the per-
topic Multinomial distribution with a Dirichlet-Compound Multinomial
(also called the multivariate Pòlya) distribution) [27]. Reisinger et al.
substitutes spherical admixture models [54], which not only incorporate
negative correlations among term occurrence but also admit the natural
use of cosine similarity to compare topics or documents.

Standard topic models are not appropriate for identifying consistent
topics across multiple languages, because the multiple languages do not
co-occur in documents frequently enough to be assigned into the same
topics. Mimno et al. developed an extension that works with loosely
aligned documents [49]—pairs of documents in different languages that
have nearly the same mixture of topics. Boyd-Graber and Blei explore
various strategies for discovering multilingual topics from unaligned doc-
uments [14]. Similar issues arise with documents in multiple dialects.
Crain et al. [22] and Yang et al. [68] discuss extensions of LDA that
find shared topics between consumer and technical medical documents.

6. Conclusion

Using a BOW representation results in very efficient text mining be-
cause more complex factors like grammar and word order can be ne-
glected. However, working directly with individual terms has a number
of strong limitations, because multiple documents can discuss the same
ideas using very different words, and likewise, the same word can have
very different meanings. Dimension reduction is able to lift the BOW
representation to a more abstract level that better reflects the needs
of a human analyst, where the new dimensions correspond to concepts
or topics. In this way, alternative ways of expressing the same content
can be reduced to a common representation and terms with multiple
meanings can be identified.

LSI is based on a spectral analysis of the term-document matrix.
This approach identifies common generalizations that are guaranteed to
provide the best lower-dimensional representation of the original data.
This representation is not necessarily easy to interpret, but is very useful
for performing a conceptual match between two documents that may use
different terms for the same concepts.
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Probabilistic topic models provide an intuitive, probabilistic founda-
tion for dimension reduction. They allow us to reason about the topics
present in a document and expose the probability of seeing each word
in any given topic. This makes it much easier to interpret what the
topics mean. It also makes it easier to extend the models in interesting
ways. Many extensions to PLSI and LDA have been developed, both to
allow them to be applied to large scale data and to incorporate special
structure for a particular application.
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Abstract The problem of classification has been widely studied in the data mining,
machine learning, database, and information retrieval communities with
applications in a number of diverse domains, such as target marketing,
medical diagnosis, news group filtering, and document organization. In
this paper we will provide a survey of a wide variety of text classification
algorithms.
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1. Introduction

The problem of classification has been widely studied in the database,
data mining, and information retrieval communities. The problem of
classification is defined as follows. We have a set of training records
D = {X1, . . . , XN}, such that each record is labeled with a class value
drawn from a set of k different discrete values indexed by {1 . . . k}. The
training data is used in order to construct a classification model, which
relates the features in the underlying record to one of the class labels. For
a given test instance for which the class is unknown, the training model
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is used to predict a class label for this instance. In the hard version
of the classification problem, a particular label is explicitly assigned to
the instance, whereas in the soft version of the classification problem,
a probability value is assigned to the test instance. Other variations of
the classification problem allow ranking of different class choices for a
test instance, or allow the assignment of multiple labels [52] to a test
instance.

The classification problem assumes categorical values for the labels,
though it is also possible to use continuous values as labels. The latter
is referred to as the regression modeling problem. The problem of text
classification is closely related to that of classification of records with
set-valued features [28]; however, this model assumes that only informa-
tion about the presence or absence of words is used in a document. In
reality, the frequency of words also plays a helpful role in the classifica-
tion process, and the typical domain-size of text data (the entire lexicon
size) is much greater than a typical set-valued classification problem. A
broad survey of a wide variety of classification methods may be found in
[42, 62], and a survey which is specific to the text domain may be found
in [111]. A relative evaluation of different kinds of text classification
methods may be found in [132]. A number of the techniques discussed
in this chapter have also been converted into software and are publicly
available through multiple toolkits such as the BOW toolkit [93], Mallot
[96], WEKA 1, and LingPipe 2.

The problem of text classification finds applications in a wide variety
of domains in text mining. Some examples of domains in which text
classification is commonly used are as follows:

News filtering and Organization: Most of the news services
today are electronic in nature in which a large volume of news arti-
cles are created very single day by the organizations. In such cases,
it is difficult to organize the news articles manually. Therefore, au-
tomated methods can be very useful for news categorization in a
variety of web portals [78]. This application is also referred to as
text filtering.

Document Organization and Retrieval: The above applica-
tion is generally useful for many applications beyond news filtering
and organization. A variety of supervised methods may be used
for document organization in many domains. These include large
digital libraries of documents, web collections, scientific literature,

1http://www.cs.waikato.ac.nz/ml/weka/
2http://alias-i.com/lingpipe/

http://www.cs.waikato.ac.nz/ml/weka/
http://alias-i.com/lingpipe/
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or even social feeds. Hierarchically organized document collections
can be particularly useful for browsing and retrieval [19].

Opinion Mining: Customer reviews or opinions are often short
text documents which can be mined to determine useful informa-
tion from the review. Details on how classification can be used in
order to perform opinion mining are discussed in [89] and Chapter
13 in this book.

Email Classification and Spam Filtering: It is often de-
sirable to classify email [23, 27, 85] in order to determine either
the subject or to determine junk email [113] in an automated way.
This is also referred to as spam filtering or email filtering.

A wide variety of techniques have been designed for text classification.
In this chapter, we will discuss the broad classes of techniques, and their
uses for classification tasks. We note that these classes of techniques also
generally exist for other data domains such as quantitative or categorical
data. Since text may be modeled as quantitative data with frequencies
on the word attributes, it is possible to use most of the methods for
quantitative data directly on text. However, text is a particular kind of
data in which the word attributes are sparse, and high dimensional, with
low frequencies on most of the words. Therefore, it is critical to design
classification methods which effectively account for these characteristics
of text. In this chapter, we will focus on the specific changes which are
applicable to the text domain. Some key methods, which are commonly
used for text classification are as follows:

Decision Trees: Decision trees are designed with the use of a hi-
erarchical division of the underlying data space with the use of dif-
ferent text features. The hierarchical division of the data space is
designed in order to create class partitions which are more skewed
in terms of their class distribution. For a given text instance, we
determine the partition that it is most likely to belong to, and use
it for the purposes of classification.

Pattern (Rule)-based Classifiers: In rule-based classifiers we
determine the word patterns which are most likely to be related to
the different classes. We construct a set of rules, in which the left-
hand side corresponds to a word pattern, and the right-hand side
corresponds to a class label. These rules are used for the purposes
of classification.

SVM Classifiers: SVM Classifiers attempt to partition the data
space with the use of linear or non-linear delineations between the
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different classes. The key in such classifiers is to determine the
optimal boundaries between the different classes and use them for
the purposes of classification.

Neural Network Classifiers: Neural networks are used in a wide
variety of domains for the purposes of classification. In the context
of text data, the main difference for neural network classifiers is to
adapt these classifiers with the use of word features. We note that
neural network classifiers are related to SVM classifiers; indeed,
they both are in the category of discriminative classifiers, which
are in contrast with the generative classifiers [102].

Bayesian (Generative) Classifiers: In Bayesian classifiers (also
called generative classifiers), we attempt to build a probabilistic
classifier based on modeling the underlying word features in differ-
ent classes. The idea is then to classify text based on the posterior
probability of the documents belonging to the different classes on
the basis of the word presence in the documents.

Other Classifiers: Almost all classifiers can be adapted to the
case of text data. Some of the other classifiers include nearest
neighbor classifiers, and genetic algorithm-based classifiers. We
will discuss some of these different classifiers in some detail and
their use for the case of text data.

The area of text categorization is so vast that it is impossible to cover
all the different algorithms in detail in a single chapter. Therefore, our
goal is to provide the reader with an overview of the most important
techniques, and also the pointers to the different variations of these
techniques.

Feature selection is an important problem for text classification. In
feature selection, we attempt to determine the features which are most
relevant to the classification process. This is because some of the words
are much more likely to be correlated to the class distribution than
others. Therefore, a wide variety of methods have been proposed in
the literature in order to determine the most important features for the
purpose of classification. These include measures such as the gini-index
or the entropy, which determine the level of which the presence of a
particular feature skews the class distribution in the underlying data.
We will also discuss the different feature selection methods which are
commonly used for text classification.

The rest of this chapter is organized as follows. In the next section, we
will discuss methods for feature selection in text classification. In section
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3, we will describe decision tree methods for text classification. Rule-
based classifiers are described in detail in section 4. We discuss naive
Bayes classifiers in section 5. The nearest neighbor classifier is discussed
in section 7. In section 7, we will discuss a number of linear classifiers,
such as the SVM classifier, direct regression modeling and the neural
network classifier. A discussion of how the classification methods can be
adapted to text and web data containing hyperlinks is discussed in sec-
tion 8. In section 9, we discuss a number of different meta-algorithms for
classification such as boosting, bagging and ensemble learning. Section
10 contains the conclusions and summary.

2. Feature Selection for Text Classification

Before any classification task, one of the most fundamental tasks that
needs to be accomplished is that of document representation and feature
selection. While feature selection is also desirable in other classification
tasks, it is especially important in text classification due to the high
dimensionality of text features and the existence of irrelevant (noisy)
features. In general, text can be represented in two separate ways. The
first is as a bag of words, in which a document is represented as a set of
words, together with their associated frequency in the document. Such a
representation is essentially independent of the sequence of words in the
collection. The second method is to represent text directly as strings,
in which each document is a sequence of words. Most text classification
methods use the bag-of-words representation because of its simplicity
for classification purposes. In this section, we will discuss some of the
methods which are used for feature selection in text classification.

The most common feature selection which is used in both supervised
and unsupervised applications is that of stop-word removal and stem-
ming. In stop-word removal, we determine the common words in the doc-
uments which are not specific or discriminatory to the different classes.
In stemming, different forms of the same word are consolidated into a
single word. For example, singular, plural and different tenses are con-
solidated into a single word. We note that these methods are not specific
to the case of the classification problem, and are often used in a vari-
ety of unsupervised applications such as clustering and indexing. In the
case of the classification problem, it makes sense to supervise the feature
selection process with the use of the class labels. This kind of selection
process ensures that those features which are highly skewed towards the
presence of a particular class label are picked for the learning process.
A wide variety of feature selection methods are discussed in [133, 135].
Many of these feature selection methods have been compared with one
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another, and the experimental results are presented in [133]. We will
discuss each of these feature selection methods in this section.

2.1 Gini Index

One of the most common methods for quantifying the discrimination
level of a feature is the use of a measure known as the gini-index. Let
p1(w) . . . pk(w) be the fraction of class-label presence of the k different
classes for the word w. In other words, pi(w) is the conditional proba-
bility that a document belongs to class i, given the fact that it contains
the word w. Therefore, we have:

k∑
i=1

pi(w) = 1 (6.1)

Then, the gini-index for the word w, denoted by G(w) is defined3 as
follows:

G(w) =

k∑
i=1

pi(w)
2 (6.2)

The value of the gini-index G(w) always lies in the range (1/k, 1). Higher
values of the gini-index G(w) represent indicate a greater discriminative
power of the word w. For example, when all documents which contain
word w belong to a particular class, the value of G(w) is 1. On the other
hand, when documents containing word w are evenly distributed among
the k different classes, the value of G(w) is 1/k.

One criticism with this approach is that the global class distribution
may be skewed to begin with, and therefore the above measure may
sometimes not accurately reflect the discriminative power of the un-
derlying attributes. Therefore, it is possible to construct a normalized
gini-index in order to reflect the discriminative power of the attributes
more accurately. Let P1 . . . Pk represent the global distributions of the
documents in the different classes. Then, we determine the normalized
probability value p′i(w) as follows:

p′i(w) =
pi(w)/Pi∑k
j=1 pj(w)/Pj

(6.3)

3The gini-index is also sometimes defined as 1 −∑k
i=1 pi(w)2, with lower values indicating

greater discriminative power of the feature w.
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Then, the gini-index is computed in terms of these normalized probabil-
ity values.

G(w) =

k∑
i=1

p′i(w)
2 (6.4)

The use of the global probabilities Pi ensures that the gini-index more
accurately reflects class-discrimination in the case of biased class dis-
tributions in the whole document collection. For a document corpus
containing n documents, d words, and k classes, the complexity of the
information gain computation is O(n · d · k). This is because the com-
putation of the term pi(w) for all the different words and the classes
requires O(n · d · k) time.

2.2 Information Gain

Another related measure which is commonly used for text feature
selection is that of information gain or entropy. Let Pi be the global
probability of class i, and pi(w) be the probability of class i, given that
the document contains the word w. Let F (w) be the fraction of the
documents containing the word w. The information gain measure I(w)
for a given word w is defined as follows:

I(w) = −
k∑

i=1

Pi · log(Pi) + F (w) ·
k∑

i=1

pi(w) · log(pi(w)) +

+(1− F (w)) ·
k∑

i=1

(1− pi(w)) · log(1− pi(w))

The greater the value of the information gain I(w), the greater the dis-
criminatory power of the word w. For a document corpus containing n
documents and d words, the complexity of the information gain compu-
tation is O(n · d · k).

2.3 Mutual Information

This mutual information measure is derived from information theory
[31], and provides a formal way to model the mutual information between
the features and the classes. The pointwise mutual information Mi(w)
between the word w and the class i is defined on the basis of the level
of co-occurrence between the class i and word w. We note that the
expected co-occurrence of class i and word w on the basis of mutual
independence is given by Pi · F (w). The true co-occurrence is of course
given by F (w) ·pi(w). In practice, the value of F (w) ·pi(w) may be much
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larger or smaller than Pi ·F (w), depending upon the level of correlation
between the class i and word w. The mutual information is defined in
terms of the ratio between these two values. Specifically, we have:

Mi(w) = log

(
F (w) · pi(w)
F (w) · Pi

)
= log

(
pi(w)

Pi

)
(6.5)

Clearly, the word w is positively correlated to the class i, when Mi(w) >
0, and the word w is negatively correlated to class i, when Mi(w) < 0.
We note that Mi(w) is specific to a particular class i. We need to
compute the overall mutual information as a function of the mutual
information of the word w with the different classes. These are defined
with the use of the average and maximum values of Mi(w) over the
different classes.

Mavg(w) =

k∑
i=1

Pi ·Mi(w)

Mmax(w) = maxi{Mi(w)}
Either of these measures may be used in order to determine the relevance
of the word w. The second measure is particularly useful, when it is more
important to determine high levels of positive correlation of the word w
with any of the classes.

2.4 χ2-Statistic

The χ2 statistic is a different way to compute the lack of independence
between the word w and a particular class i. Let n be the total number of
documents in the collection, pi(w) be the conditional probability of class
i for documents which contain w, Pi be the global fraction of documents
containing the class i, and F (w) be the global fraction of documents
which contain the word w. The χ2-statistic of the word between word
w and class i is defined as follows:

χ2
i (w) =

n · F (w)2 · (pi(w)− Pi)
2

F (w) · (1− F (w)) · Pi · (1− Pi))
(6.6)

As in the case of the mutual information, we can compute a global χ2

statistic from the class-specific values. We can use either the average of
maximum values in order to create the composite value:

χ2
avg(w) =

k∑
i=1

Pi · χ2
i (w)

χ2
max(w) = maxiχ

2
i (w)
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We note that the χ2-statistic and mutual information are different
ways of measuring the the correlation between terms and categories.
One major advantage of the χ2-statistic over the mutual information
measure is that it is a normalized value, and therefore these values are
more comparable across terms in the same category.

2.5 Feature Transformation Methods:
Supervised LSI

While feature selection attempts to reduce the dimensionality of the
data by picking from the original set of attributes, feature transforma-
tion methods create a new (and smaller) set of features as a function of
the original set of features. A typical example of such a feature trans-
formation method is Latent Semantic Indexing (LSI) [38], and its prob-
abilistic variant PLSA [57]. The LSI method transforms the text space
of a few hundred thousand word features to a new axis system (of size
about a few hundred) which are a linear combination of the original word
features. In order to achieve this goal, Principal Component Analysis
techniques [69] are used to determine the axis-system which retains the
greatest level of information about the variations in the underlying at-
tribute values. The main disadvantage of using techniques such as LSI is
that these are unsupervised techniques which are blind to the underlying
class-distribution. Thus, the features found by LSI are not necessarily
the directions along which the class-distribution of the underlying doc-
uments can be best separated. A modest level of success has been ob-
tained in improving classification accuracy by using boosting techniques
in conjunction with the conceptual features obtained from unsupervised
pLSA method [17]. A more recent study has systematically compared
pLSA and LDA (which is a Bayesian version of pLSA) in terms of their
effectiveness in transforming features for text categorization and drawn
a similar conclusion and found that pLSA and LDA tend to perform
similarly.

A number of techniques have also been proposed to perform the fea-
ture transformation methods by using the class labels for effective super-
vision. The most natural method is to adapt LSI in order to make it work
more effectively for the supervised case. A number of different methods
have been proposed in this direction. One common approach is to per-
form local LSI on the subsets of data representing the individual classes,
and identify the discriminative eigenvectors from the different reductions
with the use of an iterative approach [123]. This method is known as
SLSI (Supervised Latent Semantic Indexing), and the advantages of the
method seem to be relatively limited, because the experiments in [123]
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show that the improvements over a standard SVM classifier, which did
not use a dimensionality reduction process, are relatively limited. The
work in [129] uses a combination of class-specific LSI and global analy-
sis. As in the case of [123], class-specific LSI representations are created.
Test documents are compared against each LSI representation in order
to create the most discriminative reduced space. One problem with this
approach is that the different local LSI representations use a different
subspace, and therefore it is difficult to compare the similarities of the
different documents across the different subspaces. Furthermore, both
the methods in [123, 129] tend to be computationally expensive.

A method called sprinkling is proposed in [21], in which artificial terms
are added to (or “sprinkled” into) the documents, which correspond to
the class labels. In other words, we create a term corresponding to
the class label, and add it to the document. LSI is then performed on
the document collection with these added terms. The sprinkled terms
can then be removed from the representation, once the eigenvectors have
been determined. The sprinkled terms help in making the LSI more sen-
sitive to the class distribution during the reduction process. It has also
been proposed in [21] that it can be generally useful to make the sprin-
kling process adaptive, in which all classes are not necessarily treated
equally, but the relationships between the classes are used in order to
regulate the sprinkling process. Furthermore, methods have also been
proposed in [21] to make the sprinkling process adaptive to the use of a
particular kind of classifier.

2.6 Supervised Clustering for Dimensionality
Reduction

One technique which is commonly used for feature transformation is
that of text clustering [7, 71, 83, 121]. In these techniques, the clus-
ters are constructed from the underlying text collection, with the use of
supervision from the class distribution. The exception is [83] in which
supervision is not used. In the simplest case, each class can be treated as
a separate cluster, though better results may be obtained by using the
classes for supervision of the clustering process. The frequently occur-
ring words in these supervised clusters can be used in order to create the
new set of dimensions. The classification can be performed with respect
to this new feature representation. One advantage of such an approach
is that it retains interpretability with respect to the original words of the
document collection. The disadvantage is that the optimum directions
of separation may not necessarily be represented in the form of clusters
of words. Furthermore, the underlying axes are not necessarily orthonor-
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mal to one another. The use of supervised methods [1, 7, 71, 121] has
generally led to good results either in terms of improved classification
accuracy, or significant performance gains at the expense of a small re-
duction in accuracy. The results with the use of unsupervised clustering
[83, 87] are mixed. For example, the work in [83] suggests that the use
of unsupervised term-clusters and phrases is generally not helpful [83]
for the classification process. The key observation in [83] is that the
loss of granularity associated with the use of phrases and term clusters
is not necessarily advantageous for the classification process. The work
in [8] has shown that the use of the information bottleneck method for
feature distributional clustering can create clustered pseudo-word repre-
sentations which are quite effective for text classification.

2.7 Linear Discriminant Analysis

Another method for feature transformation is the use of linear discrim-
inants, which explicitly try to construct directions in the feature space,
along which there is best separation of the different classes. A common
method is the Fisher’s linear discriminant [46]. The main idea in the
Fisher’s discriminant method is to determine the directions in the data
along which the points are as well separated as possible. The subspace
of lower dimensionality is constructed by iteratively finding such unit
vectors αi in the data, where αi is determined in the ith iteration. We
would also like to ensure that the different values of αi are orthonormal
to one another. In each step, we determine this vector αi by discriminant
analysis, and project the data onto the remaining orthonormal subspace.
The next vector αi+1 is found in this orthonormal subspace. The quality
of vector αi is measured by an objective function which measures the
separation of the different classes. This objective function reduces in
each iteration, since the value of αi in a given iteration is the optimum
discriminant in that subspace, and the vector found in the next iteration
is the optimal one from a smaller search space. The process of finding
linear discriminants is continued until the class separation, as measured
by an objective function, reduces below a given threshold for the vector
determined in the current iteration. The power of such a dimensionality
reduction approach has been illustrated in [18], in which it has been
shown that a simple decision tree classifier can perform much more ef-
fectively on this transformed data, as compared to more sophisticated
classifiers.

Next, we discuss how the Fisher’s discriminant is actually constructed.
First, we will set up the objective function J(α) which determines the
level of separation of the different classes along a given direction (unit-
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vector) α. This sets up the crisp optimization problem of determining the
value of α which maximizes J(α). For simplicity, let us assume the case
of binary classes. Let D1 and D2 be the two sets of documents belonging
to the two classes. Then, the projection of a documentX ∈ D1∪D2 along
α is given by X ·α. Therefore, the squared class separation S(D1, D2, α)
along the direction α is given by:

S(D1, D2, α) =

(∑
X∈D1

α ·X
|D1| −

∑
X∈D2

α ·X
|D2|

)2

(6.7)

In addition, we need to normalize this absolute class separation with the
use of the underlying class variances. Let V ar(D1, α) and V ar(D2, α)
be the individual class variances along the direction α. In other words,
we have:

V ar(D1, α) =

∑
X∈D1

(X · α)2
|D1| −

(∑
X∈D1

X · α
|D1|

)2

(6.8)

The value of V ar(D2, α) can be defined in a similar way. Then, the
normalized class-separation J(α) is defined as follows:

J(α) =
S(D1, D2, α)

V ar(D1, α) + V ar(D2, α)
(6.9)

The optimal value of α needs to be determined subject to the constraint
that α is a unit vector. Let μ1 and μ2 be the means of the two data sets
D1 and D2, and C1 and C2 be the corresponding covariance matrices.
It can be shown that the optimal (unscaled) direction α = α∗ can be
expressed in closed form, and is given by the following:

α∗ =
(
C1 + C2

2

)−1
(μ1 − μ2) (6.10)

The main difficulty in computing the above equation is that this compu-
tation requires the inversion of the covariance matrix, which is sparse and
computationally difficult in the high-dimensional text domain. There-
fore, a gradient descent approach can be used in order to determine
the value of α in a more computationally effective way. Details of the
approach are presented in [18].

Another related method which attempts to determine projection di-
rections that maximize the topical differences between different classes
is the Topical Difference Factor Analysis method proposed in [72]. The
problem has been shown to be solvable as a generalized eigenvalue prob-
lem. The method was used in conjunction with a k-nearest neighbor
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classifier, and it was shown that the use of this approach significantly
improves the accuracy over a classifier which uses the original set of
features.

2.8 Generalized Singular Value Decomposition

While the method discussed above finds one vector αi at a time in or-
der to determine the relevant dimension transformation, it is possible to
be much more direct in finding the optimal subspaces simultaneously by
using a generalized version of dimensionality reduction [58, 59]. It is im-
portant to note that this method has really been proposed in [58, 59] as
an unsupervised method which preserves the underlying clustering struc-
ture, assuming the data has already been clustered in a pre-processing
phase. Thus, the generalized dimensionality reduction method has been
proposed as a much more aggressive dimensionality reduction technique,
which preserves the underlying clustering structure rather than the in-
dividual points. This method can however also be used as a supervised
technique in which the different classes are used as input to the di-
mensionality reduction algorithm, instead of the clusters constructed in
the pre-processing phase [131]. This method is known as the Optimal
Orthogonal Centroid Feature Selection Algorithm (OCFS), and it di-
rectly targets at the maximization of inter-class scatter. The algorithm
is shown to have promising results for supervised feature selection in
[131].

2.9 Interaction of Feature Selection with
Classification

Since the classification and feature selection processes are dependent
upon one another, it is interesting to test how the feature selection pro-
cess interacts with the underlying classification algorithms. In this con-
text, two questions are relevant:

Can the feature-specific insights obtained from the intermediate
results of some of the classification algorithms be used for creating
feature selection methods that can be used more generally by other
classification algorithms?

Do the different feature selection methods work better or worse
with different kinds of classifiers?

Both these issues were explored in some detail in [99]. In regard to
the first question, it was shown in [99] that feature selection which was
derived from linear classifiers, provided very effective results. In regard
to the second question, it was shown in [99] that the sophistication of
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the feature selection process itself was more important than the specific
pairing between the feature selection process and the classifier.

Linear Classifiers are those for which the output of the linear predic-
tor is defined to be p = A ·X+b, where X = (x1 . . . xn) is the normalized
document word frequency vector,A = (a1 . . . an) is a vector of linear co-
efficients with the same dimensionality as the feature space, and b is
a scalar. Both the basic neural network and basic SVM classifiers [65]
(which will be discussed later in this chapter) belong to this category.
The idea here is that if the coefficient ai is close to zero, then the corre-
sponding feature does not have a significant effect on the classification
process. On the other hand, since large absolute values of aj may sig-
nificantly influence the classification process, such features should be
selected for classification. In the context of the SVM method, which
attempts to determine linear planes of separation between the different
classes, the vector A is essentially the normal vector to the correspond-
ing plane of separation between the different classes. This intuitively
explains the choice of selecting features with large values of |aj |. It was
shown in [99] that this class of feature selection methods was quite ro-
bust, and performed well even for classifiers such as the Naive Bayes
method, which were unrelated to the linear classifiers from which these
features were derived. Further discussions on how SVM and maximum
margin techniques can be used for feature selection may be found in
[51, 56].

3. Decision Tree Classifiers

A decision tree [106] is essentially a hierarchical decomposition of the
(training) data space, in which a predicate or a condition on the at-
tribute value is used in order to divide the data space hierarchically. In
the context of text data, such predicates are typically conditions on the
presence or absence of one or more words in the document. The division
of the data space is performed recursively in the decision tree, until the
leaf nodes contain a certain minimum number of records, or some condi-
tions on class purity. The majority class label (or cost-weighted majority
label) in the leaf node is used for the purposes of classification. For a
given test instance, we apply the sequence of predicates at the nodes, in
order to traverse a path of the tree in top-down fashion and determine
the relevant leaf node. In order to further reduce the overfitting, some of
the nodes may be be pruned by holding out a part of the data, which are
not used to construct the tree. The portion of the data which is held out
is used in order to determine whether or not the constructed leaf node
should be pruned or not. In particular, if the class distribution in the
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training data (for decision tree construction) is very different from the
class distribution in the training data which is used for pruning, then it
is assumed that the node overfits the training data. Such a node can be
pruned. A detailed discussion of decision tree methods may be found in
[15, 42, 62, 106].

In the particular case of text data, the predicates for the decision tree
nodes are typically defined in terms of the terms in the underlying text
collection. For example, a node may be partitioned into its children
nodes depending upon the presence or absence of a particular term in
the document. We note that different nodes at the same level of the tree
may use different terms for the partitioning process.

Many other kinds of predicates are possible. It may not be necessary
to use individual terms for partitioning, but one may measure the simi-
larity of documents to correlated sets of terms. These correlated sets of
terms may be used to further partition the document collection, based
on the similarity of the document to them. The different kinds of splits
are as follows:

Single Attribute Splits: In this case, we use the presence or
absence of particular words (or even phrases) at a particular node
in the tree in order to perform the split. At any given level, we pick
the word which provides the maximum discrimination between the
different classes. Measures such as the gini-index or information
gain can be used in order to determine the level of entropy. For
example, the DT-min10 algorithm [81] is based on this approach.

Similarity-based multi-attribute split: In this case, we use
documents (or meta-documents such as frequent word clusters),
and use the similarity of the documents to these words clusters in
order to perform the split. For the selected word cluster, the docu-
ments are further partitioned into groups by rank ordering the doc-
uments by similarity value, and splitting at a particular threshold.
We select the word-cluster for which rank-ordering by similarity
provides the best separation between the different classes.

Discriminant-based multi-attribute split: For the
multi-attribute case, a natural choice for performing the split is
to use discriminants such as the Fisher discriminant for perform-
ing the split. Such discriminants provide the directions in the data
along which the classes are best separated. The documents are pro-
jected on this discriminant vector for rank ordering, and then split
at a particular coordinate. The choice of split point is picked in or-
der to maximize the discrimination between the different classes.
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The work in [18] uses a discriminant-based split, though this is
done indirectly because of the use of a feature transformation to
the discriminant representation, before building the classifier.

Some of the earliest implementation of classifiers may be found in [80,
81, 87, 127]. The last of these is really a rule-based classifier, which can
be interpreted either as a decision tree or a rule-based classifier. Most of
the decision tree implementations in the text literature tend to be small
variations on standard packages such as ID3 and C4.5, in order to adapt
the model to text classification. Many of these classifiers are typically
designed as baselines for comparison with other learning models [65].

A well known implementation of the decision tree classifier is based on
the C4.5 taxonomy of algorithms [106] is presented in [87]. More specif-
ically, the work in [87] uses the successor to the C4.5 algorithm, which
is also known as the C5 algorithm. This algorithm uses single-attribute
splits at each node, where the feature with the highest information gain
[31] is used for the purpose of the split. Decision trees have also been
used in conjunction with boosting techniques. An adaptive boosting
technique [48] is used in order to improve the accuracy of classification.
In this technique, we use n different classifiers. The ith classifier is con-
structed by examining the errors of the (i − 1)th classifier. A voting
scheme is applied among these classifiers in order to report the final la-
bel. Other boosting techniques for improving decision tree classification
accuracy are proposed in [116].

The work in [43] presents a decision tree algorithm based on the
Bayesian approach developed in [22]. In this classifier, the decision tree
is grown by recursive greedy splits, where the splits are chosen using
Bayesian posterior probability of model structure. The structural prior
penalizes additional model parameters at each node. The output of the
process is a class probability rather than a deterministic class label for
the test instance.

4. Rule-based Classifiers

Decision trees are also generally related to rule-based classifiers. In
rule-based classifiers, the data space is modeled with a set of rules, in
which the left hand side is a condition on the underlying feature set, and
the right hand side is the class label. The rule set is essentially the model
which is generated from the training data. For a given test instance,
we determine the set of rules for which the test instance satisfies the
condition on the left hand side of the rule. We determine the predicted
class label as a function of the class labels of the rules which are satisfied
by the test instance. We will discuss more on this issue slightly later.
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In its most general form, the left hand side of the rule is a boolean con-
dition, which is expressed in Disjunctive Normal Form (DNF). However,
in most cases, the condition on the left hand side is much simpler and
represents a set of terms, all of which must be present in the document
for the condition to be satisfied. The absence of terms is rarely used,
because such rules are not likely to be very informative for sparse text
data, in which most words in the lexicon will typically not be present in
it by default (sparseness property). Also, while the set intersection of
conditions on term presence is used often, the union of such conditions
is rarely used in a single rule. This is because such rules can be split
into two separate rules, each of which is more informative on its own.
For example, the rule Honda ∪ Toyota ⇒ Cars can be replaced by two
separate rules Honda ⇒ Cars and Toyota ⇒ Cars without any loss of
information. In fact, since the confidence of each of the two rules can
now be measured separately, this can be more useful. On the other hand,
the rule Honda ∩ Toyota ⇒ Cars is certainly much more informative
than the individual rules. Thus, in practice, for sparse data sets such as
text, rules are much more likely to be expressed as a simple conjunction
of conditions on term presence.

We note that decision trees and decision rules both tend to encode
rules on the feature space, except that the decision tree tends to achieve
this goal with a hierarchical approach. In fact, the original work on de-
cision tree construction in C4.5 [106] studied the decision tree problem
and decision rule problem within a single framework. This is because a
particular path in the decision tree can be considered a rule for classifi-
cation of the text instance. The main difference is that the decision tree
framework is a strict hierarchical partitioning of the data space, whereas
rule-based classifiers allow for overlaps in the decision space. The gen-
eral principle is to create a rule set, such that all points in the decision
space are covered by at least one rule. In most cases, this is achieved
by generating a set of targeted rules which are related to the different
classes, and one default catch-all rule, which can cover all the remaining
instances.

A number of criteria can be used in order to generate the rules from
the training data. Two of the most common conditions which are used
for rule generation are those of support and confidence. These conditions
are common to all rule-based pattern classifiers [88] and may be defined
as follows:

Support: This quantifies the absolute number of instances in
the training data set which are relevant to the rule. For example, in
a corpus containing 100,000 documents, a rule in which both the
left-hand set and right-hand side are satisfied by 50,000 documents
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is more important than a rule which is satisfied by 20 documents.
Essentially, this quantifies the statistical volume which is associ-
ated with the rule. However, it does not encode the strength of
the rule.

Confidence: This quantifies the conditional probability that
the right hand side of the rule is satisfied, if the left-hand side
is satisfied. This is a more direct measure of the strength of the
underlying rule.

We note that the afore-mentioned measures are not the only measures
which are possible, but are widely used in the data mining and machine
learning literature [88] for both textual and non-textual data, because
of their intuitive nature and simplicity of interpretation. One criticism
of the above measures is that they do not normalize for the a-priori
presence of different terms and features, and are therefore prone to mis-
interpretation, when the feature distribution or class-distribution in the
underlying data set is skewed.

The training phase constructs all the rules, which are based on mea-
sures such as the above. For a given test instance, we determine all the
rules which are relevant to the test instance. Since we allow overlaps, it
is possible that more than one rule may be relevant to the test instance.
If the class labels on the right hand sides of all these rules are the same,
then it is easy to pick this class as the relevant label for the test instance.
On the other hand, the problem becomes more challenging when there
are conflicts between these different rules. A variety of different meth-
ods are used to rank-order the different rules [88], and report the most
relevant rule as a function of these different rules. For example, a com-
mon approach is to rank-order the rules by their confidence, and pick
the top-k rules as the most relevant. The class label on the right-hand
side of the most number of these rules is reported as the relevant one.

Am interesting rule-based classifier for the case of text data has been
proposed in [5]. This technique uses an iterative methodology, which
was first proposed in [128] for generating rules. Specifically, the method
determines the single best rule related to any particular class in the
training data. The best rule is defined in terms of the confidence of the
rule, as defined above. This rule along with its corresponding instances
are removed from the training data set. This approach is continuously
repeated, until it is no longer possible to find strong rules in the training
data, and complete predictive value is achieved.

The transformation of decision trees to rule-based classifiers is dis-
cussed generally in [106], and for the particular case of text data in [68].
For each path in the decision tree a rule can be generated, which repre-
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sents the conjunction of the predicates along that path. One advantage
of the rule-based classifier over a decision tree is that it is not restricted
to a strict hierarchical partitioning of the feature space, and it allows
for overlaps and inconsistencies among the different rules. Therefore,
if a new set of training examples are encountered, which are related to
a new class or new part of the feature space, then it is relatively easy
to modify the rule set for these new examples. Furthermore, rule-based
classifiers also allow for a tremendous interpretability of the underlying
decision space. In cases in which domain-specific expert knowledge is
known, it is possible to encode this into the classification process by
manual addition of rules. In many practical scenarios, rule-based tech-
niques are more commonly used because of their ease of maintenance
and interpretability.

One of the most common rule-based techniques is the RIPPER tech-
nique discussed in [26–28]. The RIPPER technique essentially deter-
mines frequent combinations of words which are related to a particular
class. The RIPPER method has been shown to be especially effective in
scenarios where the number of training examples is relatively small [25].
Another method called sleeping experts [26, 49] generates rules which
take the placement of the words in the documents into account. Most
of the classifiers such as RIPPER [26–28] treat documents as set-valued
objects, and generate rules based on the co-presence of the words in the
documents. The rules in sleeping experts are different from most of the
other classifiers in this respect. In this case [49, 26], the left hand side of
the rule consists of a sparse phrase, which is a group of words close to one
another in the document (though not necessarily completely sequential).
Each such rule has a weight, which depends upon its classification speci-
ficity in the training data. For a given test example, we determine the
sparse phrases which are present in it, and perform the classification by
combining the weights of the different rules that are fired. The sleeping
experts and RIPPER systems have been compared in [26], and have been
shown to have excellent performance on a variety of text collections.

5. Probabilistic and Naive Bayes Classifiers

Probabilistic classifiers are designed to use an implicit mixture model
for generation of the underlying documents. This mixture model typi-
cally assumes that each class is a component of the mixture. Each mix-
ture component is essentially a generative model, which provides the
probability of sampling a particular term for that component or class.
This is why this kind of classifiers are often also called generative classi-
fier. The naive Bayes classifier is perhaps the simplest and also the most
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commonly used generative classifers. It models the distribution of the
documents in each class using a probabilistic model with independence
assumptions about the distributions of different terms. Two classes of
models are commonly used for naive Bayes classification. Both models
essentially compute the posterior probability of a class, based on the
distribution of the words in the document. These models ignore the ac-
tual position of the words in the document, and work with the “bag of
words” assumption. The major difference between these two models is
the assumption in terms of taking (or not taking) word frequencies into
account, and the corresponding approach for sampling the probability
space:

Multivariate Bernoulli Model: In this model, we use the pres-
ence or absence of words in a text document as features to represent
a document. Thus, the frequencies of the words are not used for
the modeling a document, and the word features in the text are
assumed to be binary, with the two values indicating presence or
absence of a word in text. Since the features to be modeled are
binary, the model for documents in each class is a multivariate
Bernoulli model.

Multinomial Model: In this model, we captuer the frequencies
of terms in a document by representing a document with a bag
of words. The documents in each class can then be modeled as
samples drawn from a multinomial word distribution. As a result,
the conditional probability of a document given a class is simply
a product of the probability of each observed word in the corre-
sponding class.

No matter how we model the documents in each class (be it a multi-
variate Bernoulli model or a multinomial model), the component class
models (i.e., generative models for documents in each class) can be used
in conjunction with the Bayes rule to compute the posterior probability
of the class for a given document, and the class with the highest posterior
probability can then be assigned to the document.

There has been considerable confusion in the literature on the dif-
ferences between the multivariate Bernoulli model and the multinomial
model. A good exposition of the differences between these two models
may be found in [94]. In the following, we describe these two models in
more detail.
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5.1 Bernoulli Multivariate Model

This class of techniques treats a document as a set of distinct words
with no frequency information, in which an element (term) may be either
present or absent. The seminal work on this approach may be found in
[82].

Let us assume that the lexicon from which the terms are drawn are
denoted by V = {t1 . . . tn}. Let us assume that the bag-of-words (or
text document) in question contains the terms Q = {ti1 . . . tim}, and the
class is drawn from {1 . . . k}. Then, our goal is to model the posterior
probability that the document (which is assumed to be generated from
the term distributions of one of the classes) belongs to class i, given that
it contains the terms Q = {ti1 . . . tim}. The best way to understand the
Bayes method is by understanding it as a sampling/generative process
from the underlying mixture model of classes. The Bayes probability
of class i can be modeled by sampling a set of terms T from the term
distribution of the classes:

If we sampled a term set T of any size from the term distribution
of one of the randomly chosen classes, and the final outcome is the
set Q, then what is the posterior probability that we had originally picked
class i for sampling? The a-priori probability of picking class i is equal
to its fractional presence in the collection.

We denote the class of the sampled set T by CT and the corresponding
posterior probability by P (CT = i|T = Q). This is essentially what
we are trying to find. It is important to note that since we do not
allow replacement, we are essentially picking a subset of terms from V
with no frequencies attached to the picked terms. Therefore, the set Q
may not contain duplicate elements. Under the naive Bayes assumption
of independence between terms, this is essentially equivalent to either
selecting or not selecting each term with a probability that depends upon
the underlying term distribution. Furthermore, it is also important to
note that this model has no restriction on the number of terms picked.
As we will see later, these assumptions are the key differences with the
multinomial Bayes model. The Bayes approach classifies a given set Q
based on the posterior probability that Q is a sample from the data
distribution of class i, i.e., P (CT = i|T = Q), and it requires us to
compute the following two probabilities in order to achieve this:

1 What is the prior probability that a set T is a sample from the term
distribution of class i? This probability is denoted by P (CT = i).
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2 If we sampled a set T of any size from the term distribution of class
i, then what is the probability that our sample is the set Q? This
probability is denoted by P (T = Q|CT = i).

We will now provide a more mathematical description of Bayes mod-
eling. In other words, we wish to model P (CT = i|Q is sampled). We
can use the Bayes rule in order to write this conditional probability in
a way that can be estimated more easily from the underlying corpus. In
other words, we can simplify as follows:

P (CT = i|T = Q) =
P (CT = i) · P (T = Q|CT = i)

P (T = Q)

=
P (CT = i) ·∏tj∈Q P (tj ∈ T |CT = i) ·∏tj �∈Q(1− P (tj ∈ T |CT = i))

P (T = Q)

We note that the last condition of the above sequence uses the naive
independence assumption, because we are assuming that the probabilities
of occurrence of the different terms are independent of one another. This
is practically necessary, in order to transform the probability equations
to a form which can be estimated from the underlying data.

The class assigned to Q is the one with the highest posterior proba-
bility given Q. It is easy to see that this decision is not affected by the
denominator, which is the marginal probability of observing Q. That is,
we will assign the following class to Q:

î = argmax
i

P (CT = i|T = Q)

= argmax
i

P (CT = i) ·∏
tj∈Q

P (tj ∈ T |CT = i) ·
∏
tj �∈Q

(1− P (tj ∈ T |CT = i)).

It is important to note that all terms in the right hand side of the
last equation can be estimated from the training corpus. The value of
P (CT = i) is estimated as the global fraction of documents belonging to
class i, the value of P (tj ∈ T |CT = i) is the fraction of documents in the
ith class which contain term tj , and the value of P (tj ∈ T ) is the fraction
of documents (in the whole corpus) containing the term tj . We note that
all of the above are maximum likelihood estimates of the corresponding
probabilities. In practice, Laplacian smoothing [124] is used, in which
small values are added to the frequencies of terms in order to avoid zero
probabilities of sparsely present terms.

In most applications of the Bayes classifier, we only care about the
identity of the class with the highest probability value, rather than the
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actual probability value associated with it, which is why we do not need
to compute the normalizer P (T = Q). In fact, in the case of binary
classes, a number of simplifications are possible in computing these Bayes
“probability” values by using the logarithm of the Bayes expression, and
removing a number of terms which do not affect the ordering of class
probabilities. We refer the reader to [108] for details.

Although for classification, we do not need to compute P (T = Q),
some applications necessitate the exact computation of the posterior
probability P (CT = i|T = Q). For example, in the case of supervised
anomaly detection (or rare class detection), the exact posterior proba-
bility value P (CT = i|T = Q) is needed in order to fairly compare the
probability value over different test instances, and rank them for their
anomalous nature. In such cases, we would need to compute P (T = Q).
One way to achieve this is simply to take a sum over all the classes:

P (T = Q) =
∑
i

P (T = Q|CT = i)P (CT = i).

This is based on the conditional independence of features for each class.
Since the parameter values are estimated for each class separately, we
may face the problem of data sparseness. An alternative way of com-
puting it, which may alleviate the data sparseness problem, is to further
make the assumption of (global) independence of terms, and compute it
as:

P (T = Q) =
∏
j∈Q

P (tj ∈ T ) ·
∏
tj �∈Q

(1− P (tj ∈ T ))

where the term probabilities are based on global term distributions in
all the classes.

A natural question arises, as to whether it is possible to design a Bayes
classifier which does not use the naive assumption, and models the de-
pendencies between the terms during the classification process. Methods
which generalize the naive Bayes classifier by not using the independence
assumption do not work well because of the higher computational costs
and the inability to estimate the parameters accurately and robustly in
the presence of limited data. The most interesting line of work in relax-
ing the independence assumption is provided in [112]. In this work, the
tradeoffs in spectrum of allowing different levels of dependence among
the terms have been explored. On the one extreme, an assumption of
complete dependence results in a Bayesian network model which turns
out to be computationally very expensive. On the other hand, it has
been shown that allowing limited levels of dependence can provide good
tradeoffs between accuracy and computational costs. We note that while
the independence assumption is a practical approximation, it has been
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shown in [29, 39] that the approach does have some theoretical merit.
Indeed, extensive experimental tests have tended to show that the naive
classifier works quite well in practice.

A number of papers [19, 64, 74, 79, 108, 113] have used the naive
Bayes approach for classification in a number of different application
domains. The classifier has also been extended to modeling temporally
aware training data, in which the importance of a document may decay
with time [114]. As in the case of other statistical classifiers, the naive
Bayes classifier [113] can easily incorporate domain-specific knowledge
into the classification process. The particular domain that the work in
[113] addresses is that of filtering junk email. Thus, for such a problem,
we often have a lot of additional domain knowledge which helps us de-
termine whether a particular email message is junk or not. For example,
some common characteristics of the email which would make an email
to be more or less likely to be junk are as follows:

The domain of the sender such as .edu or .com can make an email
to be more or less likely to be junk.

Phrases such as “Free Money” or over emphasized punctuation
such as “!!!” can make an email more likely to be junk.

Whether the recipient of the message was a particular user, or a
mailing list.

The Bayes method provides a natural way to incorporate such additional
information into the classification process, by creating new features for
each of these characteristics. The standard Bayes technique is then used
in conjunction with this augmented representation for classification. The
Bayes technique has also been used in conjunction with the incorpora-
tion of other kinds of domain knowledge, such as the incorporation of
hyperlink information into the classification process [20, 104].

The Bayes method is also suited to hierarchical classification, when
the training data is arranged in a taxonomy of topics. For example,
the Open Directory Project (ODP), Yahoo! Taxonomy, and a variety of
news sites have vast collections of documents which are arranged into
hierarchical groups. The hierarchical structure of the topics can be ex-
ploited to perform more effective classification [19, 74], because it has
been observed that context-sensitive feature selection can provide more
useful classification results. In hierarchical classification, a Bayes classi-
fier is built at each node, which then provides us with the next branch
to follow for classification purposes. Two such methods are proposed in
[19, 74], in which node specific features are used for the classification
process. Clearly, much fewer features are required at a particular node
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in the hierarchy, because the features which are picked are relevant to
that branch. An example in [74] suggests that a branch of the taxon-
omy which is related to Computer may have no relationship with the
word “cow”. These node-specific features are referred to as signatures
in [19]. Furthermore, it has been observed in [19] that in a given node,
the most discriminative features for a given class may be different from
their parent nodes. For example, the word “health” may be discrimi-
native for the Y ahoo! category @Health, but the word “baby” may be
much more discriminative for the category @Health@Nursing. Thus, it
is critical to have an appropriate feature selection process at each node
of the classification tree. The methods in [19, 74] use different methods
for this purpose.

The work in [74] uses an information-theoretic approach [31] for
feature selection which takes into account the dependencies be-
tween the attributes [112]. The algorithm greedily eliminates the
features one-by-one so as the least disrupt the conditional class
distribution at that node.

The node-specific features are referred to as signatures in [19].
These node-specific signatures are computed by calculating the
ratio of intra-class variance to inter-class variance for the different
words at each node of the tree. We note that this measure is the
same as that optimized by the Fisher’s discriminant, except that
it is applied to the original set of words, rather than solved as a
general optimization problem in which arbitrary directions in the
data are picked.

A Bayesian classifier is constructed at each node in order to determine
the appropriate branch. A small number of context-sensitive features
provide One advantage of these methods is that Bayesian classifiers work
much more effectively with a much smaller number of features. Another
major difference between the two methods is that the work in [74] uses
the Bernoulli model, whereas that in [19] uses the multinomial model,
which will be discussed in the next subsection. This approach in [74] is
referred to as the Pachinko Machine classifier and that in [19] is known
as TAPER (Taxonomy and Path Enhanced Retrieval System).

Other noteworthy methods for hierarchical classification are proposed
in [11, 130, 95]. The work [11] addresses two common problems asso-
ciated with hierarchical text classification: (1) error propagation; (2)
non-linear decision surfaces. The problem of error propagation occurs
when the classification mistakes made at a parent node are propagated
to its children node. This problem was solved in [11] by using cross vali-
dation to obtain a training data set for a child node that is more similar
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to the actual test data passed to the child node from its parent node
than the training data set normally used for training a classifier at the
child node. The problem of non-linear decision surfaces refers to that
the decision boundary of a category at a higher level is often non-linear
(since its members are the union of the members of its children nodes).
This problem is addressed by using the tentative class labels obtained
at the children nodes as features for use at a parent node. These are
general strategies that can be applied to any base classifier, and the
experimental results in [11] show that both strategies are effective.

5.2 Multinomial Distribution

This class of techniques treats a document as a set of words with
frequencies attached to each word. Thus, the set of words is allowed to
have duplicate elements.

As in the previous case, we assume that the set of words in doc-
ument is denoted by Q, drawn from the vocabulary set V . The set
Q contains the distinct terms {ti1 . . . tim} with associated frequencies
F = {Fi1 . . . Fim}. We denote the terms and their frequencies by [Q,F ].
The total number of terms in the document (or document length) is
denoted by L =

∑m
j=1 F (ij). Then, our goal is to model the posterior

probability that the document T belongs to class i, given that it contains
the terms in Q with the associated frequencies F . The Bayes probability
of class i can be modeled by using the following sampling process:

If we sampled L terms sequentially from the term distribution of
one of the randomly chosen classes (allowing repetitions) to create
the term set T , and the final outcome for sampled set T is the set Q with
the corresponding frequencies F , then what is the posterior probability
that we had originally picked class i for sampling? The a-priori proba-
bility of picking class i is equal to its fractional presence in the collection.

The aforementioned probability is denoted by P (CT = i|T = [Q,F ]).
An assumption which is commonly used in these models is that the
length of the document is independent of the class label. While it is
easily possible to generalize the method, so that the document length is
used as a prior, independence is usually assumed for simplicity. As in
the previous case, we need to estimate two values in order to compute
the Bayes posterior.

1 What is the prior probability that a set T is a sample from the term
distribution of class i? This probability is denoted by P (CT = i).
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2 If we sampled L terms from the term distribution of class i (with
repetitions), then what is the probability that our sampled set T
is the set Q with associated frequencies F? This probability is
denoted by P (T = [Q,F ]|CT = i).

Then, the Bayes rule can be applied to this case as follows:

P (CT = i|T = [Q,F ]) =
P (CT = i) · P (T = [Q,F ]|CT = i)

P (T = [Q,F ])

∝ P (CT = i) · P (T = [Q,F ]|CT = i) (6.11)

As in the previous case, it is not necessary to compute the denominator,
P (T = [Q,F ]), for the purpose of deciding the class label for Q. The
value of the probability P (CT = i) can be estimated as the fraction of
documents belonging to class i. The computation of P ([Q,F ]|CT = i) is
much more complicated. When we consider the sequential order of the
L different samples, the number of possible ways to sample the different
terms so as to result in the outcome [Q,F ] is given by L!∏m

i=1 Fi!
. The

probability of each of these sequences is given by
∏

tj∈Q P (tj ∈ T )Fj , by

using the naive independence assumption. Therefore, we have:

P (T = [Q,F ]|CT = i) =
L!∏m

i=1 Fi!
·
∏
tj∈Q

P (tj ∈ T |CT = i)Fj (6.12)

We can substitute Equations 6.12 in Equation 6.11 to obtain the class
with the highest Bayes posterior probability, where the class priors are
computed as in the previous case, and the probabilities P (tj ∈ T |CT = i)
can also be easily estimated as previously with Laplacian smoothing
[124]. We note that the probabilities of class absence are not present
in the above equations because of the way in which the sampling is
performed.

A number of different variations of the multinomial model have been
proposed in [53, 70, 84, 95, 97, 103]. In the work [95], it is shown that
a category hierarchy can be leveraged to improve the estimate of multi-
nomial parameters in the naive Bayes classifier to significantly improve
classification accuracy. The key idea is to apply shrinkage techniques to
smooth the parameters for data-sparse child categories with their com-
mon parent nodes. As a result, the training data of related categories
are essentially ”shared” with each other in a weighted manner, which
helps improving the robustness and accuracy of parameter estimation
when there are insufficient training data for each individual child cate-
gory. The work in [94] has performed an extensive comparison between
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the bernoulli and the multinomial models on different corpora, and the
following conclusions were presented:

The multi-variate Bernoulli model can sometimes perform better
than the multinomial model at small vocabulary sizes.

The multinomial model outperforms the multi-variate Bernoulli
model for large vocabulary sizes, and almost always beats the
multi-variate Bernoulli when vocabulary size is chosen optimally
for both. On the average a 27% reduction in error was reported in
[94].

The afore-mentioned results seem to suggest that the two models may
have different strengths, and may therefore be useful in different scenar-
ios.

5.3 Mixture Modeling for Text Classification

We note that the afore-mentioned Bayes methods simply assume that
each component of the mixture corresponds to the documents belonging
to a class. A more general interpretation is one in which the compo-
nents of the mixture are created by a clustering process, and the class
membership probabilities are modeled in terms of this mixture. Mixture
modeling is typically used for unsupervised (probabilistic) clustering or
topic modeling, though the use of clustering can also help in enhancing
the effectiveness of probabilistic classifiers [86, 103]. These methods are
particularly useful in cases where the amount of training data is limited.
In particular, clustering can help in the following ways:

The Bayes method implicitly estimates the word probabilities
P (ti ∈ T |CT = i) of a large number of terms in terms of their
fractional presence in the corresponding component. This is clearly
noisy. By treating the clusters as separate entities from the classes,
we now only need to relate (a much smaller number of) cluster
membership probabilities to class probabilities. This reduces the
number of parameters and greatly improves classification accuracy
[86].

The use of clustering can help in incorporating unlabeled docu-
ments into the training data for classification. The premise is that
unlabeled data is much more copiously available than labeled data,
and when labeled data is sparse, it should be used in order to assist
the classification process. While such unlabeled documents do not
contain class-specific information, they do contain a lot of informa-
tion about the clustering behavior of the underlying data. This can
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be very useful for more robust modeling [103], when the amount
of training data is low. This general approach is also referred to
as co-training [9, 13, 37].

The common characteristic of both the methods [86, 103] is that they
both use a form of supervised clustering for the classification process.
While the goal is quite similar (limited training data), the approach used
for this purpose is quite different. We will discuss both of these methods
in this section.

In the method discussed in [86], the document corpus is modeled with
the use of supervised word clusters. In this case, the k mixture compo-
nents are clusters which are correlated to, but are distinct from the k
groups of documents belonging to the different classes. The main differ-
ence from the Bayes method is that the term probabilities are computed
indirectly by using clustering as an intermediate step. For a sampled
document T , we denote its class label by CT ∈ {1 . . . k}, and its mix-
ture component by MT ∈ {1 . . . k}. The k different mixture components
are essentially word-clusters whose frequencies are generated by using
the frequencies of the terms in the k different classes. This ensures
that the word clusters for the mixture components are correlated to the
classes, but they are not assumed to be drawn from the same distri-
bution. As in the previous case, let us assume that the a document
contains the set of words Q. Then, we would like to estimate the prob-
ability P (T = Q|CT = i) for each class i. An interesting variation of
the work in [86] from the Bayes approach is that it does not attempt
to determine the posterior probability P (CT = i|T = Q). Rather, it
simply reports the class with the highest likelihood P (T = Q|CT = i).
This is essentially equivalent to assuming in the Bayes approach, that
the prior distribution of each class is the same.

The other difference of the approach is in terms of how the value of
P (T = Q|CT = i) is computed. As before, we need to estimate the
value of P (tj ∈ T |CT = i), according to the naive Bayes rule. However,
unlike the standard Bayes classifier, this is done very indirectly with the
use of mixture modeling. Since the mixture components do not directly
correspond to the class, this term can only be estimated by summing up
the expected value over all the mixture components:

P (tj ∈ T |CT = i) =

k∑
s=1

P (tj ∈ T |MT = s) · P (MT = s|CT = i) (6.13)

The value of P (tj ∈ T |MT = s) is easy to estimate by using the frac-
tional presence of term tj in the sth mixture component. The main
unknown here are the set of model parameters P (MT = s|CT = i).
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Since a total of k classes and k mixture-components are used, this re-
quires the estimation of only k2 model parameters, which is typically
quite modest for a small number of classes. An EM-approach has been
used in [86] in order to estimate this small number of model parameters
in a robust way. It is important to understand that the work in [86] is
an interesting combination of supervised topic modeling (dimensionality
reduction) and Bayes classification after reducing the effective dimen-
sionality of the feature space to a much smaller value by clustering. The
scheme works well because of the use of supervision in the topic mod-
eling process, which ensures that the use of an intermediate clustering
approach does not lose information for classification. We also note that
in this model, the number of mixtures can be made to vary from the
number of classes. While the work in [86] does not explore this direc-
tion, there is really no reason to assume that the number of mixture
components is the same as the number of classes. Such an assumption
can be particularly useful for data sets in which the classes may not be
contiguous in the feature space, and a natural clustering may contain
far more components than the number of classes.

Next, we will discuss the second method [103] which uses unlabeled
data. The approach is [103] uses the unlabeled data in order to improve
the training model. Why should unlabeled data help in classification at
all? In order to understand this point, recall that the Bayes classifica-
tion process effectively uses k mixture components, which are assumed
to be the k different classes. If we had an infinite amount of training
data, it would be possible to create the mixture components, but it
would not be possible to assign labels to these components. However,
the most data-intensive part of modeling the mixture, is that of deter-
mining the shape of the mixture components. The actual assignment
of mixture components to class labels can be achieved with a relatively
small number of class labels. It has been shown in [24] that the ac-
curacy of assigning components to classes increases exponentially with
the number of labeled samples available. Therefore, the work in [103]
designs an EM-approach [36] to simultaneously determine the relevant
mixture model and its class assignment.

It turns out that the EM-approach, as applied to this problem is
quite simple to implement. It has been shown in [103] that the EM-
approach is equivalent to the following iterative methodology. First, a
naive Bayes classifier is constructed by estimating the model param-
eters from the labeled documents only. This is used in order to as-
sign probabilistically-weighted class labels to the unlabeled documents.
Then, the Bayes classifier is re-constructed, except that we also use
the newly labeled documents in the estimation of the underlying model
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parameters. We again use this classifier to re-classify the (originally un-
labeled) documents. The process is continually repeated till convergence
is achieved.

The ability to significantly improve the quality of text classification
with a small amount of labeled data, and the use of clustering on a large
amount of unlabeled data has been a recurring theme in the text mining
literature. For example, the method in [122] performs purely unsuper-
vised clustering (with no knowledge of class labels), and then as a final
step assigns all documents in the cluster to the dominant class label of
that cluster (as an evaluation step for the unsupervised clustering process
in terms of its ability in matching clusters to known topics).4 It has been
shown that this approach is able to achieve a comparable accuracy of
matching clusters to topics as a supervised Naive Bayes classifier trained
over a small data set of about 1000 documents. Similar results were ob-
tained in [47] where the quality of the unsupervised clustering process
were shown to comparable to an SVM classifier which was trained over
a small data set.

6. Linear Classifiers

Linear Classifiers are those for which the output of the linear predictor
is defined to be p = A ·X + b, where X = (x1 . . . xn) is the normalized
document word frequency vector,A = (a1 . . . an) is a vector of linear
coefficients with the same dimensionality as the feature space, and b is
a scalar. A natural interpretation of the predictor p = A · X + b in
the discrete scenario (categorical class labels) would be as a separating
hyperplane between the different classes. Support Vector Machines [30,
125] are a form of classifiers which attempt to determine “good” linear
separators between the different classes. One characteristic of linear
classifiers is that they are closely related to many feature transformation
methods (such as the Fisher discriminant), which attempt to use these
directions in order to transform the feature space, and then use other
classifiers on this transformed feature space [51, 56, 99]. Thus, linear
classifiers are intimately related to linear feature transformation methods
as well.

Regression modeling (such as the least squares method) is a more
direct and traditional statistical method for text classification. However,
it is generally used in cases where the target variable to be learned is
numerical rather than categorical. A number of methods have been

4In a supervised application, the last step would require only a small number of class labels
in the cluster to be known to determine the dominant label very accurately.
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Figure 6.1. What is the Best Separating Hyperplane?

proposed in the literature for adapting such methods to the case of
text data classification [134]. A comparison of different linear regression
techniques for classificationm including SVM, may be found in [138].

Finally, simple neural networks are also a form of linear classifiers,
since the function computed by a set of neurons is essentially linear. The
simplest form of neural network, known as the perceptron (or single layer
network) are essentially designed for linear separation, and work well for
text. However, by using multiple layers of neurons, it is also possible
to generalize the approach for non-linear separation. In this section, we
will discuss the different linear methods for text classification.

6.1 SVM Classifiers

Support-vector machines were first proposed in [30, 124] for numeri-
cal data. The main principle of SVMs is to determine separators in the
search space which can best separate the different classes. For example,
consider the example illustrated in Figure 6.1, in which we have two
classes denoted by ’x’ and ’o’ respectively. We have denoted three differ-
ent separating hyperplanes, which are denoted by A, B, and C respec-
tively. It is evident that the hyperplane A provides the best separation
between the different classes, because the normal distance of any of the
data points from it is the largest. Therefore, the hyperplane A represents
the maximum margin of separation. We note that the normal vector to
this hyperplane (represented by the arrow in the figure) is a direction in
the feature space along which we have the maximum discrimination. One
advantage of the SVM method is that since it attempts to determine the
optimum direction of discrimination in the feature space by examining
the appropriate combination of features, it is quite robust to high dimen-
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sionality. It has been noted in [64] that text data is ideally suited for
SVM classification because of the sparse high-dimensional nature of text,
in which few features are irrelevant, but they tend to be correlated with
one another and generally organized into linearly separable categories.
We note that it is not necessary to use a linear function for the SVM
classifier. Rather, with the kernel trick [6], SVM can construct a non-
linear decision surface in the original feature space by mapping the data
instances non-linearly to an inner product space where the classes can be
separated linearly with a hyperplane. However, in practice, linear SVM
is used most often because of their simplicity and ease of interpretabil-
ity. The first set of SVM classifiers, as adapted to the text domain were
proposed in [64–66]. A deeper theoretical study of the SVM method has
been provided in [67]. In particular, it has been shown why the SVM
classifier is expected to work well under a wide variety of circumstances.
This has also been demonstrated experimentally in a few different sce-
narios. For example, the work in [41] applied the method to email data
for classifying it as spam or non-spam data. It was shown that the SVM
method provides much more robust performance as compared to many
other techniques such as boosting decision trees, the rule based RIPPER
method, and the Rocchio method. The SVM method is flexible and can
easily be combined with interactive user-feedback methods [107].

We note that the problem of finding the best separator is essentially
an optimization problem, which can typically be reduced to a Quadratic
Programming problem. For example, many of these methods use New-
ton’s method for iterative minimization of a convex function. This can
sometimes be slow, especially for high dimensional domains such as text
data. It has been shown [43] that by breaking a large Quadratic Pro-
gramming problem (QP problem) to a set of smaller problems, an effi-
cient solution can be derived for the task. The SVM approach has also
been used successfully [44] in the context of a hierarchical organization
of the classes, as often occurs in web data. In this approach, a different
classifier is built at different positions of the hierarchy.

The SVM classifier has also been shown to be useful in large scale
scenarios in which a large amount of unlabeled data and a small amount
of labeled data is available [120]. This is essentially a semi-supervised
approach because of its use of unlabeled data in the classification process.
This techniques is also quite scalable because of its use of a number of
modified quasi-newton techniques, which tend to be efficient in practice.
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6.2 Regression-Based Classifiers

Regression modeling is a method which is commonly used in order to
learn the relationships between real-valued attributes. Typically, these
methods are designed for real valued attributes, as opposed to binary
attributes. This is however not an impediment to its use in classification,
because the binary value of a class may be treated as a rudimentary
special case of a real value, and some regression methods such as logistic
regression can also naturally model discrete response variables.

An early application of regression to text classification is the Linear
Least Squares Fit (LLSF) method [134], which works as follows. Suppose
the predicted class label be pi = A · Xi + b, and yi is known to be the
true class label, then our aim is to learn the values of A and b, such
that the Linear Least Squares Fit (LLSF)

∑n
i=1(pi − yi)

2 is minimized.
In practice, the value of b is set to 0 for the learning process. let P be
1 × n vector of binary values indicating the binary class to which the
corresponding class belongs. Thus, if X be the the n × d term-matrix,
then we wish to determine the 1 × d vector of regression coefficients
A for which ||A · XT − P || is minimized, where || · || represents the
Froebinus norm. The problem can be easily generalized from the binary
class scenario to the multi-class scenario with k classes, by using P as a
k × n matrix of binary values. In this matrix, exactly one value in each
column is 1, and the corresponding row identifier represents the class to
which that instance belongs. Similarly, the set A is a k× d vector in the
multi-class scenario. The LLSF method has been compared to a variety
of other methods [132, 134, 138], and has been shown to be very robust
in practice.

A more natural way of modeling the classification problem with re-
gression is the logistic regression classifier [102], which differs from the
LLSF method in that the objective function to be optimized is the like-
lihood function. Specifically, instead of using pi = A ·Xi + b directly to
fit the true label yi, we assume that the probability of observing label
yi is:

p(C = yi|Xi) =
exp(A ·Xi + b)

1 + exp(A ·Xi + b).

This gives us a conditional generative model for yi given Xi. Putting it
in another way, we assume that the logit transformation of p(C = yi|Xi)
can be modeled by the linear combination of features of the instance Xi,
i.e.,

log
p(C = yi|Xi)

1− p(C = yi|Xi)
= A ·Xi + b.
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Thus logistic regression is also a linear classifier as the decision boundary
is determined by a linear function of the features. In the case of binary
classification, p(C = yi|Xi) can be used to determine the class label
(e.g., using a threshold of 0.5). In the case of multi-class classification,
we have p(C = yi|Xi) ∝ exp(A · Xi + b), and the class label with the
highest value according to p(C = yi|Xi) would be assigned to Xi. Given
a set of training data points {(X1, yi), ...(Xn, yn)}, the logistic regres-
sion classifier can be trained by choosing parameters A to maximize the
conditional likelihood

∏n
i=1 p(yi|Xi).

In some cases, the domain knowledge may be of the form, where
some sets of words are more important than others for a classification
problem. For example, in a classification application, we may know that
certain domain-words (Knowledge Words (KW)) may be more important
to classification of a particular target category than other words. In
such cases, it has been shown [35] that it may be possible to encode
such domain knowledge into the logistic regression model in the form
of prior on the model parameters and use Bayesian estimation of model
parameters.

It is clear that the regression classifiers are extremely similar to the
SVM model for classification. Indeed, since LLSF, Logistic Regression,
and SVM are all linear classifiers, they are thus identical at a concep-
tual level; the main difference among them lies in the details of the
optimization formulation and implementation. As in the case of SVM
classifiers, training a regression classifier also requires an expensive opti-
mization process. For example, fitting LLSF requires expensive matrix
computations in the form of a singular value decomposition process.

6.3 Neural Network Classifiers

The basic unit in a neural network is a neuron or unit. Each unit
receives a set of inputs, which are denoted by the vector Xi, which in
this case, correspond to the term frequencies in the ith document. Each
neuron is also associated with a set of weights A, which are used in
order to compute a function f(·) of its inputs. A typical function which
is often used in the neural network is the linear function as follows:

pi = A ·Xi (6.14)

Thus, for a vector Xi drawn from a lexicon of d words, the weight vector
A should also contain d elements. Now consider a binary classification
problem, in which all labels are drawn from {+1,−1}. We assume that
the class label of Xi is denoted by yi. In that case, the sign of the
predicted function pi yields the class label.
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Figure 6.2. The sign of the projection onto the weight vector A yields the class label

In order to illustrate this point, let us consider a simple example in
a 2-dimensional feature space, as illustrated in Figure 6.2. In this case,
we have illustrated two different classes, and the plane corresponding to
Ax = 0 is illustrated in the same figure. It is evident that the sign of
the function A ·Xi yields the class label. Thus, the goal of the approach
is to learn the set of weights A with the use of the training data. The
idea is that we start off with random weights and gradually update them
when a mistake is made by applying the current function on the training
example. The magnitude of the update is regulated by a learning rate μ.
This forms the core idea of the perceptron algorithm, which is as follows:

Perceptron Algorithm
Inputs: Learning Rate: μ

Training Data (Xi, yi) ∀i ∈ {1 . . . n}
Initialize weight vectors in A to 0 or small random numbers
repeat
Apply each training data to the neural network to check if the

sign of A ·Xi matches yi;
if sign of A ·Xi does not match yi, then

update weights A based on learning rate μ
until weights in A converge

The weights in A are typically updated (increased or decreased) propor-
tionally to μ ·Xi, so as to reduce the direction of the error of the neuron.
We further note that many different update rules have been proposed
in the literature. For example, one may simply update each weight by
μ, rather than by μ · Xi. This is particularly possible in domains such
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Figure 6.3. Multi-Layered Neural Networks for Nonlinear Separation

as text, in which all feature values take on small non-negative values of
relatively similar magnitude. A number of implementations of neural
network methods for text data have been studied in [34, 90, 101, 117,
129].

A natural question arises, as to how a neural network may be used,
if all the classes may not be neatly separated from one another with
a linear separator, as illustrated in Figure 6.2. For example, in Figure
6.3, we have illustrated an example in which the classes may not be
separated with the use of a single linear separator. The use of mul-
tiple layers of neurons can be used in order to induce such non-linear
classification boundaries. The effect of such multiple layers is to induce
multiple piece-wise linear boundaries, which can be used to approximate
enclosed regions belonging to a particular class. In such a network, the
outputs of the neurons in the earlier layers feed into the neurons in the
later layers. The training process of such networks is more complex, as
the errors need to be back-propagated over different layers. Some ex-
amples of such classifiers include those discussed in [75, 110, 126, 132].
However, the general observation [117, 129] for text has been that lin-
ear classifiers generally provide comparable results to non-linear data,
and the improvements of non-linear classification methods are relatively
small. This suggests that the additional complexity of building more in-
volved non-linear models does not pay for itself in terms of significantly
better classification.

6.4 Some Observations about Linear Classifiers

While the different linear classifiers have been developed indepen-
dently from one another in the research literature, they are surprisingly
similar at a basic conceptual level. Interestingly, these different lines of
work have also resulted in a number of similar conclusions in terms of



200 MINING TEXT DATA

the effectiveness of the different classifiers. We note that the main dif-
ference between the different classifiers is in terms of the details of the
objective function which is optimized, and the iterative approach used
in order to determine the optimum direction of separation. For exam-
ple, the SVM method uses a Quadratic Programming (QP) formulation,
whereas the LLSF method uses a closed-form least-squares formulation.
On the other hand, the perceptron method does not try to formulate
a closed-form objective function, but works with a softer iterative hill
climbing approach. This technique is essentially inherited from the it-
erative learning approach used by neural network algorithms. However,
its goal remains quite similar to the other two methods. Thus, the differ-
ences between these methods are really at a detailed level, rather than
a conceptual level, in spite of their very different research origins.

Another general observation about these methods is that all of them
can be implemented with non-linear versions of their classifiers. For ex-
ample, it is possible to create non-linear decision surfaces with the SVM
classifier, just as it is possible to create non-linear separation boundaries
by using layered neurons in a neural network [132]. However, the general
consensus has been that the linear versions of these methods work very
well, and the additional complexity of non-linear classification does not
tend to pay for itself, except for some special data sets. The reason for
this is perhaps because text is a high dimensional domain with highly
correlated features and small non-negative values on sparse features.
For example, it is hard to easily create class structures such as that in-
dicated in Figure 6.3 for a sparse domain such as text containing only
small non-negative values on the features. On the other hand, the high
dimensional nature of correlated text dimensions is especially suited to
classifiers which can exploit the redundancies and relationships between
the different features in separating out the different classes. Common
text applications have generally resulted in class structures which are
linearly separable over this high dimensional domain of data. This is
one of the reasons that linear classifiers have shown an unprecedented
success in text classification.

7. Proximity-based Classifiers

Proximity-based classifiers essentially use distance-based measures in
order to perform the classification. The main thesis is that documents
which belong to the same class are likely to be close to one another
based on similarity measures such as the dot product or the cosine metric
[115]. In order to perform the classification for a given test instance, two
possible methods can be used:
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We determine the k-nearest neighbors in the training data to the
test instance. The majority (or most abundant) class from these k
neighbors are reported as the class label. Some examples of such
methods are discussed in [25, 54, 134]. The choice of k typically
ranges between 20 and 40 in most of the afore-mentioned work,
depending upon the size of the underlying corpus.

We perform training data aggregation during pre-processing, in
which clusters or groups of documents belonging to the same class
are created. A representative meta-document is created from each
group. The same k-nearest neighbor approach is applied as dis-
cussed above, except that it is applied to this new set of meta-
documents (or generalized instances [76]) rather than to the orig-
inal documents in the collection. A pre-processing phase of sum-
marization is useful in improving the efficiency of the classifier, be-
cause it significantly reduces the number of distance computations.
In some cases, it may also boost the accuracy of the technique, es-
pecially when the data set contains a large number of outliers.
Some examples of such methods are discussed in [55, 76, 109].

A method for performing nearest neighbor classification in text data
is the WHIRL method discussed in [25]. The WHIRL method is es-
sentially a method for performing soft similarity joins on the basis of
text attributes. By soft similarity joins, we refer to the fact that the
two records may not be exactly the same on the joined attribute, but a
notion of similarity used for this purpose. It has been observed in [25]
that any method for performing a similarity-join can be adapted as a
nearest neighbor classifier, by using the relevant text documents as the
joined attributes.

One observation in [134] about nearest neighbor classifiers was that
feature selection and document representation play an important part
in the effectiveness of the classification process. This is because most
terms in large corpora may not be related to the category of interest.
Therefore, a number of techniques were proposed in [134] in order to
learn the associations between the words and the categories. These
are then used to create a feature representation of the document, so
that the nearest neighbor classifier is more sensitive to the classes in
the document collection. A similar observation has been made in [54],
in which it has been shown that the addition of weights to the terms
(based on their class-sensitivity) significantly improves the underlying
classifier performance. The nearest neighbor classifier has also been
extended to the temporally-aware scenario [114], in which the timeliness
of a training document plays a role in the model construction process.
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In order to incorporate such factors, a temporal weighting function has
been introduced in [114], which allows the importance of a document to
gracefully decay with time.

For the case of classifiers which use grouping techniques, the most
basic among such methods is that proposed by Rocchio in [109]. In this
method, a single representative meta-document is constructed from each
of the representative classes. For a given class, the weight of the term tk
is the normalized frequency of the term tk in documents belonging to that
class, minus the normalized frequency of the term in documents which
do not belong to that class. Specifically, let fk

p be the expected weight of
term tk in a randomly picked document belonging to the positive class,
and fk

n be the expected weight of term tk in a randomly picked document
belonging to the negative class. Then, for weighting parameters αp and
αn, the weight fk

rocchio is defined as follows:

fk
rocchio = αp · fk

p − αn · fk
n (6.15)

The weighting parameters αp and αn are picked so that the positive
class has much greater weight as compared to the negative class. For
the relevant class, we now have a vector representation of the terms
(f1

rocchio, f
2
rocchio . . . f

n
rocchio). This approach is applied separately to each

of the classes, in order to create a separate meta-document for each class.
For a given test document, the closest meta-document to the test doc-
ument can be determined by using a vector-based dot product or other
similarity metric. The corresponding class is then reported as the rele-
vant label. The main distinguishing characteristic of the Rocchio method
is that it creates a single profile of the entire class. This class of methods
is also referred to as the Rocchio framework. The main disadvantage of
this method is that if a single class occurs in multiple disjoint clusters
which are not very well connected in the data, then the centroid of these
examples may not represent the class behavior very well. This is likely
to be a source of inaccuracy for the classifier. The main advantage of
this method is its extreme simplicity and efficiency; the training phase is
linear in the corpus size, and the number of computations in the testing
phase are linear to the number of classes, since all the documents have
already been aggregated into a small number of classes. An analysis of
the Rocchio algorithm, along with a number of different variations may
be found in [64].

In order to handle the shortcomings of the Rocchio method, a number
of classifiers have also been proposed [1, 14, 55, 76], which explicitly
perform the clustering of each of the classes in the document collection.
These clusters are used in order to generate class-specific profiles. These
profiles are also referred to as generalized instances in [76]. For a given
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test instance, the label of the closest generalized instance is reported by
the algorithm. The method in [14] is also a centroid-based classifier, but
is specifically designed for the case of text documents. The work in [55]
shows that there are some advantages in designing schemes in which the
similarity computations take account of the dependencies between the
terms of the different classes.

We note that the nearest neighbor classifier can be used in order to
generate a ranked list of categories for each document. In cases, where a
document is related to multiple categories, these can be reported for the
document, as long as a thresholding method is available. The work in
[136] studies a number of thresholding strategies for the k-nearest neigh-
bor classifier. It has also been suggested in [136] that these thresholding
strategies can be used to understand the thresholding strategies of other
classifiers which use ranking classifiers.

8. Classification of Linked and Web Data

In recent years, the proliferation of the web and social network tech-
nologies has lead to a tremendous amount of document data, which is
expressed in the form of linked networks. The simplest example of this is
the web, in which the documents are linked to one another with the use
of hyper-links. Social networks can also be considered a noisy example
of such data, because the comments and text profiles of different users
are connected to one another through a variety of links. Linkage infor-
mation is quite relevant to the classification process, because documents
of similar subjects are often linked together. This observation has been
used widely in the collective classification literature [12], in which a sub-
set of network nodes are labeled, and the remaining nodes are classified
on the basis of the linkages among the nodes.

In general, a content-based network may be denoted byG = (N,A,C),
where N is the set of nodes, A is the set of edges between the nodes,
and C is a set of text documents. Each node in N corresponds to a
text document in C, and it is possible for a document to be the empty,
when the corresponding node does not contain any content. A subset of
the nodes in N are labeled. This corresponds to the training data. The
classification problem in this scenario is to determine the labels of the
remaining nodes with the use of the training data. It is clear that both
the content and structure can play a useful and complementary role in
the classification process.

An interesting method for combining linkage and content information
for classification was discussed in [20]. In this paper, a hypertext cate-
gorization method was proposed, which uses the content and labels of
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neighboring web pages for the classification process. When the labels of
all the nearest neighbors are available, then a Bayesian method can be
adapted easily for classification purposes. Just as the presence of a word
in a document can be considered a Bayesian feature for a text classifier,
the presence of a link between the target page, and a page (for which
the label is known) can be considered a feature for the classifier. The
real challenge arises when the labels of all the nearest neighbors are not
available. In such cases, a relaxation labeling method was proposed in
order to perform the classification. Two methods have been proposed in
this work:

Fully Supervised Case of Radius one Enhanced Linkage
Analysis: In this case, it is assumed that all the neighboring class
labels are known. In such a case, a Bayesian approach is utilized
in order to treat the labels on the nearest neighbors as features for
classification purposes. In this case, the linkage information is the
sole information which is used for classification purposes.

When the class labels of the nearest neighbors are not
known: In this case, an iterative approach is used for combining
text and linkage based classification. Rather than using the pre-
defined labels (which are not available), we perform a first labeling
of the neighboring documents with the use of document content.
These labels are then used to classify the label of the target doc-
ument, with the use of both the local text and the class labels of
the neighbors. This approach is used iteratively for re-defining the
labels of both the target document and its neighbors until conver-
gence is achieved.

The conclusion from the work in [20] is that a combination of text and
linkage based classification always improves the accuracy of a text clas-
sifier. Even when none of the neighbors of the document have known
classes, it seemed to be always beneficial to add link information to
the classification process. When the class labels of all the neighbors
are known, then the advantages of using the scheme seem to be quite
significant.

An additional idea in the paper is that of the use of bridges in order
to further improve the classification accuracy. The core idea in the use
of a bridge is the use of 2-hop propagation for link-based classification.
The results with the use of such an approach are somewhat mixed, as
the accuracy seems to reduce with an increasing number of hops. The
work in [20] shows results on a number of different kinds of data sets
such as the Reuters database, US patent database, and Yahoo!. Since
the Reuters database contains the least amount of noise, and pure text
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classifiers were able to do a good job. On the other hand, the US patent
database and the Yahoo! database contain an increasing amount of noise
which reduces the accuracy of text classifiers. An interesting observa-
tion in [20] was that a scheme which simply absorbed the neighbor text
into the current document performed significantly worse than a scheme
which was based on pure text-based classification. This is because there
are often significant cross-boundary linkages between topics, and such
linkages are able to confuse the classifier. A publicly available implemen-
tation of this algorithm may be found in the NetKit tool kit available in
[92].

Another relaxation labeling method for graph-based document clas-
sification is proposed in [4]. In this technique, the probability that the
end points of a link take on a particular pair of class labels is quanti-
fied. We refer to this as the link-class pair probability. The posterior
probability of classification of a node T into class i is expressed as sum
of the probabilities of pairing all possible class labels of the neighbors
of T with class label i. We note a significant percentage of these (ex-
ponential number of ) possibilities are pruned, since only the currently
most probable5 labelings are used in this approach. For this purpose,
it is assumed that the class labels of the different neighbors of T (while
dependent on T ) are independent of each other. This is similar to the
naive assumption, which is often used in Bayes classifiers. Therefore, the
probability for a particular combination of labels on the neighbors can
be expressed as the product of the corresponding link-class pair proba-
bilities. The approach starts off with the use of a standard content-based
Bayes or SVM classifier in order to assign the initial labels to the nodes.
Then, an iterative approach is used to refine the labels, by using the
most probably label estimations from the previous iteration in order to
refine the labels in the current iteration. We note that the link-class pair
probabilities can be estimated as the smoothed fraction of edges in the
last iteration which contain a particular pair of classes as the end points
(hard labeling), or it can also be estimated as the average product of
node probabilities over all edges which take on that particular class pair
(soft labeling). This approach is repeated to convergence.

Another method which uses a naive Bayes classifier to enhance link-
based classification is proposed in [104]. This method incrementally
assigns class labels, starting off with a temporary assignment and then
gradually making them permanent. The initial class assignment is based
on a simple Bayes expression based on both the terms and links in the

5In the case of hard labeling, the single most likely labeling is used, whereas in the case of
soft labeling, a small set of possibilities is used.
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document. In the final categorization, the method changes the term
weights for Bayesian classification of the target document with the terms
in the neighbor of the current document. This method uses a broad
framework which is similar to that in [20], except that it differentiates
between the classes in the neighborhood of a document in terms of their
influence on the class label of the current document. For example, docu-
ments for which the class label was either already available in the training
data, or for which the algorithm has performed a final assignment, have
a different confidence weighting factor than those documents for which
the class label is currently temporarily assigned. Similarly, documents
which belong to a completely different subject (based on content) are also
removed from consideration from the assignment. Then, the Bayesian
classification is performed with the re-computed weights, so that the
document can be assigned a final class label. By using this approach the
technique is able to compensate for the noise and inconsistencies in the
link structures among different documents.

One major difference between the work in [20] and [104], is that the
former is focussed on using link information in order to propagate the
labels, whereas the latter attempts to use the content of the neighboring
pages. Another work along this direction, which uses the content of the
neighboring pages more explicitly is proposed in [105]. In this case, the
content of the neighboring pages is broken up into different fields such
as titles, anchor text, and general text. The different fields are given
different levels of importance, which is learned during the classification
process. It was shown in [105] that the use of title fields and anchor
fields is much more relevant than the general text. This accounts for
much of the accuracy improvements demonstrated in [105].

The work in [2] proposes a method for dynamic classification in text
networks with the use of a random-walk method. The key idea in the
work is to transform the combination of structure and content in the
network into a pure network containing only content. Thus, we trans-
form the original network G = (N,A,C) into an augmented network
GA = (N ∪Nc, A∪Ac), where Nc and Ac are an additional set of nodes
and edges added to the original network. Each node in Nc corresponds
to a distinct word in the lexicon. Thus, the augmented network contains
the original structural nodes N , and a new set of word nodes Nc. The
added edges in Ac are undirected edges added between the structural
nodes N and the word nodes Nc. Specifically, an edge (i, j) is added
to Ac, if the word i ∈ Nc occurs in the text content corresponding to
the node j ∈ N . Thus, this network is semi-bipartite, in that there are
no edges between the different word nodes. An illustration of the semi-
bipartite content-structure transformation is provided in Figure 6.4.
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Figure 6.4. The Semi-bipartite Transformation

It is important to note that once such a transformation has been
performed, any of the collective classification methods [12] can be applied
to the structural nodes. In the work in [2], a random-walk method
has been used in order to perform the collective classification of the
underlying nodes. In this method, repeated random walks are performed
starting at the unlabeled nodes which need to be classified. The random
walks are defined only on the structural nodes, and each hop may either
be a structural hop or a content hop. We perform l different random
walks, each of which contains h nodes. Thus, a total of l · h nodes
are encountered in the different walks. The class label of this node
is predicted to be the label with the highest frequency of presence in
the different l · h nodes encountered in the different walks. The error
of this random walk-based sampling process has been bounded in [12].
In addition, the method in [12] can be adapted to dynamic content-
based networks, in which the nodes, edges and their underlying content
continuously evolve over time. The method in [2] has been compared
to that proposed in [18] (based on the implementation in [92]), and it
has been shown that the classification methods of [12] are significantly
superior.

Another method for classification of linked text data is discussed in
[139]. This method designs two separate regularization conditions; one
is for the text-only classifier (also referred to as the local classifier), and
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the other is for the link information in the network structure. These reg-
ularizers are expressed in the terms of the underlying kernels; the link
regularizer is related to the standard graph regularizer used in the ma-
chine learning literature, and the text regularizer is expressed in terms
of the kernel gram matrix. These two regularization conditions are com-
bined in two possible ways. One can either use linear combinations of
the regularizers, or linear combinations of the associated kernels. It
was shown in [139] that both combination methods perform better than
either pure structure-based or pure text-based methods. The method us-
ing a linear combination of regularizers was slightly more accurate and
robust than the method which used a linear combination of the kernels.

A method in [32] designs a classifier which combines a Naive Bayes
classifier (on the text domain), and a rule-based classifier (on the struc-
tural domain). The idea is to invent a set of predicates, which are
defined in the space of links, pages and words. A variety of predicates
(or relations) are defined depending upon the presence of the word in
a page, linkages of pages to each other, the nature of the anchor text
of the hyperlink, and the neighborhood words of the hyperlink. These
essentially encode the graph structure of the documents in the form of
boolean predicates, and can also be used to construct relational learners.
The main contribution in [32] is to combine the relational learners on the
structural domain with the Naive Bayes approach in the text domain.
We refer the reader to [32, 33] for the details of the algorithm, and the
general philosophy of such relational learners.

One of the interesting methods for collective classification in the con-
text of email networks was proposed in [23]. The technique in [23] is
designed to classify speech acts in email. Speech acts essentially char-
acterize, whether an email refers to a particular kind of action (such as
scheduling a meeting). It has been shown in [23] that the use of se-
quential thread-based information from the email is very useful for the
classification process. An email system can be modeled as a network
in several ways, one of which is to treat an email as a node, and the
edges as the thread relationships between the different emails. In this
sense, the work in [23] devises a network-based mining procedure which
uses both the content and the structure of the email network. However,
this work is rather specific to the case of email networks, and it is not
clear whether the technique can be adapted (effectively) to more general
networks.

A different line of solutions to such problems, which are defined on
a heterogeneous feature space is to use latent space methods in order
to simultaneously homogenize the feature space, and also determine the
latent factors in the underlying data. The resulting representation can
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be used in conjunction with any of the text classifiers which are designed
for latent space representations. A method in [140] uses a matrix factor-
ization approach in order to construct a latent space from the underlying
data. Both supervised and unsupervised methods were proposed for con-
structing the latent space from the underlying data. It was then shown
in [140] that this feature representation provides more accurate results,
when used in conjunction with an SVM-classifier.

Finally, a method for web page classification is proposed in [119]. This
method is designed for using intelligent agents in web page categoriza-
tion. The overall approach relies on the design of two functions which
correspond to scoring web pages and links respectively. An advice lan-
guage is created, and a method is proposed for mapping advice to neural
networks. It is has been shown in [119] how this general purpose system
may be used in order to find home pages on the web.

9. Meta-Algorithms for Text Classification

Meta-algorithms play an important role in classification strategies be-
cause of their ability to enhance the accuracy of existing classification
algorithms by combining them, or making a general change in the differ-
ent algorithms to achieve a specific goal. Typical examples of classifier
meta-algorithms include bagging, stacking and boosting [42]. Some of
these methods change the underlying distribution of the training data,
others combine classifiers, and yet others change the algorithms in order
to satisfy specific classification criteria. We will discuss these different
classes of methods in this section.

9.1 Classifier Ensemble Learning

In this method, we use combinations of classifiers in conjunction with
a voting mechanism in order to perform the classification. The idea is
that since different classifiers are susceptible to different kinds of over-
training and errors, a combination classifier is likely to yield much more
robust results. This technique is also sometimes referred to as stacking
or classifier committee construction.

Ensemble learning has been used quite frequently in text categoriza-
tion. Most methods simply use weighted combinations of classifier out-
puts (either in terms of scores or ranks) in order to provide the final
classification result. For example, the work by Larkey and Croft [79]
used weighted linear combinations of the classifier scores or ranks. The
work by Hull [60] used linear combinations of probabilities for the same
goal. A linear combination of the normalized scores was used for classi-
fication [137]. The work in [87] used classifier selection techniques and
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voting in order to provide the final classification result. Some examples
of such voting and selection techniques are as follows:

In a binary-class application, the class label which obtains the
majority vote is reported as the final result.

For a given test instance, a specific classifier is selected, depending
upon the performance of the classifier which are closest to that
test instance.

A weighted combination of the results from the different classifiers
are used, where the weight is regulated by the performance of
the classifier on validation instances which are most similar to the
current test instance.

The last two methods above try to select the final classification in a
smarter way by discriminating between the performances of the clas-
sifiers in different scenarios. The work by [77] used category-averaged
features in order to construct a different classifier for each category.

The major challenge in ensemble learning is to provide the appropriate
combination of classifiers for a particular scenario. Clearly, this combi-
nation can significantly vary with the scenario and the data set. In order
to achieve this goal, the method in [10] proposes a method for proba-
bilistic combination of text classifiers. The work introduces a number of
variables known as reliability variables in order to regulate the impor-
tance of the different classifiers. These reliability variables are learned
dynamically for each situation, so as to provide the best classification.

9.2 Data Centered Methods: Boosting and
Bagging

While ensemble techniques focus on combining different classifiers,
data-centered methods such as boosting and bagging typically focus on
training the same classifier on different parts of the training data in order
to create different models. For a given test instance, a combination of the
results obtained from the use of these different models is reported. An-
other major difference between ensemble-methods and boosting methods
is that the training models in a boosting method are not constructed in-
dependently, but are constructed sequentially. Specifically, after i classi-
fiers are constructed, the (i+1)th classifier is constructed on those parts
of the training data which the first i classifiers are unable to accurately
classify. The results of these different classifiers are combined together
carefully, where the weight of each classifier is typically a function of
its error rate. The most well known meta-algorithm for boosting is the



A Survey of Text Classification Algorithms 211

AdaBoost algorithm [48]. Such boosting algorithms have been applied to
a variety of scenarios such as decision tree learners, rule-based systems,
and Bayesian classifiers [49, 61, 73, 100, 116, 118].

We note that boosting is also a kind of ensemble learning methodology,
except that we train the same model on different subsets of the data
in order to create the ensemble. One major criticism of boosting is
that in many data sets, some of the training records are noisy, and
a classification model should be resistant to overtraining on the data.
Since the boosting model tends to weight the error-prone examples more
heavily in successive rounds, this can cause the classification process to
be more prone to overfitting. This is particularly noticeable in the case
of noisy data sets. Some recent results have suggested that all convex
boosting algorithms may perform poorly in the presence of noise [91].
These results tend to suggest that the choice of boosting algorithm may
be critical for a successful outcome, depending upon the underlying data
set.

Bagging methods [16] are generally designed to reduce the model over-
fitting error which arises during the learning process. The idea in bag-
ging is to pick bootstrap samples (samples with replacement) from the
underlying collection, and train the classifiers in these samples. The
classification results from these different samples are then combined to-
gether in order to yield the final result. Bagging methods are generally
used in conjunction with decision trees, though these methods can be
used in principle with any kind of classifier. The main criticism of the
bagging method is that it can sometimes lead to a reduction in accuracy
because of the smaller size of each individual training sample. Bagging
is useful only if the model is unstable to small details of the training
algorithm, because it reduces the overfitting error. An example of such
an algorithm would be the decision tree model, which is highly sensitive
to how the higher levels of the tree are constructed in a high dimen-
sional feature space such as text. Bagging methods have not been used
frequently in text classification.

9.3 Optimizing Specific Measures of Accuracy

We note that the use of the absolute classification accuracy is not
the only measure which is relevant to classification algorithms. For ex-
ample, in skewed-class scenarios, as often arise in the context of appli-
cations such as fraud detection, and spam filtering, it is more costly
to misclassify examples of one class than another. For example, while
it may be tolerable to misclassify a few spam emails (thereby allowing
them into the inbox), it is much more undesirable to incorrectly mark
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a legitimate email as spam. Cost-sensitive classification problems also
naturally arise in cases in which one class is more rare than the other,
and it is therefore more desirable to identify the rare examples. In such
cases, it is desirable to optimize the cost-weighted accuracy of the clas-
sification process. We note that many of the broad techniques which
have been designed for non-textual data [40, 42, 45] are also applicable
to text data, because the specific feature representation is not material
to how standard algorithms for modified to the cost-sensitive case. A
good understanding of cost-sensitive classification both for the textual
and non-textual case may be found in [40, 45, 3]. Some examples of
how classification algorithms may be modified in straightforward ways
to incorporate cost-sensitivity are as follows:

In a decision-tree, the split condition at a given node tries to max-
imize the accuracy of its children nodes. In the cost-sensitive case,
the split is engineered to maximize the cost-sensitive accuracy.

In rule-based classifiers, the rules are typically quantified and or-
dered by measures corresponding to their predictive accuracy. In
the cost-sensitive case, the rules are quantified and ordered by their
cost-weighted accuracy.

In Bayesian classifiers, the posterior probabilities are weighted by
the cost of the class for which the prediction is made.

In linear classifiers, the optimum hyperplane separating the classes
is determined in a cost-weighted sense. Such costs can typically
be incorporated in the underlying objective function. For example,
the least-square error in the objective function of the LLSF method
can be weighted by the underlying costs of the different classes.

In a k-nearest neighbor classifier, we report the cost-weighted ma-
jority class among the k nearest neighbors of the test instance.

We note that the use of a cost-sensitive approach is essentially a
change of the objective function of classification, which can also be for-
mulated as an optimization problem. While the standard classification
problem generally tries to optimize accuracy, the cost-sensitive version
tries to optimize a cost-weighted objective function. A more general
approach was proposed in [50] in which a meta-algorithm was proposed
for optimizing a specific figure of merit such as the accuracy, preci-
sion, recall, or F1-measure. Thus, this approach generalizes this class
of methods to any arbitrary objective function, making it essentially an
objective-centered classification method. A generalized probabilistic de-
scent algorithm (with the desired objective function) is used in conjunc-
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tion with the classifier of interest in order to derive the class labels of
the test instance. The work in [50] shows the advantages of using the
technique over a standard SVM-based classifier.

10. Conclusions and Summary

The classification problem is one of the most fundamental problems
in the machine learning and data mining literature. In the context of
text data, the problem can also be considered similar to that of clas-
sification of discrete set-valued attributes, when the frequencies of the
words are ignored. The domains of these sets are rather large, as it com-
prises the entire lexicon. Therefore, text mining techniques need to be
designed to effectively manage large numbers of elements with varying
frequencies. Almost all the known techniques for classification such as
decision trees, rules, Bayes methods, nearest neighbor classifiers, SVM
classifiers, and neural networks have been extended to the case of text
data. Recently, a considerable amount of emphasis has been placed on
linear classifiers such as neural networks and SVM classifiers, with the
latter being particularly suited to the characteristics of text data. In re-
cent years, the advancement of web and social network technologies have
lead to a tremendous interest in the classification of text documents con-
taining links or other meta-information. Recent research has shown that
the incorporation of linkage information into the classification process
can significantly improve the quality of the underlying results.
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Abstract Over the years, transfer learning has received much attention in machine
learning research and practice. Researchers have found that a major
bottleneck associated with machine learning and text mining is the lack
of high-quality annotated examples to help train a model. In response,
transfer learning offers an attractive solution for this problem. Various
transfer learning methods are designed to extract the useful knowledge
from different but related auxiliary domains. In its connection to text
mining, transfer learning has found novel and useful applications. In
this chapter, we will review some most recent developments in transfer
learning for text mining, explain related algorithms in detail, and project
future developments of this field. We focus on two important topics:
cross-domain text document classification and heterogeneous transfer
learning that uses labeled text documents to help classify images.
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1. Introduction

Transfer learning refers to the machine learning framework in which
one extracts knowledge from some auxiliary domains to help boost the
learning performance in a target domain. Transfer learning as a new
paradigm of machine learning has achieved great success in various ar-
eas over the last two decades [17, 67], e.g. text mining [8, 26, 23], speech
recognition [95, 52], computer vision (e.g. image [75] and video [100]
analysis), and ubiquitous computing [108, 93].

For text mining, transfer learning can be found in many application
scenarios, e.g., knowledge transfer from Wikipedia documents (auxil-
iary) to Twitter text (target), from WWW webpages to Flick images,
from English documents to Chinese documents in search engine, etc.
One fundamental motivation of transfer learning in text mining is the
so-called data sparsity problem in a target domain, where data sparsity
can be defined by a lack of useful labels or sufficient data in the training
set. For example, Twitter messages are short documents that are gener-
ated by users. These documents are often unlabeled, which are difficult
to classify. Thus, it would be useful for us to transfer the supervised
knowledge from another fully labeled text corpus to help classify Twit-
ter messages. When data sparsity happens, overfitting can easily happen
when we train a model. In the past, many traditional machine learning
methods have been proposed for addressing the data sparsity problem,
including semi-supervised learning [111, 18], co-training [9] and active
learning [91]. However, in many practical situations, we still have to
look elsewhere for additional knowledge for learning in our domain of
interest.

We can take the following two views on knowledge transfer,

1 In theory, transfer learning can be considered as a new learning
paradigm, where most non-transfer learning methods are consid-
ered as a special case when learning happens within a single target
domain only, e.g., text classification in Twitter, and

2 In applications, transfer learning can be considered as a new cross-
domain learning technique, since it explicitly addresses the various
aspects of domain differences, e.g. data distribution, feature and
label space, noise in the auxiliary data, relevance of auxiliary and
target domains, etc. For example, we have to address most of the
above issues when we transfer knowledge from Wikipedia docu-
ments to Twitter text.
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Machine learning algorithms such as classification and regression (e.g.
discriminative learning, ensemble learning) have been widely adopted
in various text mining applications, e.g. text classification [42], senti-
ment analysis [68], named entity recognition (NER) [106], part-of-speech
(POS) tagging [77], relation extraction (RE) [104], etc. In this chapter,
we will survey some recent transfer learning extensions in aforementioned
machine learning and data mining techniques and their applications for
text mining. The organization of the chapter is as follows. We first
give an overview of the scope of text-mining problems that we consider,
and motivate the need for transfer learning in text classification. We
then describe some typical approaches in transfer learning, such that we
can subsequently categorize various text-mining approaches under these
transfer-learning categories. This is followed by an overview of transfer
learning approaches that extracts knowledge from labeled text data for
the benefit of image classification and processing. This latter approach
is known as heterogeneous transfer learning (HTL). Finally, we conclude
the chapter with a summary and discussion of future work.

2. Transfer Learning in Text Classification

We first review the problem formulation in cross-domain text clas-
sification problems. In the next section, we first look at some typical
benchmark data examples where the cross domain classification meth-
ods are needed. We then consider the nature of these problems, their
differences from a traditional text classification problem, as well as how
to formulate these problems into a machine learning problem.

2.1 Cross Domain Text Classification

2.1.1 Support Vector Machines for Text Classification.
Text classification [42] aims to categorize a document to some predefined
categories Y, where a document is usually represented in the form of
bag of words X , denoted as a vector x ∈ R

d×1 with d unique words.
The entries in the feature vector x can be 1/0 indicating whether the
corresponding word appears or not or TF-IDF (term frequency inverse-
document frequency).

There are enormous user-generated contents in online products and
services on social media forums, blogs and microblogs, social networks,
etc. It is very important to be able to summarize consumers’ opinions
on existing products and services. Sentiment analysis (or opinion min-
ing) [68] addresses this problem, by classifying the reviews or sentiments
into positive and negative categories. Similar to text classification, re-
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views or sentiments can be represented as a feature vector x ∈ R
d×1,

and the label space is Y = {±1}.
Extension of text classification has also been done in sequence clas-

sification areas. For example, POS tagging [77] aims to assign a tag to
each word in a text, or equivalently classify each word in a text to some
specified categories such as norm, verb, adjective, etc. POS tagging is
very important for language pre-processing, speech synthesis, word sense
disambiguation, information retrieval, etc. POS tagging can be consid-
ered as a structure prediction problem, and can be reduced to multiple
binary-classification problems.

As support vector machines (SVM) [42] have been recognized as a
state-of-the-art model in text mining, below, we will use SVM as a rep-
resentative base model among various discriminative models to illustrate
how the labeled data in auxiliary domains can be used to achieve knowl-
edge transfer from auxiliary domains to the target domain. We first
consider the text data representation.

In text mining, we assume that the data are represented as a bag-
of-words X = R

d×1 with the same feature space for both auxiliary and
target learning domains. For notational simplicity, we consider binary
classification problems, Y = {±1}, which can be extended to multi-
class classification via common tricks of one-vs-one or one-vs-rest pre-
processing. We generally assume the same feature space and label space
in both auxiliary and target domains, but in Section 3, we mention
some recent works on heterogeneous feature space and/or heterogeneous
label space learning. We use X and Y to denote variables for feature
space and label space, respectively, and we use x, y, x̃, ỹ to denote the
corresponding instantiations of variables in target and auxiliary domains,
respectively.

For each word in a text, we can extract a feature vector based on
the context information that is represented as x ∈ R

d×1. Many text
mining problems can be modeled this way. In POS tagging, for example,
the learning problem is basically a classification problem by assigning a
label y to x. In Named Entity Recognition (NER) problems [106], the
aim is to classify each word in a text to some pre-defined categories, e.g.
location, time, organization, etc. Another interesting problem is relation
extraction [104], where each pair of entities in a sentence is represented
as a feature vector x, which is assigned to a certain type of relation, e.g.
family, user-owner, employer-executive, etc.

Text classification can be addressed by discriminative learning meth-
ods, which explicitly model the conditional distribution Pr(Y |X). We
can find many text mining formulations as variants of this formulation,
e.g., maximum entropy (MaxEnt) [5], logistic regression (LR) [36], con-
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ditional random field (CRF) [47]. With this in mind, we consider the
following basic SVM algorithm for text classification.
Basic SVM for Text Classification Given 	 labeled data points
{(xi, yi)}�i=1 with xi ∈ R

d×1 and yi ∈ {±1} in the target domain, we
have the following optimization problem for the linear SVM with soft
margin [82],

min
w,ξ

1

2
||w||22 + λ

�∑
i=1

ξi (7.1)

s.t. yiw
Txi ≥ 1− ξi, ξi ≥ 0, i = 1, . . . , 	

where w ∈ R
d×1 is the model parameter, ξ ∈ R

�×1 are the slack vari-
ables, and λ > 0 is the tradeoff parameter to balance the model com-
plexity ||w||22 and loss function

∑�
i=1 ξi. Solving the convex optimization

problem in Eq.(7.1), we have a decision function

f(x) = wTx =
d∑

k=1

wkxk. (7.2)

In this section, we will consider how to extend this formulation to include
transfer learning capabilities.

2.1.2 Cross Domain Text Classification Problems. With
the above baseline algorithm in mind, we now consider several problem
domains where we show examples of cross domain text classification.
These examples illustrates some of the benchmark data often used in
transfer learning experiments. They also help demonstrate why trans-
fer learning is needed when the domain difference is large between the
auxiliary and target learning domains.

20 Newsgroups First, we consider the well-known 20-newsgroup data.
The 20-newsgroup [48] is a text collection of approximately 20,000 news-
group documents, which are partitioned across 20 different newsgroups
nearly evenly. This data collection provides an ideal benchmark for
evaluating and comparing different transfer learning algorithms for text
classification. A typical method is to generate six different data sets
from the 20-newsgroup data for evaluating cross-domain classification
algorithms. For each data set, two top categories1 are chosen, one as
positive and the other as negative. Then, we can split the data based on

1Three top categories, misc, soc and alt are removed, because they are too small.
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Data Set D̃ D

comp vs sci

comp.graphics comp.sys.ibm.pc.hardware
comp.os.ms-windows.misc comp.sys.mac.hardware
sci.crypt comp.windows.x
sci.electronics sci.med

sci.space

rec vs talk

rec.autos rec.sport.baseball
rec.motorcycles rec.sport.hockey
talk.politics.guns talk.politics.mideast
talk.politics.misc talk.religion.misc

rec vs sci

rec.autos rec.motorcycles
rec.sport.baseball rec.sport.hockey
sci.med sci.crypt
sci.space sci.electronics

sci vs talk

sci.electronics sci.crypt
sci.med sci.space
talk.politics.misc talk.politics.guns
talk.religion.misc talk.politics.mideast

comp vs rec

comp.graphics comp.os.ms-windows.misc
comp.sys.ibm.pc.hardware comp.windows.x
comp.sys.mac.hardware rec.autos
rec.motorcycles rec.sport.baseball
rec.sport.hockey

comp vs talk

comp.graphics comp.os.ms-windows.misc
comp.sys.mac.hardware comp.sys.ibm.pc.hardware
comp.windows.x talk.politics.guns
talk.politics.mideast talk.politics.misc
talk.religion.misc

Table 7.1. A description of 20-newsgroup data sets for cross-domain classification.

sub-categories. Different sub-categories can be considered as different
domains, while the task is defined as top category classification. The
splitting strategy ensures the domains of labeled and unlabeled data re-
lated, since they are under the same top categories. Table 7.1 shows
details of this data.

SRAA SRAA [61] is a UseNet data set for document classification that
describes documents in Simulated/Real/Aviation/Auto classes. 73,218
UseNet articles are collected from four discussion groups about simu-
lated autos (sim-auto), simulated aviation (sim-aviation), real autos
(real-auto) and real aviation (real-aviation).

For a task to predict labels of instances between real and simulated, we
can use the documents in real-auto and sim-auto as auxiliary domain
data, while real-aviation and sim-aviation as target domain data.
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Data Set D̃ D

auto vs aviation sim-auto & sim-aviation real-auto & real-aviation

real vs simulated real-aviation & sim-aviation real-auto & sim-auto

Table 7.2. The description of SRAA data sets for cross-domain classification.

Data Set KL(D̃||D)
Documents SVM

|X̃| |X| D̃ → D D+CV

real vs simulated 1.161 8,000 8,000 0.266 0.032
auto vs aviation 1.126 8,000 8,000 0.228 0.033

rec vs talk 1.102 3,669 3,561 0.233 0.003
rec vs sci 1.021 3,961 3,965 0.212 0.007
comp vs talk 0.967 4,482 3,652 0.103 0.005
comp vs sci 0.874 3,930 4,900 0.317 0.012
comp vs rec 0.866 4,904 3,949 0.165 0.008
sci vs talk 0.854 3,374 3,828 0.226 0.009

orgs vs places 0.329 1,079 1,080 0.454 0.085
people vs places 0.307 1,239 1,210 0.266 0.113
orgs vs people 0.303 1,016 1,046 0.297 0.106

Table 7.3. Description of the data sets for cross-domain text classification, including
errors given by SVM. “D̃ → D” means training on the auxiliary domain D̃ and testing
on the target domain D; “D+CV” means 10-fold cross-validation using target domain
data only. The performances are in test error rate. The table is quoted from [22].

Then, the data set real vs simulated is generated as shown in Table
7.2. As a result, all the data in the auxiliary domain data set are about
autos, while all the data in the target domain set are about aviation. The
auto vs aviation data set is generated in the similar way as shown in
Table 7.2.

Reuters-21578 Reuters-21578 [49] is a well known test collections for
evaluating text classification techniques. This dataset contains 5 top
categories, among which orgs, people and places are three large ones.
There is also a hierarchical structure which allows us to generate different
data sets such as orgs vs people, orgs vs places, and people vs

places for cross-domain classification in a similar way as what we have
done on the 20-newsgroup and SRAA corpora.

Properties of the Data Sets Table 7.3 gives an overview of applying
the basic SVM algorithm to the above data sets. The first three columns
of the table show the statistical properties of the data sets. The first
two data sets are from SRAA corpus. The next six are generated using
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Figure 7.1. Document-word co-occurrence distribution on the auto vs aviation

data set (quoted from [22]).

20-newsgroup data set. The last three are from Reuters-21578 test col-
lection. To show the distribution differences between the training and
testing data, KL-divergence values are calculated by KL(D̃||D) on all
the data set and are presented in the second column in the table, sorted
in decreasing order from top down. Note that the Kullback-Leibler (KL)
divergence [45] of two distributions of {pi}�i=1 and {qi}�i=1 is defined as

KL({pi}�i=1||{qi}�i=1) =

�∑
i=1

pi ln(pi/qi)+(1−pi) ln((1−pi)/(1−qi)) (7.3)

Here D̃ is the auxiliary domain data and D is the target domain data.
It can be seen that the KL-divergence values for all the data sets are
much larger than the identical-distribution case which has a KL value
of nearly zero. The next column titled “Documents” shows the size of
the data sets used.

Under the column titled “SVM”, we show two groups of classification
results in two sub-columns. First, “D̃ → D” denotes the test error rate
obtained when a classifier trained based on the auxiliary domain data
set D̃ is applied to the target domain data set D. The column titled
“D+CV” denotes the best-case obtained by the corresponding classifier,
where the best case is to conduct a 10-fold cross-validation on the target
domain data set D using that classifier. Note that in obtaining the best
case for each classifier, the training part is labeled data from D and the
test part is also D, according to different folds, which gives the best
result for that classifier. It can be found that the test error rates, given
by SVM, in the case of “D̃ → D” is much worse than those in the case
of “D+CV”. This indicates that for these data sets, it is not suitable to
apply traditional supervised classification algorithms.
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Figure 7.1 shows the document-word co-occurrence distribution on
the auto vs aviation data set. In this figure, documents 1 to 8000 are
from target domain D, while documents 8001 to 16000 are from auxil-
iary domain D̃. The documents are order first by their domains (D̃ or
D), and second by their categories (positive or negative). The words are
sorted by n+(w)/n−(w), where n+(w) and n−(w) represent the number
of word positions w appears in positive and negative document, respec-
tively. From Figure 7.1, it can be found that the distributions of auxil-
iary domain and target domain data are somewhat different, but almost
consistent. That is, in general, the probabilities of a word belongs to a
category in two domains do not differ very much.

2.2 Instance-based Transfer

One of the most intuitive methods is to transfer the knowledge be-
tween the domains by identifying a subset of source instances and insert
them into the training set of the target domain data. We can observe
that some instances in auxiliary domains are helpful for training the
target domain model, while others may do harm to the target learning
task. Thus, we need to select those that are useful and kick out those
that are not. One effective way to achieve this is to perform instance
weighting on the source domain data according to their importance to
learning in the target domain. Taking SVM as an example, suppose

that we have 	̃ labeled data in the auxiliary domain, {(x̃i, ỹi)}�̃i=1 with
x̃i ∈ R

d×1 and ỹi ∈ {±1}, which can be incorporated into the standard
SVM in Eq.(7.1) as follows [96, 54],

min
w,ξ,ξ̃

1

2
||w||22 + λ

�∑
i=1

ξi + λ
�̃∑

i=1

ρ̃iξ̃i (7.4)

s.t. yiw
Txi ≥ 1− ξi, ξi ≥ 0, i = 1, . . . , 	

ỹiw
T x̃i ≥ 1− ξ̃i, ξ̃i ≥ 0, i = 1, . . . , 	̃

where ρ̃i ∈ R is the weight on the data point (x̃i, ỹi) in the auxiliary
domain, which can be estimated via some heuristics [54, 40] or opti-
mization techniques [55]. We can see that the only difference between
the standard SVM in Eq.(7.1) and SVM with instance-based transfer

in Eq.(7.4) is from the loss function λ
∑�̃

i=1 ρ̃iξ̃i and its corresponding
constraints defined on the labeled data in the auxiliary domain. The

auxiliary data {(x̃i, ỹi)}�̃i=1 can be the support vectors of a trained SVM
in the auxiliary domain [54, 40] or the whole auxiliary data set [96, 55].
Note that the approach in [96] uses a slightly different base model of
linear programming SVM (LP-SVM) [59] instead of the standard SVM
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in Eq.(7.1). Similar techniques are also developed in the context of in-
cremental learning [80], where support vectors of a learned SVM in the
auxiliary domain are combined with labeled data in the target domain
with different weight.

Research works have also been done in sample selection bias [35, 103]
with P̃r(X) �= Pr(X), P̃r(Y |X) �= Pr(Y |X), and covariate shift [88] with
P̃r(X) �= Pr(X), P̃r(Y |X) = Pr(Y |X). For example, Bickel et al. [6] ex-
plicitly consider the difference of conditional distributions, P̃r(Y |X) �=
Pr(Y |X), and propose an alternative gradient descent algorithm to auto-
matically learn the weight of the instances besides the model parameter
of Logistic regression. Jiang and Zhai [39] propose a general instance
weighting framework from a distribution view considering differences
from both marginal distributions, P̃r(X) �= Pr(X), and conditional dis-
tributions, P̃r(Y |X) �= Pr(Y |X).

Xiang et al. proposed an algorithm known as BIG (Bridging Informa-
tion Gap) [97], which is a framework to make use of a wolrdwide knowl-
edge base (e.g. Wikipedia) as a bridge to achieve knowledge transfer
from an auxiliary domain with labeled data to a target domain with test
data. Specifically, Xiang et al. [97] study the information gap between
the target domain and auxiliary domain, and propose a margin related
criteria to sample unlabeled data from Wikipedia to fill the informa-
tion gap, which enables more effective knowledge transfer. Transductive
SVM [41] is then trained using the improved data pool of labeled data in
the auxiliary domain, unlabeled data from Wikipedia, and test data in
the target domain. The proposed framework is studied in cross-domain
text classification, sentiment analysis and query classification [97].

2.3 Cross-Domain Ensemble Learning

It is well known in text mining that ensemble methods are very effec-
tive in gaining top performance. AdaBoost [31] and Bagging [11] are two
of the most popular ensemble learning algorithms in machine learning.
In this section, we show how to use AdaBoost [31] as a representative
base algorithm to be extended for transfer learning.

The AdaBoost [31] algorithm, as shown in Figure 7.2, starts with a
uniform distribution of instance weights. It then gradually increases the
weights of misclassified instances and decreases the weights of correctly
classified instances, in order to concentrate more on “hard-to-learn” in-
stances to improve overall classification performance. AdaBoost [31]
finally generates a set of weighted weak learners {(αt,wt)}Γt=1, which
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Input: labeled data in the target domain {(xi, yi)}�i=1
Initialization: initialize instance weight {ρ1i }�i=1
For t = 1 . . .Γ Step 1. Train a model wt using {(xi, yi, ρ

t
i)}�i=1

Step 2. Calculate the error εt of wt on {(xi, yi, ρ
t
i)}�i=1

Step 3. Calculate the weight αt from εt

Step 4. Update instance weight {ρt+1
i }�i=1 using αt: decrease ρt+1

i

for correct predictions in the target domain increase ρt+1
i for

incorrect predictions in the target domain
Output: learned weight and weak models {(αt,wt)}Γt=1.

Figure 7.2. The AdaBoost algorithm [31].

Input: labeled data in the target domain {(xi, yi)}�i=1, labeled

data in the auxiliary domain {(x̃i, ỹi)}�̃i=1

Initialization: initialize instance weight {ρ1i }�i=1, {ρ̃1i }�̃i=1
For t = 1 . . .Γ Step 1. Train a model wt using {(xi, yi, ρ

t
i)}�i=1 and

{(x̃i, ỹi, ρ̃
t
i)}�̃i=1, which minimizes the weighted error only on labeled

target data.
Step 2. Calculate the error εt of wt on {(xi, yi, ρ

t
i)}�i=1

Step 3. Calculate the weight αt from εt

Step 4. Update instance weight {ρt+1
i }�i=1 and {ρ̃t+1

i }�̃i=1 using αt:

decrease ρ̃t+1
i for incorrect predictions in the auxiliary domain

increase ρt+1
i for incorrect predictions in the target domain

Output: learned weight and weak models {(αt,wt)}Γt=�Γ/2�.

Figure 7.3. The TrAdaBoost algorithm [23].

can be used to predict the label of an incoming instance x,

f(x) =

Γ∑
t=1

αtwtTx. (7.5)

TrAdaBoost In order to leverage auxiliary instances, various ensem-
ble learning based transfer learning algorithms are proposed. TrAd-
aBoost [23] is a well-known instance-based transfer learning algorithm,
which is shown in Figure 7.3. The idea behind this algorithm is to pick
those auxilary instances which are similar to the target domain and ig-
nore others. One observation is that we can integrate some unlabeled
data from the target domain, if there are any [23]. Although the detailed
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implementations of “Steps 1, 2, 3” in TrAdaBoost [23] are all different
from that of AdaBoost [31], an interesting part of TrAdaBoost [23] is in
“Step 4”, which has a different instance weight update strategy. TrAd-
aBoost [23] aims at transferring the most useful instances from the aux-
iliary domain. Thus it decreases the weight of misclassified instances in
the auxiliary domain. Furthermore, as in transfer learning, we care more
about the prediction performance on labeled data in the target domain,
thus, TrAdaBoost [23] increases the weights of misclassified instances in
the target domain.

TransferBoost [28] extends TrAdaBoost [23] by considering both an
instance level and set-of-instances level weights of an auxiliary data. By
doing so it allows the model to be more robust.

TrAdaBoost.R2 [69] studies the regression problem based on TrAd-
aBoost [23] and AdaBoost.R2 [27]. It achieves knowledge transfer from
weighted instances from the auxiliary domain. An additional feature is
that TrAdaBoost.R2 [69] proposes a two-stage instance weight update
strategy in order to avoid model overfitting.

MultiSourceTrAdaBoost [102] extends TrAdaBoost [23] for multiple
auxiliary data sources, aiming at alleviating negative transfer that may
happen if we only have a single auxiliary data source. MultiSourceTrAd-
aBoost [102] replaces “Step 1” in the TrAdaBoost algorithm in Figure 7.3
as follows,

“ Step 1. Train a model using {(xi, yi, ρ
t
i)}�i=1 and labeled data from

one of the na auxiliary data sources. Select one model from those na

trained models that minimizes the weighted error on labeled data in the
target domain. The selected model is denoted as wt. ”

MultiSourceTrAdaBoost [102] combines the instance update strategy
of TrAdaBoost [23] for auxiliary data and that of AdaBoost [31] for the
target data.

TrAdaBoost [23] is further extended in [94] by adding an additional
feature selection step. In [94], the authors replace “Step 1” of TrAd-
aBoost in Figure 7.3 with the following step, in order to select the most
discriminative feature in each iteration:

“Step 1. Select a single-feature and train a single-feature model wt

using {(xi, yi, ρ
t
i)}�i=1 and {(x̃i, ỹi, ρ̃

t
i)}�̃i=1, which minimizes the weighted

error on the labeled data in the target domain.”
This feature selection approach based on transfer learning models

achieves very promising results in lunar crater discovery applications,
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as reported in [94], which is quite general and can be adapted for text
classification and ranking.

2.4 Feature-based Transfer Learning for
Document Classification

Feature-based transfer is another main transfer learning paradigm,
where algorithms are designed from the perspective of feature space
transformation. Examples include feature replication [37, 46], feature
projection [8, 7, 64], dimensionality reduction [63, 65, 66, 89, 21], feature
correlation [76, 44, 107], feature subsetting [81], feature weighting [2],
etc.

Feature Replication The feature replication or feature augmenta-
tion approach [37] is basically a pre-processing step on the labeled data

{(x̃i, ỹi)}�̃i=1 in the auxiliary domain and labeled data {(xi, yi)}�i=1 in
the target domain ,

(x̃i, ỹi) → ([x̃T
i x̃T

i 0T ]T , ỹi), i = 1, . . . , 	̃

(xi, yi) → ([xT
i 0T xT

i ]
T , yi), i = 1, . . . , 	

where the feature dimensionality is expanded from R
d×1 to R

3d×1, and
standard supervised learning methods can then be used, e.g. SVM in
Eq.(7.1).

As a follow-up work, Kumar et al. [46] further generalize the idea
of feature replication via incorporating unlabeled data {xi}ni=�+1 in the
target domain,

xi → ([0T xT − xT ]T ,+1), i = 	+ 1, . . . , n

xi → ([0T xT − xT ]T ,−1), i = 	+ 1, . . . , n

where the processed data points are all with labels now.
The relationship of the feature replication method and the model-

based transfer is discussed in [37] and some theoretical results of gen-
eralization bound are given in [46]. Feature replication approach have
been successfully applied in cross-domain named entity recognition [37],
part-of-speech tagging [37] and sentiment analysis [46].

Feature Projection Structured correspondence learning (SCL) [8]
introduces the concept of pivot features, which possess high frequency
and similar meaning in both auxiliary and target domains. Non-pivot
features can be mapped to each other via the pivot features from the
unlabeled data of both auxiliary and target domains. Learning in SCL [8]
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is based on the alternating structure optimization (ASO) algorithm [1].
Typically, SCL [8] goes through the following steps. First, it selects
np pivot features. Then, for each pivot feature, SCL trains an SVM
model in Eq.(7.1) using unlabeled data instances from both domains
with labels indicating whether the pivot feature appears in the data
instance. In this step it obtains np models such that W = [wj ]

np

j=1 ∈
R
d×np . Third, SCL applies Singular Value Decomposition (SVD) to

the model parameters W, [UΣVT ] = svd(W), and it takes the top k
columns of U as the projection matrix θ ∈ R

d×k. Finally, it obtains
the following transformation for each labeled data point in the auxiliary
domain,

(x̃i, ỹi) → ([x̃T
i λ (θT x̃i)

T ]T , ỹi), i = 1, . . . , 	̃ (7.6)

In the above equation, λ > 0 is a tradeoff parameter. The transformed
data points is augmented with k additional features encoded with struc-
tural correspondence information between the features from auxiliary
and target domains. With the transformed labeled data in the auxiliary
domain, SCL can train a discriminative model, e.g. SVM in Eq.(7.1).
For any future data instance x, it is transformed via x → [xT λ (θTx)T ]T

before x is classified by the learned model according to Eq.(7.2).
Blitzer et al. [7] successfully apply SCL [8] to cross-domain sentiment

classification, and Prettenhofer and Stein [70, 71] extend SCL [8] with
an additional cross-language translator to achieve knowledge transfer
from English to German, French and Japanese for text classification
and sentiment analysis. Pan et al. [64] propose a spectral learning al-
gorithm for cross-domain sentiment classification using co-occurrence
information from auxiliary-domain-specific, target-domain-specific and
domain-independent features. They then align domain-specific features
from both domains in a latent space via a learned projection matrix
θ ∈ R

k×d. In some practical cases, the cross-domain sentiment and
review classification performance of [64] is empirically shown to be su-
perior to SCL [8] and other baselines.

Dimensionality Reduction In order to bridge two domains to enable
knowledge transfer, Pan et al. [63] introducemaximum mean discrepancy
(MMD) [10] as a distribution measurement of unlabeled data from aux-
iliary and target domains,

||1
	̃

�̃∑
i=1

φ(x̃i)− 1

n− 	

n∑
i=�+1

φ(x)i||22 (7.7)
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which is used to minimize the distribution distance in a latent space.
The MMD measurement is formulated as a kernel learning problem [63],
which can be solved by SDP (semi-definite programming) by learning

a kernel matrix K ∈ R
(�̃+n−�)×(�̃+n−�). Principal Component Analysis

(PCA) is then applied on the learned kernel matrix K to obtain a low-
dimensional representation,

[UΣUT ] = PCA(K), U ∈ R
(�̃+n−�)×k (7.8)

As a result of the transformation, the original data can now be rep-
resented with a reduced dimensionality of R

k×1 in the corresponding
rows of U. Standard supervised discriminative method such as SVM
in Eq.(7.1) can be used to train a model using the transformed labeled
data in the auxiliary domain.

Note that as a transductive learning method, the algorithm in [63]
cannot be directly used to classify out-of-sample test data, which prob-
lem is addressed in [65, 66] by learning a projection matrix to minimize
the MMD [10] criteria. Si et al. [89] introduce the Bregman divergence
measurement as an additional regularization term in traditional dimen-
sionality reduction techniques to bring two domains together in the la-
tent space.

The EigenTransfer framework [21] introduces a novel approach to
integrate co-occurrence information of instance-feature, instance-label
from both auxiliary and target domains in a single graph. Normalized
cut [85] is then adopted to learn a low-dimensional representation from
the graph to replace original data in both target and auxiliary domains.
Finally, standard supervised discriminative model, e.g. SVM in Eq.(7.1)
is trained using the transformed labeled data in the auxiliary domain.
An advantage of EigenTrasnfer is its ability to unify almost all available
information in auxiliary and target domains, allowing the consideration
of heterogenous feature and label space.

Feature Correlation Transferring feature correlation from auxiliary
domains to a target domain is introduced in [76, 44, 107], where a
feature-feature covariance matrix Σ0 ∈ R

d×d estimated from some aux-
iliary data is taken as an additional regularization term,

λwTΣ−10 w (7.9)

In this equation, the feature-feature correlation information is encoded
in the covariance matrix Σ0, which can be estimated from labeled or
unlabeled data in auxiliary domains. Σ0 will constrain the model pa-
rameters wi and wj of two high-correlated features i and j to be similar,
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and constrain the low-correlated features to be dissimilar. Such a reg-
ularization term is quite general and can be considered in various regu-
larization based learning frameworks to incorporate the feature-feature
correlation knowledge. Feature correlation is quite intuitive, and thus
it has attracted several practical applications. For example, Raina et
al. [76] transfer the feature-feature correlation knowledge from a news-
groups domain to a webpage domain for text classification, and Zhang
et al. [107] study text classification with different time periods.

Feature Subsetting Feature selection via feature subsetting has been
proposed for named entity recognition in CRF [81], which makes use of
labeled data in auxiliary domains and the unlabeled data in the target
domain. To illustrate the idea more clearly, we consider a simplified
case of binary classification, where y ∈ {±1}, instead of sequence label-
ing [81]. We re-write the optimization problem as follows,

min
w̃,ξ̃

1

2
||w̃||22 + λ

�̃∑
i=1

ξ̃i (7.10)

s.t. w̃Tφ(x̃i, ỹi) ≥ 1− ξ̃i, ξ̃i ≥ 0, i = 1, . . . , 	̃
d∑

k=1

|w̃k|γdist(Ẽk, Ek) ≤ ε

Here we have:

Ek =
1

n− 	

n∑
i=�+1

(φk(xi,+1)Pr(+1|xi, w̃) + φk(xi,−1)Pr(−1|xi, w̃))

Furthermore, Ẽk = 1
�̃

∑�̃
i=1 φk(x̃i, ỹi) are expected values of the kth fea-

ture of the joint feature mapping function φ(X,Y ) in the target and
auxiliary data, respectively, and Pr(+1|xi, w̃)) and Pr(−1|xi, w̃)) are
the posterior probabilities of instance xi belonging to classes +1 and
−1, respectively. The parameter γ is used to control the sparsity of the
model parameter w̃, which produces a subset of non-zeros; this is why
it is called feature subsetting. The distance dist(Ẽk, Ek) can be square
distance (Ẽk−Ek)

2 for optimization simplicity [81], which is used to pun-
ish highly distorted features in order to bring two domains closer. The
trained model w̃ will have better prediction performance in the target
domain, especially when some features distort seriously in two domains.

Feature Weighting Arnold et al. [2] propose a feature weighting
(or rescaling) approach to bridge two domains with labeled data in the
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auxiliary domain and test data in the target domain. Specifically, the
kth feature of instance x̃j in the auxiliary domain is weighted as follows,

x̃j,k → x̃j,k
Ek(ỹj |XU , w̃)

Ẽk(ỹj |D̃L)
(7.11)

where Ek(ỹj |XU , w̃) = 1
n−�

∑n
i=�+1 xi,k Pr(ỹj |xi, w̃) is the expected value

of kth feature (belonging to class ỹj) in the target domain using the

trained MaxEnt model w̃ from auxiliary domain. The value Ẽk(ỹj |D̃L) =
1
�̃

∑�̃
i=1 x̃i,k δ(ỹj , ỹi) represents the expected value of kth feature (belong-

ing to class ỹj) in the auxiliary domain. The weighted data (feature) in
the auxiliary domain then have the same expected values of joint distri-
bution about kth feature and class label y, Ẽk(y|D̃L) = Ek(y|XU , w̃), y ∈
Y. As a result, the two domains are brought closer together. Note
that the learning procedure can be iterated with (a) learning w̃ and (b)
weighting the feature, and that is the reason the model is called IFT
(iterative feature transformation) [2]. Since Ek(ỹj |XU , w̃) is only an es-
timated value, [2] adopts a common trick to preserve the original feature,
which works quite well in NER problems. In particular,

x̃j,k → λ x̃j,k + (1− λ) x̃j,k
Ek(ỹj |XU , w̃)

Ẽk(ỹj |D̃L)
(7.12)

where 0 ≤ λ ≤ 1 is a tradeoff parameter.

In the same spirit, other feature-based transfer methods have also been
proposed, such as distance minimization [4], feature clustering [22, 57],
kernel mapping [109], etc.

3. Heterogeneous Transfer Learning

Above we have surveyed transfer learning tasks where both the source
and target domains are text documents in English. Recently, researchers
in transfer learning area have started to consider transfer learning across
heterogeneous feature and/or label space, namely heterogeneous trans-
fer learning (HTL) [101]. HTL can be roughly categorized into two
branches, (1) heterogeneous feature space, e.g. text and image space [20,
101, 87, 112, 72], English and Chinese vocabulary space [56, 105], and
(2) heterogeneous label space, e.g. label space of Open Directory Project
(ODP) 2 and query categories in KDDCUP 2005 3 [84, 83], label space

2http://dmoz.org/
3http://www.sigkdd.org/kdd2005/kddcup.html

http://www.sigkdd.org/kdd2005/kddcup.html
http://dmoz.org/
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Figure 7.4. An intuitive illustration of heterogeneous transfer learning via classifica-
tion of the images of apple and banana (quoted from [101]).

in Yahoo! Directory 4 and ODP [62], “head” (frequent) categories and
“tail” (infrequent) categories in label-frequency distribution, and docu-
ment categories in Newsgroup and categories in Wikipedia [98].

In Figure 7.4, we show different kinds of transfer learning and their
relations to heterogeneous transfer learning. When features (or labels)
are different between different domains, as shown on the left side of the
figure, we have heterogeneous transfer learning when the instances in
different domains lack a direct correspondence.

In general, recent works of heterogeneous transfer learning (HTL) can
be classified into the following categories:

HTL for Image Classification An example is heterogeneous transfer
learning for image classification [112]). In this work Zhu et al.
consider how to use unlabeled text documents that we find on
the Web to help boost the performance of image classification, by
exploiting their semantic level similarity when the labeled images
are in short supply.

HTL for Image Clustering An example of this direction is heteroge-
neous transfer learning for image clustering, where Yang et al. pro-
posed a heterogenous transfer learning algorithm for image clus-
tering by levering auxiliary annotated images ([101]).

HTL Across Different label Space An example is the cross-category
learning in [73]. In this work, it adapts Adaboost with learning
a feature correlation matrix to transfer knowledge from frequent
categories to infrequent categories.

4http://dir.yahoo.com/

http://dir.yahoo.com/
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3.1 Heterogeneous Feature Space

Dai et al. [20] propose a novel approach named translated learning via
risk minimization (TLRisk) to achieve knowledge transfer from text to
image for image classification. The key idea is to bridge heterogeneous
feature space in two domains via the co-occurrence information of image-
feature and text-feature (or feature-level translator [20]) contained in
the annotated auxiliary images, e.g. annotated images in Flickr. The
knowledge in an auxiliary domain is then transferred along the path,

auxiliary-label → auxiliary-feature → target-feature → target-label

The TLRisk model is formulated in the risk minimization framework
combining the feature translator and nearest neighbor learning, and is
empirically studied for both image classification and cross-lingual (from
English to German) text classification.

Yang et al. [101] proposed a probabilistic approach named annotation-
based probabilistic latent semantic analysis (aPLSA) to achieve knowl-
edge transfer from text to image for image clustering. Some multi-view
auxiliary data of images and text is first transformed to a new rep-
resentation of correlations between image-feature and text-feature. The
aPLSA model [101] then discovers latent topics of image features of both
multi-view data and target image data, which are shared as a bridge to
bring two domains together.

Zhu et al. [112] propose a matrix-factorization based approach named
heterogeneous transfer learning for image classification (HTLIC), in or-
der to achieve knowledge transfer from text to image for image classifi-
cation. To enable classification for out-of-sample images, HTLIC adopts
collective matrix factorization [90] to learn an image-feature projection
matrix from the auxiliary data of documents and the multi-view data,
which is then used to obtain a new representation of the target images.
Finally, a classifier (e.g. support vector machine) is trained using the
newly projected target images.

Given a set of images to classify, we often need to have high-quality
labeled images to train a classification model. However, obtaining the la-
beled image data is difficult and costly. In ([112]), the following question
is addressed: is it possible for us to make use of some auxiliary labeled
images and large quantities of unlabeled text to help us build a classifier?
Suppose that we are given a few labeled image instances X = {xi, yi}ni=1
where xi ∈ R

d is an input vector of image features and yi is the corre-
sponding label of image i. We assume that the labeled images are not
sufficient to build a high quality image classifier. In addition, we are
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also given a set of auxiliary annotated images I = {zi, ti}li=1 and a set
of text documents D = {di}ki=1, where zi ∈ R

d is an image represented
by a feature vector as xi, ti ∈ R

h is its corresponding vector of tags, and
h is the number of tags. di ∈ R

m is a document represented by a vector
of bag-of-words, and l and k are the numbers of auxiliary images and
documents respectively. The goal is to learn an accurate image classifier
f(·) from X, I and D to make predictions on X∗, f(X∗).

We can make use of a set of auxiliary images Z ∈ R
l×d with their

corresponding tags T ∈ R
l×h from Web resources such as Flickr. We

can also easily obtain a set of unlabeled text documents D ∈ R
k×m

via a search engine. To help build an image classifier, we need to first
build some connection between image features and text features. To
do this, we construct a two-layer bipartite graph based on images, tags
and text documents. The top layer of the bipartite graph is used to
represent the relationship between images and tags. Each image can be
annotated by some tags, and some images may share one or multiple
tags. If two images are annotated by some common tags, they tend to
be related to each other semantically. Similarly, if two tags co-occur in
annotations of shared images, they tend to be related to each other. This
image-tag bipartite graph is represented by a tag matrix T. The bottom
layer bipartite graph is used to represent the relationship between tags
and documents. If a tag occurs in a text document, there is an edge
connecting the tag and the document.

Based on the bipartite graph, we can then learn semantic features for
images by exploiting the relationship between images and text from the
auxiliary sources. We first define a new matrix G = Z	T ∈ R

d×h to
denote the correlation between low-level image features and annotations
which can be referred to as high-level concepts. We then apply the
Latent Semantic Analysis (LSA) as described in ([25]). Finally, we apply
matrix factorization to decompose G into latent factor matrices as G =
UV	

1 , where U ∈ R
d×g, V1 ∈ R

h×g, and g is the number of latent
factors. Then ui can be treated as a latent semantic representation
of the ith image low-level feature, and v1j can be treated as a latent

semantic representation of jth tag.
Zhu et al. [112] describe a method to learn the best decomposition

via collective matrix factorization, as follows.

min
U,V,W

λ
∥∥∥G−UV�

∥∥∥
2

F
+ (1−λ)

∥∥∥F−WV�
∥∥∥
2

F
+R(U,V,W), (7.13)

where 0≤ λ≤ 1 is a tradeoff parameter to control the decomposition
error between the two matrix factorizations, || · ||F denotes the Frobe-
nius norm of matrix, and R(U,V,W) is the regularization function to
control the complexity of the latent matrices U, V and W. The opti-
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mization problem is an unconstrained non-convex optimization problem
with three matrix variables U, V and W, thus it only has local optimal
solutions. However, (7.13) is convex with respect to any one of the three
matrices while fixing the other two. Thus a common technique to solve
this kind of optimization problem is to fix two matrices and optimize
the left one iteratively until the results converge.

Qi et al. [72] adopt Singular value thresholding (SVT) [14] and support
vector machine to learn a low-rank feature-level correlation matrix (or
translator) using multi-view data (text and images), and then the labels
of text can be propagated (or transferred) to images through the feature-
level translator. Note that both text and images are from the multi-
view data, e.g. annotated images in Flickr. The problem setting of
[72] is different from that of [112], where in [112] the multi-view data is
considered as a bridge to transfer knowledge from auxiliary documents
to target images, while in [72] the multi-view data is considered as a
two-domain data sources in which knowledge is transferred from text to
image.

3.2 Heterogeneous Label Space

Heterogeneous transfer learning may be needed when there is label
mismatch between the auxiliary and target learning domains. The prob-
lem has attracted increasing attention in transfer learning, both in text
mining and image understanding. One of the earliest works in matching
labels across different classification domains is on the KDDCUP 2005
dataset, which task is to classify short, ambiguous and unlabeled search
queries from a search engine log into a set of predefined categories. In
[84, 83], Shen et al. considered the problem of quickly adapting a query
categorization classifier when the target domain label taxonomy changes
in the target learning domain. Their approach was to make the use of
a large intermediate taxonomy to compile a collection of classifiers, and
then adapt these classifiers to the new target label taxonomy in real
time.

Shi et al. presented an approach to solving the label mismatch prob-
lem by a risk-sensitive spectral partition (RSP) algorithm [86]. A multi-
task learning with mutual information (MTL-MI) is developed in [74]
for learning the label correspondence.

Qi et al. [73] use quadratic programming (QP) to learn a diago-
nal feature-level correlation matrix on single-view data (e.g. image or
video), and then use the AdaBoost framework to transfer knowledge
from “head” (frequent) categories to “tail” (infrequent) categories, e.g.
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from mountain images to castle images. In both [72] and [73], the deci-
sion function for a target instance is defined as a weighted linear com-
bination of labels of auxiliary instances, where the weight is represented
as the similarity of the target instance and any auxiliary instance es-
timated via learning a feature-level correlation matrix. The difference
between [72] and [73] is that the former works on heterogeneous feature
space (e.g. text and images) but same label space, while the latter focus
on same feature space (e.g. images) but heterogeneous label space (e.g.
semantically related categories of mountain and castle).

Rohrbach et al. [79] propose to automatically mine semantic relation-
ships between class labels (or equivalently class attributes) from linguis-
tic data (e.g. wikepedia, WordNet, Yahoo image, Flickr), which can be
considered as a label-level translator. The trained classifiers of auxiliary
classes can then be reused by target domain (different) classes through
the label-level translator and Bayesian rules. The proposed approach
allows different label space but assuming same feature space, and is em-
pirically verified for image classification. A follow-up work [78] conducts
extensive and in-depth study of transfer learning for image classification.

Xiang et al. [98] propose a novel approach named source-selection-
free transfer learning (SSFTL) to achieve knowledge transfer from some
large-scale auxiliary data set, e.g. Wikipedia, which does not require
practitioners to manually select some particular part of auxiliary data
to transfer from. The main idea is to bridge large-scale auxiliary label
space and target label space via social tagging data, e.g. Flick. Specif-
ically, each label (scalar) is represented as a vector in a latent space,
where two vectors are similar if the corresponding labels are semantically
correlated. An additional advantage of SSFTL is that the training pro-
cedure of auxiliary classifiers can be implemented offline, which makes
the whole learning approach very efficient.

There are also some other heterogeneous transfer learning settings
in different data domains and scenarios e.g. target domains with few
instances [50], transfer from text to video [51], etc.

3.3 Summary

Heterogeneous transfer learning is mainly based on feature-level trans-
lator and label-level translator, which bridges heterogeneous feature
space and heterogeneous label space of two domains. The techniques
of heterogeneous transfer learning and transfer learning methods in pre-
vious sections are complementary, which enables knowledge transfer in
a much wider application scope with very little limitation.
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Table 7.4. Learning paradigms and techniques. The notation “req.” means that the
test data are required during model training, and “

√
” means the corresponding data

are available to the learner. D̃L and D̃U are labeled and unlabeled data in an auxiliary
domain. DL , DU and DT are labeled, unlabeled and test data in the target domain.
Unsupervised and supervised transfer learning are categorized by the availability of
labeled data in the target domain.

Learning Paradigm
Auxiliary Target

Learning Technique
D̃L D̃U DL DU DT

ML

Unsupervised

N/A

req. Spectral clustering [58], etc.
Transductive

√
req. TSVM [41], etc.

Supervised
√

AdaBoost [31], etc.
Semi-supervised

√ √
SSL [111], etc.

TL

Unsupervised

√
req. STC [24], etc.√
req. LWE [32], etc.√ √

SCL [8], etc.

Supervised

√ √
MTL [30], etc.√ √ √
TrAdaBoost [23], etc.√ √ √ √

req. EigenTransfer [21], etc.√ √
STL [75], etc.

Heterogeneous

across different feature space

Translated learning [20]
aPLSA [101]
TTI [72]
HTLIC [112], etc.

across different label space

RSP [86]
CCTL [73]
Semantic relatedness [79]
SSFTL [98], etc.

4. Discussion

Above we have seen that there are several important applications of
transfer learning. What insights can be gained from these applications
and extensions on transfer learning? Below, we consider a few such is-
sues.

What, How and When to Transfer As pointed out by Pan and
Yang [67], there are three fundamental questions in transfer learning,
namely “what to transfer”, “how to transfer” and “when to transfer”.
We have answered the “what to transfer” question from two perspec-
tives, (1) instance-based transfer and (2) feature-based transfer, where
the corresponding knowledge are selected and weighted instances and
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Table 7.5. Applications in text mining.

Application Transfer learning work

Text classification [29, 76, 22, 107, 63, 65, 66, 89, 21, 97, 70, 71, 57], etc.

Sentiment analysis [46, 7, 71, 97, 64], etc.

Named entity recognition [39, 2, 37, 81], etc.

Part-of-speech tagging [8, 39, 4, 37], etc.

Relation extraction [38], etc.

learned or transformed features. The “how to transfer” question [67]
is quite related to “what to transfer”, and we have surveyed instance
weighting, feature projection and other various techniques adopted in
different works to achieve knowledge transfer. The “when to transfer”
question [67] is related to negative transfer, cross-domain validation and
transfer bounds, where some works focus on empirical study to avoid
negative transfer [28, 102, 16]. Some research works also focus on theo-
retical developments of transfer learning, such as [4, 53, 23, 60, 109, 46].
In addition, researchers have also proposed cross-domain cross-validation
strategies [110, 12] for text mining and other learning tasks.

Learning Paradigms and Techniques Transfer learning can be
considered as a new learning paradigm. One perspective is to consider
transfer learning as an over-arching framework that includes the tradi-
tional learning as a special case, as shown in Table 7.4. Here we can
see that traditional machine learning (ML) methods do not consider
data from auxiliary domains; instead and they study the learning prob-
lems under the same data distribution Pr(X,Y ). In contrast, transfer
learning goes beyond the learning paradigm via transferring knowledge
from auxiliary domains with different distribution P̃r(X,Y ) �= Pr(X,Y ).

Text Mining Applications As we surveyed so far, transfer learning
have been wildly adopted in various text mining applications; a summary
can be found in Table 7.5. Note that many transfer learning methods
surveyed in previous sections have been applied to non-text mining ap-
plications as well; e.g. in speech recognition, in image and video analysis,
etc.

5. Conclusions

In this chapter, we have focused on transfer learning approaches for
text mining. Specifically, we have reviewed transfer learning techniques
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in text related classification tasks, including discriminative learning and
ensemble learning, and heterogeneous transfer. We have considered these
learning approaches from two perspectives, namely, (1) instance-based
transfer and (2) feature-based transfer. Most of the surveyed transfer
learning methods are proposed or can be applied in text mining applica-
tions, e.g. text classification, sentiment analysis, POS tagging, NER and
relation extraction. In addition, the introduced heterogeneous transfer
techniques can explore the knowledge in text to help the learning task
in other domain, such as image classification.

A current research issue is how to apply transfer learning to the
learning-to-rank framework [43, 13, 99], where the ranking model in the
target domain may benefit from knowledge transferred from auxiliary
domains. In this area, works include model-based transfer [34], instance-
based transfer [19, 33, 15] and feature-based transfer [92, 19, 3], which
extend the pairwise ranking algorithms of RankSVM [43], RankNet [13],
or list-wise ranking model of AdaRank [99]. We expect to see much re-
search progress in this new direction, e.g. generalizations of learning to
rank to heterogeneous settings [101].

In the future, we expect to see more extensive applications of transfer
learning in text mining, where the concept of “text” can be more general.
For example, we expect to see transfer learning methods to be applied
to analyzing microblogging contents and structure, in association with
social network mining. We also expect to see more cross-domain trans-
fer learning approaches, for knowledge transfer between very different
domains, e.g., text and videos, etc.
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regularization based semi-supervised domain adaptation. In Pro-
ceedings of the Conference on Neural Information Processing Sys-
tems (NIPS), Vancouver, Canada, 2010.



252 MINING TEXT DATA

[47] John D. Lafferty, Andrew McCallum, and Fernando C. N. Pereira.
Conditional random fields: Probabilistic models for segmenting
and labeling sequence data. In Proceedings of the Eighteenth Inter-
national Conference on Machine Learning, ICML ’01, pages 282–
289, San Francisco, CA, USA, 2001. Morgan Kaufmann Publishers
Inc.

[48] Ken Lang. Newsweeder: Learning to filter netnews. In Proceed-
ings of the Twelfth International Conference on Machine Learning,
1995.

[49] David Dolan Lewis. Reuters-21578 test collection.
http://www.daviddlewis.com/.

[50] Fei-Fei Li, Fergus Rob, and Perona Pietro. One-shot learning of ob-
ject categories. IEEE Trans. Pattern Anal. Mach. Intell., 28:594–,
April 2006.

[51] Liangda Li, Ke Zhou, Gui-Rong Xue, Hongyuan Zha, and Yong
Yu. Video summarization via transferrable structured learning.
In Proceedings of the 20th international conference on World wide
web, WWW ’11, pages 287–296, New York, NY, USA, 2011. ACM.

[52] Xiao Li and Jeff Bilmes. Regularized adaptation of discriminative
classifiers. In Proc. IEEE Intl. Conf. on Acoustics, Speech, and
Signal Processing, Toulouse, France, May 2006.

[53] Xiao Li and Jeff Bilmes. A bayesian divergence prior for classi-
fier adaptation. In Eleventh International Conference on Artificial
Intelligence and Statistics (AISTATS-2007), March 2007.

[54] Xiao Li, Jeff Bilmes, and Joh Malkin. Maximum margin learning
and adaptation of MLP classifers. September 2005.

[55] Xuejun Liao, Ya Xue, and Lawrence Carin. Logistic regression with
an auxiliary data source. In Proceedings of the 22nd international
conference on Machine learning, ICML ’05, pages 505–512, New
York, NY, USA, 2005. ACM.

[56] Xiao Ling, Gui-Rong Xue, Wenyuan Dai, Yun Jiang, Qiang Yang,
and Yong Yu. Can chinese web pages be classified with english
data source? In WWW, pages 969–978, 2008.

[57] Mingsheng Long, Wei Cheng, Xiaoming Jin, Jianmin Wang, and
Dou Shen. Transfer learning via cluster correspondence inference.
In ICDM, pages 917–922, 2010.

[58] Ulrike Luxburg. A tutorial on spectral clustering. Statistics and
Computing, 17:395–416, December 2007.

http://www.daviddlewis.com/


Transfer Learning for Text Mining 253

[59] Olvi L. Mangasarian. Generalized support vector machines. Tech-
nical report, Computer Sciences Department, University of Wis-
consin, 1998.

[60] Yishay Mansour, Mehryar Mohri, and Afshin Rostamizadeh. Do-
main adaptation with multiple sources. In NIPS, 2008.

[61] Andrew Kachites McCallum. Simulated/real/aviation/auto usenet
data. http://www.cs.umass.edu/~mccallum/code-data.html.

[62] Tiberio Caetano S. V. N. Vishwanathan Novi Quadrianto,
Alex Smola and James Petterson. Multitask learning without label
correspondences. In NIPS, 2010.

[63] Sinno Jialin Pan, James T. Kwok, and Qiang Yang. Transfer learn-
ing via dimensionality reduction. In AAAI, pages 677–682, 2008.

[64] Sinno Jialin Pan, Xiaochuan Ni, Jian-Tao Sun, Qiang Yang, and
Zheng Chen. Cross-domain sentiment classification via spectral
feature alignment. In WWW, pages 751–760, 2010.

[65] Sinno Jialin Pan, Ivor W. Tsang, James T. Kwok, and Qiang Yang.
Domain adaptation via transfer component analysis. In IJCAI,
pages 1187–1192, 2009.

[66] Sinno Jialin Pan, Ivor W. Tsang, James T. Kwok, and Qiang Yang.
Domain adaptation via transfer component analysis. IEEE Trans-
actions on Neural Networks, 22(2):199–210, 2011.

[67] Sinno Jialin Pan and Qiang Yang. A survey on transfer learn-
ing. IEEE Transactions on Knowledge and Data Engineering,
22(10):1345–1359, October 2010.

[68] Bo Pang and Lillian Lee. Opinion mining and sentiment analysis.
Found. Trends Inf. Retr., 2:1–135, January 2008.

[69] David Pardoe and Peter Stone. Boosting for regression transfer.
In ICML, pages 863–870, 2010.

[70] Peter Prettenhofer and Benno Stein. Cross-language text classi-
fication using structural correspondence learning. In ACL, pages
1118–1127, 2010.

[71] Peter Prettenhofer and Benno Stein. Cross-lingual adaptation us-
ing structural correspondence learning. ACM TIST, 3(1), 2012.

[72] Guo-Jun Qi, Charu Aggarwal, and Thomas Huang. Towards se-
mantic knowledge propagation from text corpus to web images.
In Proceedings of the 20th international conference on World wide
web, WWW ’11, pages 297–306, New York, NY, USA, 2011. ACM.

[73] Guo-Jun Qi, Charu Aggarwal, Yong Rui, Qi Tian, Shiyu Chang,
and Thomas Huang. Towards cross-category knowledge propaga-
tion for learning visual concepts. In CVPR, 2011.

http://www.cs.umass.edu/~mccallum/code-data.html


254 MINING TEXT DATA

[74] Novi Quadrianto, Alex J. Smola, Tiberio S. Caetano, S.V.N. Vish-
wanathan, and James Petterson. Multitask learning without label
correspondences. In NIPS 23, 2010.

[75] Rajat Raina, Alexis Battle, Honglak Lee, Benjamin Packer, and
Andrew Y. Ng. Self-taught learning: transfer learning from unla-
beled data. In Proceedings of the 24th international conference on
Machine learning, ICML ’07, pages 759–766, New York, NY, USA,
2007. ACM.

[76] Rajat Raina, Andrew Y. Ng, and Daphne Koller. Constructing in-
formative priors using transfer learning. In Proceedings of the 23rd
international conference on Machine learning, ICML ’06, pages
713–720, New York, NY, USA, 2006. ACM.

[77] Adwait Ratnaparkhi. A maximum entropy model for part-of-
speech tagging. In Proceedings of the Conference on Empirical
Methods in Natural Language Processing, April 1996.

[78] Marcus Rohrbach, Michael Stark, and Bernt Schiele. Evaluating
knowledge transfer and zero-shot learning in a large-scale setting.
In CVPR, 2011.

[79] Marcus Rohrbach, Michael Stark, György Szarvas, Iryna
Gurevych, and Bernt Schiele. What helps where - and why? seman-
tic relatedness for knowledge transfer. In CVPR, pages 910–917,
2010.
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1. Introduction

Probabilistic models are widely used in text mining nowadays, and
applications range from topic modeling, language modeling, document
classification and clustering to information extraction. For example,
the well known topic modeling methods PLSA and LDA are special
applications of mixture models.

A probabilistic model is a model that uses probability theory to model
the uncertainty in the data. For example, terms in topics are modeled
by multinomial distribution; and the observations for a random field are
modeled by Gibbs distribution. A probabilistic model describes a set
of possible probability distributions for a set of observed data, and the
goal is to use the observed data to learn the distribution (usually associ-
ated with parameters) in the probabilistic model that can best describe
the current data. In this chapter, we introduce several frequently used
fundamental probabilistic models and their applications in text mining.
For each probabilistic model, we will introduce their general framework
of modeling, the probabilistic explanation, the standard algorithms to
learn the model, and their applications in text mining.

The major probabilistic models covered in this chapter include:

Mixture Models. Mixture models are used for clustering data
points, where each component is a distribution for that cluster,
and each data point belongs to one cluster with a certain proba-
bility. Finite mixture models require user to specify the number of
clusters. The typical applications of mixture model in text mining
include topic models, like PLSA and LDA.

Bayesian Nonparametric Models. Beyesian nonparametric models
refer to probabilistic models with infinite-dimensional parameters,
which usually have a stochastic process that is infinite-dimensional
as the prior distribution. Infinite mixture model is one type of non-
parametric models, which can deal with the problem of selecting
the number of clusters for clustering. Dirichlet process mixture
model belongs to infinite mixture model, and can help to detect
the number of topics in topic modeling.

Bayesian Networks. A Bayesian network is a graphical model with
directed acyclic links indicating the dependency relationship be-
tween random variables, which are represented as nodes in the
network. A Bayesian network can be used to inference the unob-
served node in the network, by learning parameters via training
datasets.
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Hidden Markov Model. A hidden Markov model (HMM) is a sim-
ple case of dynamic Bayesian network, where the hidden states are
forming a chain and only some possible value for each state can be
observed. One goal of HMM is to infer the hidden states according
to the observed values and their dependency relationships. A very
important application of HMM is part-of-speech tagging in NLP.

Markov Random Fields. A Markov random field (MRF) belongs
to undirected graphical model, where the joint density of all the
random variables in the network is modeled as a production of
potential functions defined on cliques. An application of MRF is
to model the dependency relationship between queries and doc-
uments, and thus to improve the performance of information re-
trieval.

Conditional Random Fields. A conditional random field (CRF) is
a special case of Markov random field, but each state of node is
conditional on some observed values. CRFs can be considered as a
type of discriminative classifiers, as they do not model the distri-
bution over observations. Name entity recognition in information
extraction is one of CRF’s applications.

This chapter is organized as follows. In Section 2, mixture models
that are frequently used in topic modeling and clustering is introduced,
as well as its standard learning algorithms. In Section 3, we present sev-
eral Bayesian nonparametric models, where stochastic processes are used
as priors and can be used in modeling the uncertainty of the number of
clusters in mixture models. In Section 4, several well-known graphical
models that use nodes to represent random variables and use links in
the graph to model the dependency relations between variables are in-
troduced. Section 5 introduces several situations that constraints with
domain knowledge can be integrated into probabilistic models. Section
6 is a brief introduction of parallel computing of probabilistic models for
large scale datasets. The concluding remarks are given in Section 7.

2. Mixture Models

Mixture model [39] is a probabilistic model originally proposed to ad-
dress the multi-modal problem in the data, and now is frequently used
for the task of clustering in data mining, machine learning and statis-
tics. Generally, a mixture model defines the distribution of a random
variable, which contains multiple components and each component rep-
resents a different distribution following the same distribution family but
with different parameters. The number of components are specified by
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users in this section, and these mixture models are called finite mixture
models. Infinite mixture models that deal with how to learn the number
of components in mixture models will be covered in Section 3. To learn
the model, not only the probability membership for each observed data
point but also the parameter set for each component need to be learned.
In this section, we introduce the basic framework of mixture models,
their variations and applications in text mining area, and the standard
learning algorithms for them.

2.1 General Mixture Model Framework

In a mixture model, given a set of data points, e.g., the height of
people in a region, they are treated as an instantiation of a set of ran-
dom variables, which are following the mixture model. Then, according
to the observed data points, the parameters in the mixture model can
be learned. For example, we can learn the mean and standard devi-
ation for female and male height distributions, if we model height of
people as a mixture model of two Gaussian distributions. Formally,
assume we have n i.i.d. random variables X1, X2, . . . , Xn with observa-
tions x1, x2, . . . , xn, following the mixture model with K components.
Let each of the kth component be a distribution following a distribution
family with parameters (θk) and have the form of F (x|θk), and let πk
(πk ≥ 0 and

∑
k πk = 1) be the weight for kth component denoting the

probability that an observation is generated from the component, then
the probability of xi can be written as:

p(xi) =
K∑
k=1

πkf(xi|θk)

where f(xi|θk) is the density or mass function for F (x|θk). The joint
probability of all the observations is then:

p(x1, x2, . . . , xn) =
n∏

i=1

K∑
k=1

πkf(xi|θk)

Let Zi ∈ {1, 2, . . . ,K} be the hidden cluster label for Xi, the prob-
ability function can be viewed as the summation over a complete joint
distribution of both Xi and Zi:

p(xi) =
∑
zi

p(xi, zi) =
∑
zi

p(xi|Zi = zi)p(zi)

where Xi|Zi = zi ∼ F (xi|θzi) and Zi ∼ MK(1;π1, . . . , πK), the multino-
mial distribution of K dimensions with 1 observation. Zi is also referred
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to missing variable or auxiliary variable, which identifies the cluster la-
bel of the observation xi. From generative process point of view, each
observed data xi is generated by:

1 sample its hidden cluster label by zi|π ∼ MK(1;π1, . . . , πK)

2 sample the data point in component zi: xi|zi, {θk} ∼ F (xi|θzi)
The most well-known mixture model is the Gaussian mixture model,

where each component is a Gaussian distribution. In this case, the
parameter set for kth component is θk = (μk, σ

2
k), where μk and σ2

k are
the mean and variance of the Gaussian distribution.

Example: Mixture of Unigrams. The most common choice
of the component distribution for terms in text mining is multinomial
distribution, which can be considered as a unigram language model and
determines the probability of a bag of terms. In Nigam et al. [50], a
document di composed of a bag of words wi = (ci,1, ci,2, . . . , ci,m), where
m is the size of the vocabulary and ci,j is the number of term wj in
document di, is considered as a mixture of unigram language models.
That is, each component is a multinomial distribution over terms, with
parameters βk,j , denoting the probability of term wj in cluster k, i.e.,
p(wj |βk), for k = 1, . . . ,K and j = 1, . . . ,m. The joint probability of
observing the whole document collection is then:

p(w1,w2, . . . ,wn) =

n∏
i=1

K∑
k=1

πk

m∏
j=1

(βk,j)
ci,j

where πk is the proportion weight for cluster k. Note that, in mixture of
unigrams, one document is modeled as being sampled from exactly one
cluster, which is not typically true, since one document usually covers
several topics.

2.2 Variations and Applications

Besides the mixture of unigrams, there are many other applications
for mixture models in text mining, with some variations to the general
framework. The most frequent variation to the framework of general
mixture models is to adding all sorts of priors to the parameters, which
are sometimes called Bayesian (finite) mixture models [33]. The topic
models PLSA [29, 30] and LDA [11, 28] are among the most famous
applications, which have been introduced in Chapter 5 in a dimension
reduction view. In this section, we briefly describe them in the view
of mixture models. Some other applications in text mining, such as
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comparative text mining, contextual text mining, and topic sentiment
analysis, are introduced too.

2.2.1 Topic Models.

PLSA. Probabilistic latent semantic analysis (PLSA) [29] is also
known as probabilistic latent semantic indexing (PLSI) [30]. Dif-
ferent from the mixture unigram, where each document di connects
to one latent variable Zi, in PLSA, each observed term wj in di
corresponds to a different latent variable Zi,j . The probability of
observation term wj in di is then defined by the mixture in the
following:

p(wj |di) =
K∑
k=1

p(k|di)p(wj |βk)

where p(k|di) = p(zi,j = k) is the mixing proportion of different
topics for di, βk is the parameter set for multinomial distribution
over terms for topic k, and p(wj |βk) = βk,j . p(k|di) is usually de-
noted by the parameter θi,k, and Zi,j is then following the discrete
distribution with K-d vector parameter θi = (θi,1, . . . , θi,K). The
joint probability of observing all the terms in document di is:

p(di,wi) = p(di)

m∏
j=1

p(wj |di)ci,j

where wi is the same defined as in the mixture of unigrams and
p(di) is the probability of generating di. And the joint probability
of observing all the document corpus is

∏n
i=1 p(di,wi).

LDA. Latent Dirichlet allocation (LDA) [11] extends PLSA by fur-
ther adding priors to the parameters. That is, Zi,j ∼ MK(1; θi)
and θi ∼ Dir(α), where MK is the K-dimensional multinomial
distribution, θi is the K-d parameter vector denoting the mix-
ing portion of different topics for document di, Dir(α) denotes
a Dirichlet distribution with K-d parameter vector α, which is
the conjugate prior of multinomial distribution. Usually, another
Dirichlet prior β ∼ Dir(η) [11, 28] is added further to the multi-
nomial distribution β over terms, which serves as a smoothing
functionality over terms, where η is a m-d parameter vector and
m is the size of the vocabulary. The probability of observing all
the terms in document di is then:

p(wi|α, β) =
∫

p(wi, θi|α, β)dθi
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where
p(wi, θi|α, β) = p(wi|θi, β)p(θi|α)

and

p(wi|θi, β) =
m∏
j=1

(

K∑
k=1

p(zi,j = k|θi)p(wj |βk))ci,j

The probability of observing all the document corpus is:

p(w1, . . . ,wn|α, η) =
n∏

i=1

∫
p(wi|α, β)p(β|η)dβ

Notice that, compared with PLSA, LDA has stronger generative
power, as it describes how to generate the topic distribution θi for
an unseen document di.

2.2.2 Other Applications. Now, we briefly introduce some
other applications of mixture models in text mining.

Comparative Text Mining. Comparative text mining (CTM) is
proposed in [71]. Given a set of comparable text collections (e.g.,
the reviews for different brands of laptops), the task of compara-
tive text mining is to discover any latent common themes across
all collections as well as special themes within one collection. The
idea is to model each document as a mixture model of the back-
ground theme, common themes cross different collection, and spe-
cific themes within its collection, where a theme is a topic distri-
bution over terms, the same as in topic models.

Contextual Text Mining. Contextual text mining (CtxTM) is pro-
posed in [43], which extracts topic models from a collection of text
with context information (e.g., time and location) and models the
variations of topics over different context. The idea is to model a
document as a mixture model of themes, where the theme coverage
in a document would be a mixture of the document-specific theme
coverage and the context-specific theme coverage.

Topic Sentiment Analysis. Topic Sentiment Mixture (TSM) is pro-
posed in [42], which aims at modeling facets and opinions in we-
blogs. The idea is to model a blog article as a mixture model of a
background language model, a set of topic language models, and
two (positive and negative) sentiment language models. Therefore,
not only the topics but their sentiments can be detected simulta-
neously for a collection of weblogs.
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2.3 The Learning Algorithms

In this section, several frequently used algorithms for learning param-
eters in mixture models are introduced.

2.3.1 Overview. The general idea of learning parameters
in mixture models (and other probabilistic models) is to find a set of
“good” parameters θ that maximizes the probability of generating the
observed data. Two estimation criterions are frequently used, one is
maximum-likelihood estimation (MLE) and the other is maximum-a-
posteriori-probability (MAP).

The likelihood (or likelihood function) of a set of parameters given
the observed data is defined as the probability of all the observations
under those parameter values. Formally, let x1, . . . , xn (assumed iid) be
the observations, let the parameter set be θ, the likelihood of θ given
the data set is defined as:

L(θ |x1, . . . , xn) = p(x1, x2, . . . , xn|θ) =
n∏

i=1

p(xi|θ)

In the general form of mixture models, the parameter set includes both
the component distribution parameter θk for each component k, and the
mixing proportion of each component πk. MLE estimation is then to
find the parameter values that maximizes the likelihood function. Most
of the time, log-likelihood is optimized instead, as it converts products
into summations and makes the computation easier:

logL(θ |x1, . . . , xn) =
n∑

i=1

log p(xi|θ)

When priors are incorporated to the mixture models (such as in LDA),
the MAP estimation is used instead, which is to find a set of parameters
θ that maximizes the posterior density function of θ given the observed
data:

p(θ|x1, . . . , xn) ∝ p(x1, . . . , xn|θ)p(θ)
where p(θ) is the prior distribution for θ and may involve some further
hyper-parameters.

Several frequently used algorithms of finding MLE or MAP estima-
tions for parameters in mixture models are introduced briefly in the
following.

2.3.2 EM Algorithm. Expectation-Maximum (EM) [7, 22, 21,
12] algorithm is a method for learning MLE estimations for probabilistic
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models with latent variables, which is a standard learning algorithm for
mixture models. For mixture models, the likelihood function can be
further viewed as the marginal over the complete likelihood involving
hidden variables:

L(θ |x1, . . . , xn) =
∑
Z

p(x1, . . . , xn, z1, . . . , zn|θ) =
n∏

i=1

∑
zi

p(xi, zi|θ)

The log-likelihood function is then:

logL(θ |x1, . . . , xn) =
n∑

i=1

log
∑
zi

p(xi|θ, zi)p(zi)

which is difficult to maximize directly, as there is summation inside the
logarithm operation. EM algorithm is an iterative algorithm involving
two steps that maximizes the above log-likelihood, which can solve this
problem. The two steps in each iteration are E-step and M-step respec-
tively.

In E-step (Expectation step), a tight lower bound for the log-
likelihood called Q-function is calculated, which is the expectation of
the complete log-likelihood function with respect to the conditional dis-
tribution of hidden variable Z given the observations of the data X and
current estimation of parameters θ(t):

Q(θ|θ(t)) = EZ|X,θ(t) [logL(θ;X,Z)]

Note L(θ;X,Z) is a complete likelihood function as it uses both the
observed data X and the hidden cluster labels Z.

In M-step (Maximization-step), a new θ = θ(t+1) is computed
which maximizes the Q-function that is derived in E-step:

θ(t+1) = argmax
θ

Q(θ|θ(t))

It is guaranteed that EM algorithm converges to a local maximum of
the log-likelihood function, since Q-function is a tight lower bound and
the M-step can always find a θ that increases the log-likelihood. The
learning algorithm in PLSA is a typical application of EM algorithm.
Notice that, in M-step there could exist no closed form solution for θ(t+1)

and requires iterative solutions via methods such as gradient descent or
Newton’s method (also called Newton-Raphson method) [34].

There are several variants for EM algorithm when the original EM
algorithm is difficult to compute, and some of which are listed in the
following:
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Generalized EM. For generalized EM (GEM) [12], it relaxes the
requirement of finding the θ that maximizes Q-function in M-step
to finding a θ that increases Q-function somehow. The convergence
can still be guaranteed using GEM, and it is often used when
maximization in M-step is difficult to compute.

Variational EM. Variational EM is one of the approximate algo-
rithms used in LDA [11]. The idea is to find a set of variational
parameters with respective to the hidden variables that attempts
to obtain the tightest possible lower bound in E-step, and to max-
imize the lower bound in M-step. The variational parameters are
chosen in a way that simplifies the original probabilistic model and
are thus easier to calculate.

2.3.3 Gibbs Sampling. Gibbs sampling is the simplest form
of Markov chain Monte Carlo (MCMC) algorithm, which is a sampling-
based approximation algorithm for model inference. The basic idea of
Gibbs sampling is to generate samples that converge to the target distri-
bution, which itself is difficult to obtain, and to estimate the parameters
using the statistics of the distribution according to the samples.

In [28], a Gibbs sampling-based inference algorithm is proposed for
LDA. The goal is to maximize the posterior distribution of hidden vari-
ables (MAP estimation) given the observations of the documents p(Z|w),
which is a very complex density function with hyper-parameters α and
η that are specified by users. As it is difficult to directly maximize the
posterior, Gibbs sampling is then used to construct a Markov chain of Z,
which converges to the posterior distribution in the long run. The hid-
den cluster zi,j for term wi,j , i.e., the term wj in document di, is sampled
according to the conditional distribution of zi,j , given the observations
of all the terms as well as the their hidden cluster labels except for wi,j

in the corpus:

p(zi,j |z−i,j ,w) ∝ p(zi,j , wi,j |z−i,j ,w−i,j) = p(wi,j |z,w−i,j)p(zi,j |z−i,j)

which turns out to be easy to calculate, where z−i,j denotes the hidden
variables of all the terms except for wi,j and w−i,j denotes the all the
terms except wi,j in the corpus. Note that the conditional probability
is also involving the hyper-parameters α and η, which are not shown
explicitly. After thousands of iterations (called burning period), the
Markov chain is considered to be stable and converges to the target
posterior distribution. Then the parameters of θ and β can be estimated
according to the sampled hidden cluster labels from the chain as well as
the given observations and the hyper-parameters. Please refer to [28] and
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[53] for more details of Gibbs sampling in LDA, and more fundamental
introductions for Gibbs sampling and other MCMC algorithms in [3].

3. Stochastic Processes in Bayesian
Nonparametric Models

Priors are frequently used in probabilistic models. For example, in
LDA, Dirichlet priors are added for topic distributions and term distri-
butions, which are both multinomial distributions. A special type of pri-
ors that are stochastic processes, which emerges recently in text related
probabilistic models, is introduced in this section. Different from previ-
ous methods, with the introduction of priors of stochastic processes, the
parameters in such models become infinite-dimensional. These models
belong to the category of Bayesian nonparametric models [51].

Different from the traditional priors as static distributions, stochastic
process priors can model more complex structures for the probabilistic
models, such as the number of the components in the mixture model, the
hierarchical structures and evolution structure for topic models, and the
power law distribution for terms in language models. For example, it is
always a difficult task for users to determine the number of topics when
applying topic models for a collection of documents, and a Dirichlet
process prior can model infinite number of topics and finally determine
the best number of topics.

3.1 Chinese Restaurant Process

The Chinese Restaurant Process (CRP) [33, 9, 67] is a discrete-time
stochastic process, which defines a distribution on the partitions of the
first n integers, for each discrete time index n. As for each n, CRP
defines the distribution of the partitions over the n integers, it can be
used as the prior for the sizes of clusters in the mixture model-based
clustering, and thus provides a way to guide the selection of K, which
is the number of clusters, in the clustering process.

Chinese restaurant process can be described using a random process
as a metaphor of costumers choosing tables in a Chinese restaurant.
Suppose there are countably infinite tables in a restaurant, and the nth
costumer walks in the restaurant and sits down at some table with the
following probabilities:

1 The first customer sits at the first table (with probability 1).

2 The nth customer either sits at an occupied table k with proba-
bility mk

n−1+α , or sits at the first unoccupied table with probability
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α
n−1+α , where mk is the number of existing customers sitting at
table k and α is a parameter of the process.

It is easy to see that the customers can be viewed as data points
in the clustering process, and the tables can be viewed as the clusters.
Let z1, z2, . . . , zn be the table label associated with each customer, let
Kn be the number of tables in total, and let mk be the number of
customers sitting in the kth table, the probability of such an arrangement
(a partition of n integers into Kn groups) is as follows:

p(z1, z2, . . . , zn) = p(z1)p(z2|z1) . . . p(zn|zn−1, . . . , z1) =
αKn

∏Kn
k=1 (mk − 1)!

α(α+ 1) . . . (α+ n− 1)

The expected number of tables Kn given n customers is:

E(Kn|α) =
n∑

i=1

α

i− 1 + α
≈ α log(1 +

n

α
) = O(α log n)

In summary, CRP defines a distribution over partitions of the data
points, that is, a distribution over all possible clustering structures with
different number of clusters. Moreover, prior distributions can also be
provided over cluster parameters, such as a Dirichlet prior over terms
in LDA for each topic. A stochastic process called Dirichlet process
combines the two types of priors, and thus is frequently used as the
prior for mixture models, which is introduced in the following section.

3.2 Dirichlet Process

We now introduce Dirichlet process and Dirichlet process-based mix-
ture model, the inference algorithms and applications are also briefly
mentioned.

3.2.1 Overview of Dirichlet Process. Dirichlet process
(DP) [33, 67, 68] is a stochastic process, which is a distribution defined
on distributions. That is, if we draw a sample from a DP, it would be
a distribution over values instead of a single value. In addition to CRP,
which only considers the distribution over partitions of data points, DP
also defines the data distribution for each cluster, with an analogy of the
dishes served for each table in the Chinese restaurant metaphor. For-
mally, we say a stochastic process G is a Dirichlet process with base dis-
tribution H and concentration parameter α, written as G ∼ DP (α,H),
if for an arbitrary finite measurable partition A1, A2, . . . , Ar of the prob-
ability space of H, denoted as Θ, the following holds:

(G(A1), G(A2), . . . , G(Ar)) ∼ Dir(αH(A1), αH(A2), . . . , αH(Ar))
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where G(Ai) and H(Ai) are the marginal probability of G and H over
partition Ai. In other words, the marginal distribution of G must be
Dirichlet distributed, and this is why it is called Dirichlet process. Intu-
itively, the base distribution H is the mean distribution of the DP, and
the concentration parameter α can be understood as an inverse variance
of the DP, namely, an larger α means a smaller variance and thus a
more concentrated DP around the mean H. Notice that, although the
base distribution H could be a continuous distribution, G will always
be a discrete distribution, with point masses at most countably infinite.
This can be understood by studying the random process of generating
distribution samples φi’s from G:

φn|φn−1, . . . , φ1 =

{
φ∗k, with probability mk

n−1+α

new draw from H, with probability α
n−1+α

where φ∗k represents the kth unique distribution sampled from H, indi-
cating the distribution for kth cluster, and φi denotes the distribution
for the ith sample, which could be a distribution from existing clusters
or a new distribution.

In addition to the above definition, a DP can also be defined through
a stick-breaking construction [62]. On one hand, the proportion of each
cluster k among all the clusters, πk, is determined by a stick-breaking
process:

βk ∼ Beta(1, α) and πk = βk

k−1∏
l=1

(1− βl)

Metaphorically, assuming we have a stick with length 1, we first break
it at β1 that follows a Beta distribution with parameter α, and assign
it to π1; for the remaining stick with length 1 − β1, we repeat the pro-
cess, break it at β2 ∼ Beta(1, α), and assign it (β2(1 − β1)) to π2;
we recursively break the remaining stick and get π3, π4 and so on. The
stick-breaking distribution over π is sometimes written as π ∼ GEM(α),
where the letters GEM stand for the initials of the inventors. On the
other hand, for each cluster k, its distribution φ∗k is sampled from H. G
is then a mixture model over these distributions, G ∼ ∑

k πkδφ∗
k
, where

δφ∗
k
denotes a point mass at φ∗k.

Further, hierarchical Dirichlet process (HDP) [68] can be defined,
where the base distribution H follows another DP. HDP can model top-
ics across different collections of documents, which share some common
topics across different corpora but may have some special topics within
each corpus.
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3.2.2 Dirichlet Process Mixture Model. By using DP as
priors for mixture models, we can get Dirichlet process mixture model
(DPM) [48, 67, 68], which can model the number of components in
a mixture model, and sometimes is also called infinite mixture model.
For example, we can model infinite topics for topic modeling, infinite
components in infinite Gaussian mixture model [57], and so on. In such
mixture models, to sample a data value, it will first sample a distribution
φi and then sample a value xi according to the distribution φi. Formally,
let x1, x2, . . . , xn be n observed data points, and let θ1, θ2, . . . , θn be the
parameters for the distributions of latent clusters associated with each
data point, where the distribution φi with parameter θi is drawn i.i.d
from G, the generative model for xi is then:

xi|θi ∼ F (θi)

θi|G ∼ G

G|α,H ∼ DP (α,H)

where F (θi) is the distribution for xi with the parameter θi. Notice that,
since G is a discrete distribution, multiple θi’s can share the same value.

From the generative process point of view, the observed data xi’s are
generated by:

1 Sample π according to π|α ∼ GEM(α), namely, the stick-breaking
distribution;

2 Sample the parameter θ∗k for each distinctive cluster k according
to θk|H ∼ H;

3 For each xi,

(a) first sample its hidden cluster label zi by zi|π ∼ M(1;π),

(b) then sample the value according to xi|zi, {θ∗k} ∼ F (θ∗zi).

where F (θ∗k) is the distribution of data in component k with parameter
θ∗k. That is, each xi is generated from a mixture model with component
parameters θ∗k’s and the mixing proportion π.

3.2.3 The Learning Algorithms. As DPM is a nonpara-
metric model with infinite number of parameters in the model, EM
algorithm cannot be directly used in the inference for DPM. Instead,
MCMC approaches [48] and variational inference [10] are standard in-
ference methods for DPM.

The general goal for learning DPM is to learn the hidden cluster labels
zi’s and the parameters θi’s for its associated cluster component for all
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the observed data points. It turns out that Gibbs sampling is very con-
venient to implement for such models especially when G is the conjugate
prior for the data distribution F , as the conditional distribution of both
θi and zi can be easily computed and thus the posterior distribution
of these parameters or hidden cluster labels can be easily simulated by
the obtained Markov chain. For more details, please refer to [48], where
several MCMC-based algorithms are provided and discussed.

The major disadvantages of MCMC-based algorithms are that the
sampling process can be very slow and the convergence is difficult to
diagnose. Therefore Blei et al. [10] proposed an alternative approach
called variational inference for DPMs, which is a class of deterministic
algorithms that convert inference problems into optimization problems.
The basic idea of variational inference methods is to relax the original
likelihood function or posterior probability function P into a simpler
variational distribution function Qμ, which is indexed by new free vari-
ables μ that are called variational parameters. The goal is to compute
the variational parameters μ that minimizes the KL divergence between
the variation distribution and the original distribution:

μ∗ = argminD(Qμ||P )

where D refers to some distance or divergence function. And then Qμ∗

can be used to approximate the desired P . Please refer to [10] for more
details of variational inference for DPM.

3.2.4 Applications in Text Mining. There are many suc-
cessful applications in text mining by using DPMs, and we select some
of the most representative ones in the following.

In [9], a hierarchical LDA model (LDA) that based on nested Chi-
nese restaurant process is proposed, which can detect hierarchical topic
models instead of topic models in a flat structure from a collection of
documents. In addition, hLDA can detect the number of topics auto-
matically, which is the number of nodes in the hierarchical tree of topics.
Compared with original LDA, hLDA can detect topics with higher inter-
pretability and has higher predictive held-out likelihood in the testing
set.

In [73], a time-sensitive Dirichlet process mixture model is proposed
to detect clusters from a collection of documents with time information,
for example, detecting subject threads for emails. Instead of considering
each document equally important, the weights of history documents are
discounted in the cluster. A time-sensitive DPM (tDPM) is then built
based on the idea, which can not only output the number of clusters,
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but also introduce the temporal dependencies between documents, with
less influence from older documents.

Evolution structure can also be detected using DPMs. A temporal
Dirichlet process mixture model (TDPM) [2] is proposed as a frame-
work to model the evolution of topics, such as retain, die out or emerge
over time. In [1], an infinite dynamic topic model (iDTM) is further
proposed to allow each document to be generated from multiple topics,
by modeling documents in each time epoch using HDP instead of DP.
An evolutional hierarchical Dirichlet process approach (EvoHDP) is pro-
posed in [72] to detect evolutionary topics from multiple but correlated
corpora, which can discover different evolving patterns of topics, in-
cluding emergence, disappearance, evolution within a corpus and across
different corpora.

3.3 Pitman-Yor Process

Pitman-Yor process [52, 66], also known as two-parameter Poisson-
Dirichlet process, is a generalization over DP, which can successfully
model data with power law [18] distributions. For example, if we want to
model the distribution of all the words in a corpus, Pitman-Yor process
is a better option than DP, where each word can be viewed as a table
and the number of occurrences of the word can be viewed as the number
of customers sitting in the table, in a restaurant metaphor.

Compared with CP, Pitman-Yor process has one more discount pa-
rameter 0 ≤ d < 1, in addition to the strength parameter α > −d,
which is written as G ∼ PY (d, α,H), where H is the base distribution.
This can be understood by studying the random process of generating
distribution samples φi’s from G:

φn|φn−1, . . . , φ1 =

{
φ∗k, with probability mk−d

n−1+α

new draw from H, with probability α+dKn
n−1+α

where φ∗k is the distribution of table k, mk is the number of customers
sitting at table k, and Kn is the number of tables so far. Notice that
when d = 0, Pitman-Yor process reduces to DP.

Two salient features of Pitman-Yor process compared with CP are:
(1) given more occupied tables, the chance to have even more tables is
higher; (2) tables with small occupancy number have a lower chance to
get more customers. This implies that Pitman-Yor process has a power
law (e.g., Zipf’s law) behavior. The expected number of tables is O(αnd),
which has the power law form. Compared with the expected number of
tables O(α log n) for DP, Pitman-Yor process indicates a faster growing
in the expected number of tables.
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In [66], a hierarchial Pitman-Yor n-gram language model is proposed.
It turns out that the proposed model has the best performance compared
with the state-of-the-art methods, and has demonstrated that Bayesian
approach can be competitive with the best smoothing techniques in lan-
guages modeling.

3.4 Others

There are many other stochastic processes that can be used in Bayesian
nonparametric models, such as Indian buffet process [27], Beta process
[69], Gaussian process [58] for infinite Gaussian mixture model, Gaus-
sian process regression, and so on. We now briefly introduce them in the
following, and the readers can refer to the references for more details.

Indian buffet process. In mixture models, one data point can only
belong to one cluster, with the probability determined by the mix-
ing proportions. However, sometimes one data point can have
multiple features. For example, a person can participate in a num-
ber of communities, all with a large strength. Indian buffet pro-
cess is a stochastic process that can define the infinite-dimensional
features for data points. It has a metaphor of people choosing (in-
finite) dishes arranged in a line in Indian buffet restaurant, which
is where the name “Indian buffet process” is from.

Beta process. As mentioned in [69], a beta process (BP) plays
the role for the Indian buffet process that the Dirichlet process
plays for the Chinese restaurant process. Also, a hierarchical beta
process (hBP)-based method is proposed in [69] for the document
classification task.

Gaussian process. Intuitively, a Gaussian process (GP) extends
a multivariate Gaussian distribution to the one with infinite di-
mensionality, similar to DP’s role to Dirichlet distribution. Any
finite subset of the random variables in a GP follows a multivari-
ate Gaussian distribution. The applications for GP include Gaus-
sian process regression, Gaussian process classification, and so on,
which are discussed in [58].

4. Graphical Models

A Graphical model [32, 36] is a probabilistic model for which a graph
denotes the conditional independence structure between random vari-
ables. Graphical model provides a simple way to visualize the structure
of a probabilistic model and can be used to design and motivate new
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models. In a probabilistic graphical model, each node represents a ran-
dom variable, and the links express probabilistic relationships between
these variables. The graph then captures the way in which the joint
distribution over all of the random variables can be decomposed into
a product of factors each depending only on a subset of the variables.
There are two branches of graphical representations of distributions that
are commonly used: directed and undirected. In this chapter, we discuss
the key aspects of graphical models and their applications in text mining.

4.1 Bayesian Networks

Bayesian networks (BNs), also known as belief networks (or Bayes nets
for short), belong to the directed graphical models, in which the links of
the graphs have a particular directionality indicated by arrows.

4.1.1 Overview. Formally, BNs are directed acyclic graphs
(DAG) whose nodes represent random variables, and edges represent
conditional dependencies. For example, a link from x to y can be infor-
mally interpreted as indicating that x “causes” y.

Conditional Independence. The simplest conditional indepen-
dence relationship encoded in a BN can be stated as follows: a node
is conditionally independent of its non-descendants given its parents,
where the parent relationship is with respect to some fixed topological
ordering of the nodes. This is also called local Markov property, de-
noted by Xv ⊥⊥ XV \de(v)|Xpa(v) for all v ∈ V , where de(v) is the set of
descendants of v. For example, as shown in Figure 8.1(a), we obtain
x1 ⊥⊥ x3|x2.

Factorization Definition. In a BN, the joint probability of all
random variables can be factored into a product of density functions
for all of the nodes in the graph, conditional on their parent variables.
More precisely, for a graph with n nodes (denoted as x1, ..., xn), the joint
distribution is given by:

p(x1, ..., xn) = Πn
i=1p(xi|pai), (8.1)

where pai is the set of parents of node xi. By using the chain rule of
probability, the above joint distribution can be written as a product of
conditional distributions, given the topological order of these random
variables:

p(x1, ..., xn) = p(x1)p(x2|x1)...p(xn|xn−1, ..., x1). (8.2)



Probabilistic Models for Text Mining 277

(a) (b) (c)

Figure 8.1. Examples of directed acyclic graphs describing the joint distributions.

The difference between the two expressions is the conditional indepen-
dence of the variables encoded in a BN, that variables are conditionally
independent of their non-descendants given the values of their parent
variables.

Consider the graph shown in Figure 8.1, we can go from this graph
to the corresponding representation of the joint distribution written in
terms of the product of a set of conditional probability distributions, one
for each node in the graph. The joint distributions for Figure 8.1(a)-
(c) are therefore p(x1, x2, x3) = p(x1|x2)p(x2)p(x3|x2), p(x1, x2, x3) =
p(x1)p(x2|x1, x3)p(x3), and p(x1, x2, x3) = p(x1)p(x2|x1)p(x3|x2), re-
spectively.

4.1.2 The Learning Algorithms. Because a BN is a com-
plete model for the variables and their relationships, a complete joint
probability distribution (JPD) over all the variables is specified for a
model. Given the JPD, we can answer all possible inference queries
by summing out (marginalizing) over irrelevant variables. However, the
JPD has size O(2n), where n is the number of nodes, and we have as-
sumed each node can have 2 states. Hence summing over the JPD takes
exponential time. The most common exact inference method is Vari-
able Elimination [19]. The general idea is to perform the summation
to eliminate the non-observed non-query variables one by one by dis-
tributing the sum over the product. The reader can refer to [19] for
more details. Instead of exact inference, a useful approximate algorithm
called Belief propagation [46] is commonly used on general graphs in-
cluding Bayesian network, which will be introduced in Section 4.3.

4.1.3 Applications in Text Mining. Bayesian networks
have been widely used in many applications in text mining, such as
spam filtering [61] and information retrieval [20]. In [61], a Bayesian
approach is proposed to identify spam email by making use of a naive
Bayes classifier. The intuition is that particular words have particular
probabilities of occurring in spam emails and in legitimate emails. For
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(a) Regular Markov model (b) Hidden Markov model

Figure 8.2. Graphical structures for the regular and hidden Markov model.

instance, the words “free” and “credit” will frequently appear in spam
emails, but will seldom occur in other emails. To train the filter, the user
must manually indicate whether an email is spam or not for a training
set. With such a training dataset, Bayesian spam filters will learn a spam
probability for each word, e.g., a high spam probability for the words
“free” and “credit”, and a relatively low spam probability for words such
as the names of friends. Then, the email’s spam probability is computed
over all words in the email, and if the total exceeds a certain threshold,
the filter will mark the email as a spam.

4.2 Hidden Markov Models

In a regular Markov model as Figure 8.2(a), the state xi is directly
visible to the observer, and therefore the state transition probabilities
p(xi|xi−1) are the only parameters. Based on the Markov property, the
joint distribution for a sequence of n observations under this model is
given by

p(x1, ..., xn) = p(x1)

n∏
i=2

p(xi|xi−1). (8.3)

Thus if we use such a model to predict the next observation in a se-
quence, the distribution of predictions will depend on the value of the
immediately preceding observation and will be independent of all earlier
observations, conditional on the preceding observation.

4.2.1 Overview. A hidden Markov model (HMM) can be con-
sidered as the simplest dynamic Bayesian network. In a hidden Markov
model, the state yi is not directly visible, and only the output xi is visi-
ble, which is dependent on the state. The hidden state space is discrete,
and is assumed to consist of one of N possible values, which is also
called latent variable. The observations can be either discrete or con-
tinuous, which are typically generated from a categorical distribution
or a Gaussian distribution. Generally, a HMM can be considered as a
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generalization of a mixture model where the hidden variables are related
through a Markov process rather than independent of each other.

Suppose the latent variables form a first-order Markov chain as shown
in Figure 8.2(b). The random variable yt is the hidden state at time t,
and the random variable xt is the observation at time t. The arrows in
the figure denote conditional dependencies. From the diagram, it is clear
that yt−1 and yt+1 are independent given yt, so that yt+1 ⊥⊥ yt−1|yt. This
is the key conditional independence property, which is called the Markov
property. Similarly, the value of the observed variable xt only depends
on the value of the hidden variable yt. Then, the joint distribution for
this model is given by

p(x1, ..., xn, y1, ..., yn) = p(y1)

n∏
t=2

p(yt|yt−1)
n∏

t=1

p(xt|yt), (8.4)

where p(yt|yt−1) is the state transition probability, and p(xt|yt) is the
observation probability.

4.2.2 The Learning Algorithms. Given a set of possi-
ble states ΩY = {q1, ..., qN} and a set of possible observations ΩX =
{o1, ..., oM}. The parameter learning task of HMM is to find the best
set of state transition probabilities A = {aij}, aij = p(yt+1 = qj |yt = qi)
and observation probabilities B = {bi(k)}, bi(k) = p(xt = ok|yt = qi)
as well as the initial state distribution Π = {πi}, πi = p(y0 = qi) for a
set of output sequences. Let Λ = {A,B,Π} denote the parameters for
a given HMM with fixed ΩY and ΩX . The task is usually to derive the
maximum likelihood estimation of the parameters of the HMM given the
set of output sequences. Usually a local maximum likelihood can be de-
rived efficiently using the Baum-Welch algorithm [5], which makes use of
forward-backward algorithm [55], and is a special case of the generalized
EM algorithm [22].

Given the parameters of the model Λ, there are several typical in-
ference problems associated with HMMs, as outlined below. One com-
mon task is to compute the probability of a particular output sequence,
which requires summation over all possible state sequences: The prob-
ability of observing a sequence XT

1 = o1, ..., oT of length T is given by
P (XT

1 |Λ) =
∑

Y T
1
P (XT

1 |Y T
1 ,Λ)P (Y T

1 |Λ), where the sum runs over all

possible hidden-node sequences Y T
1 = y1, ..., yT .

This problem can be handled efficiently using the forward-backward
algorithm. Before we describe the algorithm, let us define the forward
(alpha) values and backward (beta) values as follows: αt(i) = P (x1 =
o1, ..., xt = ot, yt = qi|Λ) and βt(i) = P (xt+1 = ot+1, ..., xT = oT |yt =
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qi,Λ). Note the forward values enable us to solve the problem through
marginalizing, then we obtain

P (XT
1 |Λ) =

N∑
i=1

P (o1, ..., oT , yT = qi|Λ) =
N∑
i=1

αT (i).

The forward values can be computed efficiently with the principle of
dynamic programming :

α1(i) = πibi(o1),

αt+1(j) =

[
N∑
i=1

αt(i)aij

]
bj(ot+1).

Similarly, the backward values can be computed as

βT (i) = 1,

βt(i) =

N∑
j=1

aijbj(ot+1)βt+1(j).

The backward values will be used in the Baum-Welch algorithm.
Given the parameters of HMM and a particular sequence of observa-

tions, another interesting task is to compute the most likely sequence of
states that could have produced the observed sequence. We can find
the most likely sequence by evaluating the joint probability of both
the state sequence and the observations for each case. For example, in
part-of-speech (POS) tagging [37], we observe a token (word) sequence
XT

1 = o1, ..., oT , and the goal of POS tagging is to find a stochastic opti-
mal tag sequence Y T

1 = y1y2...yT that maximizes P (Y n
1 , Xn

1 ). In general,
finding the most likely explanation for an observation sequence can be
solved efficiently using the Viterbi algorithm [24] by the recurrence
relations:

V1(i) = bi(o1)πi,

Vt(j) = bi(ot)max
i

(Vt−1(i)aij) .

Here Vt(j) is the probability of the most probable state sequence respon-
sible for the first t observations that has qj as its final state. The Viterbi
path can be retrieved by saving back pointers that remember which state
yt = qj was used in the second equation. Let Ptr(yt, qi) be the function
that returns the value of yt−1 used to compute Vt(i) as follows:

yT = arg max
qi∈ΩY

VT (i),

yt−1 = Ptr(yt, qi).
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The complexity of this algorithm is O(T × N2), where T is the length
of observed sequence and N is the number of possible states.

Now we need a method of adjusting the parameters Λ to maximize the
likelihood for a given training set. The Baum-Welch algorithm [5] is
used to find the unknown parameters of HMMs, which is a particular
case of a generalized EM algorithms [22]. We start by choosing arbitrary
values for the parameters, then compute the expected frequencies given
the model and the observations. The expected frequencies are obtained
by weighting the observed transitions by the probabilities specified in the
current model. The expected frequencies obtained are then substituted
for the old parameters and we iterate until there is no improvement. On
each iteration we improve the probability of being observed from the
model until some limiting probability is reached. This iterative proce-
dure is guaranteed to converge to a local maximum [56].

4.2.3 Applications in Text Mining. HMM models have
been applied to a wide variety of problems in information extraction and
natural language processing, which have been introduced in Chapter 2,
including POS tagging [37] and named entity recognition [6]. Taking
POS tagging [37] as an example, each word is labeled with a tag indi-
cating its appropriate part of speech, resulting in annotated text, such
as: “[VB heat] [NN water] [IN in] [DT a] [JJ large] [NN vessel]”. Given
a sequence of words Xn

1 , e.g., “heat water in a large vessel”, the task is
to assign a sequence of labels Y n

1 , e.g., “VB NN IN DT JJ NN”, for the
words. Based on HMM models, we can determine the sequence of labels
by maximizing a joint probability distribution p(Xn

1 , Y
n
1 ).

With the success of HMMs in POS tagging, it is natural to develop a
variant of an HMM for the name entity recognition task [6]. Intuitively,
the locality of phenomena may indicate names in the text, such as titles
like “Mr.” preceding a person’s name. The HMM classifier models such
kinds of dependencies, and performs sequence classification by assigning
each word to one of the named entity types. The states in the HMM are
organized into regions, one region for each type of named entity. Within
each of the regions, a statistical bi-gram language model is used to com-
pute the likelihood of words occurring within that region (named entity
type). The transition probabilities are computed by deleted interpola-
tion, and the decoding is done through the Viterbi algorithm.
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4.3 Markov Random Fields

Now we turn to another major class of graphical models that are de-
scribed by undirected graphs and that again specify both a factorization
and a set of conditional independence relations.

4.3.1 Overview. A Markov random field (MRF), also known
as an undirected graphical model [35], has a set of nodes each of which
corresponds to a variable or group of variables, as well as a set of links
each of which connects a pair of nodes. The links are undirected, that
is they do not carry arrows.

Conditional Independence. Given three sets of nodes, denoted
A, B, and C, in an undirected graph G, if A and B are separated in G
after removing a set of nodes C from G, then A and B are conditionally
independent given the random variables C, denoted as A ⊥⊥ B|C. The
conditional independence is determined by simple graph separation. In
other words, a variable is conditionally independent of all other vari-
ables given its neighbors, denoted as Xv ⊥⊥ XV \{v∪ne(v)}|Xne(v), where
ne(v) is the set of neighbors of v. In general, an MRF is similar to a
Bayesian network in its representation of dependencies, and there are
some differences. On one hand, an MRF can represent certain depen-
dencies that a Bayesian network cannot (such as cyclic dependencies);
on the other hand, MRF cannot represent certain dependencies that a
Bayesian network can (such as induced dependencies).

Clique Factorization. As the Markov properties of an arbitrary
probability distribution can be difficult to establish, a commonly used
class of MRFs are those that can be factorized according to the cliques
of the graph. A clique is defined as a subset of the nodes in a graph
such that there exists a link between all pairs of nodes in the subset. In
other words, the set of nodes in a clique is fully connected.

We can therefore define the factors in the decomposition of the joint
distribution to be functions of the variables in the cliques. Let us denote
a clique by C and the set of variables in that cliques by xC . Then the
joint distribution is written as a product of potential functions ψC(xC)
over the maximal cliques of the graph

p(x1, x2, ..., xn) =
1

Z
ΠCψC(xC),

where the partition function Z is a normalization constant and is given
by Z =

∑
xΠCψC(xC). In contrast to the factors in the joint distri-

bution for a directed graph, the potentials in an undirected graph do
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not have a specific probabilistic interpretation. Therefore, how to moti-
vate a choice of potential function for a particular application seems
to be very important. One popular potential function is defined as
ψC(xC) = exp(−ε(xC)), where ε(xC) = − lnψC(xC) is an energy func-
tion [45] derived from statistical physics. The underlying idea is that
the probability of a physical state depends inversely on its energy. In
the logarithmic representation, we have

p(x1, x2, ..., xn) =
1

Z
exp

(
−
∑
C

ε(xC)

)
.

The joint distribution above is defined as the product of potentials, and
so the total energy is obtained by adding the energies of each of the
maximal cliques.

A log-linear model is a Markov random field with feature functions fk
such that the joint distribution can be written as

p(x1, x2, ..., xn) =
1

Z
exp

(
K∑
k=1

λkfk(xCk
)

)
,

where fk(xCk
) is the function of features for the clique Ck, and λk is the

weight vector of features. The log-linear model provides a much more
compact representation for many distributions, especially when variables
have large domains such as text.

4.3.2 The Learning Algorithms. In MRF, we may compute
the conditional distribution of a set of nodes given valuesA to another set
of nodes B by summing over all possible assignments to v /∈ A, B, which
is called exact inference. However, the exact inference is computationally
intractable in the general case. Instead, approximation techniques such
as MCMC approach [3] and loopy belief propagation [46, 8] are often more
feasible in practice. In addition, there are some particular subclasses of
MRFs that permit efficient maximum-a-posterior (MAP) estimation, or
more likely assignment, inference, such as associate networks. Here we
will briefly describe belief propagation algorithm.

Belief propagation is a message passing algorithm for performing in-
ference on graphical models, including Bayesian networks and MRFs.
It calculates the marginal distribution for each unobserved node, con-
ditional on any observed nodes. Generally, belief propagation operates
on a factor graph, which is a bipartite graph containing nodes corre-
sponding to variables V and factors U , with edges between variables
and the factors in which they appear. Any Bayesian network and MRF
can be represented as a factor graph. The algorithm works by passing
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Figure 8.3. Graphical structure for the conditional random field model.

real valued function called messages along the edges between the nodes.
Taking pairwise MRF as an example, let mij(xj) denote the message
from node i to node j, and a high value of mij(xj) means that node i
“believes” the marginal value P (xj) to be high. Usually the algorithm
first initializes all messages to uniform or random positive values, and
then updates message from i to j by considering all messages flowing
into i (except for message from j) as follows:

mij(xj) =
∑
xi

fij(xi, xj)
∏

k∈ne(i)\j
mki(xi),

where fij(xi, xj) is the potential function of the pairwise clique. After
enough iterations, this process is likely to converge to a consensus. Once
messages have converged, the marginal probabilities of all the variables
can be determines by

p(xi) ∝
∏

k∈ne(i)
mki(xi).

The reader can refer to [46] for more details. The main cost is the
message update equation, which is O(N2) for each pair of variables (N
is the number of possible states).

4.3.3 Applications in Text Mining. Recently, MRF has
been widely used in many text mining tasks, such as text categoriza-
tion [16] and information retrieval [44]. In [44], MRF is used to model
the term dependencies using the joint distribution over queries and doc-
uments. The model allows for arbitrary text features to be incorporated
as evidence. In this model, an MRF is constructed from a graph G,
which consists of query nodes qi and a document node D. The authors
explore full independence, sequential dependence, and full dependence
variants of the model. Then, a novel approach is developed to train the
model that directly maximizes the mean average precision. The results
show significant improvements are possible by modeling dependencies,
especially on the larger web collections.
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4.4 Conditional Random Fields

So far, we have described the Markov network representation as a
joint distribution. In this subsection, we introduce one notable variant
of an MRF, i.e., conditional random field (CRF) [38, 65], which is yet
another popular model for sequence labeling and has been widely used
in information extraction as described in Chapter 2.

4.4.1 Overview. A CRF is an undirected graph whose nodes
can be divided into exactly two disjoint sets, the observed variables
X and the output variables Y , which can be parameterized as a set of
factors in the same way as an ordinary Markov network. The underlying
idea is that of defining a conditional probability distribution p(Y |X) over
label sequences Y given a particular observation sequenceX, rather than
a joint distribution over both label and observation sequences p(Y,X).
The primary advantage of CRFs over HMMs is their conditional nature,
resulting in the relaxation of the independence assumptions required by
HMMs in order to ensure tractable inference.

Considering a linear-chain CRF with Y = {y1, y2, ..., yn} and X =
{x1, x2, ..., xn} as shown in Figure 8.3, an input sequence of observed
variable X represents a sequence of observations and Y represents a
sequence of hidden state variables that needs to be inferred given the
observations. The yi’s are structured to form a chain, with an edge
between each yi and yi+1. The distribution represented by this network
has the form:

p(y1, y2, ..., yn|x1, x2, ..., xn) =
1

Z(X)
exp

(
K∑
k=1

λkfk(yi, yi−1, xi)

)
,

where Z(X) =
∑

yi
exp

(∑K
k=1 λkfk(yi, yi−1, xi)

)
.

4.4.2 The Learning Algorithms. For general graphs, the
problem of exact inference in CRFs is intractable. Basically, the infer-
ence problem for a CRF is the same as for an MRF. If the graph is
a chain or a tree, as shown in Figure 8.3, message passing algorithms
yield exact solutions, which are similar to the forward-backward [5, 55]
and Viterbi algorithms [24] for the case of HMMs. If exact inference
is not possible, generally the inference problem for a CRF can be de-
rived using approximation techniques such as MCMC [48, 3], loopy belief
propagation [46, 8], and so on. Similar to HMMs, the parameters are
typically learned by maximizing the likelihood of training data. It can
be solved using an iterative technique such as iterative scaling [38] and
gradient-descent methods [63].
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4.4.3 Applications in Text Mining. CRF has been applied
to a wide variety of problems in natural language processing, includ-
ing POS tagging [38], shallow parsing [63], and named entity recogni-
tion [40], being an alternative to the related HMMs. Based on HMM
models, we can determine the sequence of labels by maximizing a joint
probability distribution p(X ,Y). In contrast, CRMs define a single log-
linear distribution, i.e., p(Y|X ), over label sequences given a particular
observation sequence. The primary advantage of CRFs over HMMs is
their conditional nature, resulting in the relaxation of the independence
assumptions required by HMMs in order to ensure tractable inference.
As expected, CRFs outperform HMMs on POS tagging and a number
of real-word sequence labeling tasks [38, 40].

4.5 Other Models

Recently, there are many extensions of basic graphical models as men-
tioned above. Here we just briefly introduce the following two mod-
els, probabilistic relational model (PRM) [25] and Markov logic net-
work (MLN) [59]. A Probabilistic relational model is the counterpart
of a Bayesian network in statistical relational learning, which consists
of relational schema, dependency structure, and local probability mod-
els. Compared with BN, PRM has some advantages and disadvantages.
PRMs allow the properties of an object to depend probabilistically both
on other properties of that object and on properties of related objects,
while BN can only model relationships between at most one class of in-
stances at a time. In PRM, all instances of the same class must use the
same dependency mode, and it cannot distinguish two instances of the
same class. In contrast, each instance in BN has its own dependency
model, but cannot generalize over instances. Generally, PRMs are sig-
nificantly more expressive than standard models, such as BNs. The
well-known methods for learning BNs can be easily extended to learn
these models.

A Markov logic network [59] is a probabilistic logic which combines
first-order logic and probabilistic graphical models in a single represen-
tation. It is a first-order knowledge base with a weight attached to each
formula, and can be viewed as a template for constructing Markov net-
works. Basically, probabilistic graphical models enable us to efficiently
handle uncertainty. First-order logic enables us to compactly represent a
wide variety of knowledge. From the point of view of probability, MLNs
provide a compact language to specify very large Markov networks, and
the ability to flexibly and modularly incorporate a wide range of domain
knowledge into them. From the point of view of first-order logic, MLNs
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add the ability to handle uncertainty, tolerate imperfect and contradic-
tory knowledge, and reduce brittleness. The inference in MLNs can be
performed using standard Markov network inference techniques over the
minimal subset of the relevant Markov network required for answering
the query. These techniques include belief propagation [46] and Gibbs
sampling [23, 3].

5. Probabilistic Models with Constraints

In probabilistic models, domain knowledge is encoded into the model
implicitly for most of the time. In this section, we introduce several
situations that domain knowledge can be modeled as explicit constraints
to the original probabilistic models.

By merely using PLSA or LDA, we may derive different topic models
when the algorithms converge to different local maximums. It will be
very useful if users can explicitly state which topic model they favor.
A simple way to handle this issue is to list the terms that are desired
by the users in each topic. For example, if “sport”, “football” must be
contained in Topic 1, users can indicate a related term distribution as
prior distribution for Topic 1. This prior can be integrated into PLSA.
Another sort of guidance is to specify which terms should have similar
probabilities in one topic (must-link) and which terms should not have
similar probabilities in any topic (cannot-link). This kind of prior can
be modeled as Dirichlet forest prior, which is discussed in [4].

In traditional topic models, documents are considered indepedent with
each other. However, in reality there could be correlations among doc-
uments. For example, linked webpages tends to be similar with each
other, a paper cites another paper indicates the two papers are some-
how similar. NetPLSA [41] and iTopicModel [64] are two algorithms that
improve the original PLSA by consider the network constraints among
the documents. NetPLSA takes the network constraints as an additional
graph regularization term that forces two linked documents much simi-
lar, while iTopicModel models the network constraints using a Markov
random field and also considers the direction of links in the network.
These algorithms can still be solved by EM algorithm. By looking at
the E-step, we can see that the constraints can be integrated into E-step,
with a nice interpretation.

In [26], it proposes a framework of posterior regularization for prob-
abilistic models. Different from traditional priors that are directly ap-
plied onto parameters, posterior regularization framework allows users
to specify the constraints which are dependent on data space. For exam-
ple, in an unsupervised part-of-speech tagging task, users may require
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each sentence have at least one verb according to domain knowledge,
which is difficult to encode as priors for model parameters only. In order
to take the data-dependent constraints into consideration, a posterior
regularization likelihood is proposed, which integrates both the model
likelihood and the constraints. By studying several tasks with different
constraint types, the new method has shown its flexibility and effective-
ness.

Another line of systematical study of integrating probabilistic models
and constraints are Constrained Conditional Models (CCMs) [54, 60,
13, 14]. CCM is a learning and inference framework that augments
the learning of conditional models with declarative constraints. The
objective function of a CCM includes two parts, one part involves the
features of a task, and the other involves the penalties when constraints
are violated. To keep the simplicity of the probabilistic model, complex
global constraints are encoded as constraints instead of features. Usually,
the inference problem given a trained model can be solved using integer
linear programming. There are two strategies for the training stage, a
local model that decouples learning and inference and a global model
(joint learning) that optimizes the whole objective function. In practice,
the local model for training is especially beneficial when joint learning
for global model is computationally intractable or when training data
is not available for joint learning. That is, it is more practical to train
simple models using limited training data but inference with both the
trained model and the global constraints at the decision stage.

6. Parallel Learning Algorithms

The efficiency of the learning algorithms is always an issue, especially
for large scale of datasets, which is quite common for text data. In
order to deal with such large datasets, algorithms with linear or even
sub-linear time complexity are required, for which parallel learning al-
gorithms provide a way to speed up original algorithms significantly. We
now introduce several such algorithms among them.

The time complexity for original EM learning algorithm for PLSA
is about linear to the total document-word occurrences in the corpus
and the number of topics. By partitioning the document-word occur-
rence table into blocks, the calculation of the conditional probability
for each term in each document can be parallelized for blocks with no
conflicts. The tricky part is to partition the blocks such that the work-
load for each processing unit is balanced. Under this idea, [31] proposes
a parallelized PLSA with 6 times’ speedup on an eight-processor ma-
chine compared with the baseline. In [15], a Graphic Processing Unit
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(GPU) instead of a multi-core machine is used to parallelize PLSA. GPU
has a hundreds-of-core structure and high memory bandwith. It was
designed to handle high-granularity graphics-related applications where
many workloads can be simultaneously dispatched to processor elements,
and now gradually becomes a general platform for parallel computing.
In [15], both co-occurrence table-based partition and document-based
partition are studied for the parallelization, which turn out to gain a
significant speedup.

There are also some parallel learning algorithms for fast computing
LDA. [47] proposes parallel version of algorithms based on variational
EM algorithm for LDA. Two settings of implementations are considered,
one is in a multiprocessor architecture and the other is in a distributed
environment. In both settings, multiple threads or machines calculate
E-step simultaneously for different partitions of the dataset, and a main
program or a master machine will aggregate all the information and
calculate M-step. In [49], parallel algorithms for LDA are based on
Gibbs sampling algorithm. Two versions of algorithms, AD-LDA and
HD-LDA, are proposed. AD-LDA is an approximate algorithm that
applies local Gibbs sampling on each processor with periodic updates.
HD-LDA is an algorithm with a theoretical guarantee to converge to
Gibbs sampling using only one processor, which relies on a hierarchi-
cal Bayesian extension of the standard LDA model. Both algorithms
have similar effectiveness performance as the single-processor learning,
but with a significant time speedup. In PLDA [70], a further improve-
ment is made by implementing AD-LDA on MPI (Message Passing In-
terface) and MapReduce, where MPI is a standardized and portable
message-passing system for communicating between parallel computers,
and MapReduce is a software framework introduced by Google to sup-
port distributed computing on clusters of computers.

In [17], instead of parallelizing one algorithm at a time, it proposes a
broadly applicable paralleling programming method, which is easy to ap-
ply to many different learning algorithms. In the paper, it demonstrates
the effectiveness of their methodology on a variety of learning algorithms
by using MapReduce paradigm, which include locally weighted linear re-
gression (LWLR), k-means, logistic regression (LR), naive Bayes (NB),
SVM, ICA, PCA, gaussian discriminant analysis (GDA), EM, and back-
propagation (NN).

7. Conclusions

In this chapter, we have introduced the most frequently used proba-
bilistic models in text mining, which include mixture models with the
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applications of PLSA and LDA, the nonparametric models that use
stochastic processes as priors and thus can model infinite-dimensional
data, the well-known graphical models including Bayesian networks,
HMM, Markov random field and conditional random field. In some
scenarios, it will be helpful to model user guidance as constraints to the
existing probabilistic models.

The goal of learning algorithms for these probabilistic models are to
find MLE, MAP estimators for parameters in these models. Most of the
time, no closed form solutions can be provided. Iterative algorithms such
as EM algorithm is a powerful tool to learn mixture models. In other
cases, exact solutions are difficult to obtain, and sampling methods based
on MCMC, belief propagation or variational inference methods are the
options. When dealing with large scale of text data, parallel algorithms
could be the right way to go.
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Abstract The large amount of text data which are continuously produced over
time in a variety of large scale applications such as social networks re-
sults in massive streams of data. Typically massive text streams are
created by very large scale interactions of individuals, or by structured
creations of particular kinds of content by dedicated organizations. An
example in the latter category would be the massive text streams cre-
ated by news-wire services. Such text streams provide unprecedented
challenges to data mining algorithms from an efficiency perspective. In
this chapter, we review text stream mining algorithms for a wide variety
of problems in data mining such as clustering, classification and topic
modeling. We also discuss a number of future challenges in this area of
research.

Keywords: Text Mining, Data Streams

1. Introduction

Text streams have become ubiquitous in recent years because of a
wide variety of applications in social networks, news collection, and
other forms of activity which result in the continuous creation of mas-
sive streams. Some specific examples of applications which create text
streams are as follows:

In social networks, users continuously communicate with one an-
other with the use of text messages. This results in massive vol-
umes of text streams which can be leveraged for a variety of mining
and search purposes in the social network. This is because the text
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messages are reflective of user interests. A similar observation ap-
plies to chat and email networks.

Many news aggregator services 1 may receive large volumes of news
articles continuously over time. Such articles are often longer and
more well structured than the kinds of messages which are seen in
social, chat, or email networks.

Many web crawlers may collect a large volume of documents from
networks in a small time frame. In many cases, such documents
are restricted to those which have been modified in a small time
frame. This naturally results in a stream of modified documents.

Text streams create a huge challenge from the perspective of a wide
variety of mining applications, because of the massive volume of the
data which must be processed in online fashion. Data streams have
been studied extensively in recent years not just in the text domain, but
also in the context of a wide variety of multi-dimensional applications
such as numerical and categorical data. A detailed discussion of mining
algorithms for stream data may be found in [1]. While many of the
techniques proposed for multi-dimensional data [1] can be generalized
to text data at the high level, the details can be quite different because
of the very different format and lack of structure of text data. Since
stream mining techniques are generally dependent upon summarization,
it follows that methods for online summarization need to be designed
which work well for the unstructured nature of text data.

In the case of multi-dimensional and time-series data, such summa-
rization often takes the form of methods such as histograms, wavelets,
and sketches which can be used in order to create a structured sum-
mary of the underlying data [1]. However, the unstructured nature of
text makes the use of such summaries quite challenging. While sketches
have been used to some effect in the text domain [23], it has generally
been difficult to generalize wavelet and histogram methods to the text
domain. As we will see later in this section, the summarization methods
designed for text streaming problems may vary a lot, and may often need
to be tailored to the problem at hand. One of the goals of this chapter
is to provide a broad spectrum of the different methods which are used
for text mining, which can provide an overview of the tools which can be
most effectively used for the text stream scenario. We will also present
the future challenges and research directions associated with text stream
mining.

1An example would be the Google News service.
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This chapter is organized as follows. In section 2, we will present a
variety of the well known algorithms for clustering text streams. This
includes popular methods for topic detection and tracking in text stream.
This is because the process of event detection is closely related to the
clustering problem. The methods for classification of text streams are
reviewed in section 3. Section 4 presents methods for evolution analysis
of text stream. The conclusions and summary are presented in section
5.

2. Clustering Text Streams

The problem of clustering text streams has been widely studied in the
context of numerical data [1, 4, 12]. Other popular methods which have
been studied in the machine learning literature include the COBWEB
and CLASSIT methods [20, 25]. The COBWEB algorithm assumes nom-
inal attributes, whereas the CLASSIT algorithm assumes real-valued at-
tributes. Many of these methods [4, 12] are extensions of the k-means
method as extended to the stream scenario. This trend has also been
applied to the case of text streams. One of the earliest methods for
streaming text clustering is discussed in [54]. This technique is referred
to as the Online Spherical k-Means Algorithm (OSKM), which reflects
the broad approach used by the methodology. This techniques divides up
the incoming stream into small segments, each of which can be processed
effectively in main memory. A set of k-means iterations are applied to
each such data segment in order to cluster them. The advantage of using
a segment-wise approach for clustering is that since each segment can
be held in main memory, we can process each data point multiple times
as long as it is held in main memory. In addition, the centroids from the
previous segment are used in the next iteration for clustering purposes.
A decay factor is introduced in order to age-out the old documents, so
that the new documents are considered more important from a cluster-
ing perspective. This approach has been shown to be extremely effective
in clustering massive text streams in [54].

The method in [54] is designed as a flat clustering algorithm, in which
there is a single level to the clustering process. In many applications, it
is useful to design hierarchical clustering algorithms in which different
levels of the clustering can be explored. In the context of text data,
this implies that different levels of topics and subtopics can be explored
with the use of a hierarchical clustering process. A distributional model-
ing method for hierarchical clustering of streaming documents has been
proposed in [37]. The method extends the COBWEB and CLASSIT
algorithms [20, 25] to the case of text data. The work in [37] studies the
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different kinds of distributional assumptions of words in documents. We
note that these distributional assumptions are required to adapt these
algorithms to the case of text data. The approach essentially changes
the distributional assumption so that the method can work effectively
for text data.

A different method for clustering massive text and categorical data
streams is discussed in [3]. The method discussed in [3] uses an approach
which examines the relationship between outliers, emerging trends, and
clusters in the underlying data. Old clusters may become inactive, and
eventually get replaced by new clusters. Similarly, when newly arriving
data points do not naturally fit in any particular cluster, these need
to be initially classified as outliers. However, as time progresses, these
new points may create a distinctive pattern of activity which can be
recognized as a new cluster. The temporal locality of the data stream
is manifested by these new clusters. For example, the first web page
belonging to a particular category in a crawl may be recognized as an
outlier, but may later form a cluster of documents of its own. On the
other hand, the new outliers may not necessarily result in the formation
of new clusters. Such outliers are true short-term abnormalities in the
data since they do not result in the emergence of sustainable patterns.
The approach discussed in [3] recognizes new clusters by first recognizing
them as outliers.

This approach works with the use of a summarization methodology,
which is motivated by the micro-clustering approach proposed in [4].
While the concept of micro-clustering was designed for numerical data,
it can also be extended to the case of text and categorical data streams.
This methodology essentially creates summaries from the data points
which are used in order to estimate the assignment of incoming data
points to clusters. The concept of micro-clusters is generalized to that
of condensed droplets in [3].

In order to ensure greater importance of more recent data, a time-
sensitive weightage is assigned to each data point. It is assumed that
each data point has a time-dependent weight defined by the function
f(t). The function f(t) is also referred to as the fading function. The
fading function f(t) is a non-monotonic decreasing function which decays
uniformly with time t. In order to formalize this concept, we will define
the half-life of a point in the data stream.

Definition 9.1 The half life t0 of a point is defined as the time at which
f(t0) = (1/2)f(0).

Conceptually, the aim of defining a half life is to quantify the rate of
decay of the importance of each data point in the stream clustering
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process. The decay-rate is defined as the inverse of the half life of the
data stream. We denote the decay rate by λ = 1/t0. We denote the
weight function of each point in the data stream by f(t) = 2−λ·t. From
the perspective of the clustering process, the weight of each data point
is f(t). It is easy to see that this decay function creates a half life of
1/λ. It is also evident that by changing the value of λ, it is possible to
change the rate at which the importance of the historical information
in the data stream decays. The higher the value of λ, the lower the
importance of the historical information compared to more recent data.
For more stable data streams, it is desirable to pick a smaller value of λ,
whereas for rapidly evolving data streams, it is desirable to pick a larger
value of λ.

When a cluster is created during the streaming process by a newly
arriving data point, it is allowed to remain as a trend-setting outlier
for at least one half-life. During that period, if at least one more data
point arrives, then the cluster becomes an active and mature cluster.
On the other hand, if no new points arrive during a half-life, then the
trend-setting outlier is recognized as a true anomaly in the data stream.
At this point, this anomaly is removed from the list of current clusters.
We refer to the process of removal as cluster death. Thus, a new cluster
containing one data point dies when the (weighted) number of points
in the cluster is 0.5. The same criterion is used to define the death of
mature clusters. A necessary condition for this criterion to be met is
that the inactivity period in the cluster has exceeded the half life 1/λ.
The greater the number of points in the cluster, the greater the level by
which the inactivity period would need to exceed its half life in order
to meet the criterion. This is a natural solution, since it is intuitively
desirable to have stronger requirements (a longer inactivity period) for
the death of a cluster containing a larger number of points.

Next, we describe the process of creation of a condensed-droplet from
the underlying text stream. An important point to remember is that
a text data set can be treated as a sparse numeric data set. This is
because most documents contain only a small fraction of the vocabulary
with non-zero frequency. For a cluster of documents C at time t, we
denote the corresponding condensed droplet by D(t, C).
Definition 9.2 A cluster droplet D(t, C) for a set of text data points
C at time t is defined to as a tuple (DF2, DF1, n, w(t), l). Each tuple
component is defined as follows:

The vector DF2 contains 3 · wb · (wb − 1)/2 entries. Here wb is
the number of distinct words in the cluster C. For each pair of
dimensions, we maintain a list of the pairs of word ids with non-
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zero counts. We also maintained the sum of the weighted counts
for such word pairs.

The vector DF1 contains 2·wb entries. We maintain the identities
of the words with non-zero counts. In addition, we maintain the
sum of the weighted counts for each word occurring in the cluster.

The entry n contains the number of data points in the cluster.

The entry w(t) contains the sum of the weights of the data points
at time t. We note that the value w(t) is a function of the time
t and decays with time unless new data points are added to the
droplet D(t).

The entry l contains the time stamp of the last time that a data
point was added to the cluster.

The concept of cluster droplet has some interesting properties that will
be useful during the maintenance process. These properties relate to the
additivity and decay behavior of the cluster droplet.

Observation 2.1 Consider the cluster droplets D(t, C1) =
(DF21, DF11, n1, w(t)1, l1) and D(t, C2) =
(DF22, DF12, n2, w(t)2, l2). Then the cluster droplet D(t, C1 ∪ C2) is
defined by the tuple (DF21 + DF22, DF11 + DF12, n1 + n2, w(t)1 +
w(t)2,max{l1, l2}).

The cluster droplet for the union of two clusters is the sum of individ-
ual entries. The only exception is the last entry which is the maxima of
the two last-update times. We note that the additivity property provides
considerable convenience for data stream processing since the entries can
be updated efficiently using simple additive operations.

The second observation relates to the rate of decay of the condensed
droplets. Since the weights of each data point decay with the passage
of time, the corresponding entries also decay at the same rate. Corre-
spondingly, we make the following observation:

Observation 2.2 Consider the cluster droplet D(t, C) =
(DF2, DF1, n, w(t), l). Then the entries of of the same cluster droplet
C at a time t′ > t are given by D(t′, C) = (DF2 · 2−λ·(t′−t), DF1 ·
2−λ·(t′−t), n, w(t) · 2−λ·(t′−t), l).
The second observation is critical in regulating the rate at which the clus-
ter droplets are updated during the clustering process. Since all cluster
droplets decay at essentially the same rate (unless new data points are
added), it follows that it is not necessary to update the decay statistics
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at each time stamp. Rather, each cluster droplet can be updated lazily,
whenever new data points are added to it.

The overall algorithm proceeds as follows. At the beginning of algo-
rithmic execution, we start with an empty set of clusters. As new data
points arrive, unit clusters containing individual data points are created.
Once a maximum number k of such clusters have been created, we can
begin the process of online cluster maintenance. Thus, we initially start
off with a trivial set of k clusters. These clusters are updated over time
with the arrival of new data points.

When a new data point X arrives, its similarity to each cluster droplet
is computed. In the case of text data sets, the cosine similarity measure
[17, 40] between DF1 and X is used. The similarity value S(X, Cj)
is computed from the incoming document X to every cluster Cj . The
cluster with the maximum value of S(X, Cj) is chosen as the relevant
cluster for data insertion. Let us assume that this cluster is Cmindex.
We use a threshold denoted by thresh in order to determine whether
the incoming data point is an outlier. If the value of S(X, Cmindex) is
larger than the threshold thresh, then the point X is assigned to the
cluster Cmindex. Otherwise, we check if some inactive cluster exists in the
current set of cluster droplets. If no such inactive cluster exists, then the
data point X is added to Cmindex. On the other hand, when an inactive
cluster does exist, a new cluster is created containing the solitary data
point X. This newly created cluster replaces the inactive cluster. We
note that this new cluster is a potential true outlier or the beginning of
a new trend of data points. Further understanding of this new cluster
may only be obtained with the progress of the data stream.

In the event that X is inserted into the cluster Cmindex, we need to
perform two steps:

We update the statistics to reflect the decay of the data points
at the current moment in time. This updating is performed using
the computation discussed in Observation 2.2. Thus, the relevant
updates are performed in a “lazy” fashion. In other words, the
statistics for a cluster do not decay, until a new point is added to
it. Let the corresponding time stamp of the moment of addition
be t. The last update time l is available from the cluster droplet
statistics. We multiply the entries in the vectors DC2, DC1 and
w(t) by the factor 2−λ·(t−l) in order to update the corresponding
statistics. We note that the lazy update mechanism results in
stale decay characteristics for most of the clusters. This does not
however affect the afore-discussed computation of the similarity
measures.
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In the second step, we add the statistics for each newly arriving
data point to the statistics for Cmindex by using the computation
discussed in Observation 2.2.

In the event that the newly arriving data point does not naturally fit
in any of the cluster droplets and an inactive cluster does exist, then we
replace the most inactive cluster by a new cluster containing the solitary
data point X. In particular, the replaced cluster is the least recently
updated cluster among all inactive clusters. This process is continuously
performed over the life of the data stream, as new documents arrive over
time. The work in [3] also presents a variety of other applications of the
stream clustering technique such as evolution and correlation analysis.

A different way of utilizing the temporal evolution of text documents
in the clustering process is described in [26]. Specifically, the work in
[26] uses bursty features as markers of new topic occurrences in the data
stream. This is because the semantics of an up-and-coming topic are
often reflected in the frequent presence of a few distinctive words in the
text stream. A specific example illustrates the bursty features in two
topics corresponding to the two topics of “US Mid-Term Elections” and
“Newt Gingrich resigns from House” respectively. The corresponding
bursty features [26] which occurred frequently in the newsstream during
the period for these topics were as follows:

US Mid-term Elections (Nov. 3, 1998 burst):
election, voters, Gingrich, president, Newt, . . .

Newt Gingrich resigns from house (Nov 6, 1998 burst):
House, Gingrich, Newt, president, Washington . . .

It is evident that at a given period in time, the nature of relevant topics
could lead to bursts in specific features of the data stream. Clearly, such
features are extremely important from a clustering perspective. There-
fore, the method discussed in [26] uses a new representation, which is re-
ferred to as the bursty feature representation for mining text streams. In
this representation, a time-varying weight is associated with the features
depending upon its burstiness. This also reflects the varying importance
of the feature to the clustering process. Thus, it is important to remem-
ber that a particular document representation is dependent upon the
particular instant in time at which it is constructed.

Another issue which is handled effectively in this approach is an im-
plicit reduction in dimensionality of the underlying collection. Text is
inherently a high dimensional data domain, and the pre-selection of some
of the features on the basis of their burstiness can be a natural way to
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reduce the dimensionality of document representation. This can help in
both the effectiveness and efficiency of the underlying algorithm.

The first step in the process is to identify the bursty features in the
data stream. In order to achieve this goal, the approach uses Klein-
berg’s 2-state finite automaton model [27]. Once these features have
been identified, the bursty features are associated with weights which
depend upon their level of burstiness. Subsequently, a bursty feature
representation is defined in order to reflect the underlying weight of the
feature. Both the identification and the weight of the bursty feature are
dependent upon its underlying frequency. A standard k-means approach
is applied to the new representation in order to construct the clustering.
It was shown in [26] that the approach of using burstiness improves the
cluster quality. Once criticism of the work in [26] is that it is mostly
focussed on the issue of improving effectiveness with the use of tempo-
ral characteristics of the data stream, and does not address the issue of
efficient clustering of the underlying data stream.

In general, it is evident that feature extraction is important for all
clustering algorithms. While the work in [26] focusses on using tem-
poral characteristics of the stream for feature extraction, the work in
[32] focusses on using phrase extraction for effective feature selection.
This work is also related to the concept of topic-modeling, which will
be discussed somewhat later. This is because the different topics in a
collection can be related to the clusters in a collection. The work in [32]
uses topic-modeling techniques for clustering. The core idea in the work
of [32] is that individual words are not very effective for a clustering
algorithm because they miss the context in which the word is used. For
example, the word “star” may either refer to a celestial body or to an
entertainer. On the other hand, when the phrase “fixed star” is used,
it becomes evident that the word “star” refers to a celestial body. The
phrases which are extracted from the collection are also referred to as
topic signatures.

The use of such phrasal clarification for improving the quality of the
clustering is referred to as semantic smoothing because it reduces the
noise which is associated with semantic ambiguity. Therefore, a key part
of the approach is to extract phrases from the underlying data stream.
After phrase extraction, the training process determines a translation
probability of the phrase to terms in the vocabulary. For example, the
word “planet” may have high probability of association with the phrase
“fixed star”, because both refer to celestial bodies. Therefore, for a given
document, a rational probability count may also be assigned to all terms.
For each document, it is assumed that all terms in it are generated either
by a topic-signature model, or a background collection model.
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The approach in [32] works by modeling the soft probability p(w|Cj)
for word w and cluster Cj . The probability p(w|Cj) is modeled as a linear
combination of two factors; (a) A maximum likelihood model which com-
putes the probabilities of generating specific words for each cluster (b)
An indirect (translated) word-membership probability which first deter-
mines the maximum likelihood probability for each topic-signature, and
then multiplying with the conditional probability of each word, given the
topic-signature. We note that we can use p(w|Cj) in order to estimate
p(d|Cj) by using the product of the constituent words in the document.
For this purpose, we use the frequency f(w, d) of word w in document
d.

p(d|Cj) =
∏
w∈d

p(w|Cj)
f(w,d) (9.1)

We note that in the static case, it is also possible to add a background
model in order to improve the robustness of the estimation process. This
is however not possible in a data stream because of the fact that the back-
ground collection model may require multiple passes in order to build
effectively. The work in [32] maintains these probabilities in online fash-
ion with the use of a cluster profile, that weights the probabilities with
the use of a fading function. We note that the concept of cluster pro-
file is analogous to the concept of condensed droplet introduced in [3].
The key algorithm (denoted by OCTS) is to maintain a dynamic set of
clusters into which documents are progressively assigned with the use of
similarity computations. It has been shown in [32] how the cluster pro-
file can be used in order to efficiently compute p(d|Cj) for each incoming
document. This value is then used in order to determine the similarity
of the documents to the different clusters. This is used in order to as-
sign the documents to their closest cluster. We note that the methods
in [3, 32] share a number of similarities in terms of (a) maintenance of
cluster profiles, and (b) use of cluster profiles (or condensed droplets) to
compute similarity and assignment of documents to most similar clus-
ters. (c) The rules used to decide when a new singleton cluster should
be created, or one of the older clusters should be replaced.

The main difference between the two algorithms is the technique which
is used in order to compute cluster similarity. The OCTS algorithm
uses the probabilistic computation p(d|Cj) to compute cluster similarity,
which takes the phrasal information into account during the computation
process. One observation about OCTS is that it may allow for very
similar clusters to co-exist in the current set. This reduces the space
available for distinct cluster profiles. A second algorithm called OCTSM
is also proposed in [32], which allows for merging of very similar clusters.
Before each assignment, it checks whether pairs of similar clusters can
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be merged on the basis of similarity. If this is the case, then we allow the
merging of the similar clusters and their corresponding cluster profiles.
Detailed experimental results on the different clustering algorithms and
their effectiveness are presented in [32].

Another method [42] uses a combination of a spectral partitioning and
probabilistic modeling method for novelty detection and topic tracking.
This approach uses a HITS-like spectral technique within a probabilistic
framework. The probabilistic part is an unsupervised boosting method,
which is closer to semi-parametric maximum likelihood methods.

A closely related area to clustering is that of topic modeling, which is
a problem closely related to that of clustering. In the problem of topic
modeling, we perform a soft clustering of the data in which each docu-
ment has a membership probability to one of a universe of topics rather
than a deterministic membership. A variety of mixture modeling tech-
niques can be used in order to determine the topics from the underlying
data. Recently, the method has also been extended to the dynamic case
which is helpful for topic modeling of text streams [10]. A closely related
topic is that of topic detection and tracking, which is discussed below.

Recently, a variety of methods for maintaining topic models in a
streaming scenario have been proposed in [49]. The work evaluates a
number of different methods for adapting topic models to the streaming
scenario. These include methods such as Gibbs sampling and varia-
tional inference. In addition, a method is also proposed, which is based
on text classification. The latter has the advantage of requiring only
a single matrix multiplication, and is therefore much more efficient. A
method called SparseLDA is proposed, which is an effective method for
evaluating Gibbs sampling distributions. The results in [49] show that
this method is 20 times faster than traditional LDA.

In some applications, it is desirable to have clusters of approximately
balanced size, in which a particular cluster is not significantly larger
than the others. A competitive online learning for determining such
balanced clusters have been proposed in [9]. The essential approach in
[9] is to design a model in which it is harder for new data points to join
larger clusters. This is achieved by penalizing the imbalance into the
objective function criterion. It was shown in [9] that such an approach
can determine well balanced clusters.

2.1 Topic Detection and Tracking in Text
Streams

A closely related problem to clustering is that of topic detection and
tracking [5, 11, 24, 46, 47, 51]. In this problem, we create unsupervised
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clusters from a text stream, and then determine the sets of clusters which
match real events. These real events may correspond to documents
which are identified by a human. Since the problem of online topic
detection is closely related to that of clustering, we will discuss this
problem as a subsection of our broader discussion on clustering, though
not all methods for topic detection use clustering techniques. In this
subsection, we will discuss all the methods for topic detection, whether
they use clustering or not.

The earliest work on topic detection and tracking was performed in
[5, 47]. The work arose out of a DARPA initiative [55] which formally
defined this problem and proposed the initial set of algorithms for the
task. An interesting technique in [47] designs methods which can be
used for both retrospective and online topic tracking and detection. In
retrospective event detection, we create groups from a corpus of docu-
ments (or stories), and each group corresponds to an event. The online
version is applicable to the case of data streams, and in this case, we pro-
cess documents sequentially in order to determine whether an incoming
document corresponds to a new event. An online clustering algorithm
can also be used in order to track the different events in the data in the
form of clusters. For each incoming document X we compute its simi-
larity to the last m documents Yt−1 . . . Yt−m. The score for the incoming
document X is computed as follows:

score(X) = maxi∈{t−m...t−1}(1− sim(X,Yi)) (9.2)

A document is considered novel, when its score is above a pre-defined
threshold. In addition, a decay-weighted version is designed in which the
weight of documents depends upon its recency. The idea here is that a
document is considered to be a new event when the last occurrence of
a similar document did not occur recently “enough”. In this case, the
corresponding score is designed as follows:

score(X) = maxi∈{t−m...t−1}(1−
(m+ i− t+ 1)

m
· sim(X,Yi)) (9.3)

We note that each Yi need not necessarily represent a single document,
but may also represent a cluster or a larger grouping. We also note
that the method for detecting a new event can be combined with a
cluster tracking task. This is because the determination of a new event
is indicative of a new event (or singleton cluster) in the data.

The work in [5] addressed the problem of new event detection by exam-
ining the relationship of a current document to the previous documents
in the data. The key idea is to use feature extraction and selection
techniques in order to design a query representation of the document
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content. We determine the query’s initial threshold by comparing the
document content with the query, and set it as the triggering threshold.
Then, we determine if the document triggers any queries from the pre-
vious documents in the collection. If no queries are triggered, then the
document is deemed to be a new event. Otherwise, this document is not
a new event.

One general observation about the online topic detection and track-
ing problem [6, 48] is that this problem is quite hard in general, and
the performance of first event detection can degrade under a variety of
scenarios. In order to improve the effectiveness of first event detection,
the work in [48] proposes to use the training data of old events in order
to learn useful statistics for the prediction of new events. The broad
approach in [48] contains the following components:

The documents are classified into broad topics, each of which con-
sists of multiple events.

Named entities are identified, optimizing their weight relative to
normal words for each topic, and computing a stopword list for
each topic.

Measuring the novelty of a new document conditioned on the
system-predicted topic for that document.

Clearly such an approach has the tradeoff that it requires prior knowl-
edge about the collection in the form of training data, but provides
better accuracy. More details on the approach may be found in [48].

A method proposed in [11] is quite similar to that proposed in [47], ex-
cept that it proposes a number of improvements in how the tf–idf model
is incrementally maintained for computation of similarity. For example,
a source-specific tf–idf model is maintained in which the statistics are
specific to each news source. Similarly, the approach normalizes for the
fact that documents which come from the same source tend to have a
higher similarity because of the vocabulary conventions which are often
used in the similarity computation. In order to achieve this goal, the
approach computes the average similarity between the documents from
a particular pair of sources and subtracts this average value while com-
puting the similarity between a pair of documents for the purpose of new
event detection. A number of other techniques for improving the quality
of event detection (such as using inverse event frequencies) are discussed
in [11]. A method for online topic detection and tracking is presented
in [51] as an application of stream clustering. This work uses a prob-
abilistic LDA model in order to create an online model for estimating
the growing number of clusters. The general approach in this work is
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similar to the concepts already proposed in [47]. The main novelty of
the work is the design of an online approach for probabilistic clustering.

Another method for fast and parameter-free bursty event detection
is proposed in [24]. This approach focusses on finding bursty features
which characterize the presence of an event. In order to achieve this
goal, the technique in [24] proposes a feature-pivot clustering, which
groups features on the basis of bursty co-occurrence. The approach is
designed to be parameter-free, which gives it an advantage in a number
of scenarios.

The problem of event detection has also been studied with the use of
keyword graphs in [39]. The work in [39] builds a keywords graph from
a text stream in which a node corresponds to a keyword, and an edge is
added to the keyword graphs when a pair of words occur together in the
document. Events are characterized as communities of keywords in this
network. This broad approach is used in the context of a window-based
technique for the case of social streams.

In the context of social network streams, a natural question arises, as
to whether one can use any of the social dimensions of the underlying
stream in order to improve the underlying event detection process. Such
an approach has been proposed in [53], in which events are determined
by combining text clustering, social network structure clustering, and
temporal segmentation. In addition, a multi-dimensional visualization
tool is provided, which discusses ways of visualizing the relationships
between the events along the three dimensions. In this case, an event is
defined as a set of text documents which are semantically coherent, and
are structurally well connected both in terms of social network structure
and time. These three different characteristics are used in the following
ways:

First, the content is used in order to create a hierarchy of topics
from the social text stream.

While the topical patterns are useful for distinguishing content,
the temporal segmentation is used in order to distinguish differ-
ent events. The assumption is that the communication between
different parties happen during a short contiguous time period.

Since it is assumed that the events occur between connected enti-
ties, we use the connectivity between the different events in order
to further segment the events. An edge between a pair of nodes
corresponds to a communication between the social entities. Mul-
tiple edges are allowed between pairs of nodes. This structure is
used in order to determine the event-dependent communities.
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Another method [36] has been proposed in the context of the Twit-
ter social network data set. In this paper, a locality sensitive hashing
method (LSH) is used in order to keep track of the different documents.
The idea in LSH [14] is to use a hashing scheme in which the probabil-
ity of hashing two documents into the same bucket is proportional to
the cosine of the angle between the two documents. For a given query
document, we check all the documents in the same bucket, and then
perform the similarity calculation explicitly with all documents in the
same bucket. The closest document is returned as the nearest neighbor.
We note that the problem of first-story detection can be considered an
application of repeated nearest neighbor querying in which an incoming
document is compared to the previously seen documents from the data
stream. While LSH can be used directly in conjunction with a near-
est neighbor search for first story detection, such an approach typically
leads to poor results. This is because LSH works effectively only if the
true nearest neighbor is close to the query point. Otherwise, such an
approach is unable to find the true nearest neighbor. Therefore, the
approach in [36] uses the strategy of using LSH only for declaring a doc-
ument to be sufficiently new on an aggregate basis. For such cases, the
document is compared against a fixed number of the most recent doc-
uments. In the event that the corresponding distance is above a given
threshold, we can declare the underlying story as novel. The main ad-
vantage of this technique over many of the aforementioned techniques
is that of speed, which is especially important, when dealing with social
streams of very high volume. This speed is achieved because of the use
of the LSH technique, though there is some loss in accuracy because of
the approximation process. This technique was compared [36] against
the UMass system [7], and it was found that more than an order of
magnitude improvement in speed was obtained with only a minor loss
in accuracy.

Most of the work in text stream mining and topic detection is per-
formed in the context of a single news stream. In many cases, we have
multiple text streams [44], which are indexed by the same set of time
points (called coordinated text streams). For example, when a major
event happens, all the news articles published by different agencies in
different languages cover the same event in that period. This is re-
ferred to as a correlated bursty topic pattern in the different news article
streams. In some cases, when the correlated streams are multi-lingual,
they may even have completely different vocabulary. The discovery of
bursty topic patterns can determine the interesting events and associa-
tions between different streams. Such an approach can also determine
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interesting local and stream-specific patterns by factoring out the global
noise which is common to the different streams.

In order to achieve this goal, the technique in [44] aligns the text sam-
ples from different streams on the basis of the shared time-stamps. This
is used in order to discover topics from multiple streams simultaneously
with a single probabilistic mixture model. The approach of construct-
ing independent topic models from different streams is that the topic
models from the different streams may not match each other very well,
or at least, create a challenge in matching the different topic models, if
it is done at the end of the process of model construction. Therefore,
it is important to make the mixture models for the different streams
communicate with one another during the modeling process, so that a
single mixture model is constructed across the different streams. In or-
der to achieve this goal, the stream samples at a given point are merged
together, while keeping the stream identities. In order to achieve this,
we align the topic models from different streams while keeping their
identities. While the topic models from different streams are separate,
the global mixture model is designed for the overall text stream sam-
ple. Such a mixture model is coordinated, because it would emphasize
topics which tend to occur across multiple streams. Once the coordi-
nated mixture model is obtained, the topical models for the different
streams can be extracted by fitting the mixture model to the different
streams. As the topic models for the different streams ate aligned with
one another, we can obtained a correlated bursty topic pattern, when
the corresponding topic is bursty during the same period. A key aspect
of this approach is that it does not require the different streams to share
vocabulary. Rather it is assumed the topics involved in a correlated
bursty topic pattern tend to have the same distribution across streams,
and this can be used in order to match topics from different streams.
More details on the approach may be found in [44].

3. Classification of Text Streams

The problem of classification of data streams has been widely studied
by the data mining community in the context of different kinds of data
[1, 2, 43, 50]. Many of the methods for classifying numerical data can be
easily extended to the case of text data, just as the numerical clustering
method in [4] has been extended to a text clustering method in [3].
In particular, the classification method of [2] can be extended to the
text domain, by adapting the concept of numerical micro-clusters to
condensed droplets as discussed in [3]. With the use of the condensed
droplet data structure, it is possible to extend all the methods discussed
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in [2] to the text stream scenario. Similarly, the core idea in [43] uses
an ensemble based approach on chunks of the data stream. This broad
approach is essentially a meta-algorithm which is not too dependent
upon the specifics of the underlying data format. Therefore, the broad
method can also be easily extended to the case of text streams.

The problem of text stream classification arises in the context of a
number of different IR tasks. The most important of these is news
filtering [30], in which it is desirable to automatically assign incoming
documents to pre-defined categories. A second application is that of
email spam filtering [8], in which it is desirable to determine whether
incoming email messages are spam or not. We note that the problem of
text stream classification can arise in two different contexts, depending
upon whether the training or the test data arrives in the form of a
stream:

In the first case, the training data may be available for batch learn-
ing, but the test data may arrive in the form of a stream.

In the second case, both the training and the test data may arrive
in the form of a stream. The patterns in the training data may
continuously change over time, as a result of which the models
need to be updated dynamically.

The first scenario is usually easy to handle, because most classifier
models are compact and classify individual test instances efficiently. On
the other hand, in the second scenario, the training model needs to be
constantly updated in order to account for changes in the patterns of
the underlying training data. The easiest approach to such a problem
is to incorporate temporal decay factors into model construction algo-
rithms, so as to age out the old data. This ensures that the new (and
more timely data) is weighted more significantly in the classification
model. An interesting technique along this direction has been proposed
in [38], in which a temporal weighting factor is introduced in order to
modify the classification algorithms. Specifically, the approach has been
applied to the Naive Bayes, Rocchio, and k-nearest neighbor classifica-
tion algorithms. It has been shown that the incorporation of temporal
weighting factors is useful in improving the classification accuracy, when
the underlying data is evolving over time.

A number of methods have also been designed specifically for the
case of text streams. In particular, the method discussed in [23] studies
methods for classifying text streams in which the classification model
may evolve over time. This problem has been studied extensively in
the literature in the context of multi-dimensional data streams [2, 43].
For example, in a spam filtering application, a user may generally delete



314 MINING TEXT DATA

the spam emails for a particular topic, such as those corresponding to
political advertisements. However, in a particular period such as the
presidential elections, the user may be interested in the emails for that
topic, it may not be appropriate to continue to classify that email as
spam.

The work in [23] looks at the particular problem of classification in
the context of user-interests. In this problem, the label of a document
is considered either interesting or non-interesting. In order to achieve
this goal, the work in [23] maintains the interesting and non-interesting
topics in a text stream together with the evolution of the theme of the
interesting topics. A document collection is classified into multiple top-
ics, each of which is labeled either interesting or non-interesting at a
given point. A concept refers to the main theme of interesting topics.
A concept drift refers to the fact that the main theme of the interesting
topic has changed.

The main goals of the work are to maximize the accuracy of classi-
fication and minimize the cost of re-classification. In order to achieve
this goal, the method in [23] designs methods for detecting both concept
drift as well as model adaptation. The former refers to the change in
the theme of user-interests, whereas the latter refers to the detection of
brand new concepts. In order to detect concept drifts, the method in
[23] measures the classification error-rates in the data stream in terms
of true and false positives. When the stream evolves, these error rates
will increase, if the change in the concepts are not detection. In order
to determine the change in concepts, techniques from statistical quality
control are used, in which we determine the mean μ and standard devia-
tion σ of the error rates, and determine whether this error rate remains
within a particular tolerance which is [μ − k · σ, μ + k · σ]. Here the
tolerance is regulated by the parameter k. When the error rate changes,
we determine when the concepts should be dropped or included. In ad-
dition, the drift rate is measured in order to determine the rate at which
the concepts should be changed for classification purposes. In addition,
methods for dynamic construction and removal of sketches are discussed
in [23].

Another related work is that of one-class classification of text streams
[52], in which only training data for the positive class is available, but
there is no training data available for the negative class. This is quite
common in many real applications in which it easy to find representa-
tive documents for a particular topic, but it is hard to find the repre-
sentative documents in order to model the background collection. The
method works by designing an ensemble of classifiers in which some of
the classifiers corresponds to a recent model, whereas others correspond
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to a long-term model. This is done in order to incorporate the fact that
the classification should be performed with a combination of short-term
and long-term trends.

A rule-based technique, which can learn classifiers incrementally from
data streams is the sleeping-experts systems [15, 21]. One characteristic
of this rule-based system is that it uses the position of the words in
generating the classification rules. Typically, the rules correspond to sets
of words which are placed close together in a given text document. These
sets of words are related to a class label. For a given test document, it is
determined whether these sets of words occur in the document, and are
used for classification. This system essentially learns a set of rules (or
sleeping experts), which can be updated incrementally by the system.
While the technique was proposed prior to the advent of data stream
technology, its online nature ensures that it can be effectively used for
the stream scenario.

One of the classes of methods which can be easily adapted to stream
classification is the broad category of neural networks [41, 45]. This
is because neural networks are essentially designed as a classification
model with a network of perceptrons and corresponding weights asso-
ciated with the term-class pairs. Such an incremental update process
can be naturally adapted to the streaming context. These weights are
incrementally learned as new examples arrive. The first neural network
methods for online learning were proposed in [41, 45]. In these methods,
the classifier starts off by setting all the weights in the neural network
to the same value. The incoming training example is classified with the
neural network. In the event that the result of the classification process
is correct, then the weights are not modified. On the other hand, if the
classification is incorrect, then the weights for the terms are either in-
creased or decreased depending upon which class the training example
belongs to. Specifically, if class to which the training example belongs
is a positive instance, the weights of the corresponding terms (in the
training document) are increased by α. Otherwise, the weights of these
terms are reduced by α. The value of α is also known as the learning
rate. Many other variations are possible in terms of how the weights
may be modified. For example, the method in [18] uses a multiplicative
update rule, in which two multiplicative constants α1 > 1 and α2 < 1
are used for the classification process. The weights are multiplied by α1,
when the example belongs to the positive class, and is multiplied by α2

otherwise. Another variation [31] also allows the modification of weights,
when the classification process is correct. A number of other online neu-
ral network methods for text classification (together with background
on the topic) may be found in [16, 22, 34, 35]. A Bayesian method for
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classification of text streams is discussed in [13]. The method in [13]
constructs a Bayesian model of the text which can be used for online
classification. The key components of this approach are the design of
a Bayesian online perceptron and a Bayesian online Gaussian process,
which can be used effectively for online learning.

4. Evolution Analysis in Text Streams

A key problem in the case of text is to determine evolutionary patterns
in temporal text streams. An early survey on the topic of evolution anal-
ysis in text streams may be found in [28]. Such evolutionary patterns
can be very useful in a wide variety of applications, such as summariz-
ing events in news articles and revealing research trends in the scientific
literature. For example, an event may have a life cycle in the underlying
theme patterns such as the beginning, duration, and end of a particu-
lar event. Similarly, the evolution of a particular topic in the research
literature may have a life-cycle in terms of how the different topics af-
fect one another. This problem was defined in [33], and contains three
main parts: (a) Discovering the themes in text; (b) creating an evolution
graph of themes; and (c) studying the life cycle of themes.

A theme is defined as a semantically related set of words, with a corre-
sponding probability distribution, which coherently represents a particu-
lar topic or sub-topic. This corresponds to a model, which is represented
by θ. The span of such a theme represents the starting and end point
of the corresponding theme in terms of the time-interval (s, t). Thus,
the theme span is denoted by the triple γ = (θ, s, t). As time passes,
a particular theme γ1 may perform a transition into another theme γ2.
A theme γ1 is said to have evolved into another theme γ2, if there is
sufficient similarity between their corresponding spans. It is possible to
create a theme evolution graph G = (N,A), in which each node in N
corresponds to a theme, and each edge in A corresponds to a transition
between two themes. The overall approach requires three steps:

In the first step, we segment the text stream into a number of pos-
sibly overlapping sub-collections with fixed or variable time spans.
This is done in an application-specific way.

The salient themes are determined from each collection with the
use of a probabilistic mixture model. A standard mixture model
technique [19] was used for this purpose.

Finally, all the evolution transitions are determined from these
theme patterns. This is done with the use of the KL-divergence
measure in order to compute the evolution distance between two



Mining Text Streams 317

themes. In the event that the similarity is above a given threshold,
the transition is considered valid.

In addition, a method is proposed in [33] for analyzing the entire theme
life cycle by measuring the strength of the theme over different periods.
A method based on HMM is proposed to measure the theme-shifts over
the entire period as well.

The problem of tracking new topics, ideas, and memes across the Web
has been studied in [29]. This problem is related to that of the topic
detection and tracking discussed earlier. However, the rate of evolution
in the web and blog scenario is significantly greater than the models
which have been discussed in earlier work. In the context of the web
and social networks, the content spreads widely and then fades over
time scales on the order of days. The work is [29] develops a framework
for tracking short, distinctive phrases that persistently appear in on-
line text over time. In addition, scalable algorithms were proposed for
clustering textual variants of such phrases. In addition, the approach
is able to perform local analysis for specific threads. This includes the
determination of peak intensity and the rise and decay in the intensity
of specific threads. The relationship between the news cycle and blogs is
examined in terms of how events propagate from one to the other, and
the corresponding time-lag for the propagation process.

5. Conclusions

This chapter studies the problem of mining text streams. The chal-
lenge in the case of text stream arises because of its temporal and dy-
namic nature in which the patterns and trends of the stream may vary
rapidly over time. The determination of the changes in the underlying
patterns and trends is very useful in the context of a wide variety of
applications. A variety of problems in text stream mining are examined
such as clustering, classification, evolution analysis, and event detection.
In addition, we studied the applications of some of these techniques in
the context of new applications such as social networks. A lot of interest-
ing avenues for research remain in the context of social media analytics,
and the use of social dimensions in order to enhance text stream mining.
In particular, the incorporation of network structure into the mining
of social streams such as Twitter remains a relatively unexplored area,
which can be a fruitful avenue for future research.
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Abstract Like full-text translation, cross-language information retrieval (CLIR)
is a task that requires some form of knowledge transfer across languages.
Although robust translation resources are critical for constructing high
quality translation tools, manually constructed resources are limited
both in their coverage and in their adaptability to a wide range of ap-
plications. Automatic mining of translingual knowledge makes it pos-
sible to complement hand-curated resources. This chapter describes a
growing body of work that seeks to mine translingual knowledge from
text data, in particular, data found on the Web. We review a number
of mining and filtering strategies, and consider them in the context of
statistical machine translation, showing that these techniques can be ef-
fective in collecting large quantities of translingual knowledge necessary
for CLIR.
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1. Introduction

The principle goal of text mining is to discover knowledge from text
data. Various forms of knowledge may be involved, including possibly
concepts and relations among them. While the bulk of work on text
mining has been conducted on monolingual texts, relating to identifying
concepts and relations among them in a single language, a by-no-means
negligible class of applications involves more than one language. The
prototypical member of this class is Machine translation (MT), which
seeks to transfer a sentence or a text from a language into another.
To do this, one has to create or extract various types of translingual
knowledge such as word translation (usually in the form of a bilingual
dictionary or a statistical translation model) and methods of syntactic
transfer. Whereas classical MT systems were once constructed using
manually defined rules and dictionaries, modern MT systems exploit
large bilingual text data from which to obtain translational knowledge
automatically. The extraction of this translational knowledge is, in its
essence, a form of translingual text mining. Another important applica-
tion that calls for translingual text mining is cross-language information
retrieval (CLIR), in which one tries to retrieve documents in a language
different from the language of the original query. A person may wish,
for example, to retrieve documents in English using a query in Chinese.
Although additional translational knowledge may need to be brought to
bear in order to compare the returned documents and the query in two
languages, the informational goal of CLIR is distinct from that of full
text MT, and the process of extracting translingual knowledge differs
accordingly.

In this chapter, we survey some of the approaches used to extract
translingual knowledge from texts for different purposes, in particu-
lar, MT and CLIR. We will begin with a description of the classical
approaches to statistical machine translation, and describing how sta-
tistical translation models can be constructed from parallel texts, and
examining extensions to the classical approaches that attempt to go be-
yond word-based translation. In the remaining sections, we consider a
variety of methods for translingual text mining for CLIR applications.
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2. Traditional Translingual Text Mining –
Machine Translation

The goal of machine translation (MT) is to use a computer system to
translate a text written in a source language (e.g., Chinese) into a tar-
get language (e.g., English). In this section, we provide an overview of
translation models that are widely used in state-of-the-art statistical ma-
chine translation (SMT) systems. A comprehensive review is provided
in a very readable form in Koehn (2009). Although these models are de-
signed for translating regular natural language sentences, they can also
be adapted to the task of search query translation for cross-lingual in-
formation retrieval (CLIR), as will be discussed in Section 4. The query
translation task differs from conventional text translation mainly in its
treatment of word order. In text translation word order is crucial to the
readability of the translated sentences which are presented directly to
the end users. In CLIR, query translation is an intermediate step that
provides a set of translated query terms so that the search engine can
retrieve documents in the target language. Word order thus has little
impact on the search quality as long as the translation preservers the un-
derlying search intent, rather than the form, of the original query. This
section focuses only on statistical translation models for regular text.
Readers who are interested in statistical models for query translation
may refer to Gao and Nie (2006) and Gao et al. (2001, 2002).

2.1 SMT and Generative Translation Models

SMT is typically formulated within the framework of the noisy channel
model. Given a source sentence (in Chinese) C = c1 . . . cJ , we want
to find the best English translation E = e1 . . . eI among all possible
translations:

E∗ = argmax
E

P (E|C) (10.1)

where the argmax operation denotes the decoder, i.e., the search al-
gorithm used to find the target sentence with the highest probability
among all possible targets.

Applying Bayes’ decision rule and dropping the constant denominator,
we have

E∗ = argmax
E

P (C|E)P (E) (10.2)

where P (E) is the language model, assessing the overall well-formedness
of the target sentence, and P (C|E) is the translation model, modeling
the transformation probability from E to C. In this section, we focus
our discussion on the translation model only. Notice that, mathemati-
cally, the translation direction changes from P (E|C) in Equation (2.1) to
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P (C|E) in Equation (2.2) when Bayes rule is applied. Following Koehn
(2009), we will seek to avoid potential confusion that might arise from
this alternation by adhering to the notation P (C|E).

In a significant generalization of the noisy channel model, Och and
Ney (2002) introduced a log-linear model that models P (E|C) directly.
This log-linear model is currently adopted by most of state-of-the-art
SMT systems and is of the form

P (E|C) =
1

Z(C,E)
exp

∑
i

λihi(C,E) (10.3)

where Z is the normalization constant, h(·) are a set of features com-
puted over the translation and λ’s are feature weights optimized on de-
velopment data using e.g., minimum error rate training (Och 2003). The
features used in the log-linear model can be binary features or real-value
features derived from probabilistic models. For example, we can define
the logarithm of language model and translation model probabilities in
Equation (2.2) as two features, thereby subsuming the noisy channel
model as a special case. The log-linear model thus provides a flexible
mathematical framework with which to incorporate a wide variety of
features useful for MT.

Conceptually, a translation model tries to “remember” to the extent
possible how likely it is that a source sentence translates into a target
sentence in training data. Figure 1 shows a Chinese sentence paired with
its English translation. Ideally, if the translation model could remember
such translation pairs for all possible Chinese sentences, we would have a
perfect translation system. Unfortunately, a training corpus, no matter
how large, can cover only a tiny fraction of all possible sentences. Given
limited training data, it is usual to break the sentences in the training
corpus into smaller translation units (e.g., words) whose distribution
(i.e., translation probabilities) can be more easily modeled. In Figure
1, although the translation of the full sentence is unlikely to occur in
training data, individual word translation pairs such as (rescue, )
will be found. Given an input sentence that is unseen in training data, an
SMT system can be expected to perform a translation process that runs
broadly as follows: first the input source sentence is broken into smaller
translation units, then each unit is translated into a target language, and
finally the translated units are glued together to form a target sentence.
The translation models that we detail in the sections below differ in
how the translation units are defined, translated and reassembled. The
method we use to formulate a translation model is called generative
modeling, and consists of three steps:
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Story making: formulating a generative story about how a target
sentence is generated step by step from a source sentence.

Mathematical formulation: modeling each generation step in the
generative story using a probability distribution.

Parameter estimation: implementing an effective way of estimating
the probability distributions from training data.

These three modeling tasks are closely interrelated. The way in which we
break the generation process into smaller steps in our story determines
the complexity of the probabilistic models, which in turn determines the
set of the model parameters that need to be estimated. We can view the
three tasks as straddling the artistic (story making), the scientific (math-
ematical formulation), and the engineering (parameter estimation). The
overall challenge of generative modeling is to find a harmonic combi-
nation of the three, an intellectual endeavor that attracts the talent of
some of the best computer scientists all over the world.

State-of-the-art translation models used for conventional text transla-
tion broadly fall into three categories: word-based models, phrase-based
models, and syntax-based models. In what follows, we will describe them
in turn starting with the generative story, then describing the mathe-
matical formulation and the way in which the model parameters are
estimated on the training data.

Figure 10.1. A Chinese sentence and its English translation

2.2 Word-Based Models

Word-based models use words as translation units. The models stem
from pioneering work on statistical machine translation conducted by
an IBM group in the early 1990s. In what has become classical paper
Brown et al. (1993) proposed a series of word-based translation models
of increasing complexity that come to be known as the IBM Models.

IBM Model 1, one of the simplest and most widely used word-based
models, is what is termed a lexical translation model, in which the order
of the words in the source and target sentence is ignored. The generative
story about how the target sentence E is generated from the source
sentence C, runs as follows:
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1 First choose the length for the target sentence I, according to the
distribution P (I|C).

2 Then, for each position i(i = 1 . . . I) in the target sentence, we
choose a position j in the source sentence from which to generate
the i-th target word ei according to the distribution P (j|C), and
generate the target word by translating cj according to the distri-
bution P (ei|cj). We include in position zero of the source sentence
an artificial “null word”, denoted by <null>the purpose of which
is to allow the insertion of additional target words.

Now, let us formulate the above story mathematically. In Step 1, we
assume that the choice of the length is independent of C and I, thus
we have P (I|C) = ε, where ε is a small constant. In Step 2, we assume
that all positions in the source sentence, including position zero for the
null word, are equally likely to be chosen. Thus we have P (j|C) = 1

J+1 .
Then the probability of generating ei given C is the sum over all pos-
sible positions, weighted by P (j|C): P (ei|C) =

∑
j P (j|C)P (ei|cj) =

1
J+1

∑
j P (ei|cj). Assuming that each target word is generated indepen-

dently from C, we end up with the final form of IBM Model 1.

P (E|C) = P (I|C)

I∏
i=1

P (ei|C) (10.4)

=
ε

(J + 1)I

I∏
i=1

J∑
j=0

P (ei|cj) (10.5)

We can see that IBM Model 1 has only one type of parameter to
estimate, the lexical translation probabilities P (e|c). If the training data
consists of sentence pairs that are word-aligned as shown in Figure 2,
P (e|c) can be computed via Maximum Likelihood Estimation (MLE) as
follows:

P (e|c) = N(c, e)∑
e′ N(c, e′)

(10.6)

where N(c, e) is the number of times that the word pair (c, e) is aligned
in training data. In practice, it is more realistic to assume that training
data is aligned at the sentence level but not at the word level. Ac-
cordingly, we apply the Expectation Maximization (EM) algorithm to
compute the values of P (e|c) and the word alignment iteratively. This
process will determine the best P (e|c) that maximizes the probability of
the given alignment between sentences. The algorithm works as follows:
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1 Initialize the model with a uniform translation probability distri-
bution.

2 Apply the model to the data, computing the probabilities of all
possible word alignments.

3 (Re-)estimate the model by collecting counts for word translation
over all possible alignments, weighted by their probabilities com-
puted in the Step 2.

4 Iterate through Steps 2 and 3 until convergence.

Since at every EM iteration the likelihood of the model given the
training data is guaranteed not to decrease, the EM algorithm is guar-
anteed to converge. In the case of IBM Model 1, it is guaranteed to
reach a global maximum.

Brown et al. (1993) presents five word-based translation models of
increasing complexity, namely IBM Model 1 through 5. In IBM Model 1
the order of the words in the source and target sentences is ignored, and
the model assumes that all word alignments are equally likely. Model 2
improves on Model 1 by adding an absolute alignment model in which
words that follow each other in the source language have translations
that follow each other in the target language. Models 3, 4, and 5 model
the “fertility” of the generation process with increasing complexity. Fer-
tility is a notion reflecting the observation that an input word in a source
language tends to produce a specific number of output words in a tar-
get language. The fertility model captures the information that some
Chinese words are more likely than others to generate multiple English
words. All these models have their individual generative stories and cor-
responding mathematical formulations, and their model parameters are
estimated using the EM algorithm. Readers may refer to Brown et al.
(1993) for details.

2.3 Phrase-Based Models

Phrase-based models are the basis for most state-of-the-art SMT sys-
tems. Like the word-based models, these are generative models that
translate an input sentence in a source language C into a sentence in a
target language E. Instead of translating single words in isolation, how-
ever, phrase-based models translate sequences of words (i.e., phrases)
in C into sequences of words in E. The use of phrases as translation
units is motivated by the observation that one word in a source language
frequently translates into multiple words in a target language, or vice
versa. Word-based models cannot handle these cases adequately: the
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Figure 10.2. Word alignment: words in the English sentence (rows) are aligned to
words in the Chinese sentence (columns) as indicated by the filled boxes in the matrix

English phrase ”stuffy nose”, for example, translates the Chinese word
” ” with relatively high probability, but neither of the individual En-
glish words ”stuffy” and ”nose” has a high word translation probability
to ” ”.

The generative story behind the phrase-based models can be stated
as follows. First, the input source sentence C is segmented into K non-
empty word sequences c1, . . . , cK. Then each is translated to a new non-
empty word sequence e1, . . . , eK. Finally these phrases are permuted
and concatenated to form the target sentence E. Here c and e denote
consecutive sequences of words.

To formalize this generative process, let S denote the segmentation
of C into K phrases c1...cK , and let T denote the K translation phrases
e1. . . eK We refer to these (ci, ei) pairs as bilingual phrases. Finally, let
M denote a permutation of K elements representing the final reordering
step. Figure 3 demonstrates the generative procedure.

Next let us place a probability distribution over translation pairs. Let
B(C, E) denote the set of S, T , M triples that translate C into E. If we
assume a uniform probability over segmentations, then the phrase-based
translation model can be defined as:

P (E|C) ∝
∑

(S,T,M)∈B(C,E)

P (T |C, S) · P (M |C, S, T ) (10.7)

It is common practice in SMT to use the maximum approximation to
the sum: the maximum probability assignment can be found efficiently
by using a dynamic programming approach:

P (E|C) ≈ max
(S,T,M)∈B(C,E)

P (T |C, S) · P (M |C, S, T ) (10.8)
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Figure 10.3. Example demonstrating the generative procedure behind the phrase-
based model.

Reordering is handled by a distance-based reordering model (Koehn et
al. 2003) relative to the previous phrase. We define starti as the position
of the first word of the Chinese input phrase that translates to the i-th
English phrase, and endi as the position of the last word of that Chinese
phrase. The reordering distance is computed as starti − endi − 1, i.e.,
the number of words skipped when taking foreign words out of sequence.
We also assume that a phrase-segmented English sentence T = e1. . .
eK is generated from left to right by translating each phrase c1. . . cK
independently. This yields one of the best-known forms of phrase-based
model:

P (E|C) ∝ max
(S,T,M)∈B(C,Q)

K∏
k=1

P (ek|ck)d(starti − endi−1 − 1) (10.9)

In Equation (10.9) the only parameter to be estimated is the trans-
lation probabilities on the bilingual phrases P (e|c). In what follows, we
rely mainly on work by Och and Ney (2002) and Koehn et al. (2003) to
describe how bilingual phrases are extracted from the parallel data and
P (e|c) is estimated.

First, we learn two word translation models via EM training of a word-
based model (i.e., IBM Model 1 or 4) on sentence pairs in two directions:
from source to target and from target to source. We then perform Viterbi
word alignment in each direction according to the corresponding model
for that direction. The two alignments are combined, starting with the
intersection of the two alignments, and gradually including more align-
ment links according to heuristic rules detailed in Och and Ney (2002).
Finally, bilingual phrases that are consistent with the word alignment
are extracted. Consistency here implies two things. First, there must
be at least one aligned word pair in the bilingual phrase. Second, there
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must be no word alignments from words inside the bilingual phrase to
words outside the bilingual phrase. That is, we do not extract a phrase
pair if there is an alignment from within the phrase pair to an element
outside the phrase pair. Figure 4 illustrates the bilingual phrases we can
generate from the word-aligned sentence pair by this process.

Figure 10.4. An example of a word alignment and the bilingual phrases containing
up to 3 words that are consistent with the word alignment.

After gathering all such bilingual phrases from the training data, we
can estimate conditional relative frequency estimates without smooth-
ing. For example, the phrase transformation probability P (e|c) in Equa-
tion (2.7) can be estimated approximately as:

P (e|c) = N(c, e)∑
e′ N(c, e′)

(10.10)

where N(c, e) is the number of times that c is aligned to e in training
data. These estimates are useful for contextual lexical selection when
there is sufficient training data, otherwise can be subject to data sparsity
issues.

An alternate means of estimating translation probabilities that is less
susceptible to data sparsity is the so-called lexical weight estimate. As-
sume we have a word translation distribution t(e|c) (defined over indi-
vidual words, not phrases), and a word alignment A between e and c;
here, the word alignment contains (i, j) pairs, where i ∈ 1 . . . |e| and
j ∈ 0 . . . |c|, with 0 indicating an inserted word. Then we can use the
following estimate:
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Pw(e|c, A) =
|e|∏
i=1

1

|{j|(j, i) ∈ A}|
∑

∀(i,j)∈A
t(ei|cj) (10.11)

We assume that for every position in e, there is either a single align-
ment to 0, or multiple alignments to non-zero positions in c. In effect,
this computes a product of per-word translation scores; the per-word
scores are averages of all the translations for the alignment links of that
word. We estimate the word translation probabilities using counts from

the word aligned corpus: t(e|c) = N(c,e)∑
e′ N(c,e′) . Here N(c, e) is the num-

ber of times that the words (not phrases as in Equation (2.8)) c and e
are aligned in the training data. These word-based scores of bilingual
phrases, though not as effective in contextual selection as previous ones,
are more robust to noise and sparsity. Both model forms of Equation
(2.8) and (2.9) are used as features in the log-linear model for SMT as
Equation (2.3).

2.4 Syntax-Based Models

The possibility of incorporating syntax information in SMT has been
a long-standing topic of research. Syntax-based translation models have
begun to perform as well as state-of-the-art phrase-based models, and in
the case of some language pairs may even outperform their phrase-based
counterpart. Research on syntax-based models is a fast-moving area,
with numerous open questions. Our description in this section focuses
on some basic underlying principles, illustrated by examples from the
most successful models proposed so far (e.g., Chiang 2005; Galley et al.
2004).

Syntax-based models rely on parsing the sentence in either the source
or the target language, or in some cases in both. Figure 5 depicts the
sentence pair from Figure 1, but with constituent parses added. These
parses are generated from a statistical parser trained on Penn Treebank.
Each parse is a rooted tree where the leaves are original words of the
sentence and the internal nodes cover a contiguous sequence of the words
in the sentence, called a constituent Each constituent is associated with
a phrase label describing the syntactic role of the words under its node.

The tree-structured parse plays similar roles in syntax-based models
to those of a phrase in phrase-based models. The first role is to identify
translation units in an input sentence. While in phrase-based models
the units are phrases, in syntax-based models they are constituents of
the kind seen in Figure 5. The second is to guide how best to glue those
translated constituents into a well-formed target sentence. Again, we
assume a generative story, similar to that for phrase-based models:
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Figure 10.5. A pair of word-aligned Chinese and English sentences and their parse
trees.

1 Parse an input Chinese sentence into a parse tree

2 Translate each Chinese constituent into English

3 Glue the English constituents into a well-formed English sentence.

This generative process is typically formulated under the framework of
weighted synchronous Context Free Grammar (CFG) (Chiang, 2005),
which consists of a set of rewriting rules r of the form:

X → (γ, α,∼) (10.12)

where X is a nonterminal, γ and α are both strings of terminals and
non-terminals corresponding respectively to source and target strings,
and ˜indicates that any non-terminals in the source and target strings
are aligned. For example, a rule extracted from the example in Figure
5 is:

VP → (PP NP, search for NP PP,∼) (10.13)
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where ∼ indicates that PP and NP in the source and target languages
are aligned. We can see that these non-terminals generalize the phrases
used in the phrase-based models described in Section 2.2.

We now define a derivation D as a sequence of K rewrites r1, . . . , rK ,
each of which picks a rewriting rule from the grammar, and rewrites a
constituent in Chinese into English, until an English sentence is gener-
ated. Let E(D) be the English strings generated by D, and C(D) be
the Chinese strings generated by D. Assuming that the parse tree of
the input Chinese sentence is Tree(C), the translation model can be
formulated as

P (E|C, Tree(C)) =
∑

D:E(D)=E
and C(D)=C

P (D) (10.14)

As when formulating the phrase-based models, we use the maximum
approximation to the sum:

P (E|C, Tree(C)) ∝ max
D:E(D)=E
and C(D)=C

P (D) (10.15)

A synchronous CFG assumes that each rewriting rule application de-
pends only on a non-terminal, and not on any surrounding context. Thus
we have:

P (D) =

K∏
k=1

P (rk) (10.16)

Rewriting rule (2.11) not only specifies lexical translations but also
encapsulates nicely the kind of reordering involved when translating
Chinese verb complexes into English. As a result, searching for the
derivation that has the maximum probability assignment, as in Equa-
tion (2.13), simultaneously accomplishes the two tasks of constituent
translation and sentence reordering (as in Steps 2 and 3 in our genera-
tive story). The search can be achieved by chart parsing.

The synchronous grammar proposed in Chiang (2005) illustrates how
these rewriting rules may be extracted from data and how their prob-
abilities are estimated. The grammar has not underlying linguistic in-
terpretation and uses only one non-terminal X. Assume that we have
the word-alignment sentence pair, as shown in figure 4. First, we ex-
tract initial bi-phrases that are consistent with the word-alignment, as
described in Section 2.2. We write these bilingual phrases in the form
of synchronous grammar:

X → ( , srch. for surviv. in collap. home,∼)
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We then generalize these rules by replacing some substrings with the
nonterminal symbol X:

X → ( X1 X2, search for X2 in X1,∼)

using subscript indices to indicate which occurrences of X are linked
by ˜. This rule captures information about both lexical translation and
word reordering, with the result that the learned grammar can be viewed
as a significant generalization of phrase-based models capable of handle
longer range word reordering.

To limit the number of rules generated in this fashion, the rewrite
rules are constrained: (a) to contain at least one and at most 5 lexical
items per language, (b) to have no sequences of non-terminals, (c) to
have at most two non-terminals, and (d) to span at most 15 words.
Once the rewrite rules are extracted, their probabilities are estimated
on the word-aligned sentence pairs using a method analogous with that
for the phrase-based models. Readers may refer to Chiang (2005) for a
detailed description.

3. Automatic Mining of Parallel texts

The previous section provides an overview of the state of the art in
SMT. It also describes the most traditional way to exploit a parallel
corpus to extract translational knowledge in form of translation models.
These models are the basis for many applications in which translation
is required.

SMT requires a large number of parallel texts for model training. Tra-
ditionally, one assumed that such parallel texts are available. Indeed,
there have been several manually compiled large parallel corpora avail-
able. The Canadian Hansard1 is probably the most widely used and best
known. This corpus contains all the debates in the Canadian parliament
in both English and French. Translation is made by professionals and
it is of very high quality. The first research work on statistical MT has
been carried out using this corpus. Later on, several other parallel cor-
pora became available, in particular, the Hong Kong law documents in
English and Chinese2 and the documents of the European Parliament
in several European languages3. These manually compiled parallel texts
can be used in the methods presented in the previous section, often after
a step of sentence alignment (Gale and Church 1993).

1http://www.parl.gc.ca/ParlBusiness.aspx?Language=E
2http://www.legco.gov.hk/english/index.htm
3http://www.europarl.europa.eu/

http://www.parl.gc.ca/ParlBusiness.aspx?Language=E
http://www.legco.gov.hk/english/index.htm
http://www.europarl.europa.eu/
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However, despite the high quality of translation in these parallel cor-
pora, we do encounter several problems when they are used for the trans-
lation purposes. Indeed, although the size of the corpora are large, it is
still limited for the purpose of model training, leaving a considerable pro-
portion of the translation phenomena either uncovered or insufficiently
covered for general translation applications In particular:

Vocabulary The documents in these manually compiled parallel
corpora are formal in style and vocabulary. They do not provide
good coverage of terms or words used in less formal discussions
and communications on the Web. Many terms and words in the
latter will be “unknown” by the models trained on these data

Structure High quality documents and their translations are writ-
ten in correct syntax. This is not the case for Web documents and
search queries. A syntax-based SMT system trained on these data
will be inadequate to cope with the flexible structure of texts and
queries on the Web.

Adaptability Because the statistical translation models are trained
on the parallel texts, they tend to fit the latter, including the fre-
quency of word usage and word translation. Even if a word or a
term is well covered by translation model, the suggested transla-
tions may not be suitable for the intended application.

One possible solution to the above problems is to develop automatic tools
to collect appropriate parallel documents according to one’s requirement.
The Web is an excellent resource for this purpose, and indeed it is a
truly multilingual resource, one on which documents in many different
languages are published. A certain proportion of the documents are
parallel, i.e. the same documents are published in several languages.
These documents virtually constitute a large parallel corpus. The key
problem is to collect those parallel texts without including (too many)
non-parallel ones.

Attempts to collect parallel texts from the Web date to the late 1990s,
with Resnik (1998) and Nie et al. (1999). Both studies exploit two
factors to determine whether two texts are parallel: the Web structure
in which the texts are stored and published, the text structure of the
documents themselves.

3.1 Using Web structure

Resnik (1998) observed that in many cases, parallel Web pages are
linked from an entry page (home page) on a website, each with a language
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identifier such as “English” and “Français” as anchor text. For example,
the following website (Natural Resources of Canada) is organized in the
manner shown in Figure 6.

Figure 10.6. An example of parallel pages linked from a home page

The mining system STRAND (Resnik, 1998) identifies the referred
pages as candidate parallel web pages. In the query language of Alta
Vista used by STRAND, the following query will retrieve parent pages
referring to two child pages in the relevant languages:

anchor:”english” AND anchor:”français”

However, the above criterion can only detect a limited number of
parallel Web pages. More commonly sites are organized so that each of
the pages contains a link to the corresponding parallel page, as shown
in Figure 7. Again, the link usually contains anchor text that identifies
the language.

To retrieve those pages, the following Alta Vista query can be used to
retrieve the French documents containing an anchor text to an English
page:

anchor: ”english” OR anchor: ”anglais”
while setting the language of the documents to French. Analogously,

one can retrieve English documents containing anchor text linking to a
French page.
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Figure 10.7. An example of mutually linked parallel pages.

This second criterion is the main approach taken by PTMiner (Nie
et al. 1999, Chen and Nie 2000) to identify candidate pages. PTMiner
additionally used a site crawler to download all the pages from candidate
sites (the sites that contain some candidate parallel pages) in order to
find more Web pages on those sites that are not indexed by the search
engine.

3.2 Matching parallel pages

Once two sets of candidate pages are determined, the next task is to
pair the pages up. The contents of the pages will eventually be used, but
first heuristics are applied to quickly identify candidate parallel pages
Since parallel Web pages are usually assigned similar file names two Web
pages with the names “description en.htm” and “description fr.htm” are
likely parallel. Similarly, Web sites may use two separate directories to
store pages in two languages, in which case, the names of the directories
may be slightly different, e.g. “www.website.com/English/file1.html”
vs. “www.website.com/French/file1.html”. In both cases the difference
between file and directory names is often related to the language, and
this can be recognized using simple heuristics. Such heuristics are used
in PTMiner to pair up mined candidate Web pages efficiently.

http://www.website.com/English/file1.html%E2%80%9D
http://www.website.com/French/file1.html%E2%80%9D
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To further filter out non-parallel pages, additional checks on the pages’
contents can then be applied:

Are the HTML structures of the two pages similar? The assump-
tion is that parallel pages are usually created with the same or
similar HTML structures. In both STRAND and PTMiner, the
HTML markup sequence of each page is extracted, and the pages
are considered to be parallel if their HTML markup sequences
resemble each other However, more sophisticated comparison of
document structure can be performed. For example, one can use
the DOM tree of the Web page (Shi et al. 2006).

Are the two pages of similar lengths? It is generally observed that
the lengths of parallel texts are similar (or proportional to the
length ratio of texts in the two languages). This is an easy way to
filter out candidate pairs whose content cannot be parallel.

Finally, what is the content translation probability? If the texts
in the two pages have a high mutual translation probability, then
the pages are likely to be parallel. Although an effective means
of confirming textual parallelism, this ultimate step is costly to
implement and has not been widely used.

The precision of the Web pages identification by STRAND and PTMiner
is impressive: it is estimated that more than 90% of the identified pairs
of Web pages are indeed parallel. Evaluation of recall, on the other
hand, presents greater difficulty: Resnik calculated recall of STRAND at
62.5%, while Nie et al. estimated the lower bound of recall of PTMiner
at a little over 50% on the assumption that every Web page from a
candidate website has a parallel page in another language, an assumption
that obviously overestimates the case Nevertheless, lower recall ratios
can be tolerated because the number of potential parallel pages on the
Web is very large, and it is more important to have a mining process
with high precision than high recall.

In term of volume, STRAND has mined a relatively small number of
parallel pages while PTMiner has successfully collected large amounts of
parallel page data in English-French, English-Chinese, English-German,
etc., chiefly by exploiting criteria that correspond to more commonly
employed techniques of organizing parallel pages on the Web, as well as
the site crawling process.

The above mining strategy has been used in a number of studies per-
taining to different language pairs: Ma and Liberman (1999) used a
similar approach to PTMiner to mine parallel pages in German and En-
glish, with some slight differences in the process: the similarity between
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the file names of candidate pages is measured by edit distance, and the
known translations are mapped with some position constraint within
the texts. Similar approaches have been used by Nagata et al. (2001)
and Yang and Li (2003) to mine English-Japanese and English-Chinese
parallel pages. Resnik et al. (2003) have further explored the mining of
parallel Web pages from Web archives.

The above processes are designed for mining on general websites. It
is possible to incorporate additional criteria according to the specific or-
ganization of a website. For example, parallel texts on the same website
(e.g. Wikipedia, newswire websites) can share common resources such
as pictures. Metadata can also be incorporated in documents. The use
of such indications can further improve the mining process.

Bilingual and multilingual newswire websites are a common source
from which parallel texts are mined. Many newswire publishers publish
articles in several languages, and in many cases, the articles in different
languages are translations. For example, China Daily publishes cer-
tain bilingual news articles that are aligned in paragraphs. Some of the
news articles are translated and published in several languages such as
Chinese, English and French. Several European newspapers also pub-
lish simultaneously articles in several languages. This provides an easy
way to collect parallel news articles. However, the collection of parallel
news articles depends on the specific organization of each newspaper.
In some cases, there is a systematic schema of correspondence, while
in other cases no clear structural information is available to determine
whether two articles are parallel. In the latter case, the mined result is
often comparable texts rather than parallel texts. We will describe some
attempts of this kind in Section 5.

4. Using Translation Models in CLIR

It is safe to assume that not all automatically mined Web pages are
strictly parallel. Indeed, during manual evaluation, it turns out that
some pages, which presumably should contain the same information,
are not parallel in content: one of the pages can be outdated, contain
only part of the information, or even consist of an “under construction”
message. The precision and recall numbers mentioned earlier are subject
to human judgment: If the contents are parallel above some threshold,
we consider the pages to be parallel a situation that is less ideal than the
Hansard corpus, especially for tasks such as full-text machine translation
that call for high quality parallel texts for training.

For other less demanding tasks such as CLIR, however, translation
models trained from automatically collected Web pages can perform very
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well. A translation model trained on a parallel corpus can be naturally
integrated into the CLIR process. General IR can be processed using a
language modeling approach as follows:

Score(Q,D) =
∑
t∈V

P (t|MQ) logP (t|MD) (10.17)

where MQ and MD are respectively a statistical language model esti-
mated for the query and the document, and V is the vocabulary. Notice
that both MQ and MD are generation models, i.e. no word order or rela-
tionship is taken into account. Such an approach is often called “bag of
words” approach. Using such an approach, translation in CLIR is also
performed at the word level: Each word is translated independently.
Therefore, the simple IBM Model 1 is widely used.

For CLIR, either the document or the query should be translated. One
can of course use an MT system to translate them. Because the Web
search engine only uses words and ignores word order, MT offers more
than what is needed. One may argue that this is not necessarily a bad
thing to have a tool offering more than required. Indeed, in the CLIR
experiments, it is usually found that a high-quality MT system leads to
a good CLIR result when it is used to translate queries or documents.

However, off-the-shelf MT systems also have weaknesses:

An MT system chooses only one translation word (or expression)
for each source word. In reality, there may be multiple transla-
tions. For example, “drug” (illegal substance) can be translated
into “drogue” or “stupéfiant” in French. By limiting to one trans-
lation, documents in French using the other term cannot be found.
For CLIR, keeping multiple translations for a word is often pre-
ferred.

The translation by an MT system is limited to the true “transla-
tions” of the words in a query or a document. In IR, on the other
hand, it is usually preferred to add related terms in the query (or
document) to expand it. Query (or document) expansion is a com-
mon method in IR to increase retrieval effectiveness. By including
only true translation words in a query translation, CLIR does not
benefit from query expansion. It is preferred to include also re-
lated terms in the target language when doing query translation
in CLIR.

The final translation result by an MT system does not distinguish
the words in their importance, i.e. all the words are un-weighted.
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In IR, the weighting of terms in the query is crucial, and the trans-
lation probability or weight can greatly help distinguishing impor-
tant terms vs. unimportant ones.

The above reasons have motivated a number of attempts to design CLIR
approaches without, or in addition to, the use of MT systems. The
principle of CLIR can be well described within the language-modeling
framework for IR. It includes a translation of the query or document
model as follows:

Score(Q,D) =
∑
t∈Vt

[
∑
s∈Vs

P (t|s)P (s|MQ)] logP (t|MD) (10.18)

Score(Q,D) =
∑
t∈Vt

P (s|MQ) log[
∑
t∈Vt

P (s|t)P (t|MD)] (10.19)

in which Vs and Vt are respectively the vocabulary in source and target
languages, and P (s|t) and P (t|s) are translation probability (in IBM
model 1) of a target language term (t) to a source language term (s)
and vice versa. In practice, rather than using the whole vocabulary in∑

s∈Vs
P (t|s)P (s|MQ) and

∑
t∈Vt

P (s|t)P (t|MD), one can select a sub-
set of the translation terms, for example, the translation terms whose
translation probability is higher than a threshold, or the N best transla-
tion terms for the query. Different from general MT, query or document
translation in CLIR usually selects multiple translation words (rather
than the best one), thereby producing a desired expansion effect. In
addition, the translation probability is used explicitly to determine term
weighting for the retrieval process.

The use of automatically mined parallel corpora in CLIR has been
successful. In an early experiment on CLIR, Nie et al. (1999) reported
that using the Web corpus, the CLIR effectiveness is very similar to us-
ing the Hansard corpus. Further experiments (Kraaij et al. 2003) have
shown that CLIR using the Web parallel corpus outperforms methods
that use an existing dictionary-based MT system - Systran. These results
indicate that CLIR does not require as high quality corpora for training
translation models. A noisy corpus can be as effective as a manually
compiled high-quality corpus. In addition, a query or document trans-
lation properly incorporated into the retrieval model (as Equations 2.16
and 2.17) is a better solution than using an MT system as an individual
tool, separated from the retrieval model.
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5. Collecting and Exploiting Comparable Texts

The success of using a noisy parallel corpus in CLIR indicates that
one can tolerate certain noise in the text data used for model training.
To what extent is the process tolerant to noise? There is no clear answer
to this question, but there is a series of experiments using comparable
texts for CLIR, which have shown encouraging results: comparable texts
are good complements to other translation resources.

In general, comparable texts are defined as texts that are not neces-
sarily parallel, but describe the same event. Other terminologies are also
used. Fung and Cheung (2004) defined quasi-comparable and compara-
ble documents because they were written independently but on more or
less the same topic. Noisy-parallel documents refer to a pair of source
and translated documents that were either adapted or evolved in differ-
ent ways such as Wikipedia articles. There are indeed a variety of com-
parable texts with different degrees of relatedness. Fung (1995) considers
a continuum from parallel, comparable to unrelated texts. Brashchler
and Schaüble (1998) defined the following levels of relatedness:

1 Same story: The two documents deal with the same event.

2 Related story: The two documents deal with the same event or
topic from slightly different viewpoints. Or one of them deals with
the topic from a broader story.

3 Shared aspect: The documents deal with related events. They
may share locations or persons.

4 Common terminology: The events or topics are not directly re-
lated, but the documents share a considerable amount of termi-
nology.

5 Unrelated: The similarities between the documents are slight or
nonexistent.

Depending on the process used, different types of comparable texts
can be collected. In general, the following indicators can be used to
determine comparable texts from a website, especially from a newswire:

The publication dates of two comparable texts should be the same
or close;

Some articles incorporate metadata to describe the content cate-
gories, in which case, the category of the comparable texts should
be the same;
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The fact that two texts contain links to the same objects (e.g.
pictures) increases the chance that the texts are about the same
event;

Although one cannot expect exact mutual translation at sentence
level between comparable texts, the main vocabulary should be
translatable and this can be verified using a simple resource such
as a bilingual dictionary;

The texts may contain similar special elements: named entities –
they talk about the same persons and describe events of the same
dates, or domain-specific words and their translations;

Using a CLIR method, one can form a query with a source language
text, and retrieve a set of potential comparable texts in the target
language.

Sheridan and Ballerini (1996) are among the first to exploit comparable
texts for CLIR. They mined newspaper articles in German and Ital-
ian from the website of Schweizerische Depeschenagentur (SDA) using
content descriptor metadata and publication dates.

In their study, Brashchler and Schaüble (1998) “translated” the named
entities as well as words from the source language text, and used the
translation to retrieve comparable texts. Their evaluation revealed that
about 60% of the texts mined are documents that share one or more
events, and 75% of them share a common terminology. The mined texts
have been used in a CLIR task, leading to a retrieval result only slightly
worse than the best participants in TREC-7. Similar approaches have
been used in other studies (e.g. Talvensaari et al, 2006, Talvensaari
2007, Huang et al. 2010). Huang et al (2010) investigated the transla-
tion of key terms in the above process: Not only single-word terms but
also multi-word terms are extracted from the source-language document
and translated. By doing so, they reduced the translation ambiguity,
and produced more precise description in the target language.

Instead of using the translated terms in a CLIR process to mine com-
parable texts, in several studies, the frequencies and ranks of the source
terms and their translations have also been used. Fung and Lo (1998),
Fung and Cheng (2004) and Carpuat et al. (2006) used a different ap-
proach to align comparable texts. They use a set of seed words, for which
the translations are known. Seed words in source- and target-language
texts are extracted and their frequencies are compared. It is assumed
that the seed words should be comparable in their frequency ranks. Tao
et al. (2005) used a more elaborated method based on Pearson correla-
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tion: words and their known translations in a pair of comparable texts
should have a strong correlation in their ranks.

The mined comparable texts can be used to derive a general bilingual
lexicon (Rapp, 1995) or for translations of specific named entities (Fung,
1995, Ji, 2009). In general, it is more difficult to train a translation model
using comparable texts than using parallel texts. A less strict bilingual
term similarity is determined instead. The principle is analogous to
word co-occurrence analysis in monolingual texts: two terms in different
languages have a strong translingual relationship if they co-occur often
in comparable texts in respective languages. The following formula (or
some variants) can be used:

sim(ws, wt) =
coocc(ws, wt)

Z
(10.20)

where ws and wt are source and target words, coocc(ws, wt) is a mea-
sure of their co-occurrence and Z a normalization factor. coocc(ws, wt)
can take different forms: the number of pairs of comparable documents
which contain the two words respectively, the minimal frequency of the
two terms in the respective document, or some transformed measure
based on these. As not all the words in the source document have their
translations in the target document, the translingual relationships can
be built up only for the most frequent words, or for named entities (Fung,
1995, Ji, 2009). Needless to say, the translingual relationships are much
less precise than those extracted from truly parallel texts. There are two
main reasons:

The comparable texts are noisier by nature. A pair of compa-
rable documents is not mutual translation, and the relationships
between terms extracted from them are more translingual related
than translation relations.

As no process similar to sentence alignment on parallel texts can be
performed, it is usually assumed that a word in a document corre-
sponds to any word in the document in another language. In other
words, the correspondence is not bound within a smaller portion
of text than the entire document. The translingual relationships
extracted are very noisy.

The translingual relationships can be hardly used alone for MT. At best,
it can be used to complement other translation resources. For CLIR, the
noisy translingual relationships extracted from comparable corpora have
been found to perform quite well (Braschler and Shaüble, 1998) indicat-
ing that the utility of comparable texts, when exploited in a simple
manner, is limited to less demanding tasks such as CLIR.
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An alternative approach to exploiting a parallel/comparable corpus
is pseudo-relevance feedback (Carbonell et al. 1997): Use a query in
the source language to retrieve a set of texts in the parallel/comparable
corpus. One can then select the set of corresponding texts in the tar-
get language, from which a set of terms can be extracted. These latter
constitute a “translation” of the original query. As one may notice, this
approach is similar to those on translingual term similarity. However,
the difference is that, rather than determining the translingual relations
between individual terms, this approach determines a translingual rela-
tion between sets of terms. There is potentially a larger effect of local
context (Xu and Croft 1996).

Another approach is to construct a new representation space to which
terms in both languages can be mapped. CLIR using Latent Semantic
Indexing (Dumais et al. 1997) exploits this principle: parallel (compa-
rable) texts are concatenated for form a composed document; A latent
representation space is created and implicit translation is generated by
mapping a term, a document or a query into the new space. One can
also use a generative topic model instead of LSI.

In addition to the above methods, comparable texts can be exploited
in a more refined manner by extracting a subset of strongly compa-
rable or parallel parts (sentences) from them. We will describe these
approaches in the next section.

6. Selecting Parallel Sentences, Phrases and
Translation Words

The mining approaches described in the previous sections all rely on
heuristics relating to the organization and other characteristics of paral-
lel Web pages. Since some of the mining results are likely to non-parallel,
or only partially parallel it is pertinent to ask whether it is possible and
beneficial to clean the mined results in order to minimize noise.

There have been a number of attempts to extract a subset of high
quality parallel texts or sentences from a corpus that has been initially
mined by some other means. An original corpus can be extracted by an
application such as PTMiner or STRAND. Or it might take the form a
set of comparable texts minded from a newswire Web site. Even with
the truly parallel corpora, a certain filtering is made. In fact, before
translation models are trained on a set of parallel texts, the sentences in
the texts are aligned (Gale and Church 1993) Different patterns of sen-
tences alignment can be recognized: 0-1 or 1-0 (i.e. a sentence is aligned
with no sentence), 1-1 (one sentence is aligned with one sentence), 1-2
or 2-1, and so forth. It has been observed that errors (i.e. non-parallel



348 MINING TEXT DATA

sentences) most often appear in alignments other than 1-1. For example,
1-0 or 0-1 alignments may be due to insertion and deletion during the
manual translation. Therefore, a simple filtering process is to use only
1-1 aligned sentence pairs for model training.

It is also possible to clean up an initial parallel corpus using other
heuristics. In Nie and Cai (2001), the following criteria are used to filter
the data extracted by PTMiner:

The length ratio of the text pair should be close to the standard
length ratio of the two languages;

The proportion of the 1-1 alignments of a text pair should be high;

A relatively large percentage of the terms should be translatable
into terms of another text using a dictionary.

Any text pair that does not comply with these conditions is removed
from the corpus. The experiments of Nie and Cai show that a combina-
tion of the above criteria can effectively remove some non-parallel texts
and retrain the parallel ones. They also observe that translation models
trained on the resulting cleaned corpus mined by PTMiner are of higher
quality, and are more effective when used in CLIR.

While Nie and Cai’s study sought to filter out non-parallel documents
from the corpus, other researchers have attempted to extract parallel
sentences more directly from comparable corpora. Munteanu and Marcu
(2005) use the following process to extract parallel sentences in Chinese,
Arabic, and English: 1). Candidate document pairs are first selected
using their publication dates (within a date window of 5 days). 2).
Candidate sentence pairs from the paired documents are selected using
criteria similar to those used by Nie and Cai (2001), i.e. sentence length
ratio and percentage of terms that can be translated in another sentence
using a dictionary. 3). Finally, a maximum entropy classifier is used to
determine if the candidate sentence pair is likely to be parallel. Similar
methods have also been taken by Zhao and Vogel (2002), Utiyama and
Isahara (2003) and Hong et al. (2010), who estimate sentence similar-
ity variously on the basis of sentence length ratio, sentence alignment,
IBM-1 translation model and percentage of known translations using a
dictionary. In manual evaluation, it has been found that the selected
sentence pairs can have a precision of 90% (Utiyama and Isahara 2003).
These studies demonstrate that selecting a set of parallel sentences from
a comparable corpus is possible. The experiments also showed that the
extracted parallel sentences are useful for MT in some context: SMT
systems that use the selected sentence pairs in combination with an ini-
tial set of parallel texts generally produce a higher BLEU score in SMT
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experiments. However, when these parallel sentences are used alone, the
performance is usually lower than that of using truly parallel texts.

Several studies use an iterative process to gradually select parallel sen-
tences from a noisy corpus for model training. Fung and Leung (2004)
first use a bilingual lexicon to select comparable texts and parallel sen-
tences from the original set of documents. The selected parallel sentences
are used to train a translation model, which is then used to complement
the bilingual lexicon in a second round of document and sentence selec-
tion. Fung and Leung reported a precision of 67% in the extraction of
parallel sentences using the adaptive method, 24% higher than a baseline
method that only used a bilingual lexicon.

The common observation that word-based translation is too ambigu-
ous for precise translation led researchers to propose phrase-based mod-
els (Ballesteros and Croft, 1997; Gao et al., 2001; Gao et al., 2006;
Koehn et al. 2003). In the translingual relation mining task, likewise,
one can go a step further Munteanu and Marcu (2006) word-align pairs
of candidate sentences using IBMModel 1 in conjunction with additional
heuristics, and treat a sequence of source language words (phrase) as par-
allel to a sequence of target language words if they have a strong mutual
alignment score This principle is analogous to the case of phrase-based
SMT (Koehn et al. 2003), where a sequence of words is considered to
form a phrase if the constituent words are translated into a sequence of
consecutive words in another language (see Section 2.2).

Again, the resulting translation model can be filtered so as to remove
noise. One may choose to use only those translations whose probability
is higher than a threshold (e.g. 0.01), or the N best translations for each
word. One can also select translation terms according to the context, i.e.
the query to be translated. One criterion that has been used in Gao et al.
(2001; 2002; 2006) and Liu et al. (2005) is to assume that the resulting
set of translation terms for a query should be consistent, i.e. they should
co-occur often in the target language. Application of this criterion can
remove unlikely translation terms that are inconsistent with the other
words (or their translations) in the query. Interested readers can refer
to these papers for details.

7. Mining Translingual Relations From
Monolingual Texts

Translingual knowledge is by no means confined in texts in two dif-
ferent languages. It is by no means rare that one can find rich translin-
gual knowledge within a “monolingual text”, or more precisely, a mostly
monolingual text that contains glosses (translations or transliterations)
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inlined in the text. For example, the following is a short text in Chinese,
with personal names glossed in English.

· (Scott Huffman) · (Steve Chang)

Even if one does not understand the whole Chinese sentence, it is
possible to guess that · is the Chinese transliteration of
“Scott Huffman” and · the transliteration of “Steve Chang”.
This phenomenon frequently appears in many (especially Asian) lan-
guages, in particular, when a personal name or technical term calls for
a transliteration or translation gloss. Between languages written in the
same script, glossing of named entities may not be necessary. Indeed, it
is seldom necessary for a personal name to be transliterated from one
European language into another. However, when languages are written
in completely different scripts, transliteration or translation is usually
necessary.

Since our present focus is on mining Web data, we will not discuss
the mechanics of transliterating personal names. In general, rules or
statistical translation models trained on a set of name translations are
used to determine possible correspondences between phonemes in two
languages and between characters/syllables and phonemes. Interested
readers may refer to (Chen et al. 2006; Jeong et al. 1999; Kuo et al.
2006; Lam et al. 2007; Qu et al. 2003; Sproat et al. 2005) for details.

The huge volume of documents on the web containing glosses of the
kind seen provides us with a rich resource for mining translingual knowl-
edge for personal and organizational names and technical terms. One
common approach is to manually define a set of common patterns of
glossing. Zhang and Vines (2004) identified the following patterns in a
monolingual text (identified here as the target language):

. . . translation (source term) . . . e.g. · (Scott Huffman)
. . . translation, source term . . . e.g. , Citibank, . . .

. . . translation, or source term . . . e.g. , LSI. . .

These patterns reflect the common ways of specifying the correspond-
ing terms (or their glosses) in their original language, especially when
for names of persons and organizations and for technical terms.

A typical mining process based on manually defined patterns runs as
follows (Zhang and Vine, 2004): First, given a source language term
(English) for which translations are sought, the term is used as a search
query to retrieve Chinese (target language) documents. Then the pat-
terns are applied to the snippets of the returned results to identify the
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candidate translations. Further analysis of the candidates allows selec-
tion of the most frequent candidates. A number of studies have used the
strategy (Cheng et al., 2004; Cao et al. 2007) to mine large numbers of
translation relations from monolingual texts on the Web.

Additional mining criteria can be added to retrieve more relevant
candidate snippets. For example, Zhang et al. (2005) and Huang et al.
(2005) add related target language terms to the search query for snip-
pets: To find a transliteration of “Leo Tolstoy” in Chinese ( .

), if one knows that the work “War and Peace” is closely connected
to the author’s name, then the Chinese terms “ ” (war) and “
” (peace) can be added into the search query to locate highly related

snippets.
Rather than exploiting a set of patterns to mine translingual relation-

ships, Cheng et al. (2004) tries to mine related terms directly from the
snippets returned by the search engine. Once a set of snippets is col-
lected, a similarity measure is used to select terms that are related to the
original term. Figure 10.8 shows an example using the query “yahoo”
to retrieve documents in Chinese:

Figure 10.8. Results of search for Chinese documents using Yahoo as query.
(from (Cheng et al., 2004))

The snippet results contain Chinese terms strongly correlated with
“yahoo” such as (Yahoo!’s name in Taiwan) and (search). Un-
surprisingly, the extracted terms are more often related terms than trans-
lations, so they may not be appropriate for use in full-text translation,
but appropriate for less demanding applications such as CLIR (Cheng et
al 2004). The experiments on CLIR show that these glosses supplement
existing dictionaries, and can reduce the number of unknown words in
query translation. This mining approach can also find additional good
translations for terms that are already covered by an existing resource.

8. Mining using hyperlinks

Modern search engines often view an anchor text linking to aWeb page
as an alternative description of the page. When different anchor texts
link to the same Web page, those anchor texts can be considered strongly
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related. If the anchor texts are in different languages, moreover, then this
relationship constitutes a kind of translingual/translational relationship.
Figure 10.9, below, shows anchor texts in different languages pointing
to the same Web page (www.yahoo.com).

Figure 10.9. Possible hyperlinks and anchor texts to the web page www.yahoo.com.
(from (Lu et al., 2004))

This is the principle used in (Lu et al. 2004) to extract translations
using anchor texts. The terms “ ”, “ ”, “yahoo!”,
“Yahoo! ”, “Yahoo ”, etc. correspond to differ-
ent names for “Yahoo!” in different languages. Lu et al. (2004) pro-
posed a translingual similarity measure to determine relationships be-
tween terms in different languages. This approach is particularly suited
to mining translations or transliterations of proper names (names of or-
ganizations and companies). It will find, for example, different transliter-
ations of “Sony” in simplified Chinese “ ” and in traditional Chinese
“ ”; and translations and transliterations of “General Electric” or
“GE” in simplified Chinese “ ” and in Traditional Chinese “

” (transliteration of “GE”).
Mining on Wikipedia is a special case of hyperlink mining. Wikipedia

is increasingly used in CLIR experiments to find equivalent expressions
across languages, in particular proper names and technical terms. The
encyclopedia contains numerous explicit links between different entries
of the same entity in different languages that can be assumed to be mu-
tual translations (Gamallo et al. 2010) For example, “Chang Kai-Shek”,
“Jiang Jieshi”, and are the different names of the same per-
son, and they refer to the same page on Wikipedia. While the coverage
provided by this resource is limited, one can further extend the min-
ing process by also assuming that articles on the same topic in different
languages are either “parallel” or comparable. These characteristics of

http://www.yahoo.com
http://www.yahoo.com
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Wikipedia have been successfully exploited to extract translingual rela-
tions between elements in the two texts and used for CLIR (Potthast et
al. 2008; Schönhofen et al. 2007; Smith et al. 2010).

9. Conclusions and Discussions

Translation is an essential component of MT and CLIR Since manu-
ally constructed resources are limited in coverage there is an acute need
to acquire translingual knowledge automatically. In this chapter, we
have presented a broad overview of a growing body of work on mining
parallel texts, parallel sentences and phrases on the Web. These studies
show that the mining processes that employ heuristics based on the or-
ganization of parallel texts and the characteristics of parallel sentences,
or translation knowledge already available (e.g. a bilingual dictionary),
make it possible to harvest a large amount of parallel and comparable
texts on the Web. The mined texts, without cleaning, can be too noisy
for tasks such as MT. However, for tasks such as CLIR, which does not
always demand high-quality text translations, parallel/comparable cor-
pora mined using these mining approaches can be directly used to train
models or learn term similarity measures for query translation. Exper-
imental results show that one can obtain improved CLIR effectiveness
compared with other resources such as MT and bilingual dictionaries.

For more demanding tasks like conventional text MT, refinements can
be implemented to acquire more precise translation knowledge, including
filtering of the mined corpus itself, and selection of parallel sentences
or parallel phrases from the corpus. Experiments with SMT models
indicate that the smaller and cleaner corpora obtained by filtering do in
fact help improve the translation quality in terms of BLEU score and
other metrics.

Although feasibility and utility of mining translingual knowledge on
the Web is now well established, much room remains for methodological
improvement. Despite application of filtering techniques, a significant
percentage of the mined corpora still contain non-parallel data. Such
corpora may be unreliable when used to train sophisticated translation
models beyond the IBM-1 models employed in most CLIR studies. For
MT purposes, moreover, it may be necessary to further refine the mining
process itself in order to locate strictly parallel texts and sentences. On
the other end of the spectrum, although a comparable corpus is consid-
ered too noisy to be suited to translation model training approaches to
smoothing the models trained using strictly parallel texts and the ones
using translingual term similarity with less strictly matched texts might
be applicable to produce useful models.
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While it is preferable to extract well-formed phrases for general MT
tasks, the requirements for other tasks such as CLIR may be less strin-
gent. A more flexible phrase-based query translation model may well be
applicable, in which, for example, context is provided by pairs of query
terms, with one word defining a context for the translation of the other
even though the two words themselves may not form a single phrase.

Parallel texts are essential to translation, and identifying translingual
resources remains a primary goal of mining parallel texts on the Web.
But parallelism need not be viewed as limited to cases involving different
languages. Other kinds of data can also potentially be regarded as par-
allel. For example, two sets of texts in the same language can be treated
as parallel and used to train a “translation” model to capture the rela-
tionships between elements in that language, an approach that has been
successfully used in monolingual IR (Burger and Lafferty, 1999; Gao et
al. 2010). This notion can be further extended to mining trans-media
knowledge: correspondences between images and textual annotations
can be exploited to generate trans-media relations between visual fea-
tures and words (Jeon et al. 2003; Oumohmed et al. 2005). These
studies demonstrate that the SMT paradigm is applicable in tasks other
than translation and hint at the possibility of interesting new approaches
in other areas.
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Abstract A large amount of multimedia data (e.g., image and video) is now avail-
able on the Web. A multimedia entity does not appear in isolation,
but is accompanied by various forms of metadata, such as surround-
ing text, user tags, ratings, and comments etc. Mining these textual
metadata has been found to be effective in facilitating multimedia in-
formation processing and management. A wealth of research efforts has
been dedicated to text mining in multimedia. This chapter provides a
comprehensive survey of recent research efforts. Specifically, the survey
focuses on four aspects: (a) surrounding text mining; (b) tag mining;
(c) joint text and visual content mining; and (d) cross text and visual
content mining. Furthermore, open research issues are identified based
on the current research efforts.
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Figure 11.1. Illustration of textual metadata of an embedded image in a Web page.

1. Introduction

Lower cost hardware and growing communications infrastructure (e.g.
Web, cell Phones, etc.) have led to an explosion in the availability of
ubiquitous devices to produce, store, view and exchange multimedia en-
tities (images, videos). A large amount of image and video data are now
available. Take one of the most popular photo sharing services Flickr 1

as example, it has accumulated several billions of images. Another ex-
ample is Youtube 2, which is a video sharing Web site that is hosting
billions of videos. As the largest photo sharing site, Facebook 3 currently
stores hundreds of hundreds of billions of photos.

On the other hand, a multimedia entity does not appear in isola-
tion but is accompanied by various forms of textual metadata. One of
the most typical examples is the surrounding text appearing around the
embedded images or videos in the Web page (See Figure 11.1). With
recent proliferation of social media sharing services, the newly emerg-
ing textual meatadata include user tags, ratings, comments, as well as

1http://www.flickr.com/
2http://www.youtube.com/
3http://www.facebook.com/

http://www.flickr.com/
http://www.youtube.com/
http://www.facebook.com/
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Figure 11.2. Illustration of textual metadata of an image on a photo sharing Web
site.

the information about the uploaders and their social network (See Fig-
ure 11.2). These metadata, in particular the tags, have been found to be
an important resource for facilitating multimedia information process-
ing and management. Given the wealth of research efforts that has been
done, there have been various studies in multimedia community on the
mining of textual metadata. In this chapter, a multimedia entity refers
to an image or a video. For the sake of simplicity and without lost of
generality, we use the term image to refer to multimedia entity for the
rest of this chapter.

In this chapter, we first review the related works on mining surround-
ing text for image retrieval as well as the recent research efforts that
explore surrounding text for image annotation and clustering in Sec-
tion 2. In Section 3, we provide a literature review on tag mining and
show that the main focus of existing tag mining works includes three as-
pects: tag ranking, tag refinement, and tag information enrichment. In
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Figure 11.3. A taxonomy consisting of the research works reviewed in this chapter.

Section 4, we survey the recent progress in integrating textual metadata
and visual content. We categorize the exiting works into two categories:
the fusion of text and visual content as well as visual re-ranking. In
Section 5, we provide a detailed discussion on recent research on cross
text and visual content mining. We organize all the works reviewed in
this chapter into a taxonomy as shown in Figure 11.3. The taxonomy
provides an overview of state-of-the-art research and helps us to identify
open research issues to be presented in Section 6.

2. Surrounding Text Mining

In order to enhance the content quality and improve user experience,
many hosting Web pages include different kinds of multimedia entities,
like image or video. These multimedia entities are frequently embedded
as part of the text descriptions which we called the surrounding text.
While there is no standard definition, surrounding text generally refers
to the text consisting of words, phrases or sentences that surrounds or
close to the embedded images, such as those that appear at the top,
below, left or right region of images or connected via Web links. The
effective use of surrounding texts is becoming increasingly important
for multimedia retrieval. However, developing effective extraction algo-
rithm for the comprehensive analysis of surrounding text has been a very
challenging task. In many cases, automatically determining which page
region is more relevant to the image than the others could be difficult.
Moreover, how large the region nearby should be considered is still an
open question. Further, the quality of surrounding texts could be low
and inconsistent. These problems make it very hard to directly apply
the surrounding text information to facilitate accurate retrieval. Thus,
refinement process or combining it with other cues is essential.

The earliest efforts on modeling and analyzing surrounding texts to
facilitate multimedia retrieval occurred in the 1990s. AltaVista’s A/V
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Photo Finder applies textual and visual cues to index image collec-
tions [1]. The indexing terms are precomputed based on the HTML
documents containing the Web images. With a similar approach, the
WebSeer system harvests the information for indexing Web images from
two different sources: the related HTML text and the embedded im-
age itself [12]. It extracts keywords from page title, file name, caption,
alternative text, image hyperlinks, and body text titles. A weight is
calculated for each keyword based on its location inside a page. In
PICITION system [40], an interesting approach is developed to exploit
both textual and visual information to index a pictorial database. Image
captions are used as an important cue to identify faces appearing in a
related newspaper photograph. The empirical study based on a data set
containing 50 pictures and captions obtained from the Buffalo News
and the New Y ork T imes is used to demonstrate the effectiveness of the
PICITION system. While the system can be successfully adopted for ac-
cessing photographs in newspaper or magazine, it is not straightforward
to apply it for Web image retrieval.

In [39], Smith and Chang proposed the WebSeek framework designed
to search images from the Web. The key idea is to analyze and classify
the Web multimedia objects into a predefined taxonomy of categories.
Thus, an initial search can be performed to explore a catalog associated
with the query terms. The image attribute (e.g., color histogram for
images) is then computed for similarity matching within the category.

Besides its efficacy in image retrieval, surrounding text has been ex-
plored for image annotation recently. Feng et al. presented a boot-
strapping framework to label and search Web images based on a set
of predefined semantic concepts [9]. To achieve better annotation ef-
fectiveness, a co-training scheme is designed to explore the association
between the text features computed using corresponding HTML docu-
ments and visual features extracted from image content. Observing that
the links between the visual content and the surrounding texts can be
modeled via Web page analysis, a novel method called Iterative Simi-
larity Propagation is proposed to refine the closeness between the Web
images and their annotations [50]. On the other hand, it is not hard to
find that images from the same cluster may share many similar char-
acteristics or patterns with respect to relevance to information needs.
Consequently, accurate clustering is a very crucial technique to facili-
tate Web multimedia search and many algorithms have recently been
proposed based on the analysis of surrounding texts and low level visual
features [3][13][34]. For example, Cai et al. [3] proposed a hierarchical
clustering method that exploits visual, textual, and link analysis. A
webpage is partitioned into blocks, and the textual and link information
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of an image are extracted from the block containing that image. By us-
ing block-level link analysis techniques, an image graph is constructed.
They then applied spectral techniques to find a Euclidean embedding of
the images. As a result, each image has three types of representations:
visual feature, textual feature, and graph-based representation. Spectral
clustering techniques are employed to cluster search results into various
clusters. Gao et al. [13] and Rege et al. [34] used a tripartite graph to
model the relations among visual features, images and their surrounding
text. The clustering is performed by partitioning this tripartite graph.

3. Tag Mining

In newly emerging social media sharing services, such as the Flickr
and Youtube, users are encouraged to share multimedia data on the
Web and annotate content with tags. Here a tag is referred to as a
descriptive keyword that describes the multimedia content at semantic
or syntactic level. These tags have been found to be an important re-
source for multimedia management and have triggered many innovative
research topics [61][51][38][36]. For example, with accurate tags, the re-
trieval of multimedia content can be easily accomplished. The tags can
be used to index multimedia data and support efficient tag-based search.
Nowadays, many online media repositories, such as Flickr and Youtube,
support tag-based multimedia search. However, since the tags are pro-
vided by grassroots Internet users, they are often noisy and incomplete
and there is still a gap between these tags and the actual content of
the images[20][26][48]. This deficiency has limited the effectiveness of
tag-based applications.

Recently, a wealth of research has been proposed to enhance the qual-
ity of human-provided tags. The existing works mainly focus on the fol-
lowing three aspects: (a) tag ranking, which aims to differentiate the tags
associated with the images with various levels of relevance; (b) tag re-
finement with the purpose to refine the unreliable human-provided tags;
and (c) tag information enrichment, which aims to supplement tags with
additional information [26]. In this section, we present a comprehensive
review of existing tag ranking, tag refinement, and tag information en-
richment methods.

3.1 Tag Ranking

As shown in [25], the relevance level of the tags cannot be distin-
guished from the tag list of an image. The lack of relevance information
in the tag list has limited the application of tags. Recently, tag ranking
has been studied to infer the relevance levels of tags associated with an
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Figure 11.4. Examples of of tag refinement. The left side of the figure shows the
original tags while the right side shows the refined tags. The technique is able to
remove irrelevant tags and add relevant tags to obtain better description of multimedia
contents.

image. As a pioneering work, Liu et al. [25] proposed to estimate tag
relevance scores using kernel density estimation, and then employ ran-
dom walk to boost this primary estimation. Li et al. [22] proposed a
data driven method for tag ranking. They learned the relevance scores
of tags by a neighborhood voting approach. Given an image and one
of its associated tag, the relevance score is learned by accumulating the
votes from the visual neighbors of the image. They then extended the
work to multiple visual spaces [23]. They learned the relevance scores
of tags and ranked them by neighborhood voting in different feature
spaces, and the results are aggregated with a score fusion or rank fusion
method. Different aggregation methods have been investigated, such as
the average score fusion, Borda count and RankBoost. The results show
that a simple average fusion of scores is already able to perform closed
to supervised fusion methods like RankBoost.

3.2 Tag Refinement

User-provided tags are often noisy and incomplete. The study in [20]
shows that when a tag appears in a Flickr image, there is only about a
50% chance that the tag is really relevant, and the study in [38] shows
that more than half of Flickr images are associated with less than three
tags. Tag refinement technologies are proposed aiming at obtaining more
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accurate and complete tags for multimedia description, as shown in Fig-
ure 11.4.

A lot of tag refinement approaches have been developed based on
various statistical learning techniques. Most of them are based on the
following three assumptions.

The refined tags should not change too much from those provided
by the users. This assumption is usually used to regularize the tag
refinement.

The tags of visually similar images should be closely related. This
is a natural assumption that most automatic tagging methods are
also built upon.

Semantically close or correlative tags should appear with high cor-
relation. For example, when a tag “sea” exists for an image, the
tags “beach” and “water” should be assigned with higher confi-
dence while the tag “street” should have low confidence.

For example, Chen et al. [6] first trained a SVM classifier for each tag
with the loosely labeled positive and negative samples. The classifiers are
used to estimate the initial relevance scores of tags. They then refined
the scores with a graph-based method that simultaneously considers the
similarity between images and semantic correlation among tags. Xu
et al. [52] proposed a tag refinement algorithm from topic modeling
point of view. A new graphical model named regularized latent Dirichlet
allocation (rLDA) is presented to jointly model the tag similarity and
tag relevance. Zhu et al. [64] proposed a matrix decomposition method.
They used a matrix to represent the image-tag relationship: the (i, j)-
th element is 1 if the i-th image is associated with the j-th tag, and 0
otherwise. The matrix is then decomposed into a refined matrix plus an
error matrix. They enforced the error matrix to be sparse and the refined
matrix to follow three principles: (a) let the matrix be low-rank; (b) if
two images are visually similar, the corresponding rows are with high
correlation; and (c) if two tags are semantically close, the corresponding
vectors are with high correlation. Fan et al. [8] grouped images with
a target tag into clusters. Each cluster is regarded as a unit. The
initial relevance scores of the clusters are estimated and then refined by
a random walk process. Liu et al. [24] adopted a three-step approach.
The first step filters out tags that are intrinsically content-unrelated
based on the ontology in WordNet. The second step refines the tags
based on the consistency of visual similarity and semantic similarity of
images. The last step performs tag enrichment, which expands the tags
with their appropriate synonyms and hypericum.
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Figure 11.5. (a) An example of tag localization, which finds the regions that the
tags describe. (b) An illustration of tag information enrichment. It first finds the
corresponding region of the target tag and then analyze the properties of the region.

3.3 Tag Information Enrichment

In the manual tagging process, generally human labelers will only
assign appropriate tags to multimedia entities without any additional
information, such as the image regions depicted by the corresponding
tags. But by employing computer vision and machine learning tech-
nologies, certain information of the tags, such as the descriptive regions
and saliency, can be automatically obtained. We refer to these as tag
information enrichment.

Most existing works employ the following two steps for tag information
enrichment. First, tags are localized into regions of images or sub-clips
of videos. Second, the characteristics of the regions or sub-clips are
analyzed, and the information about the tags is enriched accordingly.
Figure 11.5 (a) illustrates the examples of tag localization for image
and video data. Liu et al. [28] proposed a method to locate image tags
to corresponding regions. They first performed over-segmentation to
decompose each image into patches and then discovered the relationship
between patches and tags via sparse coding. The over-segmented regions
are then merged to accomplish the tag-to-region process. Liu et al.
extended the approach based on image search [29]. For a tag of the
target image, they collected a set of images by using the tag as query
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with an image search engine. They then learned the relationship between
the tag and the patches in this image set. The selected patches are
used to reconstruct each candidate region, and the candidate regions are
ranked based on the reconstruction error. Liu et al. [27] accomplished
the tag-to-region task by regarding an image as a bag of regions and
then performed tag propagation on a graph, in which vertices are images
and edges are constructed based on the visual link of regions. Feng et
al. [10] proposed a tag saliency learning scheme, which is able to rank
tags according to their saliency levels to an image’s content. They first
located tags to images’ regions with a multi-instance learning approach.
In multi-instance learning, an image is regarded as a bag of multiple
instances, i.e., regions [58]. They then analyzed the saliency values of
these regions. It can provide more comprehensive information when
an image is relevant to multiple tags, such as those describing different
objects in the image. Yang et al. [55] proposed a method to associate
a tag with a set of properties, including location, color, texture, shape,
size and dominance. They employed a multi-instance learning method
to establish the region that each tag is corresponding to, and the region
is then analyzed to establish the properties, as shown in Figure 11.5 (b).
Sun and Bhowmick [41] defined a tag’s visual representativeness based
on a large image set and the subset that is associated with the tag. They
employed two distance metrics, cohesion and separation, to estimate the
visual representativeness measure.

Ulges et al. [43] proposed an approach to localize video-level tags to
keyframes. Given a tag, it regards whether a keyframe is relevant as a
latent random variable. An EM-style process is then adopted to estimate
the variables. Li et al. [21] employed a multi-instance learning approach
to accomplish the video tag localization, in which video and shot are
regarded as bag and shot, respectively.

By supplementing tags with additional information, a lot of tag-based
applications can be facilitated, such as tag-based image/video retrieval
and intelligent video browsing etc.

4. Joint Text and Visual Content Mining

Beyond mining pure textual metadata, researchers in multimedia
community have started making progress in integrating text and con-
tent for multimedia retrieval via joint text and content mining. The in-
tegration of text and visual content has been found to be more effective
than exploiting purely text or visual content separately. The joint text
and content mining in multimedia retrieval often comes down to finding
effective mechanisms for fusing multi-modality information from textual
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metadata and visual content. Existing research efforts can generally be
categorized into four paradigms: (a) linear fusion; (b) latent-space-based
fusion; (c) graph-based fusion; and (d) visual re-ranking that exploits
visual information to refine text-based retrieval results. In this section,
we first briefly review linear, latent space based, and graph based fusion
methods and then provide comprehensive literature review on visual re-
ranking technology.

Linear fusion combines the retrieval results from various modalities
linearly [18][4][31]. In [18], visual content and text are combined in both
online learning stage with relevance feedback and offline keyword propa-
gation. In [31], linear, max, and average fusion strategies are employed to
aggregate the search results from visual and textual modalities. Chang
et al. [4] adopted a query-class-dependent fusion approach. The criti-
cal task in linear fusion is the estimation of fusion weights of different
modalities. A certain amount of training data is usually required for
estimating these weights. The latent space based fusion assumes that
there is a latent space shared by different modalities and thus unify dif-
ferent modalities by transferring the features of these modalities into the
shared latent space [63][62]. For example, Zhao et al. [63] adopted the
Latent Semantic Indexing (LSI) method to fuse text and visual content.
Zhang et al. [62] proposed a probabilistic context model to explicitly
exploit the synergy between text and visual content. The synergy is rep-
resented as a hidden layer between the image and text modalities. This
hidden layer constitutes the semantic concepts to be annotated through
a probabilistic framework. An Expectation-Maximization (EM) based
iterative learning procedure is developed to determine the conditional
probabilities of the visual features and the words given a hidden concept
class. Latent space based methods usually require a large amount of
training samples for learning the feature mapping from each modality
into the unified latent space. Graph based approach [49] first builds the
relations between different modalities, such as relations between images
and text using the Web page structure. The relations are then utilized to
iteratively update the similarity graphs computed from different modal-
ities. The difficulty of creating similarity graphs for billions of images
on the Web makes this approach insufficiently scalable.

4.1 Visual Re-ranking

Visual re-ranking is emerging as one of the promising technique for
automated boosting of retrieval precision [42] [30] [55]. The basic func-
tionality is to reorder the retrieved multimedia entities to achieve the
optimal rank list by exploiting visual content in a second step. In par-
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ticular, given a textual query, an initial list of multimedia entities is
returned using the text-based retrieval scheme. Subsequently, the most
relevant results are moved to the top of the result list while the less rel-
evant ones are reordered to the lower ranks. As such, the overall search
precision at the top ranks can be enhanced dramatically. According to
the statistical analysis model used, the existing re-ranking approaches
can roughly be categorized into three categories including the clustering
based, classification based and graph based methods.

Cluster analysis is very useful to estimate the inter-entity similarity.
The clustering based re-ranking methods stem from the key observation
that a lot of visual characteristics can be shared by relevant images or
video clips. With intelligent clustering algorithms (e.g., mean-shift, K-
means, and K-medoids), initial search results from text-based retrieval
can be grouped by visual closeness. One good example of clustering
based re-ranking algorithms is an Information Bottle based scheme de-
veloped by Hsu et al. [16]. Its main objective is to identify optimal
clusters of images that can minimize the loss of mutual information.
The cluster number is manually configurated to ensure the each clus-
ter contains the same number of multimedia entities (about 25). This
method was evaluated using the TRECVID 2003-2005 data and signif-
icant improvements were observed in terms of MAP measures. In [19],
a fast and accurate scheme is proposed for grouping Web image search
results into semantic clusters. For a given query, a few related semantic
clusters are identified in the first step. Then, the cluster names relating
to query are derived and used as text keywords for querying image search
engine. The empirical results from a set of user studies demonstrate an
improvement in performance over Google image search results. It is not
hard to show that the clustering based re-ranking methods can work well
when the initial search results contain many near-duplicate media docu-
ments. However, for queries that return highly diverse results or without
clear visual patterns, the performance of the clustering-based methods
is not guaranteed. Furthermore, the number of clusters has large impact
on the final effectiveness of the algorithms. However, determining the
optimal cluster number automatically is still an open research problem.

In the classification based methods, visual re-ranking is formulated as
a binary classification problem aiming to identify whether each search
result is relevant or not. The major process for result list reordering
consists of three major steps: (a) the selection of pseudo-positive and
pseudo-negative samples; (b) use the samples obtained in step (a) to
train a classification scheme; and (c) reorder the samples according to
their relevance scores given by the trained classifier. For existing classifi-
cation methods, pseudo relevance feedback (PRF) is applied to select the
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training examples. It assumes that: (a) a limited number of top-ranked
entities in the initial retrieval results are highly relevant to the search
queries; and (b) automatic local analysis over the entities can be very
helpful to refine query representation. In [54], the query images or video
clip examples are used as the pseudo-positive samples. The pseudo-
negative samples are selected from either the least relevant samples in
the initial result list or the databases that contain less samples related
to the query. The second step of the classification based methods aim to
train classifiers and a wide range of statistical classifiers can be adopted.
They include the Support Vector Machine (SVM) [54], Boosting [53] and
ListNet [57]. The main weakness for the classification based methods is
that the number and quality of training data required play a very im-
portant role in constructing effective classifiers. However, in many real
scenarios, the training examples obtained via PRF are very noisy and
might not be adequate for training effective classifier. To address this
issue, Fergus et al. [11] used RANSAC to sample a training subset with
a high percentage of relevant images. A generative constellation model
is learned for the query category while a background model is learned
from the query “things”. Images are re-ranked based on their likeli-
hood ratio. Observing that discriminative learning can lead to superior
results, Schroff et al. [35] first learned a query independent text based
re-ranker. The top ranked results from the text based re-ranking are
then selected as positive training examples. Negative training examples
are picked randomly from the other queries. A binary SVM classifier
is then used to re-rank the results on the basis of visual features. This
classifier is found to be robust to label noise in the positive training set
as long as the non-relevant images are not visually consistent. Better
training data can be obtained from online knowledge resources if the set
of queries restricted. For instance, Wang et al. [44] learned a generative
text model from the query’s Wikipedia 4 page and a discriminative im-
age model from the Caltech [15] and Flickr data sets. Search results are
then re-ranked on the basis of these learned probability models. Some
user interactions are required to disambiguate the query.

Graphs provide a natural and comprehensive way to explore complex
relations between data at different levels and have been applied to a
wide range of applications [59][46][47][60]. With the graph based re-
ranking methods, the multimedia entities in top ranks and their associa-
tions/dependencies can be represented as a collection of nodes (vertices)
and edges. The local patterns or salient features discover using graph

4http://www.wikipedia.org/

http://www.wikipedia.org/
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analysis are very helpful to improve effectiveness of rank lists. In [16],
Hsu et al. modeled the re-ranking process as a random walk over the con-
text graph. In order to effectively leverage the retrieved results from text
search, each sample corresponds to a “dongle” node containing ranking
score based on text. For the framework, edges between “dongle” nodes
are weighted with multi-modal similarities. In many cases, the struc-
ture of large scale graphs can be very complex and this easily makes
related analysis process very expensive in terms of computational cost.
Thus, Jing and Baluja proposed a VisualRank framework to efficiently
model similarity of Google image search results with graph [17]. The
framework casts the re-ranking problem as random walk on an affinity
graph and reorders images according to the visual similarities. The fi-
nal result list is generated via sorting the images based on graph nodes’
weights. In [42], Tian et al., presented a Bayesian video search re-ranking
framework formulating the re-ranking process as an energy minimization
problem. The main design goal is to optimize the consistency of rank-
ing scores over visually similar videos and minimize the disagreement
between the optimal list and the initial list. The method achieves a
consistently better performance over several earlier proposed schemes
on the TRECVID 2006 and 2007 data sets. The graph based re-ranking
algorithms mentioned above generally do not consider any initial super-
vision information. Thus, the performance is significantly dependent
on the statistical properties of top ranked search results. Motivated by
this observation, Wang et al, proposed a semi-supervised framework to
refine the text based image retrieval results via leveraging the data dis-
tribution and the partial supervision information obtained from the top
ranked images [45]. Indeed, graph analysis has been shown to be a very
powerful tool for analyzing and identifying salient structure and useful
patterns inside the visual search results. With recent progresses in graph
mining, this research stream is expected to continue to make important
contributions to improve visual re-ranking from different perspectives.

5. Cross Text and Visual Content Mining

Although the joint text and visual content mining approaches de-
scribed above facilitate image retrieval, they require that the test images
have associated text modality. However, in some real world applications,
images may not always have associated text. For example, most surveil-
lance images/videos in in-house repository are not accompanied with
any text. Even on social media Website such as the Flickr, there exist
a substantial number of images without any tags. In such cases, joint
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Figure 11.6. An illustration of different types of learning paradigms using image
classification/clustering in the domains of apple and banana. Adapted from [56].

text and visual content mining cannot be applied due to missing text
modality.

Recently, cross text and visual content mining has been studied in the
context of transfer learning techniques. This class of techniques empha-
sizes the transferring of knowledge across different domains or tasks [32].
Cross text and visual content mining does not require that a test image
has an associated text modality, and is thus beneficial to dealing with the
images without any text by propagating the semantic knowledge from
text to images 5. It is also motivated by two observations. First, visual
content of images is much more complicated than the text feature. While
the textual words are easier to interpret, there exist a tremendous seman-
tic gap between visual content and high-level semantics. Second, image
understanding becomes particularly challenging when only a few labeled
images are available for training. This is a common challenge, since it
is expensive and time-consuming to obtain labeled images. On the con-
trary, labeled/unlabeled text data are relatively easier to collect. For
example, millions of categorized text articles are freely available in Web

5Cross text and visual content can also facilitate text understanding in special cases by
propagating knowledge from images to text.
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text collections, such as Wikipedia, covering a wide range of topics from
culture and arts, geography and places, history and events, to natural
and physical science. A large number of Wikipedia articles are indexed
by thousands of categories in these topics [33]. This provides abundant
labeled text data. Thus, it is desirable to propagate semantic knowledge
from text to images to facilitate image understanding. However, it is
not trivial to transfer knowledge between various domains/tasks due to
the following challenges:

The target data may be drawn from a distribution different from
the source data.

The target and source data may be in different feature spaces (e.g.,
image and text) and there may be no correspondence between
instances in these spaces.

The target and source tasks may have different output spaces.

While the traditional transfer learning techniques focus on the dis-
tribution variance problem, the recent proposed heterogenous transfer
learning approaches aim to tackle both the distribution variance and
heterogenous feature space problems [56][7][65][33], or all the three chal-
lenges listed above [37]. Figure 11.6 from [56] presents an intuitive illus-
tration of four learning paradigms, including traditional machine learn-
ing, transfer learning across different distributions, multi-view learning
and heterogenous transfer learning. As we can see, heterogenous trans-
fer learning is usually much more challenging due to the unknown cor-
respondence across the distinct feature spaces. In order to learn the
underlying correspondence for knowledge transformation, a “semantic
bridge” is required. The “semantic bridge” can be obtained from the
co-occurrence information between text and images or the linkage in-
formation in social media networks. For example, while the traditional
webpages provide the co-occurrence information between text and im-
ages, the social media sites contain a large number of linked information
between different types of entities, such as the text articles, tags, posts,
images and videos. This linkage information provide a “semantic bridge”
to learn the underlying correspondence [2].

Most existing works exploit the tag information that provide text-to-
image linking information. As a pioneering work, Dai et al. [7] showed
that such information can be effectively leveraged for transferring knowl-
edge between text and images. The key idea of [7] is to construct a
correspondence between the images and the auxiliary text data with
the use of tags. Probabilistic latent semantic analysis (PLSA) model
is employed to construct a latent semantic space which can be used for
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transferring knowledge. Chen et al. [56] proposed the concept of hetero-
geneous transfer learning and applied it to improve image clustering by
leveraging auxiliary text data. They collected annotated images from
the social web, and used them to construct a text to image mapping.
The algorithm is referred to as aPLSA (Annotated Probabilistic La-
tent Semantic Analysis). The key idea is to unify two different kinds
of latent semantic analysis in order to create a bridge between the text
and images. The first kind of technique performs PLSA analysis on the
target images, which are converted to an image instance-to-feature co-
occurrence matrix. The second kind of PLSA is applied to the annotated
image data from social Web, which is converted into a text-to-image fea-
ture co-occurrence matrix. In order to unify those two separate PLSA
models, these two steps are done simultaneously with common latent
variables used as a bridge linking them. It has been shown in [5] that
such a bridging approach leads to much better clustering results. Zhu
et al. [65] discussed how to create the connections between images and
text with the use of tag data. They showed how such links can be used
more effectively for image classification. An advantage of [65] is that it
exploits unlabeled text data instead of labeled text as in [7].

In contrast to these methods that exploit tag information to link im-
ages and auxiliary text articles, Qi et al. [33] proposed to learn a “trans-
lator” which can directly establish the semantic correspondence between
text and images even if they are new instances of the image data with un-
known correspondence to the text articles. This capability increase the
flexibility of the approach and makes it more widely applicable. Specifi-
cally, they created a new topic space into which both the text and images
are mapped. A translator is then learned to link the instances across
heterogeneous text and image spaces. With the resultant translator,
the semantic labels can be propagated from any labeled text corpus to
any new image by a process of cross-domain label propagation. They
showed that the learned translator can effectively convert the semantics
from text to images.

6. Summary and Open Issues

In this chapter, we have reviewed the active research on text mining in
multimedia community, including surrounding text mining, tag mining,
joint text and visual content mining, and cross text and visual content
mining. Although research efforts in this filed have made great progress
in various aspects, there are still many open research issues that need to
be explored. Some examples are listed and discussed as follows.
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Joint text and visual content multimedia ranking

Despite the success of visual re-ranking in multimedia retrieval, visual
re-ranking only employs the visual content to refine text-based retrieval
results; visual content has not been used to assist in learning the rank-
ing model of search engine, and sometimes it is only able to bring in
limited performance improvements. In particular, if text-based ranking
model is biased or over-fitted, re-ranking step will suffer from the error
that is propagated from the initial results, and thus the performance
improvement will be negatively impacted. Therefore, it is worthwhile
to simultaneously exploit textual metadata and visual content to learn
a unified ranking model. A preliminary work has been done in [14],
where a content-aware ranking model is developed to incorporate visual
content into text-based ranking model learning. It shows that the in-
corporation of visual content into ranking model learning can result in a
more robust and accurate ranking model since noise in textual features
can be suppressed by visual information.

Scalable text mining for large-scale multimedia man-
agement

Despite of the success of existing text mining in multimedia, most
existing techniques suffer from difficulties in handling large-scale multi-
media data. Huge amount of training data or high computation powers
are usually required by existing methods to achieve acceptable perfor-
mance. However, it is too difficult, or even impossible, to meet this
requirement in real-world applications. Thus there is a compelling need
to develop scalable text mining techniques to facilitate large-scale mul-
timedia management.

Multimedia social network mining

In recent years, we have witnessed the emergence of multimedia social
network communities like Napster 6, Facebook 7, and Youtube, where
millions of users and billions of multimedia entities form a large-scale
multimedia social network. Multimedia social networking is becoming
an important part of media consumption for Internet users. It brings
in new and rich metadata, such as user preferences, interests, behaviors,
social relationships, and social network structure etc. These informa-
tion present new potential for advancing current multimedia analysis

6http://music.napster.com/
7http://www.facebook.com/

http://www.facebook.com/
http://music.napster.com/
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techniques and also trigger diverse multimedia applications. Numerous
research topics can be explored, including (a) the combination of conven-
tional techniques with information derived from social network commu-
nities; (b) fusion analysis of content, text, and social network data; and
(c) personalized multimedia analysis in social networking environments.
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Abstract The rapid growth of online social media in the form of collaboratively-
created content presents new opportunities and challenges to both pro-
ducers and consumers of information. With the large amount of data
produced by various social media services, text analytics provides an
effective way to meet usres’ diverse information needs. In this chapter,
we first introduce the background of traditional text analytics and the
distinct aspects of textual data in social media. We next discuss the
research progress of applying text analytics in social media from differ-
ent perspectives, and show how to improve existing approaches to text
representation in social media, using real-world examples.

Keywords: Text Analytics, Social Media, Text Representation, Time Sensitivity,
Short Text, Event Detection, Collaborative Question Answering, Social
Tagging, Semantic Knowledge

1. Introduction

Social media such as blogs, microblogs, discussion forums and multi-
media sharing sites are increasingly used for users to communicate break-
ing news, participate in events, and connect to each other anytime, from
anywhere. The social media sites play a very important role in current
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web applications, which accounts for 50% of top 10 sites according to
statistics from Alexa1, as shown in Table 12.1. Besides that, the Twitter
messages are even archived in the US Library of Congress2. These so-
cial media provides rich information of human interaction and collective
behavior, thus attracting much attention from disciplines including so-
ciology, business, psychology, politics, computer science, economics, and
other cultural aspects of societies.

Table 12.1. Internet Traffic Report by Alexa on March 3rd, 2011

Rank Website Rank Website

1 Google 6 Blogger
2 Facebook 7 Baidu
3 Youtube 8 Wikipedia
4 Yahoo! 9 Twitter
5 Windows Live 10 QQ.com

We present a definition of Social Media from a social media source,
Wikipedia3, as follows:

“Social media are media for social interaction, using highly
accessible and scalable communication techniques. It is
the use of web-based and mobile technologies to turn
communication into interactive dialogue.”

Moturu [43] defines social media as:

“Social Media is the use of electronic and Internet tools
for the purpose of sharing and discussing information and
experiences with other human beings in more efficient
ways.”

Traditional media such as newspaper, television and radio follow a
unidirectional delivery paradigm, from business to consumer. The infor-
mation is produced from media sources or advertisers and transmitted
to media consumers. Different from this traditional way, web 2.0 tech-
nologies are more like consumer to consumer services. They allow users
to interact and collaborate with each other in a social media dialogue of
user-generated content in a virtual community. We categorize the most
popular social media web sites into groups, shown in Table 12.2.

1www.alexa.com
2http://blogs.loc.gov/loc/2010/04/how-tweet-it-is-library-acquires-entire-twitter-archive/
3http://en.wikipedia.org/wiki/Social media/

http://en.wikipedia.org/wiki/Social media/
http://blogs.loc.gov/loc/2010/04/how-tweet-it-is-library-acquires-entire-twitter-archive/
www.alexa.com
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Table 12.2. Types of Social Media

Category Representative Sites

Wiki Wikipedia, Scholarpedia

Blogging Blogger, LiveJournal, WordPress

Social News Digg, Mixx, Slashdot

Micro Blogging Twitter, Google Buzz

Opinion & Reviews ePinions, Yelp

Question Answering Yahoo! Answers, Baidu Zhidao

Media Sharing Flickr ,Youtube

Social Bookmarking Delicious, CiteULike

Social Networking Facebook, LinkedIn, MySpace

From the table 12.2, social media web sites contain various types of
services and thus create different formats of data, including text, image,
video etc. For example, the media sharing sites Flickr and Youtube allow
to observe what “ordinary” users do when given the ability to more read-
ily incorporate images and video in their everyday activity [55]. We are
seeing people engaged in the creation and sharing of their personal pho-
tography. As a result, a large amount of image and video data is archived
in the sites. Besides, in blogging sites, the users post frequently and cre-
ate a huge number of textual / text-based data; in social bookmarking
sites, users share with each other tags and URLs.

Among the various formats of data exchanged in social media, text
plays a important role. The information in most social media sites (the
ones with bold font in Table 12.2) are stored in text format. For example,
microblogging services allow users to post small amounts of text for
communicating breaking news, information sharing, and participating
in events. This emerging media has become a powerful communication
channel, as evidenced by many recent events like “Egyptian Revolution”
and the “Tohoku earthquake and tsunami”.

On the other hand, there are also a lot of useful textual data con-
taining in the sites (the ones without bold font in Table 12.2) which are
concentrating on other domains. For instance, researchers proposed to
utilize tag information in multimedia sharing sites to perform video re-
trieval [63] and community detection [59]. Under these scenarios, how to
mine useful information from textual data presents great opportunities
to social media research and applications.

Text Analytics (also as know as Text Mining) refers to the discovery
of knowledge that can be found in text archives [49]. This field has
received much attention due to its wide application as a multi-purpose
tool, borrowing techniques from Natural Language Processing (NLP),
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Data Mining (DM), Machine Learning (ML), Information Retrieval (IR)
etc.

Text Analytics is defined in Wikipedia as follows:

“Text Analytics describes a set of linguistic, statistical,
and machine learning techniques that model and struc-
ture the information content of textual sources for busi-
ness intelligence, exploratory data analysis, research, or
investigation.”

Text analytics techniques can help efficiently deal with textual data in
social media for research and business purposes. The rest of this chapter
is organized as follows: Section 2 introduces specialty for text analytics
in social media by analyzing the features of textual data. Section 3
presents proposed approaches for several representative research issues.
Section 4 introduces one example to illustrate in detail the process of
text analytics methods to solve real world problems. Section 5 concludes
the chapter with some possible directions of future work.

2. Distinct Aspects of Text in Social Media

Textual data in social media gives us insights into social networks and
groups that were not previously possible in both scale and extent. Unfor-
tunately, textual data in social media presents many new challenges due
to its distinct characteristics. In this section, we first review traditional
processes of text analytics and then discuss the distinctive features of
text in social media, including Time Sensitivity, Short Length, Unstruc-
tured Phrases, Abundant Information.

2.1 A General Framework for Text Analytics

In this subsection, we briefly introduce the general framework of text
analytics to process a text corpus. A traditional text analytics frame-
work consists of three consecutive phases: Text Preprocessing, Text Rep-
resentation and Knowledge Discovery, shown in Figure 12.1. We use an
example to illustrate these methods in each step.

Given a text corpus which contains three microblogging messages, as
shown below:

“watching the King’s Speech”

“I like the King’s Speech”

“they decide to watch a movie”

Text Preprocessing: Text preprocessing aims to make the input
documents more consistent to facilitate text representation, which is
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Figure 12.1. A Traditional Framework for Text Analytics

necessary for most text analytics tasks. Traditional text preprocessing
methods include stop word removal and stemming. Stop word removal
eliminates words using a stop word list4, in which the words are consid-
ered more general and meaningless; Stemming [46] reduces inflected (or
sometimes derived) words to their stem, base or root form. For exam-
ple, “watch”, “watching”, “watched” are represented as “watch”, so the
words with variant forms can be regarded as same feature. The output
of text preprocessing for the three microblogging messages are:

“watch King’ Speech”

“King’ Speech”

“decid watch movi”

Preprocessing methods depend on specific application. In many appli-
cations, such as Opinion Mining or NLP, they need to analyze the mes-
sage from a syntactical point of view, which requires that the method
retains the original sentence structure. Without this information, it
is difficult to distinguish “Which university did the president graduate
from?” and “Which president is a graduate of Harvard University?”,
which have overlapping vocabularies. In this case, we need to avoid
removing the syntax-containing words.

Text Representation: The most common way to model documents
is to transform them into sparse numeric vectors and then deal with them
with linear algebraic operations. This representation is called “Bag Of
Words” (BOW) or “Vector Space Model” (VSM). In these basic text
representation models, the linguistic structure within the text is ignored
and thus leads to “structural curse”.

In BOW model, a word is represented as a separate variable having
numeric weight of varying importance. The most popular weighting

4http://www.lextek.com/manuals/onix/

http://www.lextek.com/manuals/onix/
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schema is Term Frequency / Inverse Document Frequency (TF-IDF):

tfidf(w) = tf ∗ log N

df(w)
, (12.1)

where:
– tf(w) is term frequency (the number of word occurrences in a doc-

ument)
– df(w) is document frequency (the number of documents containing

the word)
– N is number of documents in the corpus
– tfidf(w) is the relative weight of the feature in the vector
Using BOW to model the three messages with a TF-IDF weight, the

corpus can be represented as a words * documents matrix. Each row
represents a word (5 distinct words in total) and each column represents
a message, as shown below:⎡

⎢⎢⎢⎢⎣
watch
King′
Speech
decid
movi

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

0.4055 0 0.4055
0.4055 0.4055 0
0.4055 0.4055 0

0 0 1.0986
0 0 1.0986

⎤
⎥⎥⎥⎥⎦ (12.2)

Knowledge Discovery: When we successfully transform the text
corpus into numeric vectors, we can apply the existing machine learning
or data mining methods like classification or clustering. For example,
in machine learning, similarity is an important measure for many tasks.
A widely used similarity measure between two messages V1 and V2 is
cosine similarity, which can be computed as:

similarity(V1, V2) = cos(θ) =
V1 ∗ V2

||V1||||V 2|| , (12.3)

By conducting text preprocessing, text representation and knowledge
discovery methods, we can mine latent, useful information from the in-
put text corpus, like similarity between two messages in our example.
However, this presents challenges for traditional text analytics methods
when applied directly to textual data in social media due to its distinct
features. Now we analyze the new features of textual data in social
media from four different perspectives: Time Sensitivity, Short Length,
Unstructured Phrases, and Abundant Information.

2.2 Time Sensitivity

An important and common feature of many social media services is
their real-time nature. Particularly, bloggers typically update their blogs
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every several days, while microblogging and social networking users may
post news and information several times daily. Users may want to com-
municate instantly with friends about “What are you doing?” (Twitter)
or “What is on your mind” (Facebook). When submitting a query to
Twitter, the returned results are only several minutes old.

Besides communicating and sharing minds with each other, users post
comments on recent events, such as new products, movies, sports, games,
political campaigns, etc. The large number of real-time updates contain
abundant information, which provides a lot of opportunities for detection
and monitoring of an event. With these data, we are able to infer a
user’s interest in an event [37], and track information provenance from
the user’s communications [9]. For example, Sakaki et al. [47] investigate
the real-time interaction of events such as earthquakes, and they propose
an algorithm to monitor tweets and to detect a target event.

With the rapid evolution of content and communication styles in so-
cial media, text is changing too. Different from traditional textual data,
the text in social media is not independent and identically distributed
(i.i.d.) data anymore. A comment or post may reflect the user’s interest,
and a user is connected and influenced by his friends. People will not be
interested in a movie after several months, while they may be interested
in another movie released several years ago because of the recommenda-
tion from his friends; reviews of a product may change significantly after
some issues, like the comments on Toyota vehicles after the break prob-
lem. All these problems originate from the time sensitivity of textual
data in social media.

2.3 Short Length

Certain social media web sites restrict the length of user-created con-
tent such as microblogging messages, product reviews, QA passages and
image captions, etc. Twitter allows users to post news quickly and the
length of each tweet is limited to 140 characters. Similarly, Picasa com-
ments are limited to 512 characters, and personal status messages on
Windows Live Messenger are restricted to 128 characters. As we can
see, data with a short length is ubiquitous on the web at present. As
a result, these short messages have played increasing important roles in
applications of social media. Successful processing short texts is essential
to text analytics methods.

Short messages, as the most important data format, make people
more efficient with their participate in social media applications. How-
ever, this brings new challenges to traditional fundamental research top-
ics in text analytics, such as text clustering, text classification, infor-
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mation extraction and sentiment analysis. Unlike standard text with
lots of words and their resulting statistics, short messages consist of few
phrases or sentences. They cannot provide sufficient context information
for effective similarity measure [45], the basis of many text processing
methods [27].

To tackle the data sparseness problem, several traditional text analyt-
ics methods have been proposed, which can be generally categorized into
two groups. The first is the basic representation of texts called surface
representation [32, 36], which exploits phrases in the original text from
different aspects to preserve the contextual information. However, NLP
techniques such as parsing are not employed, as it is time consuming
to apply such techniques to analyze the structure of standard text in
detail. As a result, the methods fail to perform a deep understanding
of the original text. Another limitation of such methods is that they
did not use external knowledge, which has been found to be useful in
dealing with the semantic gap in text representation [18]. For example,
tag “Japan Earthquake” does not contain any words or phrases related
to “Nuclear Crisis” while we learn that these two events are related
from recent news. Because they have no common words or phrases, it
is very difficult for BOW-based models and methods to build semantic
connections between each other. One intuitive approach is to enrich the
contexts of basic text segments by exploiting external resources, and
such methods have been found to be effective in narrowing the semantic
gap in different tasks [20, 54].

2.4 Unstructured Phrases

An important difference between the text in social media and tra-
ditional media is the variance in the quality of the content. First, the
variance of quality originates from people’s attitudes when posting a mi-
croblogging message or answering a question in a forum. Some users are
experts for the topic and post information very carefully, while others
do not post as high of quality. The main challenge posed by content
in social media sites is the fact that the distribution of quality has high
variance: from very high-quality items to low-quality, sometimes abusive
content. This makes the tasks of filtering and ranking in such systems
more complex than in other domains [5].

Second, when composing a message, users may use or coin new ab-
breviations or acronyms that seldom appear in conventional text docu-
ments. For example, messages like “How r u?”, “Good 9t” are not really
words, but they are intuitive and popular in social media. They provide
users convenience in communicating with each other, however it is very
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difficult to accurately identify the semantic meaning of these messages.
Besides the unstructured expressions, the text is sometimes “noisy” for
a specific topic. For instance, one QA passage in Yahoo! Answers “I
like sony” should be noisy data to a post that is talking about iPad 2
release. It is difficult to classify the passage into corresponding classes
without considering its context information.

2.5 Abundant Information

Social media in general exhibit a rich variety of information sources.
In addition to the content itself, there is a wide array of non-content
information available. For example, Twitter allows users to utilize the
“#” symbol, called hashtag, to mark keywords or topics in a Tweet
(tag information); an image is usually associated with multiple labels
which are characterized by different regions in the image [66]; users are
able to build connection with others (link information) in Facebook and
other social network sites; Wikipedia provides an efficient way for users
to redirect to the ambiguity concept page or higher level concept page
(semantic hierarchy information).

All these external information presents opportunities for traditional
tasks. Previous text analytics sources always appear as <user, content>
structure, while the text analytics in social media is able to derive data
from various aspects, which include user, content, link, tag, time stamp
etc. Recently, many research work utilizes link information in microblog-
ging services to detect the popular event [37], distinguish the microblog-
ging message is credible news or just rumor [42]. Also, with the user
metadata (e.g. tags) mined from blogosphere and bookmarking sites,
Wang et al. [59] take advantage of networking information between users
and tags to discover overlapping communities. These successful applica-
tions motivated us to exploit more opportunities behind such abundant
additional information available in social media.

3. Applying Text Analytics to Social Media

It presents great challenges to apply traditional methods to process
textual data in social media. Recently, a number of methods have been
proposed to handle the textual data with new features. In this section,
we introduce a variety of applying text analytics to social media.

3.1 Event Detection

Event Detection aims to monitor a data source and detect the occur-
rence of an event that is captured within that source [40]. These data
sources include images, video, audio, spatio-temporal data, text docu-
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ments and relational data. Among them, event detection and evolution
tracking of news articles [60], digital books [22] receives much attention.
The volume of textual data in social media is increasing exponentially,
thus providing us many opportunities for event detection and tracking.

In some sense, social text streams are sensors of the real world [67].
As the real-time nature of textual data in social media, a lot of work
has been done to extract real world events from social text streams.
One interesting application is to monitor real-time events. For example,
when an earthquake or tsunami occurs, one convenient way to commu-
nicate updated news with others is to post messages related to the event
via microblogging. Therefore, it provides possibility for us to promptly
detect the occurrence of earthquake or tsunami, simply by mining the
corresponding microblogging messages. Based on the above observa-
tion, Sakaki et al. [47] investigate the real-time interaction of events on
Twitter. They consider each user as a sensor to monitor tweets posted
recently and to detect earthquake or rainbow. To detect a target event,
the work flow is as follows. First, a classifier is trained by using keywords,
message length, and corresponding context as features to classify tweets
into positive or negative cases. Second, they build a probabilistic spatio-
temporal model for the target event to identify location of the event. As
an application, the authors constructed an earthquake-reporting system
in Japan, where has numerous earthquakes every year as well as a large
number of active microblogging users.

One important direction of event detection in social media is to im-
prove traditional news detection. A large number of news stories are
generated from various news channels day after day. Among them, only
a relatively few receive attention from users, which are recognized as
“breaking news”. Traditionally, editors of newspapers and websites de-
cide which stories can be ranked higher and assigned in an important
place, like the front page. In a similar way, web-based news aggregated
services, such as Google News5, give users access to broad perspectives
on the important news stories being reported by grouping articles into
related news events. Deciding automatically on which top stories to
show is a challenging problem [39]. A poll conducted by Technorati
found that 30% of bloggers consider themselves to be blogging about
news-related topics [41].

Motivated by this observation, researchers proposed to utilize blogo-
sphere to facilitate news detection and evaluation. Lee et al. present
novel approaches to identify important news story headlines from the

5http://news.google.com/

http://news.google.com/
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blogosphere for a given day [34]. The proposed system consists of two
components based on the language model framework, the query likeli-
hood and the news headline prior. For the query likelihood, the authors
propose several approaches to estimate the query language model and
the news headline language model. They also suggest several criteria to
evaluate the importance or newsworthiness of the news headline for a
given day.

Tracking the diffusion and evolution of a popular event in social me-
dia is another interesting direction in this field. Different from i.i.d.
textual data in traditional media, user generated content in social me-
dia is a mixture of a text stream and a network structure. Lin et al.
take into account the burstiness of user interest, information diffusion in
the network structure and the evolution of textual topics to model the
popularity of events over time [37]. They tackle the problem of popular
event tracking in online communities by studying the interplay between
textual content and social networks.

Besides detecting events from pure textual data, some methods have
been proposed to mine text information in social media to facilitate
event detection. Chen et al. is to detect events from photos on Flickr
by analyzing the tag of the photos [13]. In the proposed framework, the
authors first analyze temporal and locational distributions of tag usage.
Second, they identify tags related with events, and further distinguish if
the tags are relevant to aperiodic events or periodic events. Afterwards,
tags are clustered into their corresponding clusters. Each cluster repre-
sents an event, and consists of tags with similar temporal and locational
distribution patterns as well as with similar associated photos. Finally,
for each tag cluster, photos corresponding to the represented event are
extracted.

3.2 Collaborative Question Answering

Collaborative question answering services begin to emerge with the
blooming of social media. They bring together a network of self-declared
“experts” to answer questions posted by other people. A large volume
of questions are asked and answered every day on social Question and
Answering (QA) web sites such as Yahoo! Answers. Collaborative ques-
tion answering portals are a popular destination for users looking for
advice with a particular situation, for gathering opinions, for sharing
technical knowledge, for entertainment, for community interaction, and
for satisfying one’s curiosity about a countless number of things.

Over time, a tremendous amount of historical QA pairs have built
up their databases, and this transformation gives users an alternative
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place to look for information, as opposed to a web search. Instead of
looking through a list of potentially relevant documents from the Web
or posting a new question in a forum, users may directly search for rel-
evant historical questions or answers from QA archives. As a result, the
corresponding best solutions could be explicitly extracted and returned.

This problem could be considered from two sides. On one hand, the
most relevant questions semantically related to the query are returned,
so that users can find similar questions and their corresponding answers.
Wang et al. [57] propose a graph based approach to perform question
retrieval by segmenting multi-sentence questions. The authors first at-
tempt to detect question sentences using a classifier built from both
lexical and syntactic features, and use similarity and co-reference chain
based methods to measure the closeness score between the question and
context sentences. On the other hand, systems provide corresponding
quality QA pairs from answer’s point of view. Adamic et al. [1] evaluate
the quality of answers for specific question by analyzing Yahoo! Answer’s
knowledge sharing activity. First, forum categories are clustered ac-
cording to the content characteristics and patterns of interaction among
users. The interactions in different categories reveal different charac-
teristics. Some categories are more like expertise sharing forums, while
others incorporate discussion, everyday advice, and support. Similarly,
some users focus narrowly on specific topics, while others participate
across categories. Second, the authors utilize this feature to map related
categories and characterize the entropy of the users’ interests. Both user
attributes and answer characteristics are combined to predict, within a
given category, whether a particular answer will be chosen as the best
answer by the asker.

In order to improve QA archives management, there are a number of
works done by evaluating the quality of QA pairs. Harper et al. [25] tried
to determine which questions and answers have archival value by analyz-
ing the differences between conversational questions and informational
questions. Informational questions refer to the questions with the intent
of obtaining information the asker could learn from. An example is “Is
drinking Coke good for health?”. Conversational questions refer to the
questions with the intent of stimulating discussion. In these questions,
the users may aim at getting opinions or self-expression. An example is
“Do you like drinking Coke?”. The authors present evidence that con-
versational questions typically have much lower potential archival value
than informational questions. Further, they used machine learning tech-
niques to automatically classify questions as conversational or informa-
tional from perspectives of the process about categorical, linguistic, and
social differences between different question types. Agichtein et al. [5]
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introduced a general classification framework for combining the evidence
from different sources, that can be tuned automatically for quality pre-
diction of QA pairs. In particular, they exploit features of QA pairs
that are intuitively correlated with quality, including intrinsic content
quality, interactions between content creators and users, as well as the
content usage statistics. Then a classifier is trained to appropriately
select and weight the features for each specific type of item, task, and
quality definition.

3.3 Social Tagging

Social tagging is a method for Internet users to organize, store, man-
age and search for tags / bookmarks (also as known as social bookmark-
ing) of resources online. Unlike file sharing, the resources themselves
aren’t shared, merely the tags that describes them or bookmarks that
reference them6. The rise of social tagging services presents a potential
great deal of data for mining useful information on the web. The users of
tagging services have created a large volume of tagging data which has
attracted recent attention from the research community. From oceans
of tags, it is difficult for a user to quickly locate the relevant resources
he wants via browsing the tags. Typically, the tagging services provide
keyword-based search which returns resources annotated by the given
tags. However, the results returned by the search module are inade-
quate for users to discover interesting resources due to the short and
unstructured nature of tags. First, it is very difficult to design an ef-
fective tag ranking algorithm due to the short length and sparseness of
tags. Second, current systems are designed for keywords based search,
which failed to capture the semantic relationship between two semanti-
cally related tags. For example, when a user searches for a recent event,
such as “Egyptian Revolution”, the systems will return results that are
tagged as “Egyptian” or “Revolution”. Among them, resources tagged
with “Mubarak’s resignation” and “Protest” which are highly related to
“Egyptian Revolution” will be ignored. This “semantic gap” results in
many valuable and interesting results overlooked and buried in disorga-
nized resources.

Research work in social tagging services can be typically divided into
two categories: one aims to improve the quality of tag recommendation
and the other studies how to utilize social tagging resources to facilitate
other applications. First, Sigurbjornsson and Van [48] investigate how to
assist users during the tagging phase in multimedia sharing sites (Flickr).

6http://en.wikipedia.org/wiki/Social bookmarking/

http://en.wikipedia.org/wiki/Social bookmarking/
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They present and evaluate tag recommendation strategies to support
the user in the photo annotation task by recommending a set of tags
that can be added to the photo. Yin et al. [61] address the problem of
tag prediction by proposing a probabilistic model for personalized tag
prediction. On the other hand, social tagging resources are exploited to
improve other web applications, including web object classification [62],
document recommendation [23], web search quality [26] etc.

3.4 Bridging the Semantic Gap

As we discussed in Section 2, the textual data in social media is short
and unstructured. When processing this kind of data, traditional bag of
words (BOW) approach is inherently limited, as it can only use pieces of
information that are explicitly mentioned in the documents [18]. Con-
sider one famous movie “The Dark Knight”. By mining the original
posts related to this movie, it is inadequate to build the semantic re-
lationship with other relevant concepts due to the semantic gap. For
example, “The Dark Knight” and “Batman” are different names of one
movie, but they cannot be linked as the same concept without addi-
tional information from external knowledge. Specifically, this approach
has no access to the wealth of world knowledge possessed by humans,
and is easily puzzled by facts and terms not mentioned in the data set.
Recently, researchers have proposed semantic knowledge bases to bridge
the widely extant semantic gap in short text representation.

The aggregation of information in groups is often better than what
could have been made by any single member of the group [52]. Wikipedia
is a free, web-based, collaborative, multilingual encyclopedia project. Its
18 million articles have been written collaboratively by volunteers around
the world, and almost all of its articles can be edited by anyone with
access to the site7. Unlike other standard ontologies, such as WordNet
or Mesh, Wikipedia is not a structured thesaurus edited by experts, but
it was contributed collaboratively by users on the web. It is compre-
hensive, up to date and well-formed [29]. In Wikipedia, each article
concentrates on one specific topic. The title of each article is a suc-
cinct phrase that resembles an ontology term. Equivalent concepts are
grouped together by redirected links. Meanwhile, Wikipedia contains a
hierarchical categorization system, in which each article belongs to at
least one category. All these features are making Wikipedia a potential
ontology for enhancing text representation.

7http://en.wikipedia.org/wiki/Wikipedia/

http://en.wikipedia.org/wiki/Wikipedia/
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Some methods were proposed to tackle the problems of data sparse-
ness and the semantic gap in short texts clustering and classification by
exploiting semantic knowledge. Somnath et al. [8] proposed a method to
enrich short text representation with additional features fromWikipedia.
The method used titles of Wikipedia articles as additional external fea-
tures, and it showed improvement in the accuracy of short texts cluster-
ing. Phan et al. [45] presented a framework for building classifiers that
deal with short texts from the Web and achieved qualitative enhance-
ment. The underlying idea of the framework is to collect large-scale data
and then build a classifier on both labeled data and external semantics
for each classification task. In addition, researchers [56, 18, 58] analyzed
the documents and found related ontological concepts within WordNet
and Wikipedia, in turn producing a set of features that augment stan-
dard BOW. Towards improving the management of Google snippets,
existing methods focus either on classifying the web texts into smaller
categories [28] or assigning labels for each category [10] with the help of
Wikipedia.

3.5 Exploiting the Power of Abundant
Information

Abundant information associated with textual information is ubiq-
uitous in social media. On Twitter, for example, two microblogging
messages can be linked together via their authors’ follower, followee,
retweet or reply relationship; two microblogging messages can be classi-
fied into the same or similar category when they share the same hashtag
or contain same hyperlink; semantic similarity between two microblog-
ging messages can be measured based on their posting time (time stamp),
posting place (geotag), author’s personal information (profile), etc. Sim-
ilar phenomena can be observed in Facebook, LinkedIn, Wikipedia and
other social media sites. Different from i.i.d. documents in traditional
media, if one can utilize these abundant information available in social
media, performance of many text analytics methods may be significantly
improved.

To utilize the abundant information appearing along with text con-
tent in social media, recent methods have been proposed to integrate this
into text analytics tasks, including classification, clustering etc.. Among
these methods, a combination of link and text content for mining pur-
poses is becoming popular. A major difference between these two kinds
of methods is that traditional methods measure the similarity between
documents purely based on attribute similarity (e.g. cosine similarity be-
tween two attribute vectors); while the methods for text in social media
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measures document similarity based on connectivity (e.g. the number of
possible paths between authors of the documents) and structural simi-
larity (e.g. the number of shared neighbors) [68], besides the attribute
similarity of text content. Links clearly contain high-quality semantical
clues that are lost in purely text-based methods, but exploiting link in-
formation is not easy. The major difficulty is the similarity measurement
between each pair of objects, due to the characteristics of differing social
networks:

Multi-dimensional social networks. The connections between users
in social media are often multi-dimensional [53]. Users can connect
to each other for different reasons, e.g., alumni, colleagues, living
in the same community, sharing similar interests, etc. Different
types of links have different semantic meanings associated with
their respective latent social dimensions.

Network representation. Traditional text analytics methods uti-
lize local features or attributes to represent documents. However,
there is no natural feature representation for all types of network
data [31]. When we use an adjacency matrix to represent a net-
work, the matrix will be very sparse, highly dimensional and its
equal weights cannot reflect tie strength well. Moreover, obtain-
ing labels of objects in social network, which is very important for
supervised learning methods, appears to be very expensive.

Dynamic networks. Different from constant news collections or a
documents corpus, social media is evolving continuously, with new
users joining the network, extant users connecting with each other
or becoming dormant. It is imperative to update the acquired
community structure. As a result, how to efficiently integrate the
updated network information is very important for many applica-
tions.

Many methods have been proposed to tackle the challenges and make
use of link information sources. To our knowledge, the first topic clas-
sification system that simultaneously utilizes textual and link features
was discussed in [11]. The authors aim to propose a statistical model
and a relaxation labeling technique to build a classifier by exploiting link
information form neighbors of the documents. Similarly Furnkranz [17]
found that it is possible to classify documents more reliably with infor-
mation originating from pages that point to the document than with
features that are derived from the document itself. Later, Chakrabarti
et al. [6] proposed a graph-based text classification method by learning
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from their neighbors. The difference between these two kinds of tech-
niques is that the latter one considered more factors in social networks,
including the network evolution (dynamic network), pruning of edges
from the neighborhood graph, and weighing the influence of edges and
edges themselves by content similarity measures. Recently, Aggarwal
and Li [3] presented an efficient and scalable method to tackle the prob-
lem of node classification in dynamic information networks with both
text content and links. To facilitate an effective classification process,
different from previous models, they use a random walk approach in con-
junction with the content of the network. This design makes the model
more robust to variations in content and linkage structure. Aside from
classification, link information has been also successfully integrated into
the applications of clustering [68] and topic modeling [50]. It shows that
the use of both link and text information achieved more effective results
than a method based purely on either of the two [4].

In addition to integrating network information into text analytics
tasks, researchers further exploit abundant information. In [51], a het-
erogeneous information network is defined as an information network
composed of multiple types of object. The authors explored clustering
of multi-typed heterogeneous networks with a star network schema, al-
though clustering on homogeneous networks has been well studied over
decades. Links across multi-typed objects are utilized to generate high-
quality net-clusters. The general idea of the proposed framework is to
avoid measuring the pairwise similarity between objects, which is hard
in heterogeneous networks.Instead, it maps each target object into a
low dimensional space defined by current clustering results. Then ev-
ery target object in these clusters will be readjusted based on the new
measure. The clustering results will be improved in each iteration until
convergence.

3.6 Related Efforts

Aside from the topics discussed in the previous sections, even more
attempts have been explored in mining social media resources. In Social
Network Analysis, researchers utilize various information such as the
posts, links, tags, etc., to identify influential users in the blogsphere [2]
and microblogsphere [7], to understand user behavior in microblogsphere
by analyzing the user intentions associated at a community level [30,
33]. In Sentiment Analysis, Conner et al. investigate several surveys on
consumer confidence and political opinion, connect measures of public
opinion measured from polls with sentiment measured from text [14].
Gerani et al. use a general opinion lexicon and propose using proximity
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information in order to capture opinion term relatedness to improve
opinion retrieval in the blogsphere [21]. In Knowledge Management,
Lerman and Hogg [35] use a model of social dynamics to predict the
popularity of news. Incorporating aspects of web site design, the model
improves on predictions based on simply extrapolating from early votes.
Lu et al. exploit contextual information about the authors’ identities
and social networks for improving review quality prediction [38]. This
model improves previous work, which addressed the problem by treating
a review as a stand-alone document, extracting features from the review
text, and learning a function based on these features for predicting the
review quality.

4. An Illustrative Example

In this section, we present one real world application to further il-
lustrate how to utilize text analytics to solve problems in social media
applications. We now introduce an effective way to improve the short
text representation quality by integrating semantic knowledge resources.

As we discussed in Section 2, textual data in social media has the
problems of data sparseness and semantic gap. One effective way to
solve these problems is to integrate semantic knowledge, which has been
found to be useful in dealing with the semantic gap [18]. For example,
the first search result returned by Google using “Friday” as the query
does not contain any words or phrases related to “Rebecca Black ”, while
we learn that the singer creates overnight sensations by sharing the song
via YouTube. Because they have no words or phrases overlapping, this
result can not be successfully build connection with Rebecca related
content. Thus, one intuitive idea is to enrich the contexts of basic text
representation by exploiting semantic resources.

Now, we follow the basic idea proposed in [28] to illustrate three steps
of feature generation in detail: Seed Phrase Extraction from the original
text corpus, Semantic Features Generation based on seed phrases and
Feature Space Construction.

4.1 Seed Phrase Extraction

Given a text corpus, features can be derived by employing different
techniques in NLP. The only requirement is that the extracted features
could be informative to cover the key subtopics described in the short
texts. Here we use shallow parsing [24] to divide sentences into a se-
ries of words that together compose a grammatical unit. To ensure the
extracted features are able to cover main topics, we use these phrases
generated by shallow parser, with the combination of sentences in the



Text Analytics in Social Media 403

original text, to extract the seed phrases. However, there are redundan-
cies between these two kinds of features. If we employ all these features
as seed phrases, they would produce some duplicate information between
each other. Therefore, to make the tradeoff between informativeness and
effectiveness, we propose to measure the semantic similarity between sen-
tence level features and phrase level features to eliminate information
redundancy.

Several methods have been proposed to calculate the semantic simi-
larity between associations [12] using web search. However, along with
the increasing scale of the web, the page counts provided by some com-
mercial search engines are not so reliable [15]. Thus instead of simply
using the search engine page counts, we propose a phrase-phrase seman-
tic similarity measuring algorithm using a co-occurrence double check in
Wikipedia to reduce the semantic duplicates. For Wikipedia, we down-
load the XML corpus [16], remove xml tags and create a Solr 8 index of
all XML articles.

Let T denote a sentence level feature, T = {t1, t2, . . . , tn}, where ti de-
notes the phrase level feature contained in T . The sentence level feature
is too sparse to calculate its frequency directly. Therefore, we calculate
the semantic similarity between ti and {t1, t2, . . . , tn} as InfoScore(ti)
instead. We select the phrase level feature which has the largest simi-
larity with other features in T and remove it as the redundant feature.

Given two phrases ti and tj , we use ti and tj separately as a query
to retrieve top C Wikipedia pages from the built index. The total oc-
currences of ti in the top C Wikipedia pages retrieved by query tj is
denoted as f(ti|tj); and we define f(tj |ti) in a similar manner. The total
occurrences of ti in the top C Wikipedia pages retrieved by query ti is
denoted as f(ti), and similarly for f(tj). The variants of three popular
co-occurrence measures [15] are defined as below:

WikiDice(ti, tj) =

⎧⎪⎪⎨
⎪⎪⎩

0 if f(ti | tj) = 0
or f(tj | ti) = 0

f(ti|tj)+f(tj |ti)
f(ti)+f(tj)

otherwise

, (12.4)

where WikiDice is a variant of the Dice coefficient.

WikiJaccard(ti, tj) =
min(f(ti | tj), f(tj | ti))

f(ti) + f(tj)−max(f(ti | tj), f(tj | ti)) , (12.5)

where WikiJaccard is a variant of the Jaccard coefficient.

8http://lucene.apache.org/solr/

http://lucene.apache.org/solr/
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WikiOverlap(ti, tj) =
min(f(ti | tj), f(tj | ti))

min(f(ti), f(tj))
, (12.6)

where WikiOverlap is a variant of the Overlap(Simpson) coefficient.

For ease of comparison, all the n2

2 WikiDice similarity scores are nor-
malized into values in [0, 1] range using the linear normalization formula
defined below:

WDij =
WikiDiceij −min(WikiDicek)

max(WikiDicek)−min(WikiDicek)
, (12.7)

where k is from 1 to n2

2 . We again define WJij and WOij in a similar
manner. A linear combination is then used to incorporate the three sim-
ilarity measures into an overall semantic similarity between two phrases
ti and tj , as follows:

WikiSem(ti, tj) = (1− α− β)WDij + αWJij + βWOij , (12.8)

where α and β weight the importance of the three similarity measures.
Text clustering is an unsupervised method where we do not have any
labeled data to tune the parameters. We thus empirically set α and β
to equal weight.

For each sentence level feature, we rank the information score defined
in Equation 12.9 for its child node features at phrase level.

InfoScore(ti) =
n∑

j=1,j �=i

WikiSem(ti, tj). (12.9)

Finally, we remove the phrase level feature t∗, which delegates the
most information duplicates to the sentence level feature T , defined as:

t∗ = arg max
ti∈{t1,t2,...,tn}

InfoScore(ti). (12.10)

4.2 Semantic Feature Generation

After extracting the seed phrases from the first step, we obtain an
informative and effective basic representation of the input text corpus.
In this step, we discuss an algorithm to generate semantic features based
on the seed phrases using Wikipedia as background knowledge.

4.2.1 Background Knowledge Base. Wikipedia, as back-
ground knowledge, has a wider knowledge coverage than other semantic
knowledge bases and is regularly updated to reflect recent events. Under
this scenario, we take Wikipedia as the semantic knowledge source to
generate semantic concepts.

Gabrilovich and Markovitch [19], as well as Hu et al. [27] prepro-
cessed the Wikipedia corpus to collect semantic concepts. Preprocessing
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Algorithm 1: GenerateFeatures(S)

input : a set S of seed phrases
output: semantic features SF

SF ← null
for seed phrase s ∈ S do

if s ∈ Sentence level then
s.Query ← SolrSyntax(s, OR)

else
s.Query ← SolrSyntax(s, AND)

WikiPages ← Retrive(s.Query)
SF ← SF + Analyze(WikiPages)

return SF

Figure 12.2. Semantic feature generation scheme

Wikipedia is one way to build the concepts space. However, it ignores
the valuable contextual information of Wikipedia plain texts and always
encounters problems when mapping the original text to appropriate con-
cepts. Therefore, in this study we introduce another way to process the
Wikipedia corpus, it is to preserve the original pages of Wikipedia with
the built-in Solr index.

4.2.2 Feature Generator. The semantic feature generation
algorithm is illustrated in Figure 12.2. Given a seed phrase, we retrieve
corresponding Wikipedia pages with the help of the Solr search engine.
Then we extract semantic concepts from the retrieved Wikipedia pages.

In order to retrieve the appropriate pages from the large Wikipedia
corpus, we derive queries based on seed phrase arising from sentence
level or phrase level separately. As the key information of seed phrases
from phrase level is more focused, we build the ”AND” query which
requires the retrieved pages to contain every term in the phrase. On
the other hand, the seed phrases from sentence level are informative but
sparse, we thus build ”OR” query9 which means there is no guaran-
tee that the retrieved Wikipedia pages will contain every term in the
phrase. We use these two kinds of queries to retrieve the top ω arti-
cles from the Wikipedia corpora. Similar to [8], we extract titles and
bold terms (links) from the retrieved Wikipedia pages to serve as part

9For more details about “AND” and “OR” query syntax, please refer to
http://wiki.apache.org/solr /SolrQuerySyntax/

http://wiki.apache.org/solr /SolrQuerySyntax/
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of the semantic features. To discover the intrinsic concepts hidden in
the plain texts, we adopt an effective key phrase extraction algorithm —
Lingo [44], which uses algebraic transformations of the term-document
matrix and implements frequent phrase extraction using suffix arrays.
The key phrases extracted from the Wikipedia pages are added to the
semantic feature space. By utilizing this method, we may obtain extrin-
sic concepts “Friday” for the phrase “Rebecca Black” and the intrinsic
concepts like “Song”, “Singer” and “Youtube” by mining the related
pages. Therefore, we can build semantic relationships between the con-
cepts of“Friday” and “Rebecca Black”.

4.3 Feature Space Construction

As the construction of Wikipedia follows the non-binding guidelines
and the data quality is only under social control by the community [65],
it often introduces noise to the corpus. Meanwhile, a single text may
generate a huge number of features. These overzealous semantic features
bring adverse impact on the effectiveness and dilute the influence of
valuable original information. Therefore, we conduct feature filtering
to refine the unstructured or meaningless features and apply feature
selection to avoid aggravating the “curse of dimensionality”.

Feature Filtering: We formulate empirical rules to refine the un-
structured features obtained from Wikipedia pages, some typical rules
are as follows:

Remove features generated from too general seed phrase that re-
turns a large number (more than 10,000) of articles from the index
corpus.

Transform features used for Wikipedia management or adminis-
tration, e.g. “List of hotels”→“hotels”, “List of twins”→“twins”.

Apply phrase sense stemming using Porter stemmer [46], e.g. “fic-
tional books”→“fiction book”.

Remove features related to chronology, e.g. “year”, “decade” and
“centuries”.

Feature Selection: We need to select semantic features to construct
feature space for various tasks. The number of semantic features we need
to collect is determined by the specific task. In this chapter, we utilize
a simple way to select the most frequent features.

First, the tf-idf weights of all generated features are calculated. One
seed phrase si(0 < i ≤ m) may generate k semantic features, denoted
by {fi1, fi2, . . . , fik}. In order to explore the diversity of the semantic
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features, we select one feature for each seed phrase. Thus m features are
collected as follows:

f∗i = arg max
fij∈{fi1,fi2,...,fik}

tf idf(fij). (12.11)

Second, the top n features are extracted from the remaining semantic
features based on their frequency. These frequently appearing features,
together with the features from the first step, are used to construct the
m+ n semantic features.

Now we prepare the feature space for clustering, classification or other
text analytics methods. From the discussion above, key idea of the
framework is to introduce semantic knowledge base (Wikipedia) to build
semantic connection between two short documents. This section pro-
vides a clear mind about how to apply text analytics methods in social
media resources.

5. Conclusion and Future Work

Textual data in social media carries abundant information. User-
generated content provides diverse and unique information in forms of
comments, posts and tags. The useful information hidden in the text
resources of social media provides opportunities for researchers of differ-
ent disciplines to mine patterns and information of interest that might
not be obvious. In this chapter, we discuss about the distinct aspects
of textual data in social media and their challenges, and elaborate cur-
rent work of utilizing text analytics methods to solve problems in social
media.

This chapter has only discussed some essential issues. There are a
number of interesting directions for further exploration.

How to better make use of the real-time nature in social media?
A real-time search system which can find, summarize and track
updated breaking news or events in social communities will be
very challenging but useful.

How to handle textual data with short length in social media? As
we discussed, short text plays a very important role in social media.
On one hand, these textual data contains less information than
standard documents; on the other hand, it provides possibility for
us to use traditional syntax-based NLP models to perform fine-
level textual analysis, which were very time consuming for standard
text.
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How to exploit cross media data to facilitate social behavior analy-
sis? Cross media data here refers data of different formats or data
from different social media resources [64]. The variance types of
data in social media, including text, image, link or even multilin-
gual data, have latent relationships and interactions between each
other. Also, an efficient and effective way to integrate these kinds
of data will be very useful to address the data sparseness problem.

How to process web scale data available in social media? The large
volume and the compact but noisy presentation of textual data in
social media hinders the accessibility of information for users to
conveniently search, navigate and locate the specific messages one
might be interested in. Finding an efficient way to handle these
large scale data types is very challenging.
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Abstract Sentiment analysis or opinion mining is the computational study of peo-
ple’s opinions, appraisals, attitudes, and emotions toward entities, in-
dividuals, issues, events, topics and their attributes. The task is tech-
nically challenging and practically very useful. For example, businesses
always want to find public or consumer opinions about their products
and services. Potential customers also want to know the opinions of
existing users before they use a service or purchase a product.

With the explosive growth of social media (i.e., reviews, forum dis-
cussions, blogs and social networks) on the Web, individuals and or-
ganizations are increasingly using public opinions in these media for
their decision making. However, finding and monitoring opinion sites
on the Web and distilling the information contained in them remains a
formidable task because of the proliferation of diverse sites. Each site
typically contains a huge volume of opinionated text that is not always
easily deciphered in long forum postings and blogs. The average human
reader will have difficulty identifying relevant sites and accurately sum-
marizing the information and opinions contained in them. Moreover, it
is also known that human analysis of text information is subject to con-
siderable biases, e.g., people often pay greater attention to opinions that
are consistent with their own preferences. People also have difficulty,
owing to their mental and physical limitations, producing consistent
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results when the amount of information to be processed is large. Au-
tomated opinion mining and summarization systems are thus needed,
as subjective biases and mental limitations can be overcome with an
objective sentiment analysis system.

In the past decade, a considerable amount of research has been done
in academia [58,76]. There are also numerous commercial companies
that provide opinion mining services. In this chapter, we first define
the opinion mining problem. From the definition, we will see the key
technical issues that need to be addressed. We then describe various key
mining tasks that have been studied in the research literature and their
representative techniques. After that, we discuss the issue of detecting
opinion spam or fake reviews. Finally, we also introduce the research
topic of assessing the utility or quality of online reviews.

Keywords: opinion mining, sentiment analysis

1. The Problem of Opinion Mining

In this first section, we define the opinion mining problem, which
enables us to see a structure from the intimidating unstructured text and
to provide a unified framework for the current research. The abstraction
consists of two parts: opinion definition and opinion summarization [31].

1.1 Opinion Definition

We use the following review segment on iPhone to introduce the prob-
lem (an id number is associated with each sentence for easy reference):

“(1) I bought an iPhone a few days ago. (2) It was such a nice phone. (3) The touch

screen was really cool. (4) The voice quality was clear too. (5) However, my mother was

mad with me as I did not tell her before I bought it. (6) She also thought the phone was too

expensive, and wanted me to return it to the shop . . . ”

The question is: what we want to mine or extract from this review?
The first thing that we notice is that there are several opinions in this
review. Sentences (2), (3) and (4) express some positive opinions, while
sentences (5) and (6) express negative opinions or emotions. Then we
also notice that the opinions all have some targets. The target of the
opinion in sentence (2) is the iPhone as a whole, and the targets of the
opinions in sentences (3) and (4) are “touch screen” and “voice quality”
of the iPhone respectively. The target of the opinion in sentence (6) is the
price of the iPhone, but the target of the opinion/emotion in sentence (5)
is “me”, not iPhone. Finally, we may also notice the holders of opinions.
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The holder of the opinions in sentences (2), (3) and (4) is the author
of the review (“I”), but in sentences (5) and (6) it is “my mother”.
With this example in mind, we now formally define the opinion mining
problem. We start with the opinion target.

In general, opinions can be expressed about anything, e.g., a product,
a service, an individual, an organization, an event, or a topic, by any
person or organization. We use the entity to denote the target object
that has been evaluated. Formally, we have the following:

Definition 13.1 (Entity) An entity e is a product, service, person,
event, organization, or topic. It is associated with a pair, e : (T,W ),
where T is a hierarchy of components (or parts), sub-components, and
so on, and W is a set of attributes of e. Each component or sub-
component also has its own set of attributes.

An example of an entity is as follows:

Example 13.2 A particular brand of cellular phone is an entity, e.g.,
iPhone. It has a set of components, e.g., battery and screen, and also a
set of attributes, e.g., voice quality, size, and weight. The battery com-
ponent also has its own set of attributes, e.g., battery life, and battery
size.

Based on this definition, an entity is represented as a tree or hierarchy.
The root of the tree is the name of the entity. Each non-root node
is a component or sub-component of the entity. Each link is a part-of
relation. Each node is associated with a set of attributes. An opinion
can be expressed on any node and any attribute of the node.

In practice, it is often useful to simplify this definition due to two
reasons: First, natural language processing is a difficult task. To effec-
tively study the text at an arbitrary level of detail as described in the
definition is very hard. Second, for an ordinary user, it is too complex to
use a hierarchical representation. Thus, we simplify and flatten the tree
to two levels and use the term aspects to denote both components and
attributes. In the simplified tree, the root level node is still the entity
itself, while the second level nodes are the different aspects of the entity.

For product reviews and blogs, opinion holders are usually the authors
of the postings. Opinion holders are more important in news articles
as they often explicitly state the person or organization that holds an
opinion [5, 13, 49]. Opinion holders are also called opinion sources [107].

There are two main types of opinions: regular opinions and compara-
tive opinions. Regular opinions are often referred to simply as opinions
in the research literature. A comparative opinion expresses a relation of
similarities or differences between two or more entities, and/or a pref-
erence of the opinion holder based on some of the shared aspects of the
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entities [36, 37]. A comparative opinion is usually expressed using the
comparative or superlative form of an adjective or adverb, although not
always. The discussion below focuses only on regular opinions. Com-
parative opinions will be discussed in Sect. 6. For simplicity, the terms
regular opinion and opinion are used interchangeably below.

An opinion (or regular opinion) is simply a positive or negative sen-
timent, attitude, emotion or appraisal about an entity or an aspect of
the entity from an opinion holder. Positive, negative and neutral are
called opinion orientations (also called sentiment orientations, semantic
orientations, or polarities). We are now ready to define an opinion [58].

Definition 13.3 (Opinion) An opinion (or regular opinion) is a quin-
tuple, (ei, aij , ooijkl, hk, tl), where ei is the name of an entity, aij is an
aspect of ei, ooijkl is the orientation of the opinion about aspect aij of
entity ei, hk is the opinion holder, and tl is the time when the opinion is
expressed by hk. The opinion orientation ooijkl can be positive, negative
or neutral, or be expressed with different strength/intensity levels. When
an opinion is on the entity itself as a whole, we use the special aspect
GENERAL to denote it.

These five components are essential. Without any of them, it can be
problematic in general. For example, if one says “The picture quality
is great”, and we do not know whose picture quality, the opinion is of
little use. However, we do not mean that every piece of information is
needed in every application. For example, knowing each opinion holder
is not necessary if we want to summarize opinions from a large number
of people. Similarly, we do not claim that nothing else can be added to
the quintuple. For example, in some applications the user may want to
know the sex and age of each opinion holder.

An important contribution of this definition is that it provides a basis
for transforming unstructured text to structured data. The quintuple
gives us the essential information for a rich set of qualitative and quan-
titative analysis of opinions. Specifically, the quintuple can be regarded
as a schema for a database table. With a large set of opinion records
mined from text, database management systems tools can be applied to
slice and dice the opinions for all kinds of analyses.

Objective of opinion mining: Given a collection of opinionated
documents D, discover all opinion quintuples (ei, aij , ooijkl, hk, tl) in D.

To achieve this objective, one needs to perform the following tasks:

Task 1 (entity extraction and grouping): Extract all entity expres-
sions in D, and group synonymous entity expressions into entity
clusters. Each entity expression cluster indicates a unique entity
ei.
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Task 2 (aspect extraction and grouping): Extract all aspect ex-
pressions of the entities, and group aspect expressions into clusters.
Each aspect expression cluster of entity ei indicates a unique aspect
aij .

Task 3 (opinion holder and time extraction): Extract these pieces
of information from the text or unstructured data.

Task 4 (aspect sentiment classification): Determine whether each
opinion on an aspect is positive, negative or neutral.

Task 5 (opinion quintuple generation): Produce all opinion quin-
tuples (ei, aij , ooijkl, hk, tl) expressed in D based on the results of
the above tasks.

We use an example blog to illustrate these tasks (a sentence id is
associated with each sentence):

Example 13.4 (Blog Posting) Posted by: bigXyz on Nov-4-
2010: (1) I bought a Motorola phone and my girlfriend bought a Nokia
phone yesterday. (2) We called each other when we got home. (3) The
voice of my Moto phone was unclear, but the camera was good. (4) My
girlfriend was quite happy with her phone, and its sound quality. (5) I
want a phone with good voice quality. (6) So I probably will not keep it.

Task 1 should extract the entity expressions, “Motorola”, “Nokia”
and “Moto”, and group “Motorola” and “Moto” together as they repre-
sent the same entity. Task 2 should extract aspect expressions “camera”,
“voice”, and “sound”, and group “voice” and “sound” together as they
are synonyms representing the same aspect. Task 3 should find the
holder of the opinions in sentence (3) to be bigXyz (the blog author),
and the holder of the opinions in sentence (4) to be bigXyz’s girlfriend.
It should also find the time when the blog was posted, which is Nov-
4-2010. Task 4 should find that sentence (3) gives a negative opinion
to the voice quality of the Motorola phone, but a positive opinion to
its camera. Sentence (4) gives positive opinions to the Nokia phone as
a whole and also its sound quality. Sentence (5) seemingly expresses
a positive opinion, but it does not. To generate opinion quintuples for
sentence (4), we also need to know what “her phone” is and what “its”
refers to. All these are challenging problems. Task 5 should finally gen-
erate the following four opinion quintuples:

(Motorola, voice quality, negative, bigXyz, Nov-4-2010)
(Motorola, camera, positive, bigXyz, Nov-4-2010)
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(Nokia, GENERAL, positive, bigXyz’s girlfriend, Nov-4-2010)
(Nokia, voice quality, positive, bigXyz’s girlfriend, Nov-4-2010)

Before going further, let us discuss two other important concepts related
to opinion mining and sentiment analysis, i.e., subjectivity and emotion.

Definition 13.5 (Sentence Subjectivity) An objective sentence
presents some factual information about the world, while a subjective
sentence expresses some personal feelings, views or beliefs.

For instance, in the above example, sentences (1) and (2) are objective
sentences, while all other sentences are subjective sentences. Subjective
expressions come in many forms, e.g., opinions, allegations, desires, be-
liefs, suspicions, and speculations [87, 103]. Thus, a subjective sentence
may not contain an opinion. For example, sentence (5) in Example 4 is
subjective but it does not express a positive or negative opinion about
anything. Similarly, not every objective sentence contains no opinion.
For example, “the earphone broke in two days”, is an objective sen-
tence but it implies a negative opinion. There is some confusion among
researchers to equate subjectivity with opinion. As we can see, the con-
cepts of subjective sentences and opinion sentences are not the same, al-
though they have a large intersection. The task of determining whether
a sentence is subjective or objective is called subjectivity classification
[105], which we will discuss in Sect. 3.

Definition 13.6 (Emotion) Emotions are our subjective feelings and
thoughts.

According to [80], people have 6 primary emotions, i.e., love, joy, sur-
prise, anger, sadness, and fear, which can be sub-divided into many
secondary and tertiary emotions. Each emotion can also have different
intensities. The strengths of opinions are related to the intensities of
certain emotions, e.g., joy, anger, and fear, as these sentences show: (1)
“I am very angry with this shop,” (2) “I am so happy with my iPhone,”
and (3) “with the current economic condition, I fear that I will lose my
job.” However, the concepts of emotions and opinions are not equiva-
lent. Many opinion sentences express no emotion (e.g., “the voice of
this phone is clear”), which are called rational evaluation sentences, and
many emotion sentences give no opinion, e.g., “I am so surprised to see
you.”

1.2 Aspect-Based Opinion Summary

Most opinion mining applications need to study opinions from a large
number of opinion holders. One opinion from a single person is usually
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not sufficient for action. This indicates that some form of summary of
opinions is desirable. Opinion quintuples defined above provide an ex-
cellent source of information for generating both qualitative and quan-
titative summaries. A common form of summary is based on aspects,
and is called aspect-based opinion summary (or feature-based opinion
summary) [31, 60]. Below, we use an example to illustrate this form of
summary, which is widely used in industry.

Example 13.7 Assume we summarize all the reviews of a particular
cellular phone, cellular phone 1. The summary looks like that in Fig.
13.1, which was proposed in [31] and is called a structured summary.
In the figure, GENERAL represents the phone itself (the entity). 125
reviews expressed positive opinions about the phone and 7 expressed neg-
ative opinions. Voice quality and size are two product aspects. 120
reviews expressed positive opinions about the voice quality, and only 8
reviews expressed negative opinions. The <individual review sentences>
link points to the specific sentences and/or the whole reviews that give
the positive or negative opinions. With such a summary, the user can
easily see how existing customers feel about the phone. If he/she is in-
terested in a particular aspect, he/she can drill down by following the
<individual review sentences> link to see why existing customers like it
and/or dislike it.

Cellular phone 1:
Aspect: GENERAL

Positive: 125 <individual review sentences>
Negative: 7 <individual review sentences>

Aspect: Voice quality
Positive: 120 <individual review sentences>
Negative: 8 <individual review sentences>
. . .

Figure 13.1. An aspect-based opinion summary

The aspect-based summary in Fig. 13.1 can be visualized using a
bar chart and opinions on multiple products can also be compared in a
visualization (see [60]).

Researchers have also studied opinion summarization in the tradition
fashion, e.g., producing a short text summary [4, 11, 51, 89, 91]. Such a
summary gives the reader a quick overview of what people think about
a product or service. A weakness of such a text-based summary is that
it is not quantitative but only qualitative, which is usually not suitable
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for analytical purposes. For example, a traditional text summary may
say “Most people do not like this product”. However, a quantitative sum-
mary may say that 60% of the people do not like this product and 40%
of them like it. In most opinion mining applications, the quantitative
side is crucial just like in the traditional survey research. In survey re-
search, aspect-based summaries displayed as bar charts or pie charts are
commonly used because they give the user a concise, quantitative and
visual view. Recently, researchers also tried to produce text summaries
similar to that in Fig. 13.1 but in a more readable form [73, 81, 96].

2. Document Sentiment Classification

We are now ready to discuss some main research topics of opinion
mining. This section focuses on sentiment classification, which has been
studied extensively in the literature (see a survey in [76]). It classifies
an opinion document (e.g., a product review) as expressing a positive or
negative opinion or sentiment. The task is also commonly known as the
document-level sentiment classification because it considers the whole
document as the basic information unit.

Definition 13.8 (Document Level Sentiment) Given an opinion-
ated document d evaluating an entity e, determine the opinion orienta-
tion oo on e, i.e., determine oo on aspect GENERAL in the quintuple
(e,GENERAL, oo, h, t). e, h, and t are assumed known or irrelevant.

An important assumption about sentiment classification is as follows:
Assumption: Sentiment classification assumes that the opinion docu-
ment d (e.g., a product review) expresses opinions on a single entity e
and the opinions are from a single opinion holder h.

This assumption holds for customer reviews of products and services
because each such review usually focuses on a single product and is
written by a single reviewer. However, it may not hold for a forum and
blog posting because in such a posting the author may express opinions
on multiple products, and compare them using comparative sentences.

Most existing techniques for document-level sentiment classification
are based on supervised learning, although there are also some unsuper-
vised methods. We give an introduction to them below.

2.1 Classification based on Supervised Learning

Sentiment classification obviously can be formulated as a supervised
learning problem with three classes, positive, negative and neutral. Train-
ing and testing data used in the existing research are mostly product re-
views, which is not surprising due to the above assumption. Since each
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review already has a reviewer-assigned rating (e.g., 1 to 5 stars), train-
ing and testing data are readily available. For example, a review with 4
or 5 stars is considered a positive review, a review with 1 or 2 stars is
considered a negative review and a review with 3 stars is considered a
neutral review.

Any existing supervised learning methods can be applied to sentiment
classification, e.g., naive Bayesian classification, and support vector ma-
chines (SVM). Pang et al. [78] took this approach to classify movie
reviews into two classes, positive and negative. It was shown that us-
ing unigrams (a bag of individual words) as features in classification
performed well with either naive Bayesian or SVM.

Subsequent research used many more features and techniques in learn-
ing [76]. As most machine learning applications, the main task of sen-
timent classification is to engineer an effective set of features. Some of
the current features are listed below.

Terms and their frequency: These features are individual words
or word n-grams and their frequency counts. In some cases, word
positions may also be considered. The TF-IDF weighting scheme
from information retrieval may be applied too. These features have
been shown quite effective in sentiment classification.

Part of speech: It was found in many researches that adjectives
are important indicators of opinions. Thus, adjectives have been
treated as special features.

Opinion words and phrases: Opinion words are words that are
commonly used to express positive or negative sentiments. For ex-
ample, beautiful, wonderful, good, and amazing are positive opin-
ion words, and bad, poor, and terrible are negative opinion words.
Although many opinion words are adjectives and adverbs, nouns
(e.g., rubbish, junk, and crap) and verbs (e.g., hate and like) can
also indicate opinions. Apart from individual words, there are also
opinion phrases and idioms, e.g., cost someone an arm and a leg.
Opinion words and phrases are instrumental to sentiment analysis
for obvious reasons.

Negations: Clearly, negation words are important because their
appearances often change the opinion orientation. For example,
the sentence “I don’t like this camera” is negative. However, nega-
tion words must be handled with care because not all occurrences
of such words mean negation. For example, “not” in “not only . . .
but also” does not change the orientation direction (see opinion
shifters in Sect. 5.1).
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Syntactic dependency: Word dependency based features gener-
ated from parsing or dependency trees are also tried by several
researchers.

Instead of using a standard machine learning method, researchers have
also proposed several custom techniques specifically for sentiment clas-
sification, e.g., the score function in [15] based on words in positive and
negative reviews. In [74], feature weighting schemes are used to enhance
classification accuracy.

Manually labeling training data can be time-consuming and label-
intensive. To reduce the labeling effort, opinion words can be utilized
in the training procedure. In [95], Tan et al. used opinion words to
label a portion of informative examples and then learn a new super-
vised classifier based on labeled ones. A similar approach is also used in
[86]. In addition, opinion words can be utilized to increase the sentiment
classification accuracy. In [68], Melville et al. proposed a framework to
incorporate lexical knowledge in supervised learning to enhance accu-
racy.

Apart from classification of positive or negative sentiments, research
has also been done on predicting the rating scores (e.g., 1-5 stars) of
reviews [77]. In this case, the problem is formulated as regression since
the rating scores are ordinal. Another interesting research direction
is transfer learning or domain adaptation as it has been shown that
sentiment classification is highly sensitive to the domain from which
the training data is extracted. A classifier trained using opinionated
documents from one domain often performs poorly when it is applied or
tested on opinionated documents from another domain. The reason is
that words and even language constructs used in different domains for
expressing opinions can be quite different. To make matters worse, the
same word in one domain may mean positive, but in another domain may
mean negative. Thus, domain adaptation is needed. Existing research
has used labeled data from one domain and unlabeled data from the
target domain and general opinion words as features for adaptation [2,
7, 75, 112].

2.2 Classification based on Unsupervised
Learning

It is not hard to imagine that opinion words and phrases are the dom-
inating indicators for sentiment classification. Thus, using unsupervised
learning based on such words and phrases would be quite natural. For
example, the method in [93] uses known opinion words for classification,
while [100] defines some phrases which are likely to be opinionated. Be-
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low, we give a description of the algorithm in [100], which consists of
three steps:
Step 1: It extracts phrases containing adjectives or adverbs as adjec-
tives and adverbs are good indicators of opinions. However, although an
isolated adjective may indicate opinion, there may be insufficient con-
text to determine its opinion orientation (called semantic orientation in
[100]). For example, the adjective “unpredictable” may have a negative
orientation in an automotive review, in such a phrase as “unpredictable
steering”, but it could have a positive orientation in a movie review, in
a phrase such as “unpredictable plot”. Therefore, the algorithm extracts
two consecutive words, where one member of the pair is an adjective or
adverb, and the other is a context word.

Two consecutive words are extracted if their POS tags conform to
any of the patterns in Table 13.1. For example, the pattern in line 2
means that two consecutive words are extracted if the first word is an
adverb and the second word is an adjective, but the third word cannot
be a noun. NNP and NNPS are avoided so that the names of entities in
the review cannot influence the classification.

Example 13.9 In the sentence “This camera produces beautiful pic-
tures”, ”beautiful pictures” will be extracted as it satisfies the first pat-
tern.

Step 2: It estimates the semantic orientation of the extracted phrases
using the pointwise mutual information (PMI) measure given in Equa-
tion 13.1:

PMI(term1, term2) = log2

(
Pr(term1 ∧ term2)

Pr(term1) · Pr(term2)

)
(13.1)

Here, Pr(term1 ∧ term2) is the co-occurrence probability of term1 and
term2, and Pr(term1) · Pr(term2) gives the probability that the two
terms co-occur if they are statistically independent. The ratio between
Pr(term1 ∧ term2) and Pr(term1) ·Pr(term2) is thus a measure of the
degree of statistical dependence between them. The log of this ratio is
the amount of information that we acquire about the presence of one of
the words when we observe the other. The semantic/opinion orientation
(SO) of a phrase is computed based on its association with the positive
reference word “excellent” and its association with the negative reference
word “poor”:

SO(phrase) = PMI(phrase, “excellent′′)− PMI(phrase, “poor′′)
(13.2)
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First Word Second Word Third Word
(Not Extracted)

1 JJ NN or NNS anything

2 RB, RBR, or RBS JJ not NN nor NNS

3 JJ JJ not NN nor NNS

4 NN or NNS JJ not NN nor NNS

5 RB, RBR, or RBS VB, VBD, VBN, or VBG anything

Table 13.1. Patterns of tags for extracting two-word phrases

The probabilities are calculated by issuing queries to a search engine
and collecting the number of hits. For each search query, a search engine
usually gives the number of relevant documents to the query, which is
the number of hits. Thus, by searching the two terms together and
separately, we can estimate the probabilities in Equation 13.1. The
author of [100] used the AltaVista search engine because it has a NEAR
operator, which constrains the search to documents that contain the
words within ten words of one another in either order. Let hits(query)
be the number of hits returned. Equation 13.2 can be rewritten as
follows:

SO(phrase) = log2

(
hits(phrase NEAR “excellent”)hits(“poor”)

hits(phrase NEAR “poor”)hits(“excellent′′)

)
(13.3)

To avoid division by 0, 0.01 is added to the hits.
Step 3: Given a review, the algorithm computes the average SO of all
phrases in the review, and classifies the review as recommended if the
average SO is positive, not recommended otherwise.

Final classification accuracies on reviews from various domains range
from 84% for automobile reviews to 66% for movie reviews.

To summarize, we can see that the main advantage of document level
sentiment classification is that it provides a prevailing opinion on an
entity, topic or event. The main shortcomings are that it does not give
details on what people liked and/or disliked and it is not easily appli-
cable to non-reviews, e.g., forum and blog postings, because many such
postings evaluate multiple entities and compare them.

3. Sentence Subjectivity and Sentiment
Classification

Naturally the same document-level sentiment classification techniques
can also be applied to individual sentences. The task of classifying a sen-
tence as subjective or objective is often called subjectivity classification
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in the existing literature [30, 87, 88, 106, 109, 110, 113]. The resulting
subjective sentences are also classified as expressing positive or negative
opinions, which is called sentence-level sentiment classification.

Definition 13.10 Given a sentence s, two sub-tasks are performed:

1 Subjectivity classification: Determine whether s is a subjective sen-
tence or an objective sentence,

2 Sentence-level sentiment classification: If s is subjective, determine
whether it expresses a positive, negative or neutral opinion.

Notice that the quintuple (e, a, oo, h, t) is not used in defining the prob-
lem here because sentence-level classification is often an intermediate
step. In most applications, one needs to know what entities or aspects
of the entities are the targets of opinions. Knowing that some sentences
have positive or negative opinions but not about what, is of limited use.
However, the two sub-tasks are still useful because (1) it filters out those
sentences which contain no opinions, and (2) after we know what enti-
ties and aspects of the entities are talked about in a sentence, this step
can help us determine whether the opinions about the entities and their
aspects are positive or negative.

Most existing researches study both problems, although some of them
focus only on one. Both problems are classification problems. Thus, tra-
ditional supervised learning methods are again applicable. For example,
one of the early works reported in [104] performed subjectivity classi-
fication using the naive Bayesian classifier. Subsequent researches also
used other learning algorithms.

Much of the research on sentence-level sentiment classification makes
the following assumption:
Assumption: The sentence expresses a single opinion from a single
opinion holder.
This assumption is only appropriate for simple sentences with a single
opinion, e.g., “The picture quality of this camera is amazing.” However,
for compound and complex sentences, a single sentence may express
more than one opinion. For example, the sentence, “The picture quality
of this camera is amazing and so is the battery life, but the viewfinder is
too small for such a great camera”, expresses both positive and negative
opinions (it has mixed opinions). For “picture quality” and “battery life”,
the sentence is positive, but for “viewfinder”, it is negative. It is also
positive for the camera as a whole (i.e., the GENERAL aspect).

Many papers have been published on subjectivity classification and
sentence-level sentiment classification. In [113], for subjectivity classi-
fication, it applied supervised learning. For sentiment classification of
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each subjective sentence, it used a similar method to that in Sect. 2.2 but
with many more seed words, and the score function was log-likelihood
ratio. The same problem was also studied in [30] considering gradable
adjectives, and in [23] using semi-supervised learning. In [48-50], re-
searchers also built models to identify some specific types of opinions.

As we mentioned earlier, sentence-level classification is not suitable for
compound and complex sentences. It was pointed out in [109] that not
only a single sentence may contain multiple opinions, but also both sub-
jective and factual clauses. It is useful to pinpoint such clauses. It is also
important to identify the strength of opinions. A study of automatic sen-
timent classification was presented to classify clauses of every sentence
by the strength of the opinions being expressed in individual clauses,
down to four levels deep (neutral, low, medium, and high). The strength
of neutral indicates the absence of opinion or subjectivity. Strength clas-
sification thus subsumes the task of classifying a sentence as subjective
versus objective. In [108], the problem was studied further using super-
vised learning by considering contextual sentiment influencers such as
negation (e.g., not and never) and contrary (e.g., but and however). A
list of influencers can be found in [82]. However, in many cases, identify-
ing only clauses are insufficient because the opinions can be embedded in
phrases, e.g., “Apple is doing very well in this terrible economy.” In this
sentence, the opinion on “Apple” is clearly positive but on “economy” it
is negative.

Besides analyzing opinion sentences in reviews, research has been done
in threaded discussions, which includes forum discussions, emails, and
newsgroups. In threaded discussions, people not only express their opin-
ions on a topic but also interact with each other. However, the discus-
sions could be highly emotional and heated with many emotional state-
ments between participants. In [115], Zhai et al. proposed a method to
identify those evaluative sentences from forum discussions, which only
express people’s opinions on entities or topics and their different aspects.
In [28], Hassan et al. proposed an approach to find sentences with atti-
tudes of participants toward one another. That is, it predicts whether a
sentence contains an attitude toward a text recipient or not.

Finally, we should bear in mind that not all subjective sentences have
opinions and those that do form only a subset of opinionated sentences.
Many objective sentences can imply opinions too. Thus, to mine opin-
ions from text one needs to mine them from both subjective and objec-
tive sentences.
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4. Opinion Lexicon Expansion

In the preceding sections, we mentioned that opinion words are em-
ployed in many sentiment classification tasks. We now discuss how such
words are generated. In the research literature, opinion words are also
known as opinion-bearing words or sentiment words. Positive opinion
words are used to express some desired states while negative opinion
words are used to express some undesired states. Examples of positive
opinion words are: beautiful, wonderful, good, and amazing. Examples of
negative opinion words are bad, poor, and terrible. Apart from individual
words, there are also opinion phrases and idioms, e.g., cost someone an
arm and a leg. Collectively, they are called the opinion lexicon. They
are instrumental for opinion mining for obvious reasons.

In order to compile or collect the opinion word list, three main ap-
proaches have been investigated: manual approach, dictionary-based ap-
proach, and corpus-based approach. The manual approach is very time-
consuming and thus it is not usually used alone, but combined with
automated approaches as the final check because automated methods
make mistakes. Below, we discuss the two automated approaches.

4.1 Dictionary based approach

One of the simple techniques in this approach is based on bootstrap-
ping using a small set of seed opinion words and an online dictionary,
e.g., WordNet [69] or thesaurus[71]. The strategy is to first collect a
small set of opinion words manually with known orientations, and then
to grow this set by searching in the WordNet or thesaurus for their
synonyms and antonyms. The newly found words are added to the seed
list. The next iteration starts. The iterative process stops when no more
new words are found. This approach is used in [31, 49]. After the pro-
cess completes, manual inspection can be carried out to remove and/or
correct errors. Researchers have also used additional information (e.g.,
glosses) in WordNet and additional techniques (e.g., machine learning)
to generate better lists [1, 19, 20, 45]. Several opinion word lists have
been produced [17, 21, 31, 90, 104].

The dictionary based approach and the opinion words collected from it
have a major shortcoming. The approach is unable to find opinion words
with domain and context specific orientations, which is quite common.
For example, for a speaker phone, if it is quiet, it is usually negative.
However, for a car, if it is quiet, it is positive. The corpus-based approach
can help deal with this problem.
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4.2 Corpus-based approach and sentiment
consistency

The methods in the corpus-based approach rely on syntactic or co-
occurrence patterns and also a seed list of opinion words to find other
opinion words in a large corpus. One of the key ideas is the one pro-
posed by Hazivassiloglou and McKeown [29]. The technique starts with
a list of seed opinion adjectives, and uses them and a set of linguistic
constraints or conventions on connectives to identify additional adjec-
tive opinion words and their orientations. One of the constraints is
about the conjunction AND, which says that conjoined adjectives usu-
ally have the same orientation. For example, in the sentence, “This car
is beautiful and spacious,” if “beautiful” is known to be positive, it can
be inferred that “spacious” is also positive. This is so because people
usually express the same opinion on both sides of a conjunction. The
following sentence is rather unnatural, ”This car is beautiful and difficult
to drive”. If it is changed to ”This car is beautiful but difficult to drive”,
it becomes acceptable. Rules or constraints are also designed for other
connectives, OR, BUT, EITHER-OR, and NEITHER-NOR. This idea
is called sentiment consistency. Of course, in practice it is not always
consistent. Learning is applied to a large corpus to determine if two
conjoined adjectives are of the same or different orientations. Same and
different-orientation links between adjectives form a graph. Finally, clus-
tering is performed on the graph to produce two sets of words: positive
and negative. In [46], Kanayama and Nasukawa expanded this approach
by introducing the idea of intra-sentential (within a sentence) and inter-
sentential (between neighboring sentences) sentiment consistency (called
coherency in [46]). The intra-sentential consistency is similar to that in
[29]. Inter-sentential consistency applies the idea to neighboring sen-
tences. That is, the same opinion orientation (positive or negative) is
usually expressed in a few consecutive sentences. Opinion changes are
indicated by adversative expressions such as but and however. Some
criteria to determine whether to add a word to the positive or negative
lexicon are also proposed. This study was based on Japanese text. In
Sect. 5.4, a related but also quite different method will be described.
Other related work includes [43, 44].

In [17], Ding et al. explored the idea of intra-sentential and inter-
sentential sentiment consistency further. Instead of finding domain de-
pendent opinion words, they showed that the same word could indicate
different orientations in different contexts even in the same domain. This
fact was also clearly depicted by the basic rules of opinions in Sect. 5.2.
For example, in the digital camera domain, the word “long” expresses
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opposite opinions in the two sentences: “The battery life is long” (pos-
itive) and “The time taken to focus is long” (negative). Thus, finding
domain dependent opinion words is insufficient. They then proposed
to consider both possible opinion words and aspects together, and use
the pair (aspect, opinion word) as the opinion context, e.g., the pair
(“battery life”, “long”). Their method thus determines opinion words
and their orientations together with the aspects that they modify. The
above rules about connectives are still applied. The work in [24] adopted
the same context definition but used it for analyzing comparative sen-
tences. In [63], Lu et al. proposed an optimization framework to learn
aspect-dependent sentiments in opinion context based on integer linear
programming [14]. In fact, the method in [94, 100] can also be consid-
ered as a method for finding context specific opinions, but it does not
use the sentiment consistency idea. Its opinion context is based on syn-
tactic POS patterns rather than aspects and opinion words that modify
them. All these context definitions, however, are still insufficient as the
basic rules of opinions discussed in Sect. 5.2 show, i.e., many contexts
can be more complex, e.g., consuming a large amount of resources. In
[9], the problem of extracting opinion expressions with any number of
words was studied. The Conditional Random Fields (CRF) method [52]
was used as a sequence learning technique for extraction. In [84, 85],
a double-propagation method was proposed to extraction both opinion
words and aspects together. We describe it in Sect. 5.4.

Using the corpus-based approach alone to identify all opinion words,
however, is not as effective as the dictionary-based approach because it
is hard to prepare a huge corpus to cover all English words. However,
as we mentioned above, this approach has a major advantage that the
dictionary-based approach does not have. It can help find domain and
context specific opinion words and their orientations using a domain
corpus. Finally, we should realize that populating an opinion lexicon
(domain dependent or not) is different from determining whether a word
or phrase is actually expressing an opinion and what its orientation is
in a particular sentence. Just because a word or phrase is listed in an
opinion lexicon does not mean that it actually is expressing an opinion in
a sentence. For example, in the sentence, “I am looking for a good health
insurance”, “good” does not express either a positive or negative opinion
on any particular insurance. The same is true for opinion orientation.
We should also remember that opinion words and phrases are not the
only expressions that bear opinions. There are many others as we will
see in Sect. 5.2.
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5. Aspect-Based Sentiment Analysis

Although classifying opinionated texts at the document level or at
the sentence level is useful in many cases, it does not provide the neces-
sary detail needed for many other applications. A positive opinionated
document about a particular entity does not mean that the author has
positive opinions on all aspects of the entity. Likewise, a negative opin-
ionated document does not mean that the author dislikes everything.
In a typical opinionated document, the author writes both positive and
negative aspects of the entity, although the general sentiment on the
entity may be positive or negative. Document and sentence sentiment
classification does not provide such information. To obtain these details,
we need to go to the aspect level. That is, we need the full model of Sect.
1.1, i.e., aspect-based opinion mining. Instead of treating opinion mining
simply as a classification of sentiments, aspect-based sentiment analysis
introduces a suite of problems which require deeper natural language
processing capabilities, and also produce a richer set of results.

Recall that, at the aspect level, the mining objective is to discover
every quintuple (ei, aij , ooijkl, hk, tl) in a given document d. To achieve
the objective, five tasks need to be performed. This section mainly
focuses on the following two core tasks and they have also been studied
more extensively by researchers (in Sect. 7, we will briefly discuss some
other tasks):

1 Aspect extraction: Extract aspects that have been evaluated.
For example, in the sentence, “The picture quality of this camera is
amazing,” the aspect is “picture quality” of the entity represented
by “this camera”. Note that “this camera” does not indicate the
GENERAL aspect because the evaluation is not about the camera
as a whole, but about its picture quality. However, the sentence
“I love this camera” evaluates the camera as a whole, i.e., the
GENERAL aspect of the entity represented by “this camera”. Bear
in mind whenever we talk about an aspect, we must know which
entity it belongs to. In our discussion below, we often omit the
entity just for simplicity of presentation.

2 Aspect sentiment classification: Determine whether the opin-
ions on different aspects are positive, negative or neutral. In the
first example above, the opinion on the “picture quality” aspect is
positive, and in the second example, the opinion on the GENERAL
aspect is also positive.
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5.1 Aspect Sentiment Classification

We study the second task first, determining the orientation of opinions
expressed on each aspect in a sentence. Clearly, the sentence-level and
clause-level sentiment classification methods discussed in Sect. 3 are
useful here. That is, they can be applied to each sentence or clause which
contains some aspects. The aspects in it will take the opinion orientation
of the sentence or clause. However, these methods have difficulty dealing
with mixed opinions in a sentence and opinions that need phrase level
analysis, e.g., “Apple is doing very well in this terrible economy.” Clause-
level analysis also needs techniques to identify clauses which itself is
a challenging task, especially with informal text of blogs and forum
discussions, which is full of grammatical errors. Here, we describe a
lexicon-based approach to solving the problem [17, 31], which tries to
avoid these problems and has been shown to perform quite well. The
extension of this method to handling comparative sentences is discussed
in Sect. 6. In the discussion below, we assume that entities and their
aspects are known. Their extraction will be discussed in Sect. 5.3, 5.4,
and 7.

The lexicon-based approach basically uses an opinion lexicon, i.e., a
list of opinion words and phrases, and a set of rules to determine the
orientations of opinions in a sentence [17, 31]. It also considers opinion
shifters and but-clauses. The approach works as follows:

1 Mark opinion words and phrases: Given a sentence that con-
tains one or more aspects, this step marks all opinion words and
phrases in the sentence. Each positive word is assigned the opinion
score of +1, each negative word is assigned the opinion score of -1.

2 Handle opinion shifters: Opinion shifters (also called valence
shifters [82]) are words and phrases that can shift or change opin-
ion orientations. Negation words like not, never, none, nobody,
nowhere, neither and cannot are the most common type. Addi-
tionally, sarcasm changes orientation too, e.g., “What a great car,
it failed to start the first day.” Although it is easy to recognize such
shifters manually, spotting them and handling them correctly in
actual sentences by an automated system is by no means easy.
Furthermore, not every appearance of an opinion shifter changes
the opinion orientation, e.g., “not only . . . but also”. Such cases
need to be dealt with carefully.

3 Handle but-clauses: In English, but means contrary. A sen-
tence containing but is handled by applying the following rule: the
opinion orientation before but and after but are opposite to each
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other if the opinion on one side cannot be determined. As in the
case of negation, not every but means contrary, e.g., “not only . . .
but also”. Such non-but phrases containing “but” also need to be
considered separately. Finally, we should note that contrary words
and phrases do not always indicate an opinion change, e.g., “Car-x
is great, but Car-y is better”. Such cases need to be identified and
dealt with separately.

4 Aggregating opinions: This step applies an opinion aggregation
function to the resulting opinion scores to determine the final ori-
entation of the opinion on each aspect in the sentence. Let the
sentence be s, which contains a set of aspects {a1 . . . am} and a set
of opinion words or phrases {ow1 . . . own} with their opinion scores
obtained from steps 1, 2 and 3. The opinion orientation for each
aspect ai in s is determined by the following opinion aggregation
function:

score(ai, s) =
∑
owj∈s

owj · oo
dist(owj , ai)

(13.4)

where owj is an opinion word/phrase in s, dist(owj , ai) is the dis-
tance between aspect ai and opinion word owj in s. owj .oo is the
opinion score of owi. The multiplicative inverse is used to give
lower weights to opinion words that are far away from aspect ai.
If the final score is positive, then the opinion on aspect ai in s
is positive. If the final score is negative, then the opinion on the
aspect is negative. It is neutral otherwise.

This simple algorithm can perform quite well in many cases, but it is
not sufficient in others. One main shortcoming is that opinion words
and phrases do not cover all types of expressions that convey or imply
opinions. There are in fact many other possible opinion bearing expres-
sions. Most of them are also harder to deal with. Below, we list some of
them, which we call the basic rules of opinions [58, 59].

5.2 Basic Rules of Opinions

An opinion rule expresses a concept that implies a positive or negative
opinion [58, 59]. In actual sentences, the concept can be expressed in
many different ways in natural language. We present these rules using
a formalism that is similar to the BNF form. The top level rules are as
follows:
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1. POSITIVE ::= P
2. | PO
3. | orientation shifter N
4. | orientation shifter NE
5. NEGATIVE ::= N
6. | NE
7. | orientation shifter P
8. | orientation shifter PO

The non-terminals P and PO represent two types of positive opinion ex-
pressions. The non-terminal N and NE represent two types of negative
opinion expressions. ‘opinion shifter N’ and ‘opinion shifter NE’ repre-
sent the negation of N and NE respectively, and ‘opinion shifter P’ and
‘opinion shifter PO’ represent the negation of P and PO respectively.
We can see that these are not expressed in the actual BNF form but a
pseudo-language stating some concepts. The reason is that we are un-
able to specify them precisely because for example, in an actual sentence,
the opinion shifter may be in any form and can appear before or after
N, NE, P, or PO. POSITIVE and NEGATIVE are the final orientations
used to determine the opinions on the aspects in a sentence.

We now define N, NE, P and PO, which contain no opinion shifters.
These opinion expressions are grouped into 6 conceptual categories based
on their characteristics:

1 Opinion word or phrase: This is the most commonly used cate-
gory, in which opinion words or phrases alone can imply positive
or negative opinions on aspects, e.g., “great” in “The picture qual-
ity is great”. These words or phrases are reduced to P and N.

9. P ::= a positive opinion word or phrase
10. N ::= an negative opinion word or phrase

Again, the details of the right-hand-sides are not specified (which
also apply to all the subsequent rules). It is assumed that a set of
positive and negative opinion words/phrases exist for an applica-
tion.

2 Desirable or undesirable fact: In this case, it is a factual statement,
and the description uses no opinion words, but in the context of
the entity, the description implies a positive or negative opinion.
For example, the sentence “After my wife and I slept on it for two
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weeks, I noticed a mountain in the middle of the mattress” indi-
cates a negative opinion about the mattress. However, the word
”mountain” itself does not carry any opinion. Thus, we have the
following two rules:

11. P ::= desirable fact
12. N ::= undesirable fact

3 High, low, increased and decreased quantity of a positive or neg-
ative potential item: For some aspects, a small value/quantity
of them is negative, and a large value/quantity of them is posi-
tive, e.g., “The battery life is short” and “The battery life is long.”
We call such aspects positive potential items (PPI). Here “battery
life” is a positive potential item. For some other aspects, a small
value/quantity of them is positive, and a large value/quantity of
them is negative, e.g., “This phone costs a lot” and “Sony reduced
the price of the camera.” We call such aspects negative potential
items (NPI). “cost” and “price” are negative potential items. Both
positive and negative potential items themselves express no opin-
ions, i.e., “battery life” and “cost”, but when they are modified by
quantity adjectives or quantity change words or phrases, positive
or negative opinions are implied.

13. PO ::= no, low, less or decreased quantity of NPI
14. | large, larger, or increased quantity of PPI
15. NE ::= no, low, less, or decreased quantity of PPI
16. | large, larger, or increased quantity of NPI
17. NPI ::= a negative potential item
18. PPI ::= a positive potential item

4 Decreased and increased quantity of an opinionated item (N and
P): This set of rules is similar to the negation rules 3, 4, 7, and
8 above. Decreasing or increasing the quantity associated with an
opinionated item (often nouns and noun phrases) can change the
orientation of the opinion. For example, in the sentence “This drug
reduced my pain significantly”, “pain” is a negative opinion word,
and the reduction of “pain” indicates a desirable effect of the drug.
Hence, decreased pain implies a positive opinion on the drug. The
concept of decreasing also extends to removal and disappearance,
e.g., “My pain has disappeared after taking the drug.”
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19. PO ::= less or decreased N
20. | more or increased P
21. NE ::= less or decreased P
22. | more or increased N

Rules 20 and 22 may not be needed as there is no change of opinion
orientation, but they can change the opinion intensity. The key
difference between this set of rules and the rules in the previous
category is that no opinion words or phrases are involved in the
previous category.

5 Deviation from the norm or some desired value range: In some
application domains, the value of an aspect may have a desired
range or norm. If it is above or below the normal range, it is
negative, e.g., “This drug causes low (or high) blood pressure” and
“This drug causes my blood pressure to reach 200.” Notice that no
opinion word appeared in these sentences.

23. PO ::= within the desired value range
24. NE ::= above or below the desired value range

6 Producing and consuming resources and wastes: If an entity pro-
duces a lot of resources, it is positive. If it consumes a lot of
resources, it is negative. For example, water is a resource. The
sentence, “This washer uses a lot of water” gives a negative opin-
ion about the washer. Likewise, if an entity produces a lot of
wastes, it is negative. If it consumes a lot of wastes, it is positive.

25. PO ::= produce a large quantity of or more resource
26. | produce no, little or less waste
27. | consume no, little or less resource
28. | consume a large quantity of or more waste
29. NE ::= produce no, little or less resource
30. | produce some or more waste
31. | consume a large quantity of or more resource
32. | consume no, little or less waste

We should note that these rules are not the only rules that govern expres-
sions of positive and negative opinions. With further research, additional
new rules may be discovered.
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5.3 Aspect Extraction

Existing research on aspect extraction (more precisely, aspect expres-
sion extraction) is mainly carried out in online reviews. We thus focus
on reviews here. We describe some unsupervised methods for finding
aspect expressions that are nouns and noun phrases. The first method
is due to [31]. The method consists of two steps:

1 Find frequent nouns and noun phrases. Nouns and noun phrases
(or groups) are identified by a POS tagger. Their occurrence fre-
quencies are counted, and only the frequent ones are kept. A
frequency threshold can be decided experimentally. The reason
for using this approach is that when people comment on differ-
ent aspects of a product, the vocabulary that they use usually
converges. Thus, those nouns that are frequently talked about
are usually genuine and important aspects. Irrelevant contents in
reviews are often diverse, i.e., they are quite different in different
reviews. Hence, those infrequent nouns are likely to be non-aspects
or less important aspects.

2 Find infrequent aspects by exploiting the relationships between
aspects and opinion words. The above step can miss many genuine
aspect expressions which are infrequent. This step tries to find
some of them. The idea is as follows: The same opinion word can
be used to describe or modify different aspects. Opinion words
that modify frequent aspects can also modify infrequent aspects,
and thus can be used to extract infrequent aspects. For example,
“picture” has been found to be a frequent aspect, and we have the
sentence,
“The pictures are absolutely amazing.”
If we know that “amazing” is an opinion word, then “software”
can also be extracted as an aspect from the following sentence,
“The software is amazing.”
because the two sentences follow the same dependency pattern
and “software” in the sentence is also a noun. This idea of using
the modifying relationship of opinion words and aspects to extract
aspects was later generalized to using dependency relations [120],
which was further developed into the double-propagation method
for simultaneously extracting both opinion words and aspects [85].
The double-propagation method will be described in Sect. 5.4.

The precision of step 1 of the above algorithm was improved in [83].
Their algorithm tries to remove those noun phrases that may not be
product aspects/features. It evaluates each noun phrase by computing
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a pointwise mutual information (PMI) score between the phrase and
some meronymy discriminators associated with the product class, e.g.,
a scanner class. The meronymy discriminators for the scanner class are,
“of scanner”, “scanner has”, “scanner comes with”, etc., which are used
to find components or parts of scanners by searching the Web.

PMI(a, d) =
hits(a ∧ d)

hits(a) · hits(d) (13.5)

where a is a candidate aspect identified in step 1 and d is a discriminator.
Web search is used to find the number of hits of individual terms and
also their co-occurrences. The idea of this approach is clear. If the PMI
value of a candidate aspect is too low, it may not be a component of the
product because a and d do not co-occur frequently.

Other related works on aspect extraction use existing knowledge, su-
pervised learning, semi-supervised learning, topic modeling and cluster-
ing. For example, many information extraction techniques can also be
applied, e.g., Conditional Random Fields (CRF) [33, 52], and Hidden
Markov Models (HMM) [22, 34, 35], and sequential rule mining [60].
Wu et al. [111] used dependency tree kernels. Su et al. [92] proposed
a clustering method with mutual reinforcement to identify implicit as-
pects.

Topic modeling methods have also been attempted as an unsupervised
and knowledge-lean approach. Titov and McDonald [99] showed that
global topic models such as LDA (Latent Dirichlet allocation [6]) might
not be suitable for detecting rateable aspects. They proposed multi-grain
topic models to discover local rateable aspects. Here each discovered as-
pect is a unigram language model, i.e., a multinomial distribution over
words. Such a representation is thus not as easy to interpret as aspects
extracted by previous methods, but its advantage is that different words
expressing the same or related aspects (more precisely aspect expres-
sions) can usually be automatically grouped together under the same
aspect. However, Titov and McDonald [99] did not separate aspects and
opinion words in the discovery. Lin and He [57] proposed a joint topic-
sentiment model also by extending LDA, where aspect words and opinion
words were still not explicitly separated. To separate aspects and opin-
ion words using topic models, Mei et al. [67] proposed to use a positive
sentiment model and a negative sentiment model in additional to aspect
models. Brody and Elhadad [10] proposed to first identify aspects using
topic models and then identify aspect-specific opinion words by consid-
ering adjectives only. Zhao et al. [119] proposed a MaxEnt-LDA hybrid
model to jointly discover both aspect words and aspect-specific opinion
words, which can leverage syntactic features to help separate aspects
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and opinion words. Topic modeling based approaches were also used by
Liu et al. [62] and Lu et al. [65].

Another line of work is to associate aspects with opinion/sentiment
ratings. It aims to predict ratings based on learned aspects or jointly
model aspects and ratings. Titov and McDonald [98] proposed a sta-
tistical model that is able to discover aspects from text and to extract
textual evidence from reviews supporting each aspect rating. Lu et al.
[66] defined a problem of rated aspect summarization. They proposed to
use the structured probabilistic latent semantic analysis method to learn
aspects from a bag of phrases, and a local/global method to predict as-
pect ratings. Wang et al. [102] proposed to infer both aspect ratings and
aspect weights at the level of individual reviews based on learned latent
aspects. Jo and Oh [41] proposed an Aspect and Sentiment Unification
Model (ASUM) to model sentiments toward different aspects.

5.4 Simultaneous Opinion Lexicon Expansion
and Aspect Extraction

In [84, 85], a method was proposed to extract both opinion words and
aspects simultaneously by exploiting some syntactic relations of opinion
words and aspects. The method needs only an initial set of opinion word
seeds as the input and no seed aspects are required. It is based on the
observation that opinions almost always have targets. Hence there are
natural relations connecting opinion words and targets in a sentence due
to the fact that opinion words are used to modify targets. Furthermore,
it was found that opinion words have relations among themselves and
so do targets among themselves too. The opinion targets are usually
aspects. Thus, opinion words can be recognized by identified aspects,
and aspects can be identified by known opinion words. The extracted
opinion words and aspects are utilized to identify new opinion words and
new aspects, which are used again to extract more opinion words and
aspects. This propagation or bootstrapping process ends when no more
opinion words or aspects can be found. As the process involves prop-
agation through both opinion words and aspects, the method is called
double propagation. Extraction rules are designed based on different re-
lations between opinion words and aspects, and also opinion words and
aspects themselves. Specifically, four subtasks are performed:

1 extracting aspects using opinion words;

2 extracting aspects using the extracted aspects;

3 extracting opinion words using the extracted aspects;
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4 extracting opinion words using both the given and the extracted
opinion words.

Dependency grammar [97] was adopted to describe the relations. The
algorithm uses only a simple type of dependencies called direct depen-
dencies to model the relations. A direct dependency indicates that one
word depends on the other word without any additional words in their
dependency path or they both depend on a third word directly. Some
constraints are also imposed. Opinion words are considered to be adjec-
tives and aspects nouns or noun phrases.

For example, in an opinion sentence “Canon G3 produces great pic-
tures”, the adjective “great” is parsed as directly depending on the noun
“pictures” through relation mod. If we know “great” is an opinion word
and are given the rule ‘a noun on which an opinion word directly de-
pends through mod is taken as an aspect’, we can extract “pictures” as
an aspect. Similarly, if we know “pictures” is an aspect, we can extract
“great” as an opinion word using a similar rule.

6. Mining Comparative Opinions

Directly or indirectly expressing positive or negative opinions about
an entity and its aspects is only one form of evaluation. Comparing
the entity with some other similar entities is another. Comparisons are
related to but are also quite different from regular opinions. They not
only have different semantic meanings, but also different syntactic forms.
For example, a typical regular opinion sentence is “The picture quality of
this camera is great”, and a typical comparative sentence is “The picture
quality of Camera-x is better than that of Camera-y.” This section first
defines the problem, and then presents some existing methods to solve
it [15, 18, 24, 37].

In general, a comparative sentence expresses a relation based on simi-
larities or differences of more than one entity. The comparison is usually
conveyed using the comparative or superlative form of an adjective or
adverb. A comparative sentence typically states that one entity has
more or less of a certain attribute than another entity. A superlative
sentence typically states that one entity has the most or least of a cer-
tain attribute among a set of similar entities. In general, a comparison
can be between two or more entities, groups of entities, and one entity
and the rest of the entities. It can also be between an entity and its
previous versions.

Two types of comparatives: In English, comparatives are usually
formed by adding the suffix -er and superlatives are formed by adding
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the suffix -est to their base adjectives and adverbs. For example, in “The
battery life of Camera-x is longer than that of Camera-y”, “longer” is
the comparative form of the adjective “long”. In “The battery life of
this camera is the longest”, “longest” is the superlative form of the ad-
jective “long”. We call this type of comparatives and superlatives as
Type 1 comparatives and superlatives. Note that for simplicity, we often
use comparative to mean both comparative and superlative if superlative
is not explicitly stated.

Adjectives and adverbs with two syllables or more and not ending in
y do not form comparatives or superlatives by adding -er or -est. In-
stead, more, most, less and least are used before such words, e.g., more
beautiful. We call this type of comparatives and superlatives as Type 2
comparatives and superlatives. Both Type 1 and Type 2 are called reg-
ular comparatives and superlatives. In English, there are also irregular
comparatives and superlatives, i.e., more, most, less, least, better, best,
worse, worst, further/farther and furthest/farthest, which do not follow
the above rules. However, they behave similarly to Type 1 comparatives
and are thus grouped under Type 1.

Apart from these standard comparatives and superlatives, many other
words or phrases can also be used to express comparisons, e.g., prefer
and superior. For example, the sentence, “Camera-x’s quality is supe-
rior to Camera-y”, says that “Camera-x is better or preferred.” In [36],
Jindal and Liu identified a list of such words. Since these words behave
similarly to Type 1 comparatives, they are also grouped under Type 1.

Types of comparative relations: Comparative relations or compar-
isons can be grouped into four main types. The first three types are
called the gradable comparisons and the last one the non-gradable com-
parisons.

1 Non-equal gradable comparisons: Relations of the type greater or
less than that express an ordering of some entities with regard to
some of their shared aspects, e.g., “The Intel chip is faster than
that of AMD”. This type also includes user preferences, e.g., “I
prefer Intel to AMD”.

2 Equative comparisons: Relations of the type equal to that state
two or more entities are equal with regard to some of their shared
aspects, e.g., “The performance of Car-x is about the same as that
of Car-y.”

3 Superlative comparisons: Relations of the type greater or less than
all others that rank one entity over all others, e.g., “The Intel chip
is the fastest”.
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4 Non-gradable comparisons: Relations that compare aspects of two
or more entities, but do not grade them. There are three main
sub-types:

Entity A is similar to or different from entity B with regard
to some of their shared aspects, e.g., “Coke tastes differently
from Pepsi.”

Entity A has aspect a1, and entity B has aspect a2 (a1 and
a2 are usually substitutable), e.g., “Desktop PCs use external
speakers but laptops use internal speakers.”

Entity A has aspect a, but entity B does not have, e.g.,
“Phone-x has an earphone, but Phone-y does not have.”

Comparative words used in non-equal gradable comparisons can
be further categorized into two groups according to whether they
express increased or decreased quantities, which are useful in opin-
ion analysis.
• Increasing comparatives: Such a comparative expresses an in-
creased quantity, e.g., more and longer.
• Decreasing comparatives: Such a comparative expresses a de-
creased quantity, e.g., less and fewer.

Objective of mining comparative opinions: Given a collec-
tion of opinionated documents D, discover in D all comparative
opinion sextuples of the form (E1, E2, A, PE, h, t), where E1 and
E2 are the entity sets being compared based on their shared as-
pects A (entities in E1 appear before entities in E2 in the sentence),
PE(∈ {E1, E2}) is the preferred entity set of the opinion holder
h, and t is the time when the comparative opinion is expressed.

Example 13.11 Consider the comparative sentence “Canon’s optics is
better than those of Sony and Nikon.” written by John in 2010. The
extracted comparative opinion is:
({Canon}, {Sony, Nikon}, {optics}, preferred: {Canon}, John, 2010)
The entity set E1 is {Canon}, the entity set E2 is {Sony, Nikon}, their
shared aspect set A being compared is {optics}, the preferred entity set
is {Canon}, the opinion holder h is John and the time t when this com-
parative opinion was written is 2010.

To mine comparative opinions, the tasks of extracting entities, aspects,
opinion holders and times are the same as those for mining regular opin-
ions. In [37], a method based on label sequential rules (LSR) is proposed
to extract entities and aspects that are compared. A similar approach
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is described in [54] for extracting the compared entities. Clearly, the
approaches discussed in previous sections are applicable as well, and so
are many other information extraction methods. See [37, 24, 18] for
some existing methods for performing sentiment analysis of compara-
tive sentences, i.e., identifying comparative sentences and identifying
the preferred entity set.

7. Some Other Problems

Besides the problems discussed in previous sections, there are many
other challenges in opinion mining. This section gives an introduction to
some of them. As we will see, most of these problems are related to their
general problems that have been studied before but the opinion text pro-
vides more clues for their solutions and also has additional requirements.

Entity, opinion holder, and time extraction: In some applications,
it is useful to identify and extract entities, opinion holders, and the times
when opinions are given. These extraction tasks are collectively called
Named Entity Recognition (NER). They have been studied extensively
in the literature.

In the case of social media on the Web, the opinion holders are often
the authors of the discussion postings, bloggers, or reviewers, whose
login ids are known although their true identities in the real world may
be unknown. The date and time when an opinion is submitted are also
known and displayed on the page, so their extraction is easy [59].

For entity name extraction, there is a difference from NER. In a typi-
cal opinion mining application, the user wants to find opinions on some
competing entities, e.g., competing products or brands. However, he/she
often can only provide a few names because there are so many dif-
ferent brands and models. Furthermore, Web users also write names
of the same product brands in many ways. For example, “Motorola”
may be written as “Moto” or “Mot”, and “Samsung” may be written as
“Sammy”. Product model names have even more variations. It is thus
important for a system to automatically discover them from a relevant
corpus. The key requirement is that the discovered entities must be of
the same type as entities provided by the user (e.g., phone brands and
models). In [55], this problem was modeled as a set expansion problem
[25, 79], which expands a set of given seed entities (e.g., product names).
Formally, the problem is stated as follows: Given a set Q of seed entities
of a particular class C, and a set D of candidate entities, we wish to
determine which of the entities in D belong to C. That is, we “grow”
the class C based on the set of seed examples Q. Although this is a
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classification problem, in practice, the problem is often solved as a rank-
ing problem, i.e., to rank the entities in D based on their likelihoods of
belonging to C. It was shown that learning from positive and unlabeled
examples provides a more effective method than the traditional distri-
butional similarity methods [53, 79] and the machine learning technique
Bayesian Sets [25] which was designed specifically for set expansion.

Objective expressions implying sentiments: Much of the research
on sentiment analysis focuses on subjective sentences, which are regarded
as opinion bearing. However, many objective sentences can bear opin-
ions as well. For example, in a mattress review, the sentence “Within a
month, a valley formed in the middle of the mattress” is not a subjective
sentence, but an objective sentence. However, it implies a negative opin-
ion about the mattress. Specifically, “valley” in this context indicates the
quality of the mattress (a product aspect) and implies a negative opinion.
Objective words (or sentences) that imply opinions are very difficult to
recognize because their recognition typically requires the commonsense
or world knowledge of the application domain. In [116], a method was
proposed to deal with the problem of product aspects which are nouns
and imply opinions using a large corpus. Our experimental results show
some promising results. However, the accuracy is still low, and much
further research is still needed.

Grouping aspect expressions indicating the same aspects: It
is common that people use different words or phrases (which are called
aspect expressions in Sect. 1) to describe the same aspect. For example,
photo and picture refer to the same aspect in digital camera reviews.
Identifying and grouping aspect expressions indicating the same aspect
are essential for applications. Although WordNet [69] and other the-
saurus dictionaries help to some extent, they are far from sufficient due
to the fact that many synonyms are domain dependent. For example,
picture and movie are synonyms in movie reviews, but they are not syn-
onyms in digital camera reviews as picture is more related to photo while
movie refers to video. It is also important to note that although most as-
pect expressions of an aspect are domain synonyms, they are not always
synonyms. For example, “expensive” and “cheap” can both indicate the
aspect price but they are not synonyms of price.

Carenini et al [12] proposed the first method to solve this problem
in the context of opinion mining. Their method is based on several
similarity metrics defined using string similarity, synonyms and distances
measured using WordNet. It requires a taxonomy of aspects to be given
for a particular domain. The algorithm merges each discovered aspect
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expression to an aspect node in the taxonomy. Experiments based on
digital camera and DVD reviews showed promising results.

In [114], Zhai et al. proposed a semi-supervised learning method to
group aspect expressions into the user specified aspect groups. Each
group represents a specific aspect. To reflect the user needs, he/she first
manually labels a small number of seeds for each group. The system
then assigns the rest of the discovered aspect expressions to suitable
groups using semi-supervised learning based on labeled seeds and unla-
beled examples. The method used the Expectation-Maximization (EM)
algorithm. Two pieces of prior knowledge were used to provide a better
initialization for EM, i.e., (1) aspect expressions sharing some common
words are likely to belong to the same group, and (2) aspect expressions
that are synonyms in a dictionary are likely to belong to the same group.

Mapping implicit aspect expressions to aspects: There are many
types of implicit aspect expressions. Adjectives are perhaps the most
common type. Many adjectives modify or describe some specific at-
tributes or properties of entities. For example, the adjective ”heavy”
usually describes the aspect weight of an entity. ”Beautiful” is normally
used to describe (positively) the aspect look or appearance of an entity.
By no means, however, does this say that these adjectives only describe
such aspects. Their exact meanings can be domain dependent. For ex-
ample, “heavy” in the sentence “the traffic is heavy” does not describe
the weight of the traffic. One way to map implicit aspect expressions to
aspects is to manually compile a list of such mappings during training
data annotation, which can then be used in the same domain in the fu-
ture. However, we should note that some implicit aspect expressions are
very difficult to extract and to map, e.g., “fit in pockets” in the sentence
“This phone will not easily fit in pockets”.

Coreference resolution: This problem has been extensively studied
in the NLP community. However, the sentiment analysis context has
additional needs. In [16], the problem of entity and aspect coreference
resolution was proposed. It determines which mentions of entities and/or
aspects refer to the same entities. The key interesting points were the
design and testing of two opinion-related features for machine learning.
The first feature is based on opinion analysis of regular sentences and
comparative sentences, and the idea of sentiment consistency. For exam-
ple, we have the sentences, “The Sony camera is better than the Canon
camera. It is cheap too.” It is clear that “It” means “Sony” because
in the first sentence, the opinion about “Sony” is positive (comparative
positive), but it is negative (comparative negative) about “Canon”, and
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the second sentence is positive. Thus, we can conclude that “It” refers
to “Sony” because people usually express sentiments in a consistent way.
It is unlikely that “It” refers to “Canon”. As we can see, to obtain this
feature, the system needs to have the ability to determine positive and
negative opinions expressed in regular and comparative sentences.

The second feature considers what entities and aspects are modified
by what opinion words. Consider these sentences, “The picture quality
of the Canon camera is very good. It is not expensive either.” The ques-
tion is what “It” refers to, “Canon camera” or “picture quality”. Clearly,
we know that “It” refers to “Canon camera” because “picture quality”
cannot be expensive. To obtain this feature, the system needs to identify
what opinion words are usually associated with what entities or aspects,
which means that the system needs to discover such relationships from
the corpus. These two features can boost the coreference resolution ac-
curacy.

Cross lingual opinion mining: This research involves opinion mining
for a language corpus based on the corpora from other languages. It is
needed in following scenarios. Firstly, there are many English sentiment
corpora on the Web nowadays, but for other languages (e.g. Chinese),
the annotated sentiment corpora are limited [101]. And it is not a triv-
ial task to label them manually. Utilizing English corpora for opinion
mining in Chinese can relieve the labeling burden. Secondly, there are
many situations where opinion mining results need to be multilanguage-
comparable. For example, global companies need to analyze customer
feedback for their products and services from many countries in differ-
ent languages [47]. Thus, cross-lingual opinion mining is necessary. The
basic idea of the current research is to utilize available language cor-
pora to train sentiment classifiers for the target language data. Machine
translation is typically used [3, 8, 27, 47, 101].

8. Opinion Spam Detection

It has become a common practice for people to find and to read opin-
ions on the Web for many purposes. For example, if one wants to buy
a product, one typically goes to a merchant or review site (e.g., ama-
zon.com) to read some reviews of existing users of the product. If one
sees many positive reviews of the product, one is very likely to buy the
product. However, if one sees many negative reviews, he/she will most
likely choose another product. Positive opinions can result in significant
financial gains and/or fames for organizations and individuals. This,
unfortunately, gives good incentives for opinion spam, which refers to
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human activities (e.g., write spam reviews) that try to deliberately mis-
lead readers or automated opinion mining systems by giving undeserving
positive opinions to some target entities in order to promote the entities
and/or by giving unjust or false negative opinions to some other entities
in order to damage their reputation. Such opinions are also called fake
opinions, bogus opinions, or fake reviews. The problem of detecting fake
or spam opinions was introduced by Jindal and Liu in [38, 39].

Individual Spammers and Group Spammers: A spammer may
act individually (e.g., the author of a book) or as a member of a group
(e.g., a group of employees of a company).

Individual spammers: In this case, a spammer, who does not work with
anyone else, writes spam reviews. The spammer may register at a re-
view site as a single user, or as many fake users using different user-ids.
He/she can also register at multiple review sites and write spam re-
views.
Group spammers: A group of spammers works together to promote a
target entity and/or to damage the reputation of another. They may
also register at multiple sites and spam on these sites. Group spam can
be very damaging because they may take control of the sentiment on a
product and completely mislead potential customers.

8.1 Spam Detection Based on Supervised
Learning

In general, spam detection can be formulated as a classification prob-
lem with two classes, spam and non-spam. However, manually labeling
the training data for learning is very hard, if not impossible. The prob-
lem is that identifying spam reviews by simply reading the reviews is
extremely difficult because a spammer can carefully craft a spam review
that is just like any innocent review.

Since manually labeling training data is hard, other ways have to be
explored in order to find training examples for detecting possible fake
reviews. In [38], it exploited duplicate reviews. In their study of 5.8
million reviews, 2.14 million reviewers and 6.7 million products from
amazon.com, a large number of duplicate and near-duplicate reviews
were found. Certain types of duplicate and near-duplicate reviews were
regarded as spam reviews, and the rest of the reviews as non-spam re-
views.

In [38, 39], three sets of features were identified for learning:
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1 Review centric features: These are features about the content of
reviews. Example features include actual words in a review, the
number of times that brand names are mentioned, the percentage
of opinion words, the review length, and the number of helpful
feedbacks.

2 Reviewer centric features: These are features about each reviewer.
Example features include the average rating given by the reviewer,
the standard deviation in rating, the ratio of the number of reviews
that the reviewer wrote which were the first reviews of the products
to the total number of reviews that he/she wrote, and the ratio of
the number of cases in which he/she was the only reviewer.

3 Product centric features: These are features about each product.
Example features include the price of the product, the sales rank of
the product (amazon.com assigns sales rank to ‘now selling prod-
ucts’ according to their sales volumes), the average review rating of
the product, and the standard deviation in ratings of the reviews
for the product.

Logistic regression was used for model building. Experimental results
showed some interesting results.

8.2 Spam Detection Based on Abnormal
Behaviors

Due to the difficulty of manually labeling training data, treating opin-
ion spam detection as a supervised learning problem is problematic be-
cause many non-duplicated reviews can be spam too. Here, we describe
two techniques that try to identify atypical behaviors of reviewers for
detecting spammers. For example, if a reviewer wrote all negative re-
views for a brand but other reviewers were all positive about the brand,
then this reviewer is naturally a spam suspect.

The first technique [56] identifies several unusual reviewer behavior
models based on different review patterns that suggest spamming. Each
model assigns a numeric spamming behavior score to a reviewer by mea-
suring the extent to which the reviewer practices spamming behavior of
the type. All the scores are then combined to produce a final spam score
for each reviewer.

The second technique [40] identifies unusual reviewer behavior pat-
terns via unexpected rule discovery. This approach formulates the prob-
lem as finding unexpected class association rules [59] from data. Four
types of unexpected rules are found based on four unexpectedness defi-
nitions. Below, an example behavior is given for each type of unexpect-
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edness definition. Their detailed definitions for these types of unexpect-
edness are involved [40]. Below, we briefly introduce them by giving an
example behavior for each unexpectedness.

Confidence Unexpectedness: Using this measure, we can find
reviewers who give all high ratings to products of a brand, but
most other reviewers are generally negative about the brand.

Support Unexpectedness: Using this measure, we can find re-
viewers who write multiple reviews for a single product, while other
reviewers only write one review.

Attribute Distribution Unexpectedness: Using this measure,
we can find that most positive reviews for a brand of products
are from only one reviewer although there are a large number of
reviewers who have reviewed the products of the brand.

Attribute Unexpectedness: Using this measure, we can find
reviewers who write only positive reviews to one brand, and only
negative reviews to another brand.

Experimental results of both papers [40, 56] using amazon.com reviews
showed that many spammers can be detected based on their behaviors.

8.3 Group Spam Detection

A group spam detection algorithm was reported in [72]. It finds groups
of spammers who work together to promote or demote some products.
The method works in two steps:

1 Frequent pattern mining: First, it extracts the review data
to produce a set of transactions. Each transaction represents a
unique product and consists of all the reviewers (their ids) who
have reviewed that product. Using all the transactions, it per-
forms frequent pattern mining. The patterns thus give us a set of
candidate groups who might have spammed together. The reason
for using frequent pattern mining is as follows: If a group of re-
viewers who only worked together once to promote or to demote
a single product, it can be hard to detect based on their collec-
tive or group behavior. However, these fake reviewers (especially
those who get paid to write) cannot be just writing one review
for a single product because they would not make enough money
that way. Instead, they work on many products, i.e., write many
reviews about many products, which unfortunately also give them
away. Frequent pattern mining can be used to find them working
together on multiple products.
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2 Rank groups based on a set of group spam indicators: The
groups discovered in step 1 may not all be spammer groups. Many
of the reviewers are grouped together in pattern mining simply
due to chance. Then, this step first uses a set of indicators to
catch different types of unusual group behaviors. These indicators
including writing reviews together in a short time window, writing
reviews right after the product launch, group content similarity,
group rating deviation, etc (see [72] for details). It then ranks the
discovered groups from step 1 based on their indicator values using
SVM rank (also called Ranking SVM) [42].

9. Utility of Reviews

A related problem that has also been studied in the past few years is
the determination of the usefulness, helpfulness or utility of each review
[26, 50, 61, 118, 64, 70, 117]. This is a meaningful task as it is desir-
able to rank reviews based on utilities or qualities when showing reviews
to the user, with the most useful reviews first. In fact, many review
aggregation sites have been practicing this for years. They obtain the
helpfulness or utility score of each review by asking readers to provide
helpfulness feedbacks to each review. For example, in amazon.com, the
reader can indicate whether he/she finds a review helpful by responding
to the question “Was the review helpful to you?” just below each review.
The feedback results from all those responded are then aggregated and
displayed right before each review, e.g., “15 of 16 people found the fol-
lowing review helpful”. Although most review sites already provide the
service, automatically determining the quality of a review is still useful
because many reviews have few or no feedbacks. This is especially true
for new reviews.

Determining the utility of reviews is usually formulated as a regression
problem. The learned model assigns a utility value to each review, which
can be used in review ranking. In this area of research, the ground truth
data used for both training and testing are usually the user-helpfulness
feedback given to each review, which as we discussed above is provided
for each review at many review sites. So unlike fake review detection,
the training and testing data here is not an issue.

Researchers have used many types of features for model building.
Example features include review length, review rating (the number of
stars), counts of some specific POS tags, opinion words, tf-idf weighting
scores, wh-words, product attribute mentions, comparison with prod-
uct specifications, comparison with editorial reviews, and many more.
Subjectivity classification was also applied in [26]. In [61], Liu et al.
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formulated the problem slightly differently. They made it a binary clas-
sification problem. Instead of using the original helpfulness feedback
as the target or dependent variable, they performed manual annotation
based on whether the review evaluates many product aspects or not.

Finally, we should note that review utility regression/classification
and review spam detections are different concepts. Not-helpful or low
quality reviews are not necessarily fake reviews or spam, and helpful
reviews may not be non-spam. A user often determines whether a review
is helpful or not based on whether the review expresses opinions on
many aspects of the product. A spammer can satisfy this requirement
by carefully crafting a review that is just like a normal helpful review.
Using the number of helpful feedbacks to define review quality is also
problematic because user feedbacks can be spammed too. Feedback
spam is a sub-problem of click fraud in search advertising, where a person
or robot clicks on some online advertisements to give the impression of
real customer clicks. Here, a robot or a human spammer can also click
on helpfulness feedback button to increase the helpfulness of a review.
Another important point is that a low quality review is still a valid
review and should not be discarded, but a spam review is untruthful
and/or malicious and should be removed once detected.

10. Conclusions

This chapter introduced and surveyed the field of sentiment analysis
and opinion mining. Due to many challenging research problems and a
wide variety of practical applications, it has been a very active research
area in recent years. In fact, it has spread from computer science to
management science. This chapter first presented an abstract model of
sentiment analysis, which formulated the problem and provided a com-
mon framework to unify different research directions. It then discussed
the most widely studied topic of sentiment and subjectivity classification,
which determines whether a document or sentence is opinionated, and if
so whether it carries a positive or negative opinion. We then described
aspect-based sentiment analysis which exploits the full power of the ab-
stract model. After that we briefly introduced the problem of analyzing
comparative sentences. Last but not least, we discussed opinion spam,
which is increasingly becoming an important issue as more and more
people are relying on opinions on the Web for decision making. Several
initial algorithms were described. Finally, we conclude the chapter by
saying that all the sentiment analysis tasks are very challenging. Our
understanding and knowledge of the problem and its solution are still
limited. The main reason is that it is a natural language processing task,
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and natural language processing has no easy problems. However, many
significant progresses have been made. This is evident from the large
number of start-up companies that offer sentiment analysis or opinion
mining services. There is a real and huge need in the industry for such
services because every company wants to know how consumers perceive
their products and services and those of their competitors. These prac-
tical needs and the technical challenges will keep the field vibrant and
lively for years to come.
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Abstract The biomedical community makes extensive use of text mining tech-
nology. In the past several years, enormous progress has been made
in developing tools and methods, and the community has been witness
to some exciting developments. Although the state of the community
is regularly reviewed, the sheer volume of work related to biomedical
text mining and the rapid pace in which progress continues to be made
make this a worthwhile, if not necessary, endeavor. This chapter pro-
vides a brief overview of the current state of text mining in the biomed-
ical domain. Emphasis is placed on the resources and tools available
to biomedical researchers and practitioners, as well as the major text
mining tasks of interest to the community. These tasks include the
recognition of explicit facts from biomedical literature, the discovery
of previously unknown or implicit facts, document summarization, and
question answering. For each topic, its basic challenges and methods
are outlined and recent and influential work is reviewed.
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1. Introduction

The state of biomedical text mining is reviewed relatively regularly. The
recent surveys [238, 237], special journal issues [85, 29], and books [12]
in this area indicate that general-purpose text and data mining tools are
not well-suited for the biomedical domain because it is highly specialized.

Despite the restricted nature of the domain, biomedical text mining
is of interest not only to researchers but to the general public as well
(perhaps unbeknownst to them). The recent biomedical advances that
have prevented or altered the course of many diseases are undoubtedly
valued by all. Progress in biomedicine is attributable to advances in the
understanding of disease mechanisms and the societal and commercial
value of researching these mechanisms as well as the approaches for the
prevention and cure of diseases.

Biomedical text mining holds the promise of, and in some cases deliv-
ers a reduction in cost and an acceleration of discovery, providing timely
access to needed facts and explicit and implicit associations among facts.

Due to the specific goals of biomedical text mining, biologists and clin-
icians are better positioned to define useful text mining tasks. Cohen
and Hunter [33] note that the most fruitful approaches to biomedical text
mining will combine the efforts and leverage the abilities of both biolo-
gists and computational linguists. Biologists and clinicians will leverage
their ability to focus on specific tasks and experience in using the un-
paralleled publicly available domain-specific knowledge sources whereas
text mining specialists will provide system components and design and
evaluate methods.

The sheer size of the so-called bibliome (the entirety of the texts rel-
evant to biology and medicine) dictates a stepwise approach to biomed-
ical text mining. The goal of the first step is to reduce the set of text
documents to be mined. This reduction is most commonly achieved
using domain-specific information retrieval approaches, as described in
Information Retrieval: A Health and Biomedical Perspective [65]. Al-
ternatively, document sets can be selected using clustering and classifi-
cation [98, 177, 22]. As discussed later in this chapter, the meaning and
grammar of biomedical texts are so intertwined that all surveys dedicate
a section to natural language preprocessing and grammatical analysis.
However, this chapter presents these methods (e.g., tokenization, part-
of-speech tagging, parsing, etc.) as needed to describe the reviewed text
mining approaches.

This survey of recent advances in biomedical text mining begins with
a discussion of the resources available for mining the biomedical liter-
ature. It then proceeds to describe the basic tasks of named entity
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recognition and relation and event extraction. The more complex tasks
of summarization, question answering, and literature based discovery are
described thereafter. The chapter concludes with a discussion of open
tasks and potentially high-impact avenues for further development of the
domain.

2. Resources for Biomedical Text Mining

The primary resource for biomedical text mining is obviously text, and
this section introduces some widely-used text collections in the biomedi-
cal domain. Although text mining does not require the use of specialized
or annotated corpora, manually annotated collections are often more use-
ful than the original texts alone. For example, the original conception
of literature-based discovery [189] was facilitated by the use of Medi-
cal Subject Headings (MeSH R©), which are controlled vocabulary terms
added to bibliographic citations during the process of MEDLINE R© in-
dexing. With the growth of publicly available annotated collections,
the biomedical language processing community has begun focusing on
common interchangeable annotation formats, guidelines, and standards,
which this section also discusses. After describing these resources, the
section concludes with a description of equally important lexical and
knowledge-based repositories, widely-used biomedical text mining tools
and frameworks, and registries that provide overviews and links to text
collections and other resources.

2.1 Corpora

Whether text mining is viewed in the strict sense of discovery or in
the broader sense that includes all text processing and retrieval steps
leading towards discovery, MEDLINE was the first—and remains the
primary—resource in biomedical text mining. The MEDLINE database
contains bibliographic references to journal articles in the life sciences
with a concentration on biomedicine, and it is maintained by the U. S.
National Library of Medicine R© (NLM R©). The 2011 MEDLINE contains
over 18 million references published from 1946 to the present in over
5,500 journals worldwide.

Abstracts of biomedical literature can be obtained in a variety of dif-
ferent ways. For text mining purposes, MEDLINE/PubMed R© records
can be downloaded using the Entrez Programming Utilities [131]. Al-
ternatively, subsets of MEDLINE citations can be obtained from the
archives of community-wide evaluations that use MEDLINE, as well as
individual research groups that share their annotations. Such collec-
tions include the historic OHSUMED [200] set containing all MEDLINE
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citations in 270 medical journals published over a five-year period (1987–
1991) and a more recent set of TREC Genomics Track data [201] that
contains ten years of MEDLINE citations (1994–2003). Stand-off anno-
tations supporting information retrieval relevance, document classifica-
tion, and question answering are available for portions of these collec-
tions. Whereas TREC collections provide access to MEDLINE spans
over a given time period, other collections are task-oriented. For exam-
ple, the GENIA corpus [90] contains 1,999 MEDLINE abstracts retrieved
using the MeSH terms “human,” “blood cells,” and “transcription fac-
tors.” The GENIA corpus is currently the most thoroughly annotated
collection of MEDLINE abstracts. It is annotated for part-of-speech,
syntax, coreference, biomedical concepts and events, cellular localiza-
tion, disease-gene associations, and pathways. In addition, the GENIA
corpus is one of the three constituents of the BioScope corpus [217],
which provides GENIA MEDLINE abstracts, five full-text articles, and
a collection of radiology reports annotated with negation and modality
cues as well as scope. Other topically-annotated collections of MED-
LINE abstracts include the earlier BioCreAtIve collections [69, 97] and
the PennBioIE corpus [105, 106]. The PennBioIE corpus contains 1100
abstracts for cytochrome P-450 enzymes and 1157 oncology abstracts
with annotations for paragraphs, sentences, tokens, parts-of-speech, syn-
tax, and biomedical entities. Finally, the Collaborative Annotation of a
Large Biomedical Corpus (CALBC) initiative [26] has proposed the cre-
ation of a “silver standard” corpus that contains MEDLINE abstracts
that have been automatically annotated with biomedical entities by the
initiative participants. This corpus has just recently become publicly
available.

Being informative and undoubtedly useful for text mining, MEDLINE
abstracts do not contain all the information presented in full-text arti-
cles. Some information (e.g., the exact settings of an experiment or the
discussion of the results) is almost exclusively contained in the body of
an article. The promise of a qualitative increase in the amount of useful
information brought about several full-text collections. For example, the
TREC Genomics Track dataset contains about 160,000 full-text articles
from about 49 genomics-related journals, which were obtained in HTML
format from the Highwire Press [66] electronic distribution of the jour-
nals. Another collection of full-text articles annotated with relevance
to patients’ case descriptions was developed in the ImageCLEF evalua-
tions [127, 84]. The Colorado Richly Annotated Full Text Corpus [38]
adds to the growing body of semantically and syntactically annotated
full text collections (including the full-text portion of the BioScope col-
lection mentioned above). Finally, the largest publicly available source
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of original, full-text articles is the Open Access subset of PubMed Cen-
tral [154].

With the growing interest in clinical text mining and biosurveillance,
several public collections of clinical text have recently become available.
These collections include reports in the Multiparameter Intelligent Mon-
itoring in Intensive Care (MIMIC II) database [171], the Pittsburgh col-
lection of clinical reports [211], and the annotated i2b2 collections [214,
213, 215, 216]. Several recent studies used the Web (i.e, Twitter and
health-related blogs and community sites) as a corpus, but it is not
clear if the collections created for these studies are publicly available or
not.

2.2 Annotation

The annotation of biomedical text adds information to a document col-
lection that can later be exploited for text mining purposes. In general,
document annotation in the biomedical domain follows the principles
set forth in open-domain natural language processing (NLP) by adding
annotations at multiple levels of linguistic analysis. The various aspects
involve grammatical (including morphological and syntactical), seman-
tic, and pragmatic annotations [103]. Grammar and meaning are so
intertwined that most annotation efforts combine the two. For example,
corpus creators might decide to annotate named entities of interest only
in noun phrases. As an alternative, Wilbur et al. [222] focus on annotat-
ing the “information-bearing fragments within scientific text” without
specifying any grammar restrictions. The authors define the following
five annotation axes: Focus, Polarity, Certainty, Evidence, and Direc-
tion. These classes are primarily used at the sentence level, and sen-
tences may be broken as needed if a change in one of the annotations
aspects is detected. However, even meaning-centric annotations cannot
be completely grammar-free. For example, one of the clues for annotat-
ing fragments as Evidence is a past tense verb indicating an observation
or finding. The guidelines published by the authors [178] are a good
starting point for developing other text-mining annotation guidelines in
the biomedical domain.

There are three approaches to the annotation of biomedical text.
These methods include (1) a complete manual annotation that is based
on annotators’ knowledge; (2) an assisted annotation, in which the out-
put of an annotation tool is manually corrected; and (3) an ontology-
based annotation—either manual or assisted—in which only terms and
relations present in an existing knowledge source are annotated. Each
of these approaches has its strengths and weaknesses. For example, an
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assisted annotation is usually more consistent, but it may be biased.
Similarly, an ontology-based annotation will likely be biased towards
known facts. Having more than one annotator for each text document
and having various annotator groups can compensate for such biases [15].

In addition to generic information extraction tools that can be used
to assist in annotation (described below), several text mining tools have
been developed to specifically support the annotation process. Exam-
ples of widely-used tools for annotating biomedical text include Knowta-
tor [140] and eHOST (Extensible Human Oracle Suite of Tools) [48], the
later of which is increasingly used for the annotation of clinical text. In
order for such tools to be useful, they must be easy to use, support var-
ious annotation types, and allow collaborative annotation, among other
factors [115, 47].

2.3 Knowledge Sources

The biomedical domain offers a rich set of knowledge sources support-
ing text mining applications. The Unified Medical Language System R©

(UMLS R©) [111], a compendium of controlled vocabularies that is main-
tained by NLM, is the most comprehensive resource, unifying over 100
dictionaries, terminologies, and ontologies in its Metathesaurus. It also
provides a semantic network that represents relations between Metathe-
saurus entries, a lexicon that contains lexicographic information about
biomedical terms and common English words, and a set of lexical tools.
Overall, NLM provides over 200 knowledge sources and tools that can
be used for text mining [210]. Other sets of ontologies are maintained
by collaborative effort in the OBO Foundry [143] and the National Cen-
ter for Biomedical Ontology (NCBO) [129]. The NCBO ontologies are
accessed and shared through BioPortal [130]. Other major centers that
maintain specialized resources for biomedical text mining include the
British National Centre for Text Mining [132] and the European Bioin-
formatics Institute [52].

In addition to these broad-coverage resources, the biomedical domain
offers in-depth knowledge sources focused on specific subdomains of
biomedicine. For example, the Pharmacogenomics Knowledge Base [152]
is a collection of scientific publications annotated with primary genotype
and phenotype data, gene variants, and gene-drug-disease relationships.
The annotations are downloadable for individual research purposes. An-
other specialized source, the Neuroscience Information Framework [134],
includes an ontology covering brain anatomy, cells, organisms, diseases,
techniques, and other areas of neuroscience.
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The best knowledge source for a given text mining task is determined
by the nature of the problem at hand. For example, mining the scientific
literature for relations between genes, diseases, and drugs first requires
recognizing instances of these entities. To aid in this task, a researcher
might rely on knowledge of the terms’ corresponding semantic types in
the UMLS or instead may chose to use individual knowledge sources,
such as the Gene Ontology [16], SNOMED Clinical Terms R© [188], or
the FDA Approved Drug Products with Therapeutic Equivalence Eval-
uations (Orange Book) [209]. Approaches to the various text mining
tasks in the biomedical domain make extensive use of the resources de-
scribed in this section and sometimes derive meta-resources for a specific
task. For example, Rinaldi et al. [163] define several entity types needed
for mining the literature for protein interactions (protein/gene names,
chemical compounds, cell lines, etc.) and then automatically aggregate
terms extracted from curated resources such as the UMLS, Affymetrix
identifiers for micro array probes, organism databases, and others into
a list of 2,347,734 terms.

2.4 Supporting Tools

The variety and purpose of the tools supporting biomedical text mining
echoes that of the knowledge sources described above. The following
discussion of text mining tools omits applications described in recent
surveys and instead focuses on the basic, widely used tools for identifying
named entities and relations and the platforms that allow building text
mining pipelines.

The most widely used tool for named entity recognition that is based
upon the UMLS is MetaMap [14]. MetaMap is a highly configurable
application that identifies UMLS Metathesaurus concepts in free text.
Because MetaMap provides a wide range of configuration options and
relies on the entire UMLS Metathesaurus, it is not easy to determine the
best configuration for a given task. However, exploring the options using
the interactive MetaMap website may aid with such choices. MetaMap,
which was provided as service until recently, is now open source and
available for download. Two statistical tools widely used for biological
named entity recognition are ABNER [176] and BANNER [101]. Both
ABNER and BANNER are based on conditional random fields and rely
on a wide array of features. Unlike ABNER, BANNER avoids seman-
tic features, but it uses syntactic features. Both systems exploit such
domain-specific language characteristics as capitalization, word shapes,
prefixes, suffixes, and Greek letters.
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Tools for relation extraction are not yet as readily accessible as entity
recognition tools. Kabiljo et al. [83] compared available tools for iden-
tifying biomedical relations (AkanePPI, Whatizit, and OpenDMAP) to
a simple, regular expression-based approach and found that the simple
approach performed surprisingly well. The authors conclude that high
recall (around 90%) is achievable for extracting gene-protein relations
when the available tools are combined.

A recent trend in tool development and use is the assemblage of
pipelines based on open-source frameworks, such as the Generalized
Architecture for Text Engineering (GATE) [39] and the Unstructured
Information Management Architecture (UIMA) [54]. The most mature
system for clinical text processing (ranging from identifying patients’
problems to events) is MedLEE [58]. Descriptions of other systems and
clinical text mining tasks can be found in a recent review [41].

This section has presented only a snapshot of open-domain biomed-
ical text mining resources. By its nature, the information contained
herein will become dated sooner than the other material presented in
this chapter. To compensate for the rapid progress of research related
to biomedical text mining, many researchers maintain websites with links
to useful resources (e.g., BioNLP [19]). Realizing that this task is too
time consuming for individual researchers, the U. S. Department of Vet-
erans Affairs and NLM provide a registry of biomedical text mining tools,
known as ORBIT, which is maintained by the research community [144].

3. Information Extraction

A goal of many biomedical text mining tasks is the identification of
explicitly stated facts. Information extraction refers to the process by
which structured facts are automatically derived from unstructured or
semi-structured text. In the biomedical domain, unstructured text com-
monly includes scientific articles appearing in the biomedical literature
as well as clinical narratives found in electronic health records or other
clinical information systems. Although the information extracted from
these sources can be the target of information retrieval systems, infor-
mation extraction is often performed as an initial processing step for
other biomedical text ming applications (Sections 4–6).

Biomedical information extraction technology has undergone rapid
development in recent years, spurred in part by community-wide evalu-
ations that have been focussed specifically on text mining within the
biomedical domain. Some examples of recent evaluation forums in-
clude BioCreAtivE [69, 97], BioNLP [89, 88], i2b2 [214, 213, 215, 216],
JNLPBA [91], and LLL [133] shared tasks. The strong interest in
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community-wide evaluation efforts such as these is reflective of the grow-
ing volume of unstructured biomedical text available electronically in
databases such as MEDLINE or in clinical information systems.

Three major subtasks of information extraction are particularly rele-
vant for processing biomedical text. First, named entity recognition is
a task that seeks to identify and classify biomedical entities into prede-
fined categories such as the names of proteins, genes, or diseases. Often,
extracted entities are normalized to canonical, unambiguous represen-
tations with the aid of ontological resources and further classified into
semantic categories. The second subtask of information extraction rele-
vant to the biomedical domain is relation extraction, which aims to de-
tect binary relationships among named entities. Examples include gene-
disease relationships, protein-protein interactions, and medical problem-
treatment relationships. Finally, the third major subtask, event extrac-
tion, seeks to identify highly complex relations among extracted entities.
Events relevant to the biomedical domain include, for example, gene ex-
pression and regulation and protein binding.

Although each of these subtasks are distinct in the type of informa-
tion they aim to extract, they achieve their goals by employing similar
methods, which include machine learning, statistical analysis and other
techniques of natural language processing. Challenges and approaches to
the subtasks of biomedical information extraction are discussed below.

3.1 Named Entity Recognition

Biomedical Named Entity Recognition (NER) refers to the task of au-
tomatically identifying occurrences of biological or medical terms in un-
structured text. Common entities of interest include gene and protein
names, medical problems and treatments, drug names and their dosages,
and other semantically well-defined data classifiable within the biomedi-
cal domain [104]. Although commonly discussed as a single task, NER is
typically a three-step process that involves determining an entity’s sub-
string boundaries within the text, assigning the entity to a predefined
class or category, and selecting the preferred name or unique identifier
of the concept that the entity names. This last subtask, entity normal-
ization, is sometimes addressed as a separate problem from NER, but
it is briefly discussed here in the context of describing the many issues
that make NER a challenging task in the biomedical domain.

NER is particularly challenging for biomedical text due to a variety
of reasons. The most basic obstacle results from the dynamic nature
of scientific discovery. In the biomedical domain, there exists a vast
amount of semantically relevant entities that is constantly and rapidly
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increasing as new scientific discoveries are made [226]. This ever-growing
list of relevant terms is problematic for NER systems that rely only on a
dictionary of known terms or other curated resources to identify named
entities since these resources can never be complete as long as scientific
progress continues.

Another challenge to biomedical NER is synonymy. In biomedical lit-
erature, the same concept may be expressed using different words. For
example, “heart attack” and “myocardial infarction” refer to the same
medical problem so an NER system should recognize these terms as in-
stances of the same concept, despite being expressed differently. When
many synonyms for a particular concept are in use, it becomes difficult
to integrate knowledge from multiple sources without a comprehensive
synonymy resource such as the UMLS Metathesaurus or Gene Ontol-
ogy. However, given the rapidly increasing number of biomedical enti-
ties, these resources are unlikely to be complete at any given moment,
resulting in some synonymy relationships that may not be captured.

Finally, the abundant use of acronyms and abbreviations in biomedi-
cal literature make it difficult to automatically identify the concepts to
which these terms refer. Often, successful acronym and abbreviation
resolution depends greatly on the context in which the terms appear
since the same term can refer to different concepts. For example, the
abbreviation RA can refer to “right atrium,” “rheumatoid arthritis,” “re-
fractory anemia,” “renal artery,” or one of several other concepts [148].
To address the challenges associated with acronyms, abbreviations, and
synonymy, NER systems typically perform some form of entity normal-
ization.

Entity normalization is a subtask of NER and refers to the process
of mapping entity occurrences to their canonical, preferred names. Al-
though a challenging task itself, entity normalization can help resolve
issues resulting from synonymous terms and ambiguous acronyms and
abbreviations by associating these entities with unique, unambiguous
representations. Often, since there may not be community-wide agree-
ment on the preferred name for a given entity, the goal of entity normal-
ization is to map an entity instance to the unique identifier of a concept
in a terminology resource. In general, entity normalization requires the
existence of such terminology resources, though they may be incomplete.
Since normalization is such a crucial component of many NER systems,
it is often an implied processing step after identifying entity boundaries
and assigning them to a category. However, the entity normalization
subtask may be evaluated independently of these subtasks, as was the
case in recent BioCreAtivE shared task evaluations [67, 126].
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For NER systems that analyze large amounts of biomedical text, it is
important to consider the quality that can be expected of the methods
being utilized. Typically, the performance of NER systems is measured
in terms of precision, recall, and F -score. However, a variety of issues
make these measurements difficult to reliably obtain and compare.

One issue is the availability of large, high-quality annotated corpora
to serve as the ground truth on which to base NER system evaluations.
The ground truth corpora must be large enough to allow the extrapola-
tion of experimental results to large text collections, such as the entirety
of MEDLINE, and the annotations should exhibit high inter-annotator
agreement and reflect expert-level judgement. However, while the size
of a ground truth data set is crucial, annotation errors do not neces-
sarily pose an insurmountable problem to system evaluation, especially
if the data set is sufficiently large. For example, Uzuner et al. [216]
demonstrated that errors in the ground truth for a recent i2b2 shared
task evaluation could affect the relative performance of competing NER
systems by 0.05% at most.

Another issue to consider when evaluating NER systems is how to
define the boundaries of a correctly identified entity. A strict evalua-
tion requires both the left and right boundaries of an extracted entity
to exactly match those of the ground truth annotations while a loose
evaluation requires only that the extracted entity boundaries overlap
those of the annotations [104]. Olsson et al. [142] showed that the choice
of a strict or loose evaluation affects the relative performance of NER
systems and suggested several scoring criteria for different application
needs.

Recent community-wide evaluations have demonstrated that NER
systems are typically capable of achieving favorable results. For ex-
ample, the best performing systems achieved F -scores of 0.83 and 0.87
for the first [226] and second [187] BioCreAtIve gene mention recogni-
tion tasks, 0.85 for the i2b2 concept extraction task [216], and 0.73 for
the JNLPBA bio-entity recognition task [91]. Although NER systems
may be tailored for a particular information extraction task, their pri-
mary methods can broadly be grouped as following one of several basic
approaches, which are discussed below.

Dictionary-based methods, one of the most basic biomedical NER
approaches, utilize comprehensive lists of biomedical terms in order to
identify entity occurrences in text. Such systems determine whether a
word or group of words selected from the text exactly matches a term
from some biomedical resource. When used as stand-alone methods,
dictionary-based approaches generally exhibit reasonably high precision,
but they suffer from poor recall due to the existence of spelling mistakes
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and morphological variants [207]. However, low precision is also possible
due to homonymy [68]. For example, many gene names and abbrevi-
ations (e.g, “an,” “by,” and “can”) share lexical representations with
common English words [99]. For these reasons, some form of inexact
string matching is commonly utilized to improve the precision and recall
of dictionary-based approaches. Some methods improve performance by
first generating spelling variants for the terms in a biomedical resource,
and then by appending these additional terms to the underlying word
lists [205, 204]. The methods are then able perform exact matching
using the augmented resource. Other methods utilize algorithms such
as BLAST R© [10, 11] to perform approximate string matching instead
of exact matching [100]. Despite these improvements, dictionary-based
methods are most often used in conjunction with more advanced NER
approaches.

Another approach to NER is to define rules that describe the compo-
sition patterns of named biomedical entities and their context. Exam-
ples of rule-based approaches include the EMPathIE and PASTA sys-
tems [78, 61], which use context free grammars that recognize enzyme
interactions and protein structures. Other systems utilize pattern-based
rules that exploit the orthographic and lexical characteristics of targeted
entity classes in order to recognize protein [59] and chemical [128] names.
These simpler methods may be improved by additionally considering
contextual information [70] and the results of syntactic parsing for de-
termining entity boundaries [57]. However, while rule-based approaches
typically achieve better performance than dictionary-based approaches,
manual generation of the required rules is a time-consuming process,
and, since the rules are usually very specific in order to achieve high
precision, they are difficult to extend to other entity classes.

It is increasingly common for NER approaches to rely on statisti-
cal methods instead of, or in combination with, dictionary- and rule-
based approaches. Unlike the previously described approaches, statisti-
cal methods typically rely on some form of machine learning algorithm
to identify biomedical entities. While supervised machine learning ap-
proaches must be trained with observations taken from large annotated
corpora, recent work has investigated the automatic generation of train-
ing data for the NER task through the use of bootstrapping and other
semi-supervised statistical techniques [218, 125, 212]. Common statis-
tical methods used for NER can be grouped as either classification- or
sequence-based approaches.

Classification-based approaches transform the NER task into a clas-
sification problem, which can either be applied to individual words or
groups of words. Common classifiers used for biomedical NER include
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Näıve Bayes [139] and Support Vector Machine (SVM) [86, 118, 196,
224] classifiers. Although it is possible to classify multi-word phrases,
a popular approach follows the BIO tagging scheme [157], where indi-
vidual tokens are classified as being at the beginning (B) of an entity,
inside (I) the boundaries of an entity, or outside (O) the boundaries of
an entity. However, despite its success, this tagging scheme can be prob-
lematic if entity boundaries overlap, and several authors have addressed
the problem of recognizing nested biomedical entities [62, 8]. The per-
formance of classification-based approaches is highly dependent on the
choice of features used for training, and many authors have explored
various feature combinations. For example, Kazama et al. [86] and Mit-
sumori et al. [118], consider morpho-syntactic properties of named en-
tities, Takeuchi and Collier [196] consider orthographic and head-noun
features, and Yamamoto et al. [224] explore a variety of features en-
compassing boundary, morpho-lexical, and syntactic properties as well
as a dictionary-based feature that indicates whether a word appears
in a biomedical resource. Given the sensitivity of classification-based
approaches to the choice of features, automatic feature selection is an
important consideration. Hakenberg et al. [63] perform a systematic
evaluation of common features and discuss their influence on the predic-
tive quality of classification-based NER systems.

Unlike classification-based approaches, sequence-based NER systems
consider complete sequences of words instead of only individual words
or phrases. They are trained on tagged corpora and aim to predict
the mostly likely tags for a given sequence of observations. A common
statistical framework used for biomedical NER is the Hidden Markov
Model (HMM) [36, 179, 124, 93]. Methods based on the Maximum En-
tropy Markov Model are also common [55, 37]. However, Conditional
Random Fields (CRF) [141, 175] are often demonstrated to be superior
statistical frameworks for biomedical NER. For example, CRFs were
utilized by the best performing system on the i2b2 medical concept ex-
traction task [216] and by highly ranked systems on the BioCreAtIve
gene mention recognition tasks [226, 187] and the JNLPBA bio-entity
recognition task [91]. Like other statistical methods, sequence-based ap-
proaches can be trained on a variety of features including orthographic
features [36, 124], prefix and suffix information [179], and part-of-speech
tag sets augmented to include tags for entity classes [93].

Many approaches do not just utilize a single method for perform-
ing biomedical NER and instead rely on multiple techniques and var-
ious resources. These hybrid approaches are often quite successful at
combining dictionary- or rule-based approaches with statistical meth-
ods. As evidence of the advantages of hybrid approaches, Abacha et
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al. [2] compared the performance of common rule-based and statisti-
cal approaches to medical entity recognition and concluded that hybrid
approaches utilizing machine learning and domain knowledge perform
best. There are numerous hybrid biomedical NER systems. For exam-
ple, Sasaki et al. [173] use a dictionary-based approach to identify known
protein names in parallel with part-of-speech tagging. They then use a
CRF-based approach to reduce the number of false positives and false
negatives in the resulting tagged sequence. Other methods create meta-
learners from multiple statistical methods. For example, Zhou et al. [236]
utilize a meta-learner composed of two HMMs trained on different cor-
pora whose outputs are combined with one SVM to recognize protein
and gene names. Similarly, Mika and Rost [117] compose a meta-learner
to recognize protein names from three SVMs trained on different copora
and feature sets whose outputs are then combined with a fourth SVM.
Finally, Cai and Cheng [25] present an approach to biomedical NER that
utilizes three different classifiers to improve the generalization ability of
the system.

A more thorough analysis of NER approaches in the biomedical do-
main can be found in the several literature surveys dedicated to the
subject [99, 104].

3.2 Relation Extraction

Most information extraction tasks in the biomedical domain go beyond
simply identifying named entities and, in addition, involve determining
relationships among those entities. In their simplest form, associations
among biomedical entities are binary, involving only the pair-wise rela-
tions between two entities. However, biomedical relationships can in-
volve more than just two entities, and these complex associations are
discussed later with the event extraction task. The goal of the relation
extraction task, therefore, is to identify occurrences of particular types
of relationships between pairs of given entities. Although common en-
tity classes (e.g., genes or drugs) are generally quite specific, the types of
identified relationships may be broad, including any type of biomedical
association, or they may be specific, for example, by characterizing only
gene regulatory associations.

A variety of biomedical relations have been the subject of information
extraction tasks in the literature. In the current genomic era, much of
this work has focussed on automatically extracting interactions between
genes and proteins. In particular, because of its critical role in un-
derstanding biological processes, Protein-Protein Interaction (PPI) has
been one of the most widely researched topics in biomedical information
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extraction. Other associations of interest include interactions between
proteins and point mutations [102], proteins and their binding sites [28],
genes and diseases [31], and genes and phenotypic context [113]. In
the clinical domain, relationships between patients’ presented medical
problems and the tests or treatments they may undergo [216] is an in-
creasingly important type of relation, especially considering the growing
prominence of electronic health record systems.

Biomedical relation extraction faces many of the same challenges as
NER, including the creation of high quality annotated corpora for train-
ing and evaluating relation extraction systems. Compared with the an-
notation of named entities, the annotation of relations is considerably
more complicated since relations are generally expressed as discontin-
uous spans of text and the types of relations considered are usually
application-specific [13]. Additionally, since there is often little consen-
sus regarding how to best annotate given types of relations, the resulting
resources are largely incompatible, and, as a result, the quality of the
methods utilizing these resources is difficult to evaluate. For example,
Pyysalo et al. [155] performed a comparative analysis of five PPI corpora
and found that the performance of state-of-the-art PPI extraction sys-
tems, measured in terms of F -score, varied on average by 19 percentage
points and by as much as 30 percentage points on the evaluated cor-
pora. Participation in community-wide evaluations that are dedicated
to the relation extraction task is indispensable for obtaining annotated
corpora.

Relation extraction tasks have been a component of several recent
evaluation forums, and these tasks include the LLL genic interaction
challenge [133], the BioCreAtIve PPI extraction task [96], and the i2b2
relation extraction task [216]. The purpose of the LLL challenge was
to extract protein and gene relationships from abstracts contained in
MEDLINE, and the best-performing system achieved an F -score of 0.54
identifying these associations. The BioCreAtIve task consisted of four
subtasks related to PPI extraction. These challenges included the clas-
sification of PubMed abstracts as to whether they were relevant for
PPI annotation, the identification of binary protein-protein interactions
from full-text articles, the extraction of protein interaction methods,
and the retrieval of textual evidence describing the interactions. The
best-performing system achieved a precision of 0.37 at recall 0.33 for
extracting binary PPI relations. Finally, the aim of the i2b2 relation ex-
traction challenge was to identify medical problem-treatment, problem-
test, and problem-problem relationships in clinical notes. Participants
were tasked, for example, with determining whether two co-occurring
problem and treatment concepts were related, and if so, whether the
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patient’s treatment improved, worsened, or caused the medical problem.
The best-performing system on the i2b2 relation extraction challenged
achieved an F -score of 0.74. Like the forums dedicated to evaluating
the NER task, community-wide evaluations such as these have been
instrumental in the development and evolution of relation extraction
approaches.

Relation extraction approaches have shown an evolution from simple
systems that rely solely on co-occurrence statistics to complex systems
utilizing syntactic analysis and dependency parsing. Some recent ap-
proaches to the relation extraction task are described below. An ac-
counting of additional methods can be found in other biomedical text
mining surveys that cover the relation extraction task [13, 32, 238].

The simplest method of identifying relations between biomedical enti-
ties is to collect instances where the entities co-occur. If the entities are
repeatedly mentioned together, then there is a greater chance that they
may be related in some way, although the type and direction of this re-
lation typically cannot be determined by co-occurrence statistics alone.
For example, Chen et al. [30] apply co-occurrence statistics to compute
the degree of association between diseases and drugs extracted from
clinical records and biomedical literature. Co-occurrence approaches
commonly exhibit high recall and low precision.

Rule-based approaches describe the linguistic patterns exhibited by
particular relations. Unlike the systems based on term co-occurrences,
rule-based approaches typically demonstrate high precision and low re-
call. The rules used for relation extraction can be manually defined by
domain experts [172], or they can be derived from annotated copora by
machine learning algorithms [64].

Classification-based approaches are also commonly used to identify re-
lations, particularly those involving medical entities. Roberts et al. [168]
describe a supervised machine learning system, trained on shallow fea-
tures extracted from oncology reports, that detects various clinical re-
lationships in patient narratives. Similarly, Rink et al. [167] describe a
system that discovers relations between medical problems, treatments,
and tests mentioned in electronic medical records. The system relies on
supervised machine learning and lexical, syntactic, and semantic con-
text features. Bundschus et al. [23] utilize CRFs to identify and classify
relations between diseases and treatments extracted from PubMed ab-
stracts and relations between genes and diseases in the human GeneRIF
database. Finally, Abach and Zweigenbaum [1] describe a hybrid ap-
proach that utilizes patterns developed by domain experts as well as
SVM classification to extract relations that occur between diseases and
treatments in medical texts.
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An important advance in the evolution of relation extraction methods
has been the consideration of syntactic structures. In particular, depen-
dency parsing is capable of producing informative syntactic descriptions
of biomedical text, in the form of dependency trees or graphs, which en-
code grammatical relations between phrases or words. Fundel et al. [60]
produce dependency trees from MEDLINE abstracts. Their system then
applies three relation extraction rules to the syntactic structures in order
to identify gene and protein associations. Similarly, Rinaldi et al. [164]
combine syntactic patterns obtained from dependency tree structures
in order to support querying the biomedical literature for interactions
between genes and proteins. Miyao et al. [121] perform deep parsing to
annotate predicate-argument structures in MEDLINE abstracts. Their
system then relies on the structural matching of the semantic annota-
tions to identify and retrieve relational concepts. In other work, Miyao
et. al [122] evaluate various parsers and their output representations on
their ability to improve accuracy when used as a component of a PPI
extraction system.

With the growing availability of large corpora containing relational
annotations, many approaches utilize machine learning algorithms to
extract useful information from syntactic structures rather than apply-
ing manually derived patterns. In the context of kernel-based machine
learning, several authors have proposed kernels capable of measuring
the similarity between syntactic parse trees or graphs. Airola et al. [7]
describe an all-paths graph kernel for computing the similarity between
dependency graphs. The kernel function is then used in training a least
squares support vector machine to identify protein-protein interactions.
Kim et al. [92] suggest four genic relation extraction kernels defined
on the shortest syntactic dependency path between two named entities.
Finally, Miwa et al. [120] describe a framework for combining the out-
puts of multiple kernels and syntactic parsers to extract protein-protein
interactions.

Syntactic analysis is often complemented by semantic role labeling,
a natural language processing technique that identifies the semantic
roles of words or phrases in sentences and expresses them as predicate-
argument structures. Tsai et al. [202] construct a role labeling sys-
tem that uses a maximum entropy machine learning model to extract
biomedical relations from a prepared portion of the GENIA corpus. As
discussed below, the annotation of semantic roles for named biomed-
ical entities has enabled the extraction of a variety of complex entity
associations.
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3.3 Event Extraction

Recently, there has been a shift in biomedical information extraction
from recognizing binary relations to the more ambitious task of identify-
ing complex, nested event structures. Events are typically characterized
by verbs or nominalized verbs. For example, in the sentence “glnAP2
may be activated by NifA,” the verb activated specifies the event, and
glnAP2 and NifA are the event’s arguments. Unlike the case of simple
binary relations, both concept labels and semantic roles are assigned to
an event and its arguments. In this example, the verb activated indi-
cates a positive regulation type event, which expects a protein (NifA)
to act as the event’s cause and a gene (glnAP2 ) to act as the event’s
theme [13].

Another important distinction between the extraction of binary rela-
tions and complex events is that events can be nested, with one event
functioning as a participant of another event. For example, in the sen-
tence “RFLAT-1 activates RANTES gene expression” two events are
present [13]. One event is indicated by the nominalized verb expression
whose theme is RANTES, a gene, and the other event is indicated by
the verb activates whose cause is RFLAT-1, a protein, and whose theme
is the gene expression event itself. Thus, event representations, unlike
binary relations, are capable of capturing many different types of asso-
ciations with an arbitrary number of entities and events related by a
variety of semantic roles.

Due to the complexity of biomedical events, effective event extraction
typically requires a thorough analysis of sentence structure. Event ex-
traction is particularly aided by the use of semantic processing and deep
parsing techniques, which are capable of analyzing both the syntactic
and semantic structure of biomedical text. Dependency parsing is an
especially useful technique for capturing semantics such as predicate-
argument relationships, which have been shown to be an effective repre-
sentation for event extraction [219]. Despite the complexity of the task,
event extraction has broad applicability in the biomedical domain, and
it is increasingly being used for the annotation of biomedical pathways,
Gene Ontology annotation, and the enrichment of biological databases.

The growing interest in event extraction has largely been driven by
the introduction, mostly in the domain of systems biology, of corpora
containing the annotations necessary for the training and evaluation of
statistical event extraction methods. The BioInfer corpus [156] was the
first publicly available corpus in the biomedical domain to incorporate
event annotations. Other annotated event corpora include the GENIA
Event Corpus [92] and the Gene Regulation Event Corpus [198]. No-
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tably, the GENIA corpus remains one of the most widely used resources
in biomedical text mining, and the data for the BioNLP shared tasks on
event extraction [89, 88] were prepared based on this resource.

The BioNLP ’09 shared task [89] was the first-of-its-kind community-
wide evaluation of event extraction methods. The primary challenge
was to extract event types related to protein biology from MEDLINE
abstracts. Targeted event types included, among others, gene expres-
sion, transcription, localization, binging, and regulation. The binding
event type was more complex than the others since it required the de-
tection of an arbitrary number of arguments, and the regulation event
types were notable for allowing other events to act as their cause or
theme. The best-performing system obtained an F -score of 0.52 on
the primary event extraction task. The BioNLP ’11 shared task [88]
repeated the evaluation from the previous meeting, but also included
additional tasks targeting event types in other subdomains of biology.
On the subtask comparable with that of that of the first meeting, the
best-performing system achieved an F -score of 0.57, which demonstrated
a significant improvement in the community. Successful systems at the
BioNLP shared task meetings relied on a variety of techniques includ-
ing machine learning, Markov logic networks, and dependency parsing.
Several approaches to biomedical event extraction are described below.

Most event extraction systems follow a pipelined approach that di-
vides the task into a sequence of three stages. Fist, the systems predict
a candidate set of event trigger words. Trigger words are often the
verbs or nominalized verbs that indicate a particular event type, such as
“phosphorylation,” “activates,” or “inhibits.” Then, the systems seek to
determine whether any recognized named entities or trigger words are
instantiations of event arguments. The final stage in the process is a
semantic post-processing step that attaches arguments to event triggers
following constraints on the type and number arguments allowable for a
given event type.

This basic architecture is a common approach to the event extrac-
tion task. Björne et al. [21] describe the best-performing system on
the BioNLP ’09 event extraction task. Their method trains separate
multi-class SVMs for detecting event triggers and arguments using an
extensive set of features, especially those derived from dependency parse
graphs. Their system then uses a rule-based approach for attaching argu-
ments to their corresponding events. This approach has been combined
with BANNER to perform event extraction on an unlabeled subset of
citations from PubMed [20]. Miwa et al. [119] describe an event ex-
traction approach similar to that of Björne et al., but instead of relying
on a rule-based approach to attach event participants to trigger words,
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they obtain an improvement by utilizing a classifier and additional fea-
tures for this step. Buyko et al. [24] describe a system that relies on
a dictionary-based approach to identify event triggers and an ensemble
of feature- and kernel-based classifiers trained using “trimmed” depen-
dency graphs to identify event participants. Kilicoglu and Bergler [87]
also use a dictionary-based approach to identify event riggers, but they
develop rules based on syntactic dependency paths to detect event par-
ticipants. Finally, Cohen et al. [34] describe a pattern-based approach
to event extraction that utilizes the OpenDMAP system [79] to define
entity and event types as well as the constraints on event arguments.

Recently, joint prediction approaches have been proposed that seek
to overcome the problem of cascading errors, which some of the above
approaches allow. For example, by separating the event trigger and ar-
gument detection tasks, a system may not correctly extract an event if
it fails to detect a trigger word in the first stage of the process. Poon
and Vanderwende [153] propose a method based on Markov logic net-
works that jointly predicts events and arguments. For each word, the
system predicts whether it is an event trigger word, and for each syn-
tactic dependency edge, the system predicts whether it is an argument
path leading to an event theme or cause. Additionally, Riedel and Mc-
Callum [161] propose a family of three joint prediction models based
on Markov logic that are less computationally complex than previous
work [160] and lead to better event extraction results.

4. Summarization

Information extraction techniques are often utilized as a first step in
other biomedical text mining tasks. One such task is the automatic sum-
marization of biomedical documents. Automatic summarization refers
to the process by which the salient aspects of one or more documents
is identified and presented succinctly and coherently. Due to the enor-
mous growth of unstructured information in the form of scientific articles
and electronic health records, a means for clinicians and researches to
quickly and reliably assimilate knowledge from a multitude of biomed-
ical sources is desirable. Automatic summarization is one approach to
determine and make accessible the important information contained in
an increasingly large and diverse volume of biomedical text.

In the biomedical domain, document summaries are commonly
application-oriented, and can serve a variety of purposes. Summaries
may be either a generic assimilation of facts or they may be targeted [3].
Generic summaries consider all the information contained in a document
or set of documents while targeted summaries aim to satisfy a specific
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information need, which is usually presented to a system in the form of
a query. For example, a targeted summary of the biomedical literature
might seek to determine the best treatments for a given disease [56],
whereas a generic summary might aim to extract from articles key sen-
tences related to results or conclusions [169]. Additionally, a summary is
considered indicative if its purpose is to inform a reader of the contents
of a document or set of documents, or it is informative if its purpose is
to supplant those contents in terms of information coverage [3].

Depending on their purpose, several different types of document sum-
maries can be produced. Single-document summaries seek to summarize
the contents of individual sources, whereas multi-document summaries
consider the information contained in a collection of sources [3]. Often,
document clustering is utilized when generating multi-document sum-
maries in order to produce a topical account of a particular group of
documents. Summaries may also be extractive or abstractive [3]. Ex-
tractive summaries are created by identifying the salient textual com-
ponents of documents (e.g., their important sentences or paragraphs)
and then presenting this information as the summary. The representa-
tive textual components are determined by statistical methods that rank
them according to relevance or by graph-based methods that organize
them according to their similarity. Alternatively, abstractive summaries
are created by structuring document information in a way that can be
processed by a natural language generation system to produce the sum-
mary. Salient information is typically generated through prior knowl-
edge of the documents’ structure or by utilizing ontological resources to
produce semantic representations of the documents.

Considering both the various types of summaries that may be gener-
ated and their intended applications, the evaluation of summarization
techniques within the biomedical domain is a challenging issue. This dif-
ficulty is due, in part, to the subjective aspect of determining whether a
summary is of “good” quality or not. Existing evaluation criteria con-
sider the intrinsic aspects of a summary, such as its coherence, concise-
ness, grammaticality, and readability. Other extrinsic evaluation criteria
measure, for example, whether a reader is able to comprehend the con-
tent of a summary [3]. However, manual evaluations of summaries are
time-consuming and expensive to perform. A popular automatic sum-
mary evaluation methodology is ROUGE [107]. ROUGE is an acronym
for Recall-Oriented Understudy for Gisting Evaluation, and it deter-
mines the quality of an automatically generated summary by computing
statistics based on n-gram co-occurrences and common subsequences be-
tween it and ideal human-produced summaries. ROUGE has been shown
to correlate well with human evaluations of single-document summaries.
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A related method is based on the Jensen-Shannon divergence of dis-
tributions between an automatically generated summary and reference
summaries and is more effective for the multiple document summariza-
tion task [108].

Recent biomedical text summarization techniques have been shown
to be effective tools for assimilating information from a diverse collec-
tion of sources. While most approaches in the biomedical domain aim
to produce targeted or topic-specific summaries, the types of generated
summaries are generally more diverse and include both single- and multi-
document summaries as well as extractive and abstractive summaries.
However, given the rapidly expanding volume of published biomedical
literature, multi-document summaries are increasingly viewed as impor-
tant. Examples of recent text summarization approaches and their ap-
plications are described below.

One of the most basic approaches to biomedical text summarization
involves the classification of individual sentences into a given set of cat-
egories. These categories may be specific to the biomedical domain, but
they are often representative of the general rhetorical categories com-
monly encountered in scientific literature. Agarwal and Yu [4] train a
Näıve Bayes classifier to classify sentences in full-text biomedical arti-
cles as being related to the introduction, methods, results, and discussion
rhetorical categories. Their system achieves an overall annotation agree-
ment of 0.76 kappa with human annotators. Ruch et al. [169] describe
a similar approach that classifies sentences in MEDLINE abstracts as
being related to an article’s purpose, methods, results, or conclusions.
Finally, Demner-Fushman and Lin [45] produce extractive summaries
for clinical information needs by extracting sentences from MEDLINE
abstracts relating to the outcomes of a clinical study.

While some of the above approaches apply generic summarization
methods to biomedical articles, most applications are targeted and seek
a concise description of a specific type of information. Since the under-
standing of gene regulation and expression is crucial in current biomedi-
cal research, a variety of targeted methods have been proposed to gener-
ate multi-document gene summaries. Ling et al. [112] propose a method
for generating abstractive multi-document gene summaries from biomed-
ical literature. Their two-stage approach to gene summarization first
retrieves articles that mention a particular gene, and it then identifies
text within those articles that pertains to several gene-related semantic
categories, which include expression, sequence, and phenotypic infor-
mation. Similarly, Yang et al. [225] describe an extractive approach to
gene summarization that first clusters genes into functional groups based
on their mentions in MEDLINE abstracts. Their system then presents
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summaries for each functional group by ranking and extracting sentences
from the abstracts.

A challenge facing many automatic summarization techniques is the
accurate semantic interpretation of the text. To address this issue,
several summarization methods utilize domain knowledge in order to
produce ontology-based document summaries. Reeve et al. [158] de-
scribes a single-document abstractive approach that utilizes MetaMap
to map text to concepts in the UMLS Metathesaurus. Their approach
then discovers strong thematic chains of UMLS semantic types and ex-
tracts the corresponding sentences. Yoo et al. [229] describe an ap-
proach to multi-document summarization that first clusters articles into
topical groups and then produces summaries for each cluster. Their
system uses a graph-based method for both document clustering and
summarization that is enriched with concepts from the MeSH ontol-
ogy. Morales et al. [123] describe a similar graph-based approach to
single-document summarization that represents documents using UMLS
concepts. Finally, Fiszman et al. [56] utilize SemRep [165] to produce
multi-document summaries of MEDLINE citations according to disease-
treatment relationships relevant to user-specified topics. Their approach
has become an integral component of Semantic MEDLINE [166].

In addition to the text found in biomedical articles, the figures they
contain also convey essential information. However biomedical images
are seldom self-evident, and much of the information required for their
comprehension is found elsewhere in an article. Figure captions, article
titles and abstracts, and snippets of text from within the bodies of arti-
cles all contribute to image understanding [230]. Given that figures are
a crucial source of information in the biomedical literature, many meth-
ods seek to incorporate image-related text into document summaries.
However, since the number of such approaches is so large, and their
methods are diverse, a full accounting of the use of image-related text
in bioinformatics warrants a separate review.

A few representative examples of figure summarization and the use
figure captions for producing document summaries include the follow-
ing. Similar to their approach for full-text summarization, Agarwal and
Yu [5] produce figure summaries consisting of one sentence each from an
article’s introduction, methods, results, and discussion rhetorical cate-
gories. Yu and Lee [232] produce figure summaries by extracting sen-
tences from article abstracts that are similar to figure captions, and
Simpson et al. [181] utilize image-related text to produce full-text sum-
maries in support of case-based article retrieval.

Several user-oriented systems have been developed for supporting
biomedical document summarization. PERSIVAL [116, 49] is a clini-
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cal system that seeks to provide access to medical literature and con-
sumer health information. For clinicians, the system produces targeted,
multi-document summaries containing sentences, extracted from full-
text biomedical articles, that relate to experimental results. For users
of the system that are patients, PERSIVAL provides indicative sum-
maries of information that is commonly repeated across a set of consumer
health documents. Anne O’Tate [184] is another user-oriented system
capable of producing summaries of biomedical literature. Anne O’Tate
is a web-based tool that provides navigable, extractive multi-document
summaries of article citations retrieved by PubMed. The tool presents
import words and authors mentioned in the results and can cluster the
retrieved citations by topic.

5. Question Answering

Another biomedical text mining task that builds upon information ex-
traction techniques is question answering. Unlike traditional information
retrieval, where a set of potentially relevant documents is returned for
a given query, question answering refers to the process of providing di-
rect and precise answers to natural language questions. Like automatic
summarization, question answering is a task directed towards aiding
researchers and health care professionals in managing the continuous
growth of information in the biomedical domain. Since question answer-
ing requires the use of complex natural language processing techniques
in order to produce accurate responses, question answering systems are
often regarded as the next generation of search engines.

The basic processing steps required of a question answering system
are well-understood. The input to such a system is natural language
text. A question processing stage uses linguistic analysis and question
classification techniques to determine the type of question being posed
to the system and the type of response it should generate. It then con-
structs a query from the input text to be fed into a document processing
stage. In the document processing stage, the system inputs the query
into a search engine, which retrieves a set of documents, and from these
documents, extracts relevant passages or snippets of text as potential
answers. An answer processing stage ranks the candidate answers ac-
cording to the degree to which they match the expected answer type
that was determined in the question processing stage. The output of a
question answering system is the top-ranked answer.

Several characteristics of this process distinguish question answering
in the biomedical domain from general, open-domain question answer-
ing systems. First, biomedical question answering is both challenged
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and advantaged by a prominent use of domain-specific terminology. Al-
though terminological variations and synonymy make text mining diffi-
cult in general for the biomedical domain (Section 3), question answer-
ing systems may benefit from the specificity and limited scope of po-
tential questions that a domain-specific terminology provides. Second,
the multitude of domain-specific corpora and the tools and methods re-
quired for exploiting the semantic information they contain (Section 2)
allow for deep question processing. Lastly, agreement on domain-specific
structures in which to organize questions—especially clinical questions—
allows for answer processing strategies that can be tailored to specific
question types.

Due to the unique characteristics of biomedicine as an application
domain for question answering, recently proposed systems have increas-
ingly sought to incorporate deep semantic knowledge throughout their
processing stages in order to produce more precise responses. The re-
mainder of the discussion in this section surveys biomedical question an-
swering techniques, and organizes the methods according to the recent
review by Athenikos and Han [17], in which the authors classify biomedi-
cal “semantic knowledge-based” systems into semantics-based, inference-
based, and logic-based approaches. Semantics-based approaches produce
answers to biomedical questions by exploiting the semantic metadata en-
coded in structured knowledge resources and ontologies; inference-based
approaches derive responses by exploiting extracted semantic relation-
ships, and logic-based approaches utilize explicit logical forms and theo-
rem proving techniques to produce answers. The approaches can further
be divided into those that support medical question answering and those
that support biological question answering.

5.1 Medical Question Answering

A dominant theme of work related to medical (or clinical) question an-
swering is the use of the evidence-based medicine framework. Evidence-
based medicine [170] seeks to apply the best information garnered from
scientific inquiry to clinical decision making. For determining the best
available evidence supporting an answer to a given clinical question, the
evidence-based paradigm suggests questions be structured according to
the PICO [159] format. PICO is an acronym for Patient/Problem, In-
tervention, Comparison, and Outcome. Clinical questions containing
elements that pertain to each of these semantic roles are considered well-
formed. In addition to the structure of clinical questions, taxonomies of
questions in the evidence-based framework have also been proposed. Ely
et al. [50] describe a generic taxonomy for clinical questions that distin-
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guishes among questions that are potentially answerable and those that
are not. The authors claim that questions involving a search for evidence
are among the answerable ones.

The first step towards answering a clinical question is processing the
question so as to determine the type of answer to produce. Several au-
thors in the medical domain have investigated question classification as
a means of analyzing and filtering clinical questions. Huang et al. [77]
describe a manual classification of primary care clinical questions as a
means to evaluate the effectives of the PICO framework. The authors
conclude that PICO is a useful organizing structure for clinical questions,
but they suggest it is less suitable for questions that do not involve ther-
apy elements. Additionally, Yu et al. [234, 235, 231] investigate various
machine learning approaches for question filtering that automatically
determine whether a clinical question is answerable according to the
evidence taxonomy proposed by Ely et al., which was described above.

Most approaches to medical question answering in some way make use
of domain-specific semantic knowledge for information extraction and re-
trieval. Jacqumart et al. [40, 81] describe a semantics-based approach
for the development of a French-language medical question answering
system. Their approach is notable for the use of pattern-based semantic
models of medical questions and the use of UMLS concepts, semantic
types and relations for identifying named entities and extracting answers.
Niu et al. [135, 136, 138, 137] propose a PICO-based question answering
approach within the EPoCare system. Their methods locate potential
answers by identifying, in both the question and answer texts, semantic
roles that correspond to the four elements of the PICO framework. The
semantic roles identified in the question are then compared with those
identified in candidate answers to select a response. Similarly, Demner-
Fushman et al [45, 44, 42, 109, 43] propose an approach to clinical ques-
tion answering based on the semantic unification of a query PICO frame
with those of candidate answers. Making extensive us of MetaMap and
SemRep, the authors describe semantic knowledge extractors for iden-
tifying PICO elements in medical texts, a semantic matcher for scoring
and ranking MEDLINE citations according to a query PICO frame, and
an answer generator for extracting answers from the scored citations.
Weiming et al. [221] describe a question answering approach that rep-
resents questions and documents using UMLS concepts, semantic types,
and semantic relations. Their approach is notable for incorporating a
semantic clustering phase into the answer processing stage so as to or-
ganize potential answers according to their hierarchical relationships in
the UMLS Metathesaurus. Finally AskHERMES [27] is an online clin-
ical question answering system capable of processing long and complex
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questions. The system uses machine learning techniques with a variety
of lexical, syntactic, and UMLS-derived features to classify questions and
topically group and rank candidate answers. A preliminary version of
AskHERMES, known as the MedQA [233] system, was a non-semantic-
knowledge-based approach capable of answering definitional questions.

Few approaches to question answering in the medical domain are
inference- or logic-based. Terol et al. [197] describe an approach based
on comparing the formal logic forms derived from a natural language
question with those of candidate answers. Their technique utilizes a
pattern-based method for question classification, and it identifies medi-
cal entities in both questions and answers based on UMLS concepts and
semantic types.

5.2 Biological Question Answering

Whereas evidence-based medicine provides a means to structure clinical
questions and answers, work in the biological domain has yet to adopt
such a prominent framework. However, systems targeting the biological
domain still follow the general architecture of questioned answering sys-
tems outlined previously. A review of recent work related to biological
question answering is presented below.

Like their use for medical question answering, semantics-based ap-
proaches are also commonly employed for answering questions in the
biological domain. Takahashi et al. [195] describe an approach that
utilizes the UMLS Metathesaurus and other biological dictionaries and
thesauri for analyzing questions and generating queries. Their system
then uses semantic information of terms selected from the retrieved docu-
ments to assimilate and rank candidate answers. Lin et al. [110] propose
a system for answering questions about biomolecular events, including
interactions between genes and proteins (Section 3). Their approach in-
volves the use of semantic role labeling for extracting predicate-argument
structures and the use of semantic features for ranking candidate an-
swers. The system provides answer responses in the form of biomedi-
cal named entities. Finally, the BioSquash [180] system is a targeted,
multi-document, semantic graph-based summarization system oriented
towards answering biological questions.

Like the use inference- and logic-based methods for medical question
answering, few approaches in the biological domain make use of these
techniques. Kontus et al. [94, 95] describe the AROMA inference-based
system for biological question answering. AROMA extracts rhetorical
and causal relationships from multiple biological texts, combines the ex-
tracted text with manually entered domain knowledge, and encodes this
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information as Prolog facts. The system generates answers to questions
by applying inference rules over the encoded facts. Rinaldi et al. [162]
describe a logic-based approach to question answering in the genomics
domain. Using deep linguistic and terminological information, the sys-
tem derives logical forms for text taken from documents in the GENIA
corpus and a subset of full-text documents indexed in MEDLINE. Natu-
ral language questions are processed with the same mechanism, and the
system derives an answer using a theorem proving process.

6. Literature-Based Discovery

While the extraction of explicit relations and events among biomedical
entities can be used to produce rich document summaries and enable
complex question answering systems, an exciting use of these methods
aims to uncover relationships that are not present in the text, but that
can be inferred from other information. Literature-based discovery refers
to the task of utilizing scientific literature to uncover “hidden,” previ-
ously unknown or neglected relationships between existing knowledge.
The goal of discovering these implicit relationships is to identify relations
worthy of further scientific investigation or to find evidence supporting
suspected relations.

As a technique useful for biomedical text mining, literature-based dis-
covery was pioneered by the work of Swanson in the 1980s. Swanson
suggested that novel information could be uncovered by systematically
reviewing “complementary but disjoint” bodies of literature [192]. In
what has become the prototypical example of literature-based discovery,
Swanson linked fish oil, a substance widely-understood to have potential
cardiovascular benefits, with Raynaud’s syndrome, a vasospastic disor-
der causing the narrowing of blood vessels [189]. The discovery suggests
fish oil supplements may help to control the symptoms of Raynaud’s syn-
drome. To further demonstrate the feasibility of his ideas, Swanson later
found evidence for relationships between migraine and magnesium [190],
somatomedin C and arginine [191], and viruses and their potential use
as biological weapons [194].

The basic premise of Swanson’s approach is that there exists two scien-
tific communities that do not communicate. A portion of the knowledge
in one community may be related to or complement knowledge in the
other one, but this relationship is unknown to either community. For
example, suppose a scientific community has researched the relationship
between a medical finding or characteristic B and a disease C. Further
suppose that a separate community has studied the affects of substance
A on characteristic B. The use of literature-based discovery techniques
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may suggest an A-C relationship, indicating in this example that sub-
stance A may potentially treat disease C.

Weeber et al. [220] distinguish between two modes of discovery. A
“closed discovery,” or hypothesis testing study, begins with known A-
and C-terms. Thus, the discovery concerns finding novel B-terms that
may explain the observed A-C association or hypothesis. On the other
hand, an “open discovery,” or hypothesis generation study, begins with
known A-B associations in one domain and seeks to discover B-C re-
lations in another domain, thereby suggesting or generating a potential
A-C association.

Since the pioneering work of Swanson, literature-based discovery tech-
niques have seen widespread use. Existing approaches can be grouped by
the way in which they identify potentially novel relationships. There are
those that depend exclusively on the co-occurrence of terms or concepts,
those that make use of semantic information to inform the processing
of co-occurring terms, and those that construct interaction networks of
individual relations whose paths can reveal hidden associations. Some
recent methods following these general approaches are reviewed below.
Unlike other text mining tasks, measuring the performance of literature-
based discovery tools is not straightforward, and a discussion of system
evaluation follows as well.

Co-occurrence-based methods are among the simplest, although less
precise, approaches to literature-based discovery. Like the most ba-
sic approaches to the relation extraction task (Section 3), these meth-
ods seek to identify terms that frequently occur together. However,
whereas approaches to relation extraction identify first-order term co-
occurrences, approaches to literature-based discovery explore second-
order co-occurrences—the shared co-occurrences of two given biomedical
entities [238].

Most of the earliest approaches to literature-based discovery and many
modern approaches rely on entity co-occurrence statistics. The Arrow-
smith [193, 185, 182, 183, 199, 186] two-node search tool implements
Swanson’s original approach to find biologically meaningful links be-
tween two sets of articles in PubMed using title words and phrases.
Recent work related to this project has developed a method to esti-
mate and rank the relevance of associations. BITOLA [74, 73, 72, 75]
is a similar literature-based discovery system, but instead of identifying
relations using title words, it represents documents using their MeSH
terms and recognized gene symbols. Additionally, BITOLA uses asso-
ciation rules [6] as a measure of concept relatedness instead of word
frequencies. LitLinker [227] also utilizes MeSH terms; however, it uses a
statistical approach based on the background distribution of term proba-
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bilities to identify correlated concepts. Jelier et al. [82] describe a system
that identifies functional associations between genes and other biomed-
ical concepts. Their approach measures the strength of association of
co-occurring concepts using a log likelihood ratio. RaJoLink [151] pro-
vides semi-automated suggestions for links between two sets of articles
based on rare terms identified in the literature. FACTA+ [203] uses an
information theoretic score to rank indirectly associated concepts. It
identifies explicit associations among biomedical entities using methods
inherited from an earlier version of the system [206]. Finally, unlike other
literature-based discovery methods that rely on associations explicit in
scientific literature, Benton et al. [18] use a corpus of posts to Internet
breast cancer message boards to discover adverse drug effects.

Because systems relying solely on co-occurrence statistics tend to pro-
duce a large number of spurious relations, recent approaches increasingly
rely on semantic information to identify hidden relations or augment the
processing of co-occurring entities. Hristovski et al. [71] describe an im-
provement to BITOLA that uses the semantic predications produced by
SemRep and BioMedLEE [114] to enable users to eliminate uninterest-
ing or incorrect relations. A similar approach is used in the EpiphaNet
system [35], an interactive visualisation tool for exploring associations
between concepts found in MEDLINE. EpiphaNet makes extensive use
of MetaMap and SemRep for identifying explicit relations. Other sys-
tems, including Weeber et al.’s DAD-system [220], filter candidate rela-
tions based on the UMLS semantic type of identified B-terms. Recall
that for hypothesis generation, B-terms are used to uncover hidden A-C
relations from explicit A-B and B-C associations. Hu et al. [76] de-
scribe a literature-based discovery method that uses association rules as
a measure of concept relatedness but also filters potential relations using
UMLS semantic types.

Another approach to discovering hidden relationships among biomedi-
cal entities involves the construction of interaction networks whose paths
can reveal indirect associations. Seki and Mostafa [174] build an infer-
ence network [208] to predict implicit gene-disease associations. Genes
and diseases are connected within the graph by intermediary nodes rep-
resenting gene functions and phenotypes. Similarly, Özgür et al. [145,
146] build a gene-interaction network by collecting an initial set of known
disease-related genes from biomedical texts using dependency parsing
and SVMs. They then use network centrality metrics to predict gene-
disease associations. Finally, Palakal et al. [149] describe BioMap, a
directed graph that is constructed from explicit relationships between
biomedical entities identified within text. Users are able to query the
graph to uncover implicit associations among the entities.
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Due to the nature of uncovering novel information, there is no ground
truth available for evaluating literature-based discovery systems, and
comparing the relative performance of alternative approaches is difficult.
A common method for evaluating an automatic discovery technique is to
use the system to replicate known discoveries, such as Swanson’s linking
of Raynaud’s syndrome with fish oil or migraine with magnesium [220].
However, Yetisgen-Yildiz and Pratt [228] suggest this approach is un-
informative of the overall performance of a system. They describe an
alternative methodology that divides the abstracts in MEDLINE into
two sets: those that were published before a given cut-off date, and
those that were published after this date. Literature-based discovery
methods are then applied to the older set of abstracts as hypotheses
generating systems and to the newer set as hypotheses testing systems,
using the generated associations from the older set as input. The per-
formance of a system can then be quantified using standard information
retrieval evaluation methods.

7. Conclusion

The past several years have seen some exciting developments in biomedi-
cal text mining. Progress was made in (1) defining and attempting more
challenging tasks, such as event extraction and clinical text mining; (2)
increasing the public availability of and community investment in re-
sources, such as the MIMIC II database and the ORBIT registry; and
(3) development and use of common frameworks, such as UIMA.

It is interesting to compare the development of the field to the desir-
able directions outlined by the leading researchers in 2008 [9]. At that
time, the researchers were asked about the importance of text mining
for biology, the utility of the text mining systems, and future directions.

The first suggested avenue for future research was fusing literature and
biological databases through text mining. Understandably, this requires
engaging the publishers of scientific literature and realizing potentially
additional efforts by the publications’ authors. To that end, Elsevier is
piloting a tool, Reflect-Network [147], developed in partnership with the
European Molecular Biology Laboratory and the Novo Nordisk Founda-
tion Center for Protein Research. Reflect tags proteins and chemicals in
documents and generates a graphical representation displaying interac-
tions between entities and additional details about them.

The second proposed research direction was interactivity and user in-
terfaces. This direction requires identifying more potential user groups
and tasks. Progress was made in developing tools for database cura-
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tion [223, 150]; however, more research is still needed in identifying user
groups and tasks in parallel with tool development for known users.

The authors noted that success in the third direction, tool scala-
bility and integration into workflows, depends on commonly accepted
and used stable standards for the exchange and integration of infor-
mation derived from text mining. Despite major initiatives towards
seamless data exchange and interoperability (e.g., the i2b2 hive [80] or
the eMERGE Network [51]) and pilot applications being included into
workflows (e.g., NLM InfoBot [46]), this direction remains challenging.
The efforts needed to make a system scalable and capable of handling
real-time workflow interactions were recently demonstrated in the IBM
DeepQA project [53].

The last direction, development of text mining resources, is an ongoing
activity. Existing lexicons, standards, and ontologies are maintained—
and new resources and community-wide evaluations emerge—following
the progress in biology and medicine.
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discovery in medicine by association rule mining in MEDLINE
and UMLS. In V. L. Patel, R. Rogers, and R. Haux, editors,
Proceedings of the 10th World Congress on Medical Informatics,
volume 84/2001 of Studies in Health Technology and Informatics,
pages 1344–1348. IOS Press, 2001.

[76] X. Hu, X. Zhang, I. Yoo, X. Wang, and J. Feng. Mining hidden
connections among biomedical concepts from disjoint biomedical
literature sets through semantic-based association rule. Interna-
tional Journal of Intelligent Systems, 25(2):207–223, 2010.

[77] X. Huang, J. Lin, and D. Demner-Fushman. Evaluation of PICO
as a knowledge representation for clinical questions. In AMIA
Annual Symposium Proceedings, pages 359–363, 2006.

[78] K. Humphreys, G. Demetriou, and R. Gaizauskas. Two applica-
tions of information extraction to biological science yournal arti-
cles: Enzyme interactions and protein structures. In Pacific Sym-
posium on Biocomputing, pages 502–513, 2000.

[79] L. Hunter, Z. Lu, J. Firby, W. Baumgartner, H. Johnson, P. Ogren,
and K. B. Cohen. OpenDMAP: An open source, ontology-driven
concept analysis engine, with applications to capturing knowledge
regarding protein transport, protein interactions and cell-type-
specific gene expression. BMC Bioinformatics, 9(1):78, 2008.

[80] Informatics for integrating biology and the bedside. https://www.
i2b2.org/resrcs/hive.html.

[81] P. Jacqumart and P. Zweigenbaum. Towards a medical question-
answering system: A feasibility study. Studies in Health Technology
and Informatics, 95:463–468, 2003.

[82] R. Jelier, G. Jenster, L. Dorssers, B. Wouters, P. Hendriksen,
B. Mons, R. Delwel, and J. Kors. Text-derived concept profiles
support assessment of DNA microarray data for acute myeloid
leukemia and for androgen receptor stimulation. BMC Bioinfor-
matics, 8(1):14, 2007.

https://www.i2b2.org/resrcs/hive.html.
https://www.i2b2.org/resrcs/hive.html.


504 MINING TEXT DATA

[83] R. Kabiljo, A. B. Clegg, and A. J. Shepherd. A realistic assessment
of methods for extracting gene/protein interactions from free text.
BMC Bioinformatics, 10:233, 2008.
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