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PREFACE

The central theme running through this volume on New Technologies for Toxicity Testing 
is the development and application of advanced techniques for cell and tissue culture, as 
well as new markers and endpoints of toxicity, as alternatives to the traditional paradigm 
of relying on data from laboratory animal tests to undertake labelling and risk assessment. 

Many such in vivo tests have been shown to be based on outdated and imprecise 
methodologies and experimental designs, and the large majority have never been subjected 
to formal validation to establish their reliability and relevance.1 Moreover, at least as far as 
pharmaceutical testing is concerned, there is a growing realisation that the standard approach 
to pre-clinical testing is not proving sufficiently predictive of effects later seen in human 
volunteer studies and in patients, as shown by post-market surveillance and experience.2 

In addition to these concerns are those caused by the demands of legislation, such as 
REACH (Registration, Evaluation, Assessment and Restriction of CHemicals) in the EU 
and the HPV (High Production Volume) programme in the USA, which require increased 
testing.3,4 As a result, and due to limitations of time and money, there is an urgent need to 
find new ways to prioritise chemicals for further assessment that do not rely on the use 
of lengthy, expensive, and often unpredictive, animal experiments. 

In addition, animal experiments are prone to generate data that are difficult to 
interpret, particularly due to the use of high dose levels, lack of knowledge of the 
metabolic fate and internal distribution of the test chemicals, and problems of inter-species 
extrapolation. Furthermore, the replication of experiments, the testing of mixtures, and one 
of the cornerstones of toxicology—the dose–response relationship—are more difficult to 
conduct when undertaking animal experiments. In vitro methods are also more suitable 
than in vivo systems for testing complex test materials, such as nanoparticles, which are 
increasingly finding applications in industry, as a result of continuing developments in 
nanotechnology. In addition, techniques are being developed for the treatment of cell 
cultures with volatile chemicals, dusts and aerosols, while allowing accurate dosimetry 
to be performed and the exposure of specific cell types of the respiratory tract.5 Lastly, in 
vitro systems can also be used to investigate individual human differences in susceptibility 
and polymorphisms, to biotransformation of drugs, for example.6 



vi PREFACE

The methods and systems described in the various chapters in this volume offer 
potential ways of overcoming the above problems associated with the usual panoply of 
rodent and other laboratory animal test methods. Many of these new methods involve 
the use of cultured human cells from different target organs, exposed to controlled 
concentrations of test chemicals. These human cells can be derived directly from tissues 
and organs as primary cells, by cellular immortalisation or genetic manipulation, or from 
embryonic and adult stem cells, so that they exhibit the in vivo functional differentiation 
of the tissues from which they were derived. 

Tissue cultures can be grown as simple monolayers, or as more-complex 
three-dimensional (3D) organotypic cultures, which can contain a variety of cell types 
and involve cellular interactions. They can also be grown on scaffolds to resemble, 
both architecturally and physiologically, whole organs. Furthermore, methods are being 
developed to model the supply of nutrients, gases and test chemicals to cells in culture, as 
well as the transport of waste products, metabolites and excess test chemical away from 
the cells, in attempts to reproduce physiological and biochemical conditions that would 
be experienced by the same cells in situ. Complex though these systems are, there are also 
ways of miniaturising them, so that they can be designed for high-throughput screening 
(HTS). This also facilitates the replication of experiments under identical conditions of 
culturing and reduces the amounts of media and test chemicals required. 

In addition, several techniques are described, which broaden the range and improve 
the sensitivity and relevance of toxicity endpoints, investigated both in vitro and in vivo. 
These include genomics and proteomics, as well as the use of quantum dot imaging 
biomarkers and PBPK (physiologically-based pharmacokinetic) modelling. These 
methods can be used to enhance the value of both in vitro and in vivo assays and can 
also be used with structure-activity relationship (SAR) and quantitative structure-activity 
relationship (QSAR) modelling to both investigate mechanisms of toxicity and predict 
hazard before undertaking any laboratory work. Advances in chemical and physical 
detection methods, such as accelerated mass spectrometry (AMS), as well as computer 
imaging techniques, are also permitting the earlier use of human volunteers than hitherto, 
for confirming safety, particularly that of new pharmaceuticals.7,8 

QSAR studies have advanced greatly due to improved and automated methods 
for analysing and identifying structurally-alerting features of molecules, and, not 
surprisingly, they are pivotal to integrated testing schemes (ITS) for detecting chemical 
toxicity. Moreover, the multitude of results generated by all of these methods, particularly 
arising from genomic analysis and QSAR modeling, has necessitated the development 
of new computerised data-handling and statistical methods for comparison, spawning 
the newly-coined discipline of bioinformatics.

Advances in Tissue Culture

In Chapter 1 of this volume, Glyn Stacey reviews recent methods and advances in 
tissue culture. He stresses that systems able to reflect the range of different tissue types 
and diseases in vitro are the most useful for both target organ toxicity and drug efficacy 
testing. These systems can be obtained particularly by using both embryonic and adult 
stem cells, and the technique of cellular immortalisation.
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Stacey also discusses techniques for scaling-up cultures to provide sufficient cells 
for high throughput screening, or scaling-down cultures for single cell studies, such as 
biosensor and ‘cell-on-a-chip’ applications. Other topics covered in the chapter include 
alternatives to using fetal calf serum as a component of tissue culture, to decrease batch 
to batch variation in medium content, and to avoid the need to use animals in painful 
procedures.9 Stacey also discusses: the need to control the gaseous environment during 
tissue culturing; the advantages and disadvantages of primary vs. continuous cell lines; 
co-culture and organotypic cell systems; and the robustness and amenability of cell 
culture systems to automation.

Applications of Stem Cells

Tina Stummann and Susanne Bremer discuss the use of adult and embyonic stem 
(EC) cells by reference to embryotoxicity, cardiotoxicity, hepatotoxicity and neurotoxicity. 
These cells retain pluripotency and hence can develop into any cell type in the body. 
The authors note that stem cells have the advantage over primary and immortalised cells 
of being able to form large populations of stably-differentiated cells representative of 
different target species including humans.

Cardiotoxicity is investigated by studying the effects of drugs on the functions and 
activity of ES-derived cardiomyocytes in tissue culture. Hepatotoxicity screening can 
also be undertaken by using ES cells that differentiate into hepatocytes. The authors 
note that the susceptibility of differentiating ES cell to chemicals, relative to that of 
non-differentiating cells, is the basis of embryotoxicity testing in vitro. A test method 
(the EST–embryonic stem cell test) has been successfully validated and endorsed by 
ECVAM for screening potential embryotoxic chemicals. The authors discuss the various 
potential improvements to the EST, as well as the ethical issues concerned with using 
stem cells, especially ES cells of human origin.

Dynamic Bioreactors

In Chapter 3, entitled ‘Trends in Cell Culture Technology,’ Uwe Marx discusses 
dynamic bioreactor systems as a way of improving the ability of cell cultures to mimic in 
vivo tissue structure and physiological conditions. This requires not only an efficient oxygen 
and nutrient supply but also a micro-environment which models the in vivo communications 
between cells, as well as tissue cellular architecture and spatial organization.

Marx provides examples of the further development of this technology, which has led 
to commercially-available systems. Some of these are bioreactors based on a 3-dimensional 
network of interwoven hollow fiber membranes transporting gases, nutrients, growth 
factors and by-products to and away from the cells. A miniaturised membrane-based 
perfusion bioreactor model of the lymph node is also described. The chapter also includes 
a discussion of the intriguing idea of modeling an organ in culture based on systems that 
consist of its basic structural assembly unit, referred to as a ‘sub-organoid’; examples 
being liver lobules and nephrons.

Lastly, Marx discusses attempts that are being made to develop ‘organ-on-a-chip’ 
(OOC) systems consisting of micro-bioreactors, which can be used in a 96-well plate format.
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Tissue Engineering

Kevin Shakesheff and Felicity Rose introduce the topic of tissue engineering in 
Chapter 4. This includes the use of tissue scaffolds, the development of bioreactors and the 
stimulation and culturing of cells in complex cultures in attempts to recreate the conditions 
under which cells form functional tissues in vivo. Methods for tissue engineering have 
advanced through the use of co-cultures; extracellular matrix (ECM) signals; 3-D cell 
aggregates to enhance tissue functionality; provision of conditions allowing signaling 
between different cell types and anchorage to an ECM.

The authors provide various examples to show how tissue engineering techniques have 
improved over the last decade, and how they have been used in toxicology and medicine. 
The formation of more complex tissues in culture, including the liver, by using permeable 
hollow-fiber bioreactors, is discussed. Work on combining mechanical and biochemical 
stimuli to enhance the formation of cardiac muscle within scaffolds is also described.

Testing Nanoparticles

Nanoparticles (NPs) are becoming increasingly used in industry and in cosmetics 
and drugs. In Chapter 5, Amanda Schrand and colleagues discuss the principal types of 
NPs and their potential health effects and consider the methods available for the toxicity 
testing of NPs.

Changes in cellular morphology and oxidative stress are two major mechanisms 
involved in the toxicity of NPs, particular those that are metallised. The effects of particle 
size, shape, surface area, surface charge, as well as overall chemical composition and 
functionalisation can all contribute to toxicity.

Schrand et al. provide examples of occupational exposures to NPs. The authors also 
present data showing how endpoints, such as levels of reduced glutathione and apoptosis, 
in skin, lung and neuronal cell lines exposed to NPs can be used to quantify toxicity.

Lastly, the authors show how membrane damage (as assessed by changes in membrane 
potential and LDH [lactate dehydrogenase] leakage); the activation of pro-inflammatory 
cytokines; and fluorescent probes for fluorescent-activated cell sorting (FACS) can be 
used for assessing the toxicity of NPS, coupled with cell visualization by using light and 
scanning electron microscopy (SEM), the latter in conjunction with metal probe detection.

PBPK Modeling

Physiologically-based pharmacokinetic (PBPK) modeling uses mechanistic data on 
absorption, distribution, metabolism and excretion of a chemical according to mode of 
administration to predict the time-course of the fate and distribution of parent chemical, 
metabolite(s) or biomarkers within an exposed organism. In Chapter 6, John Lipscomb 
discusses the principles of PBPK modeling, and shows how it plays a pivotal role in both 
in vivo and in vitro toxicity studies.

Examples are provided of how PBPK modeling has been applied in practice, and how 
it has been validated and used for species extrapolation, from test organisms to humans, 
as well as to predict the effects of changing exposure route. The author also considers 
how the data generated from PBPK modeling can improve risk assessment, by allowing 
internal doses to be taken into account.
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Such information can be used to interpret the results of in vitro toxicity experiments, 
with respect to concentrations tested in tissue culture, compared with the internal dose 
that the cells in situ would have been exposed to. The data can also be used to design 
in vitro experiments which involve exposing cell cultures to in vivo-like concentrations 
of test material.

Predicting Toxicity Using SAR and QSAR

The rationale for, and background to, in silico toxicity prediction (computational 
toxicology) are discussed by Robert Combes in Chapter 7. This chapter considers both 
quantitative structure activity relationships (QSAR) and knowledge-based and automated 
expert system modeling. Examples are provided to show how computational toxicology 
can be used to predict the toxicity of congeneric and non-congeneric series of chemicals.

The chapter also considers the advantages and disadvantages of computational 
toxicology, particularly the problems of using relevant molecular descriptors and 
reliable toxicity data, from properly-conducted experiments on relevant chemicals with 
clearly-defined structures using samples of high purity and unequivocal results. It is noted 
that the proper consideration of these issues is crucial to developing a useful training set 
of chemicals. Suggestions are made to address these problems, as well as how to validate 
models to assess their predictivity for novel chemicals.

The chapter also illustrates the application of computational models for predicting 
various toxicity endpoints, including their use for screening drug candidates in the 
pharmaceutical industry, and in the process of read-across and as part of intelligent 
integrated tier-testing schemes for preliminary testing of chemicals. Lastly, the chapter 
considers the effect on predictivity of the existence of ‘activity cliffs’ (when a small 
change in molecular properties causes a big change in toxicity in the chemical space for 
which a model has been developed).

Quantum Dots

In Chapter 8, Shivang Dave and colleagues discuss the use of quantum dots (QDs), 
which are semiconductor nanocrystals and act as very sensitive biomarkers of toxicity. 
QDs possess the additional advantages of high brightness, lack of autofluorescence and 
photo-stability, and moreover they can be used as multiple biomarkers. The authors note 
that multiplexed QD-based assays have been incorporated into techniques for cell imaging, 
such as flow cytometry; confocal laser scanning microscopy; fluorescent activated cell 
sorting (FACS); and fluorescence in situ hybridization (FISH).

A further advantage of QDs is the fact that they can be continuously tuned, by changing 
the particle size to emit single, specific, well-defined wavelengths. It is also feasible for 
QDs to be used for simultaneously probing and assaying multiple toxicity endpoints in 
cells over extended time periods. Furthermore, single QDs emitting multiple emission 
wavelengths conjugated onto a single microbead structure, enable the simultaneous 
detection of multiple toxicity events.

In Vitro Organ Models

Further progress in developing more complex and more in vivo-like tissue culture 
systems is discussed by Tommaso Sbrana and Arti Ahluwalia in Chapter 9, by reference 
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to the Quasi-Vivo® In vitro Organ Model. This tissue culture system has been designed to 
mimic cross talk between cells and tissues to provide a realistic physiological environment 
for the cells to grow in.

The Quasi-Vivo® In-Vitro organ model consists of two different cell culture chambers 
which simulate a blood vessel and the metabolic system, respectively, when hepatocytes 
are used. These can be grown as simple monolayers, or as complex 3-D cultures by seeding 
cells on polylactide-coglycolide scaffolds. Each chamber is environmentally-controlled 
in order to mimic physiological or pathological conditions in the cardiovascular system. 
The second chamber is a multi-compartmental device in which different cell types are 
separately cultured.

Using this apparatus, high-throughput experiments can be performed over several 
days. They also explain how allometric scaling can be used to design Quasi-Vivo® organ 
models to represent biotransformation and absorption and exchange processes by the 
liver, lungs, intestines and skin, of different species.

Validation and Regulatory Status of Non-Animal Tests

Michel Bouvier d’Yvoire and colleagues identify several problems with conventional 
toxicity testing paradigms in Chapter 10, namely: (a) the need for species extrapolation; 
(b) lack of mechanistic information; and (c) the use of very high dose levels. The chapter 
discusses progress in overcoming these problems in the areas of reproductive toxicity; 
mutagenicity and carcinogenicity; skin absorption and sensitization. With regard to the 
latter, Sen-si-tiv, is a project for developing a battery of assays for predicting allergenicity, 
within which genomics and proteomics are being employed, as well as an assessment of 
the importance of biotransformation in activating prohaptens. The authors refer to the 
Direct Peptide Reactivity Assay (DPRA), which addresses protein reactivity, the human 
Cell Line Activation Test (h-CLAT) and the Myeloid U937 Skin Sensitization Test 
(MUSST), which monitor the expression of cell surface markers associated with dendritic 
cell (DC) activation, which are also currently being evaluated in an ECVAM-coordinated 
study. Progress with other tests that is described covers the in vitro micronucleus test 
for genotoxic and non-genotoxic effects, the latter due to effects on the spindle, and 
the Comet assay for DNA damage in cultured mammalian cells in skin model cultures.

The authors note that four organotypic assays have already received regulatory 
acceptance for detecting severe ocular irritants, and the advantages of using additional 
endpoints such as cytokine assays and recovery are also considered. The five methods 
so far validated for assessing skin corrosion are compared. The EpiSkin and EpiDerm 
assays are also described. The former was recently validated by ECVAM as a replacement 
for the Draize skin test.

Other related activities include an investigation of toxico-genomics and 
toxico-metabonomics, coupled with mass spectrometry, to provide mechanistically-based 
tests for irritation, using a gene chip and the EPISKINTM model. The use by industry 
of the successfully-validated 3T3 NRU in vitro phototoxicity test, as well as future 
improvements to the test, are also discussed. These include the application of toxicokinetics 
to improve the prediction of phototoxic effects on the whole organism. The authors also 
consider the CFU-GM assay for hematotoxicity; fetal cord blood stem cell-based assays; 
microelectrode arrays (MEA) for simultaneously measuring the activity of multiple 
neurons; and neurosensors. Lastly, the ECVAM DataBase service on ALternative Methods 
to animal experimentation (DB-ALM, http://ecvam-dbalm.jrc.ec.europa.eu) is described.
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Chip-Based Technologies

In Chapter 11, Yuan Wen and colleagues provide a detailed introduction to micro-
fabrication, microfluidics and chip-based technologies as means for miniaturising in vitro 
assays and rendering them amenable for use in high-throughput screening. Microfabrication 
techniques include hard micro-machining and soft lithography. Microlitre, nanolitre and 
even picolitre volumes of fluids can be handled with precise control provided by pumping, 
valving, mixing and concentration-manipulation on a micro-scale

The unique advantages of microfluidic devices include: very small consumption 
of reagents; rapid reaction times; a high level of replication; flexible controls for fluid 
transport and concentration manipulation; relevant dimensions when dealing with cells 
and biomolecules; wide applicability and low costs. Therefore, microfabricated devices 
are being widely used in the pharmaceutical and biotechnology industries.

The chapter describes the use of microfabricated devices for creating 3D extracellular 
matrix (ECM) structures for cells to grow on, including tumor cells, hepatocytes, 
chondrocytes, neural cells and embryonic stem cells. Such systems can also be generated 
as tissue culture scaffolds, and they are used to assaying cytotoxicity; cardiotoxicity; 
neurotoxicity and metabolism.

Genomics

In Chapter 12, entitled ‘The Use of Genomics in Model In Vitro Systems,’ Dan Casciano 
reviews the current status of assays that are based on gene expression profiling, made 
possible by the sequencing of the human genome, which prompted the development of a 
new subdiscipline of toxicology termed toxicogenomics, which also includes proteomics, 
bioinformatics and metabonomics.

Toxicogenomics is concerned with the collection, interpretation, and storage of 
information about gene and protein activity within particular cells or tissues of an organism 
in response to toxic substances. It is also a means of identifying and characterizing 
mechanisms of action of known and suspected toxicants.

Genomics has been adapted for HTS through the development of DNA microarrays, 
which provide a large-scale medium for matching known and unknown DNA segments 
based on base-pairing rules. The vast amount of data generated by these collective 
approaches is being analyzed and interpreted by using bioinformatics, which involves 
computerised and statistical techniques, as well as information for comparison in the 
form of gene expression libraries.

Casciano describes key advances in toxicogenomics and discusses several models to 
study chemically-induced liver injury. He also discusses the application of toxicogenomics 
to the investigation of basal expression profiles of large numbers of genes in cultured 
primary human hepatocytes from human donors, varying in age and other factors.

Intelligent and Integrated Testing Schemes

In Chapter 13, Michael Balls, Nirmala Bhogal and Bob Combes have used the 
information in the preceding chapters to develop a rationale for the toxicity testing of 
pharmaceuticals, general chemicals, cosmetics, inhaled substances and nanoparticles, 
based on integrated toxicity testing schemes (ITS). These ITS involve all of the test 
systems, as appropriate, that are discussed in the volume, deployed in a step-wise manner. 
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Consideration is also given to the possibilities for using additional techniques, such as 
virtual tissue modeling; virtual patient populations; clinical imaging and systems biology.

A key feature of the ITS is that the testing of a chemical can be stopped at the 
point where a risk assessment can be performed and/or it can be classified and labeled 
in accordance with the requirements of the regulatory authority concerned, rather than 
following a checklist approach to hazard identification. In addition, the strategies are 
intelligent in that they are based on the fundamental premise that, in the absence of 
exposure, there is no hazard.

The four ITS strategies proposed incorporate previously published ITS, that were 
developed as part of a research project to generate testing strategies for prioritisation 
of chemicals for further evaluation in the EU REACH legislation. A general theme in 
the decision-tree schemes concerns making the data from in vitro tests more-relevant to 
predicting toxicity in vivo.

Conclusion

We hope that the reader of this volume will have gained a valuable and detailed 
insight into many of the latest techniques being developed and applied in in chemico 
and in silico prediction, in vitro tissue culture and endpoint detection for toxic hazard 
identification. We also hope that the reader will be convinced that these advanced methods 
provide potentially effective ways of screening large numbers of candidate chemicals 
and prioritising them for further assessment, while providing cheap and cost-effective 
approaches to testing, prior to whole animal studies, involving laboratory animals and 
human studies.

By being able to obtain and culture a wide range of differentiated human cells of all 
major target organs, the problems of species extrapolation, frequently encountered when 
using laboratory animals, can be overcome. Moreover, the ability to develop complex 
co-culture systems, and even whole organs under in situ-like physiological and biochemical 
conditions, is beginning to simplify in vitro to in vivo extrapolation. Added to this is the 
information from PBPK modeling, which not only is used for selecting relevant target 
organs, but also facilitates the use of in vitro data for risk assessment.10,11

Of course, many of the techniques and methods described in this volume are in 
the early stages of development, and much work will be needed to ensure their further 
improvement, optimisation and validation. However, we are confident that this will be 
achieved and that, just as with the in vitro assays that were validated and granted regulatory 
acceptance over the last decade, these, and many other new, advanced methods, will 
likewise become part of the toxicologist’s improved toolbox for coping with increasingly 
stringent and numerous regulatory requirements and test chemicals, while placing less 
reliance on traditional testing paradigms.

Robert D. Combes, PhD
Michael Balls, DPhil 

Nirmala Bhogal, PhD
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CHAPTER 1

CURRENT DEVELOPMENTS  
IN CELL CULTURE TECHNOLOGY

Glyn Stacey
Division of Cell Biology and Imaging, National Institute for Biological Standards and Control, South Mimms, 
Potters Bar, Hertfordshire, UK 
Email: gstacey@nibsc.ac.uk

Abstract:  The ideal features of a cell culture system for in vitro investigation depend on what 
questions the system is to address. However, in general, highly valuable systems 
will replicate the characteristics and more specifically, the responses, of normal 
human tissues. Systems that can faithfully replicate different tissue types provide 
tremendous potential value for in vitro research and have been the subject of much 
research effort in this area over many years. Furthermore, a range of such systems 
that could mimic key genetic variations or diseases would have special value for 
toxicology and drug discovery. In the pursuit of such model systems, there are a 
number of significant practical issues to consider for their application, which includes 
ability to deliver with ease, the required quantities of cells at the time needed. In 
addition any cell culture assay will need to be robust and reliable and provide readily 
interpreted and quantified endpoints. Other general criteria for cell culture systems 
include scalability to provide the very large cell numbers that may be required for 
high throughput systems, with a high degree of reliability and reproducibility. The 
amenability of the cell culture for down-scaling may also be important, to permit 
the use of very small test samples (e.g., in 96-well arrays), even down to the level of 
single cell analysis. This chapter explores the range of new cell culture systems for 
scaling up cell cultures that will be needed for high throughput toxicology and drug 
discovery assays. It also reviews the increasing range of novel systems that enable 
high content analysis from small cell numbers or even single cells. The hopes and 
challenges for the use of human stem cell lines are also investigated in comparison 
with the range of eukaryotic cells types currently in use in toxicology.

New Technologies for Toxicity Testing, edited by Michael Balls, Robert D. Combes,  
and Nirmala Bhogal. ©2012 Landes Bioscience and Springer Science+Business Media.
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INTRODUCTION

Fundamental Features of Cell Culture Systems for In Vitro Testing

The ideal features of a cell culture system for in vitro investigation depend on what 
questions the system is required to address. However, in general, the most valuable 
systems will be those that replicate the characteristics and more specifically, the responses, 
of normal human tissues. Systems that can faithfully replicate different tissue types 
provide tremendous potential value for in vitro research and have been the subject of 
much research effort in this area over many years. Furthermore, a range of such systems 
that could mimic key genetic variations or disease models would have special value for 
toxicology and drug discovery.

In the pursuit of such model systems, there are a number of significant practical 
issues to consider for their final application, which include:
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Other general criteria for cell culture systems include scalability of starting cultures 
to provide the very large cell numbers that may be required for high throughput systems, 
with a high degree of reliability and reproducibility. The amenability of the cell culture 
for down-scaling may also be important to permit the use of very small test samples (e.g., 
in 96-well arrays), even down to the level of single cell analysis.

Shortfalls in Current Systems

When using primary cells or tissues, gametes and embryos, the inherent variability 
between donors (e.g., age, sex and genotype) can significantly influence the reliability 
and broad application of the data from the resultant studies. Whilst the use of cell lines 
can help to overcome these issues, commonly used cell lines are typically of tumor 
origin, infected with viral agents or otherwise altered from the native state and often 
have a “transformed” or “dedifferentiated” phenotype. In addition, cell lines passed 
between a number of laboratories and subjected to large numbers of passages, may 
show changes in their characteristics due to variations in culture conditions, or become 
cross-contaminated or switched with another culture.1,2 They are also known to acquire 
contaminating micro-organisms, most commonly mycoplasma from other cell cultures, 
that may adversely affect cell responses.3 To overcome these problems, it is an important 
principle of assay development to screen a number of cell lines to ensure the most useful 
of them are taken up and to obtain these lines only from quality controlled sources such 
as culture collections (e.g., American Type Culture Collection [ATCC; USA], German 
Collection of Microorganisms and Cell Cultures [DSMZ; Germany], European Collection 
of Cell Cultures [ECACC; UK], Interlab Cell Line Collection [ICLC; Italy], Japanese 
Collection of Research Bioresources [JCRB; Japan], UK Stem Cell Bank [UKSCB]). 
For general references on sourcing human cells, tissues and cell lines, see Stacey (2007)4 
Stacey and Hartung (2006).5
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NEW TECHNOLOGIES FOR CELL DELIVERY

Culture Vessels

An ever increasing diversity of cell culture vessel systems have been developed; 
some are aimed to provide systems for the analysis of live cells, some are for real time 
studies and others are designed for the more-efficient or more-reliable scaling up of 
cell cultures. Various systems have been developed for high content analysis by using 
different combinations of standard culture vessels containing biosensors or ultra-scaled 
down systems, including ‘cell on a chip’ techniques, which can give measurements from 
single cells (for a recent review, see Robitski and Rothermerl).6 Numerous analytical 
systems are available commercially and some examples are listed in Table 1. New small 
volume automated culture chamber systems offer on-line monitoring of culture conditions 
and in some cases exquisite control of culture conditions and sampling mechanisms for 
experimental purposes. Others are focused on the automation of the cell culture process 
(Table 2) and different systems are focused on different solutions including:

�� ^�	�������������������	��������	��	������	����	
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stem cells, that grow as colonies (e.g., ‘Cellhost’ [Hamilton].

Some of these systems can employ multiple cell types, with the aim to reproduce 
some of the complex cell-cell interactions and tissue-like structures observed in vitro. 
In particular, culture-well inserts permit the coculture of different cells types, both in 
direct cell-cell contact or communicating solely via secreted factors which can pass 
across a separating membrane. The principles for establishing such systems have been 
in place since before the 1970s,7 and have been applied for the in vitro simulation of 
functional epithelial polarity8 and tissue invasion of immune and malignant cells.9,10 A 
variety of different insert filter types are available (some are transparent, to facilitate 
visualization by microscopy) and the type of filter used may influence the response and 
integrity of the cell monolayer. Measurement of the trans-epithelial resistance (TEER) 
of such cultures is important, to establish when the functional integrity of the cell layer 
has been achieved and to monitor the effects of experimental conditions. For a review of 
these issues, see Lazarovici et al, 2006.11 Flow cell systems can mimic the intermittent 
pulses of hydrodynamic pressure and the sheer stress induced by natural blood flow and 
can reproduce patterns of gene expression and phenotypic features more typical of in 
vivo tissues.12 An alternative approach is adopted in low sheer-stress culture systems, 
where a silicone membrane replaces the usual direct air-medium gas-liquid interface 
and the medium/cells are rotated to prevent gravitational settling. Cells of different 
buoyant densities can be grown as structures in suspension with enhanced mass transport 
characteristics.13 Yet another system enables metabolic activity to be measured without 
turbulence in the growth medium, in which cells be grown in “orbital” or “free-fall” 
modes14 or a combination of these approaches as the culture develops.15 Examples of such 
systems are the Rotating Wall Vessel, Cellon and ‘Nova Pod’, Novathera (see Table 2).

The scaling up of cell cultures to provide sufficient cells for high throughput test 
systems is traditionally achieved, for adherent cell cultures, by passaging into larger 



4 NEW TECHNOLOGIES FOR TOXICITY TESTING

classical cell culture flasks. These flasks, based on the original use of glass tubes and 
‘medical-flat’ bottles, are now obtainable in a variety of forms, made of plastic treated 
in different ways to promote attachment and growth. Commonly used scale-up systems 
include roller bottles that are continuously rotated, ridged and layered-surfaces for culture 
vessels that increase the culture surface area by more than 2-fold (available from numerous 
suppliers) and stacked static-flask systems (e.g., Cell CubeTM [NUNC]). In addition, 

Table 1. Automated monitoring and analysis systems for cell culture*

20/20 Technology

Bionomic system: An environmental control stage for live cell, real-time imaging.

Amnis

ImageStream®: Combines the visual capability of microscopy and the statistical rigor of 
flow cytometry in a single platform, permitting the quantitation of cell structure features not 
accessible to traditional flow cytometry.

Beckman Coulters

Cellomics KineticScan HCS Reader: The temporal and high-resolution spatial analysis of 
the physiological processes, dynamic distribution and activity of cellular constituents and 
morphological features in individual live cells.

Capsant

Hi Spot™ 3Dl aggregates of primary cells, reformed on semi-permeable membranes in 
multiwell formats to provide ‘organ-like’ microdots on a biochip for multi-readout, high 
throughput drug screening.

CompuCyte

iCyte® Automated Imaging Cytometer: Automated high-content cellular analyzers, also 
designed for higher throughput. Capability to precisely measure cellular DNA content 
and simultaneously combine these measurements with other molecular markers and cell 
morphology.

Essen

IncuCyte™: An automated imaging platform that fits within a laboratory incubator and is 
designed to provide non-invasive live cell imaging; useful for visualizing changes in cells 
and multicellular structures over time.

Luminex Corporation

Luminex 100 IS System: Designed to permit the simultaneous assay of up to 100 analytes in 
the single well of a microtiter plate. The system can deliver many assay formats, including 
nucleic acid assays, receptor-ligand assays, immunoassays and enzymatic assays.

Nikon

BioStation IM: A compact cell incubation and monitoring system that permits live cell 
imaging. Long-term time-lapse experiments (including studies of cell growth, morphology 
and protein expression) are possible, through its capacity to provide the consistent 
environmental control of temperature, humidity and gas concentration and observation by 
phase-contrast and fluorescence imaging.

Nova Biomedical

BioProfile 400A: A metabolite analyzer for use with mammalian cell cultures.

*The author would like to thank Ms M Gillett (University College London and NIBSC) for assistance 
in collating this information.
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there are well established scale up systems for the culture of cell lines which grow as cell 
suspensions. These systems are largely focused on the means to maintain growing cultures 
of homogenous cell suspensions and can employ the use of an internal impellor device 
within the suspension of cells (e.g., spinner flasks), growth of cells in porous membrane 
compartments (examples include ‘miniPerm’ vessel,16 Dialysis tubing systems17 and hollow 
fiber systems such as the Biovest AcuSyst culture system) and the culture of cells in agitated 
flexible culture bags (e.g., Wave bioreactors [GE Healthcare]). Adherent cells can also be 
grown on “microcarriers”, which enables their growth in bioreactor formats normally used 
for suspension cell cultures or in ‘perfused’ bioreactor systems with recirculated culture 
medium. All of these systems have been developed for culturing of cells to secrete useful 
products, but could also be used to expand cell cultures for high throughput toxicology 
experiments, or possibly, for more- complex 3D cell culture assays. For more details, see 
the recent reviews on such systems by Davis18 and Portner and Geise.19

Table 2. Examples of new systems for cell culture scale-up*

Automation Partnership

CompacT SelecTTM: Expansion and maintenance of multiple cell lines, sub-culturing, 
expanding cell numbers through the seeding of a number of flasks and performing transient 
transfections.
SelecT: Automated cell culture lines are maintained and expanded in T-175 flasks. The 
system is designed to prevent cross contamination, even when many cell lines (up to 182) 
are cultured in parallel. The system can be set to harvest, count and seed without operator 
intervention—at any time, day or night—to help optimize screening productivity.
Cello™: Cello is designed to culture multiple cell lines in parallel, from seeding through expansion and 
sub-cloning. The system is aimed to provide the throughput and capacity needed to support several 
projects running in parallel, with minimal operator involvement. Cello involves the culture of both 
adherent and non-adherent cell lines with the capability to utilize 384-, 96-, 24- and 6-well plates.
Piccolo™: A fully automated cell culture system for the rapid optimization of recombinant 
protein production in microbial or insect cell cultures.
Cellmate: Full automation of processes needed to culture cells in roller bottles and T-flasks, 
by using a robotic arm. It simulates normal cell culture manipulation, thus avoiding the need 
for process change.

Cellon

RollerCellTM/Roller Cell MaxTM: A roller bottle culture system designed to automate cell 
seeding, medium changes and trypsinization in units of up to 200 roller bottles that can be 
automatically coordinated as ten units with a computer. Cellon also supplies the ‘Synthecon’ 
3D bioreactors (see below).

Corning

CellSTACKTM: Multilayered (the operator handles up to 10 at a time) stacked culture surfaces.
Cell CubeTM: Stacking multilayer tissue culture vessels, providing large surface areas (up to 
340000 cm2) for the culture of adherent cells, operated as a perfusion culture system.

Hamilton

CellhostTM: A fully automated system for colony dissection, culture and expansion of hESCs.

NovaThera Ltd/MedCell

NovaPodTM: The 3D culture of cells in air-liquid interface-free medium. Also used with 
microcarriers.

table continued on following page
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Culture Environment

The basal media formulations developed in the 1960s, combined with the use 
of bovine serum, have continued to be used for the culture of most cells, with only 
minor modifications. However, there have been significant developments in the use of 
alternative defined media, which remove the need for serum. Such developments were 
driven initially by the desire to avoid the use of bovine materials for the manufacture of 
medicinal products (e.g., vaccines, recombinant proteins, gene therapy vectors). This is 
because serum is an undefined and relatively variable component of cell culture media. 
Its replacement with defined alternatives is very important for standardizing any work 
with cell cultures. Serum-free formulations are now available for many different cell 
culture types.20,21

For some time, it has been known that it is possible to enhance the differentiated 
phenotypes of cell cultures for in vitro assays by adding certain bioactive molecules 
to the culture medium, such as all-trans retinoic acid or dimethyl sulfoxide (for a 
summary, see Chapter 14 in Freshney).22 The further development of such systems for 
inducing differentiation has been slow, although systems yielding improved neural and 
hematopoietic cultures have been published.23,24

Culture surfaces can clearly have a dramatic effect on the ways in which cells grow. 
The culture surface treatment may therefore need to be tailored to the particular cell 
type involved. New techniques for the physical modification of cell culture surfaces are 
also being investigated for tissue engineering purposes, including polymer preparation12 
and plasma treatment.24 These may find applications to promote differentiation in cell 
culture toxicology assays.

Table 2. Continued

NUNC

‘Cell Factory’: Multilayered (the operator handles up to 10 at a time) stacked culture surfaces 
with an ‘active gassed’ system to ensure adequate and uniform buffering.

Synthecon

Rotary Cell Culture SystemsTM: ‘Rotating wall vessel’ systems that achieve the low sheer 
stress culture of cells in air-liquid interface-free growth medium that permits the generation 
of high viability 3D cell structures. Can be used with cells on microcarriers in small batch 
cultures (from 10 ml) and perfusion culture systems that permit the ‘online’ monitoring of 
pH, oxygen and glucose levels.

Tecan

CellerityTM: Fully automated cell-line maintenance, expansion, harvesting and plating. A 
modular system that incorporates an integrated CO2 incubator, cell-counter for determining 
cell number and viability and refrigerated media storage with in-line warming immediately 
prior to  dispensing.

Wave Biotech LLC

Wave BioreactorTM: Flexible, nongas permeable cell culture bags, which contain growth 
medium and gas headspace on a rocking platform. Capacity from a 100 ml to 500 l.

*The author would like to thank Ms M Gillett (University College London and NIBSC) for assistance 
in collating this information.
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Adjusting the gaseous environment can have a significant influence on the biology and 
performance of a cell culture system and can permit in vitro culture responses that more 
accurately mimic in vivo tissue responses. Low oxygen tension has long been known to 
benefit the growth of cell lines,25 and to promote proliferation and stable characteristics in 
special cell types such as undifferentiated human stem cell cultures.27,28 Such environments 
can be achieved in ‘multigas’ incubators, which depress environmental oxygen levels by 
introducing nitrogen and carbon dioxide gases at a controlled rate. Multigas incubators are 
increasingly used in cell culture, but present a number of technical challenges including:
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passage and manipulation; and
�� ^�	����
	����������	���������������������	����	�����������������������

An alternative is to use sealable, gas-tight boxes, primed with a mixture of air, 
carbon dioxide and nitrogen, which can then be placed in any warm-air incubator. A 
more expensive option is to use ‘isolators’, which are sealed work environments that can 
maintain a stable atmosphere and temperature. These have been developed for aseptic 
processes and for the containment of pathogens. They have also been used for the culture 
of anaerobic organisms that are highly sensitive to oxygen toxicity and require a stable 
anaerobic environment. Such isolator systems are also now produced commercially for 
cell culture and in vitro fertilization procedures (see, for example, the Biospherix website, 
http://www.biospherix.com).

Changes to other culture conditions, such as incubation temperature, media composition 
and culture surface, can also be used to modify cell performance. Incubation temperatures 
below 37 °C can be used to optimize or arrest cell proliferation,29–31 and may, in some 
instances, increase the capacity of cells to manufacture secreted proteins.32

NEW CELL CULTURES FOR TOXICOLOGY

Primary Cells and Tissues

It is clear that the use of animals as a source of primary tissues and cells is no longer 
acceptable in many countries,33,34 or requires careful justification.5 However, fish and 
amphibian embryos still appear to present an acceptable source of primary tissues, some 
of which have value in toxicology.35 The generation of embryos from fertilized zebra 
fish (Danio danio) eggs enables the production of thousands of embryos in short periods 
of time, thus making statistically qualified experimentation relatively straightforward, 
although potentially very time consuming, depending on the difficulty of the assay and the 
endpoints used. However, it is important to recognize that these are still primary cells from 
animals and the use of reliable cryopreservation methods would also promote the Three 
Rs principles by avoiding the wastage of large numbers of cells/embryos that can occur.

Stem Cell Lines

Experimental models for embryotoxicity have been used for many years and attract 
attention due to the public health significance of toxic events in the early human embryo. 
Clearly, the use of animal embryos for toxicology has been controversial and the advent 
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of embryonic stem cell lines has provided an important opportunity to investigate models 
of embryotoxicity without the ongoing use of embryos. Mouse embryonic stem (mES) 
cell lines have been used for some years in toxicology and have received attention as 
the basis of validated test methods which employ undifferentiated mES cells in place 
of established in vivo embryotoxicity studies.36,37 The availability of high throughput 
approaches and the serum-free culture of these cell lines provide significant advantages 
in method standardization and the potential for testing germline competency (i.e., the 
ability to regenerate mouse functional embryos by using mES cells) may have additional 
attractions for the use of these cells in toxicology. However, potential differences from 
human responses remain a challenge for in vitro toxicology systems based on their use.

Whilst mES cultures were established in the early 1990s, human embryonic stem 
cells (hESCs) were only isolated relatively recently.38 They have received a great deal 
of attention, primarily with regard to their clinical potential. They could also provide a 
scientifically more valuable alternative to mES cells for toxicology, but methods involving 
hESCs have yet to be developed and validated for use in embryotoxicity testing. The use 
of embryoid bodies derived from hESCs may prove valuable since they represent all three 
germ layers. HESCs certainly have significant theoretical potential, in that they are believed 
to be pluripotent stem cells and should therefore be able to regenerate cells from almost 
any tissue. The necessary conditions to regulate cell differentiation to efficiently deliver 
tissue specific cells in a reproducible way have yet to be resolved. Nevertheless, a number 
of differentiation protocols are now being established for the production of specific cells 
types from hESC lines39-45 and Table 3 illustrates areas where some progress has been made.

hESCs may provide further revolutionary developments in relation to the understanding 
of disease processes, since they can be derived from embryos affected by genetic disorders. 
These could potentially provide in vitro models of affected tissues, leading to unprecedented 
systems with which to study the effects of new drugs in the tissues of individuals suffering 
from diseases such as cystic fibrosis (CF), fragile X syndrome (Fra-X) and Huntington’s 
disease (HD). The isolation of hESC lines from such sources has already been achieved46 (the 
example quoted is available from the UK Stem Cell Bank, www.ukstemcellbank.org.uk/).

Table 3. Protocols for derivation of different cell types from hESC lines

Cells Types Derived from hESCs
Examples of Published Detailed Protocols  

and Discussions of Differentiation Methods

Hepatocyte–like cells Sullivan et al (2007)39

Cardiac cells Freshney et al (2007)40; Loring et al (2007)41; Masters 
et al (2007)42; Sullivan et al (2007)39

Neural cells Chojnacki and Weiss. (2008)43; Freshney et al (2007)40; 
Loring et al (2007)41; Masters et al (2007)42; Sullivan 
et al (2007)39; Turksen (2006)44

Osteogenic cells Masters et al (2007)42; Sullivan et al (2007)39

Haematopoietic stem cells Loring et al (2007)41; Masters et al (2007)42; Sullivan 
et al (2007)39; Turksen, (2006)44

Pancreatic islet cells Masters et al (2007)42; Sullivan et al (2007)39 (for 
experimental design see also Roche et al (2007)45)

Endothelial cell lineages Sullivan et al (2007)39
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Cultures of hESCs also potentially offer an unprecedented opportunity to study 
human  embryonic tissues during the early stages of human development. In the past, 
the study of embryonic development by using human embryos was considered unethical 
and even today, many countries, whilst permitting research on early-stage cells, do not 
allow research on blastocysts cultured for more than 14 days. The establishment of hESC 
lines permits studies of cells from this critical window of human development, which 
could yield significant benefits for the health of unborn children. Nevertheless, it will 
be critical to establish means of determining whether the hESC cultures actually reflect 
early human development with sufficient precision.

Cloning techniques to provide hESC lines that have specified genotypes, by the 
nuclear transfer technique, could provide panels of hESC lines for use in a broad range of 
cell-based systems for drug discovery and toxicology. However, the first breakthroughs in 
this technology (in Korea) were largely discredited and the associated publications were 
withdrawn. So far, the efforts of other workers have not revealed an effective method 
and it is clear this approach will take some time to yield a technique that is efficient. An 
alternative and potentially more fruitful approach to the development of reliable human 
nuclear transfer technology is to transfer human nuclei into enucleated animal eggs.47 This 
approach may provide useful cell lines for research and testing purposes and may also 
provide the methodology required to generate pure hESC lines of defined genotypes that 
may also be appropriate for therapeutic applications. The availability of these cells for 
research also offers novel potential tools for drug discovery and toxicology, but will require 
careful validation, to evaluate the influence of the nonhuman elements of the cells, such 
as mitochondria, which could influence the relevance of such cells to human toxicology. 
The development of nuclear transfer technology to generate individual specific hESC 
lines would be a significant step, since, not only would this permit patient-specific cell 
therapy, it would also offer the potential to deliver hESC lines with the characteristics of 
individuals from specific genotypic groups or with specific genetic disorders. This would 
be a key step in the development of new cell and tissue models that would permit the 
study of toxicological systems in different population groups, as well as being useful in 
in vitro drug discovery research on specific disorders. The development of human nuclear 
transfer techniques has been slow, but promise has been demonstrated in the establishment 
of more-efficient techniques involving primate cells.

Whilst hESCs have a particularly wide potential in toxicology, it should be borne in 
mind that many tissues derived from them may well retain features of cells in the early 
stages of development that may not closely relate to responses or resistance to toxicological 
effects in adult somatic tissues. Accordingly, it will be important to explore the potential 
of non-embryonic stem cell lines.

Another, more-recent development has been the publication of new technology 
to manipulate somatic cell types, in order to derive stem cell lines which have the 
characteristics of hESCs.48,49 This involves the genetic modification of the donor cell nuclei 
to over-express a combination of two or more reprogramming factors or oncogenes, to 
induce a pluripotent state (induced pluripotency stem cells or iPS cells). This approach 
is still under development,50 but may offer an extremely efficient way of establishing 
genotype-specified cell lines with the potential of hESCs. It will be important to coordinate 
the data being generated on pluripotent cell lines, to enable researchers to compare 
information on different cell lines and this is currently being captured in a number of 
databases. One database designed to list internationally available human pluripotent cell 
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lines is called hESCreg (www.hesreg.eu). This active database has data on more than 600 
cell lines, with documented data on derivation, culture and characterization.

Immortalized Primary Cells and Recombinant Cell Lines

A number of continuous cell lines have been proposed for use in toxicology, including 
Madin Darby Canine Kidney (MDCK) cells, the hepatocyte line, HepG2 and Chinese 
Hamster Ovary (CHO) cells. However, the available cell lines are primarily of tumor 
origin (e.g., MDCK, HepG2), may not show phenotypes typical of mature tissue and 
may be deficient in certain key functions. Over the last two decades, considerable efforts 
have been made to generate immortalized primary cultures by using various recombinant 
vectors, but these have suffered, due to the transforming effects of the mechanism of 
unlimited replication in these cells (e.g., SV40 Large T antigen) and, as in other cell lines, 
there are key failings in the biochemical transformations and phenotypes of many of these 
cells. Attempts to provide better cell substrates by this approach have been made by using 
recombinant DNA vectors with conditional expression, where the transformed replication 
phenotype is suppressed under certain conditions (temperature sensitive SV40 antigen, 
heavy metals and ecdysone in baculovirus vectors).51 Thus, each recombinant cell line 
grows normally under permissive conditions, but when the conditions are altered, the 
cells stop growing and, hopefully, express more-differentiated characteristics. However, 
the cell lines established by using these systems have not seen a very active uptake in 
toxicology; in some cases, this may have been due to the leaky control of expression, 
which allows the growth of a proportion of the cells, even when restrictive conditions 
are applied. However, one system that seems to offer hope for the generation of bespoke 
cell lines with “normal” characteristics, is the use of telomerase-expressing vectors that 
subvert the normal mechanisms of telomere shortening that are closely associated with cell 
ageing and senescence—a natural restriction in the use of primary cells. Several examples 
of cell lines generated from different tissue cell types have been established by using this 
system,52,53 although cotransfection with oncogene-expressing vectors may be required.54

THE IMPORTANCE OF GOOD CELL CULTURE PRACTICE

Drawing on the experience of experts in animal cell culture, Coecke et al21 described 
the principles of Good Cell Culture Practice, i.e., a minimum standard of practice that 
should be adopted by anyone working with in vitro cell cultures. These widely applicable 
principles recognized that more-detailed relevant guidance might need to be developed 
for complex stem cell cultures. Also in 2007, a group called the International Stem Cell 
Banking Initiative was set up with funding from the International Stem Cell Forum (ISCF, 
see www.stemcellforum.org). This group coordinated input from stem cell researchers 
and stem cell banking centers in over 17 countries and produced a consensus on best 
practice for the banking, characterization, safety testing, quality control and distribution 
of hESC lines. This guidance has now been published.55

The International Stem Cell Initiative, coordinated by Professor Peter Andrews 
at the University of Sheffield, UK, has published standardized protocols for the 
characterization of a large number of hESC lines (International Stem Cell Initiative, 
www.stemcellforum.org/).55 This project has now entered a second phase, in which a 
large number of laboratories are evaluating defined growth media for hESC lines and 



11CURRENT DEVELOPMENTS IN CELL CULTURE TECHNOLOGY

studying their genetic stability under the different culture conditions. Such international 
collaborations are important for providing standardization in a field where the cell cultures 
used are highly challenging and require new and more stringent approaches to the delivery 
of reliable and reproducible data from in vitro culture experiments.

REGULATION

The routine use of animal tissues for toxicology has been a central element in 
testing for many years, but is now questioned widely from an ethical and scientific 
perspectives.33,34 There are formal governmental and international efforts to eliminate the 
use of animals for testing purposes, as  exemplified by the European Directive 86/609/
EEC. For a review of the international frameworks for developing alternatives to the use 
of animals, see Speilmann.57 The progressive move toward the use of human tissues and 
cells also raises a range of issues which are vital to their efficient procurement and use. 
An expert group coordinated by the European Centre for Validation Alternative Methods  
(ECVAM; www.ecvam.jrc.eu) delivered 23 recommendations relating to the legal and ethical 
issues, biohazards, logistics and end user requirements.58 These recommendations address 
the need for the more-effective and safe use of human tissues. In addition, toxicologists 
using cells and tissues must now address requirements for traceability and accountability 
when using human tissues, to ensure compliance with legal requirements for obtaining fully 
informed consent from donors and, in some cases, for obtaining licenses for the storage 
of the tissue (e.g., www.hta.org.uk). Specific approaches and protocols are also needed to 
ensure the appropriate establishment, standardization and validation of cell-based assays, 
to address the key challenges of tissue procurement, microbiological contamination, cell 
line stability and cell line cross-contamination.4,5,55 In addition, due to controversy over 
the use of human embryos in research, some countries require researchers to obtain formal 
permission for the work they wish to perform on embryos or hESC lines and researchers 
may be expected to comply with formal codes of practice for hESC line work (e.g., Code 
of Practice for the Use of Human Stem Cell Lines, 2010, www.ukstemcellbank.org.uk/). 
It is likely that, as new developments such as iPSC technology show potential for personal 
medical benefits, public awareness will grow and potentially demand greater scrutiny over 
the use of human tissues for research and development.

CONCLUSION

The practice of cell and tissue culture, once thought to be dependent on “green-fingers”, 
may be more amenable to automation than was envisaged and the potential consequence 
of this will be to provide much more-reproducible toxicology data from in vitro cell-based 
assays. In addition, the development of human stem cell lines with the potential to generate 
human models of specific cell types and possibly to mimic tissues, raises an unprecedented 
potential for developing in vitro assays that will hopefully produce data of direct relevance 
to the toxicology of human cells in the body. Further developments in the derivation of 
stem cells lines with bespoke genotypes will further enhance the possibilities for studying 
inherited disease and drug discovery. However, careful evaluation of the cell systems 
generated from stem cell types will be needed to assure they truly represent mature cells 
and have sensitivities to toxicants that reflect real-world susceptibility.



12 NEW TECHNOLOGIES FOR TOXICITY TESTING

REFERENCES

1. MacLeod RAF, Dirks WG, MatsuoY et al. Widespread intra-species cross-contamination of human tumour 
cell lines arising at source. Int J Cancer 1999; 83:555-563.

2. Masters JR, Thomson,JA, Daly-Burns B et al. Short tandem repeat profiling provides an international 
reference standard for human cell lines. Proc Natl Acad Sci USA 2001; 98:8012-8017.

3. Rottem S, Naot Y. Subversion and exploitation of host cells by mycoplasma. Trends in Microbiol 1998; 
6:436-440.

4. Stacey GN. Sourcing human embryonic stem cell lines. In: Sullivan S, Cowan C. and Eggan K, eds. Human 
Embryonic Stem Cells: A Practical Handbook. Chichester: John Wiley and Sons, 2007:11-24.

5. Stacey GN, Hartung T. Availability, standardisation and safety of human cells and tissues for drug screening 
and testing. In: Marx U, Sandig V, eds. Drug Testing In Vitro: Breakthroughs and Trends in Cell Culture 
Technology. Weinheim: Wiley-VCH Verlag, 2006:231-246.

6. Robitski AA, Rothermerl A. An overview on bioelectronic and biosensoric microstructures supporting 
high-content screening in cell cultures. In: Marx U, Sandig V, eds. Drug Testing In Vitro: Breakthroughs 
and Trends in Cell Culture Technology. Weinheim: Wiley-VCH Verlag, 2006:79-97.

7. Dickson JA, Suzangar M. A predictive in vitro assay for the sensitivity of human solid tumours to hyperthermia 
(42 degrees C) and its value in patient management. Clin Oncol 1976; 2:141-55

8. Chambard M, Verrier B, Gabrion J et al. Polarization of thyroid cells in culture: evidence for the basolateral 
localization of the iodide “pump” and of the thyroid-stimulating hormone receptor-adenyl cyclase complex. 
J Cell Biol 1983; 96:1172-1177.

9. Elvin P, Wong V, Evans CW. A study of the adhesive, locomotory and invasive behaviour of Walker 256 
carcinosarcoma cells. Exp Cell Biol 1985; 53:9-18.

10. McCall E, Povey J, Dumonde DC. The culture of vascular endothelial cells to confluence on microporous 
membranes. Thromb Res 1981; 24:417-31.

11. Lazarovici P, Li M, Perets A et al. Intelligent biomatrices and engineered tissue constructs: in vitro models 
for drug discovery and toxicity Testing. In: Marx U, Sandig V, eds. Drug Testing In Vitro: Breakthroughs 
and Trends in Cell Culture Technology. Weinheim: Wiley-VCH Verlag, 2006:1-51.

12. McKinney VZ, Rinker KD, Truskey GA. Normal and shear stresses influence the spatial distribution of 
intracellular adhesion molecule-1 expression in human umbilical vein endothelial cells exposed to sudden 
expansion flow. J Biomech 2006; 39:806-817.

13. Martin Y, Vermette P. Bioreactors for tissue mass culture: design, characterization and recent advances. 
Biomaterials 2005; 26:7481-7503.

14. Kofidis T, Lenz A, Buoblik J et al. Pulsatile perfusion and cardiomyocyte viability in a solid three- dimensional 
matrix. Biomaterials 2003; 24:5009-5014.

15. Klaus DM. Clinostats and bioreactors. Gravit Space Biol Bull 2001; 14:55-64.
16. Bruce MP, Boyd V, Duch C et al. Dialysis-based bioreactor systems for the production of monoclonal 

antibodies—alternatives to ascites production in mice. J Immunol Methods 2001; 264:59-68.
17. Pannell R, Milstein C. An oscillating bubble chamber for laboratory scale production of monoclonal 

antibodies as an alternative to ascitic tumours. J Immunol Methods 1992; 146:43-48.
18. Davis J. Systems for cell culture scale-up. In: Stacey GN, Davis J, eds. Medicines from Animal Cells. 

Chichester: John Wiley and Sons, 2007:1435-172.
19. Portner R, Geise C. An overview of bioreactor design, prototyping and process control for reproducible 

three-dimensional tissue culture. In: Marx U, Sandig V, eds. Drug Testing In Vitro: Breakthroughs and 
Trends in Cell Culture Technology. Weinheim: Wiley-VCH Verlag, 2006:53-70.

20. Jayme D. Development and optimization of serum-free and protein-free media. In: Stacey GN, Davis J, 
eds. Medicines from Animal Cells. Chichester: John Wiley and Sons, 2007:29-44.

21. Coecke S, Balls M, Bowe G et al. Guidance on good cell culture practice. A report of the second  ECVAM 
task force on good cell culture practice. Altern Lab Anim—ATLA 2005; 33(1):1-27.

22. Freshney IR. Culture of Animal Cells: A Manual of Basic Technique, 4th ed. Chichester: John Wiley and 
Sons, 2004.

23. Greene JJ, Brophy CI. Induction of protein disulfide isomerase during proliferation arrest and differentiation 
of SH5Y neuroblastoma cells. Cell Mol Biol 1995; 41:473-80.

24. Fleck RA, Athwal H, Bygraves J et al. Optimisation of NB-4 and HL-60 differentiation for use in 
opsonophagocytosis assays. In Vitro Cell Dev Biol Anim 2003; 39:235-242.

25. Howard D, Buttery LD, Shakesheff KM et al. Tissue engineering: strategies, stem cells and scaffolds. 
J Anat 2008; 213:61-72.

26. Carswell KS, Weiss JW, Papoutsakis ET. Low oxygen tension enhances the stimulation and proliferation 
of human T-lymphocytes in the presence of IL-2. Cytotherapy 2000; 2:25-37.

27. D’Ippolito G, Diabira S, Howard GA et al. Low oxygen tension inhibits osteogenic differentiation and 
enhances stemness of human MIAMI cells. Bone 2006; 39:513-22.



13CURRENT DEVELOPMENTS IN CELL CULTURE TECHNOLOGY

28. Ezashi T, Das P, Roberts RM. Low O2 tensions and the prevention of differentiation of hESCs. Proc Natl 
Acad Sci USA 2005; 102:4783-4788.

29. Enninga IC, Groenendijk RT, van Zeeland AA et al. Use of low temperature for growth arrest and 
synchronization of human diploid fibroblasts. Mutat Res 1984; 130:343-352.

30. Fischer SM, Viaje A, Harris KL et al. Improved conditions for murine epidermal cell culture. In Vitro 
1980; 16:180-188.

31. Yang QR, Berghe DV. Effect of temperature on in vitro proliferative activity of human umbilical vein 
endothelial cells. Experientia 1995; 51:126-132.

32. Takahashi K, Tereda S, Ueda H et al. Growth rate suppression of cultured mammalian cells enhances 
protein productivity. Cytotechnology 1994; 15:57-64.

33. Milstein, J, Grachev V, Padilla A et al. WHO activities towards the three Rs in the development and control 
of biological medicines. Dev Biol Stand 1996; 86:31-39.

34. Hartung T. Three Rs potential in the development and quality control of pharmaceuticals. ALTEX 2001; 
18:3-11.

35. Rubenstein AL. Zebrafish assays for drug toxicity screening. Expert Opin Drug Met Toxicol 2006; 2:231-240.
36. Scholtz G, Pohl I, Genschow E et al. Embryotoxicity screening using embryonic stem cells in vitro: 

correlations with in vivo teratogenicity. Cells Tissues Organs 1999; 165:203-211.
37. Rolletscheck A, Blyszczuk P, Wobus AM. Embryonic stem cell derived cardiac neuronal and pancreatic 

cells as model systems to study toxicological effects. Physiol Rev 2005; 85:635-67.
38. Thomson J, Itskovitz-Eldor J, Shapiro S et al, Embryonic stem cell lines derived from human blastocysts. 

Science 1998; 282:1145-1147.
39. Sullivan S, Cowan CA, Eggan K, eds. Human Embryonic Stem Cells: The Practical Handbook. Chichester: 

John Wiley and Sons, 2007.
40. Freshney IR, Stacey GN, Auerbach J, eds. Culture of Human Stem Cells. Hoboken: John Wiley and Sons, 2007.
41. Loring JF, Wesselschmidt RL, Schwartz PH, eds. Human Stem Cell Manual, A Laboratory Guide. New 

York: Academic Press, 2007.
42. Masters JR, Palsson BO, Thomson JA, eds. Human Cell Culture V6, Embryonic Stem Cells. Dordrecht: 

Springer, 2007.
43. Chojnacki A, Weiss S. Production of neurons, astrocytes and oligodendrocytes from mammalian CNS 

stem cells. Nat Protoc 2008; 3:935-40.
44. Turksen K. Human Embryonic Stem Cell Protocols. Methods Mol Biol 2006; 331:1-12.
45. Roche E, Ensenat-Waser R, Vicente-Salar N et al. Insulin-producing cells from embryonic stem cells 

experimental considerations. Methods Mol Biol 2007; 407:295-309.
46. Pickering SJ, Minger S, Patel M et al. Generation of human embryonic stem cell line encoding the cystic 

fibrosis mutation deltaF508, using preimplantation genetic diagnosis. Reprod Biomed Online 2003; 
10:390-397.

47. Chen Y, He ZX, Liu A et al. Embryonic stem cells generated by nuclear transfer of human somatic nuclei 
into rabbit oocytes. Cell Res 2003; 13:251-63.

48. Takahashi K, Tanabe K, Ohnuki M et al;. Induction of pluripotent stem cells from adult human fibroblasts 
by defined factors. Cell 2007; 131:861-872.

49. Yu J, Vodyanik MA, Smuga-Otto K et al. Induced pluripotent stem cell lines derived from human somatic 
cells. Science 2007; 318:1917-1920.

50. Nakagawa M, Koyanagi M, Tanabe K et al. Generation of induced pluripotent stem cells without Myc 
from mouse and human fibroblasts. Nat Biotechnol 2008; 26:101-106.

51. Jeffs SA. Expression of recombinant biomedical products from continuous mammalian cell lines. In: 
Stacey GN, Davis J, eds. Medicines from Animal Cells. Chichester: John Wiley and Sons, 2007: 61-78.

52. Chapman EJ, Hurst CD, Pitt E et al. Expression of hTERT immortalises normal human urothelial cells 
without inactivation of the p16/Rb pathway. Oncogene 2006; 25:5037-5045.

53. Morales CP, Gandia KG, Ramirez RD et al. Characterisation of telomerase immortalised normal human 
oesophageal squamous cells. Gut 2003; 52:327-333.

54. Maeda T, Tashiro H, Katabuchi H et al. Establishment of an immortalised human ovarian surface epithelial 
cell line without chromosomal instability. Br J Cancer 2005; 93:116-123.

55. International Stem Cell Banking Initiative . Consensus guidance for banking and supply of human embryonic 
stem cell lines for research purposes. Stem Cell Rev Rep 2009; 5:301-314.

56. International Stem Cell Initiative, Adewumi O, Aflatoonian B, Ahrlund-Richter L et al. Characterization of 
human embryonic stem cell lines by the International Stem Cell Initiative. Nat Biotechnol 2007; 25:803-816.

57. Spielmann H. Ethical environment and scientific rationale towards in vitro alternatives to animal testing: 
where are we going. In: Marx U, Sandig V, eds. Drug Testing In Vitro: Breakthroughs and Trends in 
Cell Culture Technology. Weinheim: Wiley-VCH Verlag, 2006:251-267.

58. Anderson R, O’Hare M, Balls M et al. The availability of human tissue for biomedical research—the report 
and recommendations of ECVAM workshop. Altern Lab Anim—ATLA 1998; 26(6):763-777.



14

CHAPTER 2

EMBRYONIC STEM CELLS IN SAFETY 
PHARMACOLOGY AND TOXICOLOGY

Tina C. Stummann and Susanne Bremer*
European Centre for the Validation of Alternative Methods (ECVAM), Ispra, Italy 
*Corresponding Author: Susanne Bremer—Email: susanne.bremer@jrc.it

Abstract:  Embryonic stem (ES) cells undergo self-renewal and are pluripotent, i.e., they can 
give rise to all the types of specialised cells in the body. Scientific knowledge on 
ES cells is increasing rapidly, leading to opportunities for establishment of ES 
cell-based in vitro tests for drug discovery, preclinical safety pharmacology and 
toxicology. The main properties of ES cells making them useful in in vitro assays 
are that they have a normal diploid karyotype and can provide a large number of 
cells for high-throughput assays. Human ES cells additionally have the potential 
to provide solutions to problems related to interspecies differences and methods 
for screening for human polymorphisms, thus supporting robust human hazard 
identification and optimised drug discovery strategies. Importantly, ES cell based 
assays could be potential tools to reduce and perhaps replace, animal experiments. This 
chapter will describe ongoing research in the use of ES cells in toxicology and safety 
pharmacology, focusing on the major areas of progress, namely, embryotoxicology, 
cardiotoxicology and hepatoxicology.

INTRODUCTION

Stem cells are defined as cells capable of both self-renewal and multi-lineage 
differentiation, i.e., the process whereby they give rise to the various differentiated cell 
types of the body tissues. They can be broadly classified into embryonic or adult stem 
cells, depending on their developmental status, as reviewed in detail by the US National 
Institutes of Health.1 Adult stem cells are multipotent, i.e., they can yield the specialised 
cell types of the tissues from which they originate. Embryonic stem (ES) cells, isolated 
from the morula or the inner cell mass of blastocyst-stage embryos, are the only stem cells 
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considered to be pluripotent, as they can give rise to the differentiated cell lineages of all 
three germ layers (endoderm, mesoderm and ectoderm), as well as to germ cells (Fig. 1).

In 1981, the first ES cell lines were isolated from murine embryos,2,3 while the isolation 
of human ES cells occurred two decades later.4 Based on experience with the mouse cells, 
knowledge of human stem cell derivation, propagation and in vitro differentiation into 
specific cell lineages has increased rapidly. During the last decade, a variety of studies 
have demonstrated spontaneous and directed differentiation of human ES cells in vitro, 
into cells with morphological and functional characteristics resembling those of many 
different cell types, including various neuronal subtypes and glial cells,5,6 insulin-producing 
�-cells,7 endothelial cells and haematopoietic cells,8 cardiomyocytes9,10 and hepatocytes.11

The prior establishment of reproducible and relevant maintenance and differentiation 
protocols is of great importance to the practical use of ES cells as tools in drug discovery 
and safety assessments. ES cells, as compared to primary cell cultures or immortalised 
cells, offer considerable advantages for use in in vitro model systems. They are genetically 
normal (diploid) and do not exhibit the donor-dependent variability which is characteristic of 
primary cells. ES cells also have a strong proliferation capacity as compared to primary cells 
and they can be maintained in culture for a long time and grown on a large scale, avoiding 
problems of irregular availability. Furthermore, a unique strength of mouse ES cells is their 

Figure 1. Embryonic stem cells can be isolated from the inner cell mass of blastocyst stage embryos. 
They are pluripotent, as they can differentiate into the cell lineages of all three germ layers (endoderm, 
mesoderm and ectoderm), as well as into germ cells. Modified with permission from Stummann and 
Bremer. Current Stem Cell Research and Therapy 2008; 3:118-131.19
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ability to undergo mitotic recombination (in which homologous chromosomes exchange 
DNA) at a relatively high frequency, permitting the selection of homozygous genetically 
modified clones, which can be used to derive precisely genetically modified mice.12

The isolation of the first human ES cell line opened the door to an increasingly important 
branch of ES cell research,4 since human ES cells hold great promise as a source of cells 
for transplantation and for gene therapy. In addition, human ES cells provide a model for 
studying early human embryonic development, which was previously largely confined 
to the use of animal models. Importantly, human ES cells could contribute to avoiding 
the difficulties in identifying therapeutic effects and toxicological hazard, which result 
from interspecies differences. Furthermore, they may provide improved understanding 
of human inter-individual differences due to genetic polymorphisms.

MAJOR PROGRESS IN THE USE OF EMBRYONIC STEM CELLS  

IN SAFETY PHARMACOLOGY AND TOXICOLOGY

ES cells and especially human ES cells, offer great advantages in pharmacological 
studies and safety assessments, as described in the Introduction. The opportunities for 
using pluripotent ES cells, specific cell types differentiated from ES cells, or cell lines 
established from ES cells for the establishment of in vitro tests in the various areas of 
drug discovery and safety assessments have, however, only been investigated to a limited 
extent, as is evident from previous reviews.13-19 This chapter will describe ongoing 
European Commission (EC) supported research on establishment of safety tests focusing 
on embryotoxicity, cardiotoxicity and hepatotoxicity.

Screening  for Cardiotoxicity

Screening for cardiotoxicity is not specifically requested by the new European Union 
(EU) Chemicals Policy, but is addressed for industrial chemicals produced or marketed 
at more than 10 tonnes/year, as part of the repeated dose in vivo studies.20 In contrast, 
assessment of cardiotoxicity is a key activity in drug development programmes in the 
pharmaceutical industry.21,22 Drug-induced delayed ventricular repolarisation is manifested 
as QT interval prolongation in the electrocardiogram. It is considered to be an important 
risk factor for the potential life threatening form of ventricular tachycardia, torsades de 
pointes. Due to the potential lethal effect of this condition, the European Medicines Agency 
(EMA) recommends that new drugs are tested according to the guideline for nonclinical 
testing for drug-induced ventricular repolarisation disturbances.22 The guideline includes 
electrophysiological studies in vivo, as well as in vitro. The in vitro assays can be at the 
molecular level (affinity to heterologously expressed hERG channels), at the cellular level 
(hERG channel blockage in primary cardiomyocytes), at the tissue level (repolarisation 
assays on papillary muscle or Purkinje fibres), or at the organ level (Langendorff heart). 
Currently, mainly animal tissue and cell preparations are used, as human preparations 
are only occasionally available.

The unintended cardiac toxicity of new drugs is among the leading causes of market 
withdrawals.23,24 In fact, several noncardiac blockbuster drugs have been taken of the market 
as they were found to cause torsades de pointes in humans, although no indications for this 
was found in animals. A multi-national pharmaceutical survey has demonstrated that the 
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negative concordance of human cardiotoxicity with animal cardiotoxicity is approximately 
20%.25 These facts strongly support the use of cardiotoxicity tests based on human tissue.

Human ES cells can be differentiated into cells that have structural properties and 
functional activities of cardiac cells, including long action potential duration, cardiac 
ion channels and responsiveness to �-adrenergic and muscarinic pharmacological 
modulation.9,10 These findings provided the scientific rationale for establishment of the 
Specific Targeted Research Project, “InVitroHeart” (www.invitroheart.org), which is 
funded by the EC. The project aims to develop in vitro assays for cardiotoxicity based on 
human ES cells derived cardiomyocytes, which reflect the properties of human primary 
cardiac tissue. Standardised human cardiomyocyte cultures will be combined with 
electrophysiology and cytotoxicity micro-sensor platforms, in order to allow for rapid 
drug screening. The advantages of such assays would be their high-throughput format, 
the assessment of functional endpoints and the avoidance of interspecies differences 
(Fig. 2). Furthermore, the screening of human ES cell-derived cardiomyocytes for several 
polymorphisms may help to identify predisposition to drug-induced torsades de pointes 
due to genetic polymorphism.26 Such assays could provide valuable information, not 
only on cardiac safety assessments, but also for development of cardiac pharmaceuticals.

Screening for Hepatotoxicity

Drug-induced hepatotoxicity is among the most frequent reasons cited for the 
withdrawal of approved drugs and accounts for more than 50% of cases of acute liver 
failure, making screening for hepatotoxicity of high priority in safety pharmacology.23,27,28 
Specific assessment of hepatotoxicity is not required by the new EU Chemicals Policy, 
but it is addressed for industrial chemicals produced or marketed at more than 10 tonnes/
year, as part of the repeated dose in vivo animal studies.20

Figure 2. In vitro cardiotoxicity assays based on cardiomyocytes derived from human ES cells have the 
advantage of combining high screening capacity with high clinical relevance, as compared to current safety 
pharmacological methods, which mainly involve tissue and cell preparations of animal origin. Modified 
with permission from Stummann and Bremer. Current Stem Cell Research and Therapy 2008; 3:118-131.19
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A multi-national pharmaceutical company survey on the toxicity of drugs showed 
little (�55%) positive concordance between human and animal hepatotoxicity.25 The use 
of human cell-based systems as surrogate models for liver toxicity in vivo is, therefore, 
of great importance. The potential availability of an unlimited source of human cells was 
suggested by the demonstration of human ES cell differentiation into cells with hepatocyte 
structural properties and functional activities, such as cytochrome P-450 (CYP P-450) 
metabolism, albumin production, glycogen storage and indocyanine green uptake and 
release.11,29 Furthermore, the exposure of hepatocyte-like cells derived from human ES 
cells to the hepatotoxicant, CCl4, resulted in an elevation of liver enzymes, supporting 
the potential usefulness of this kind of in vitro model.30

“Vitrocellomics” is a Specific Targeted Research Project funded by the EC. The aim 
is to establish in vitro hepatotoxicity assays based on hepatic cells derived from human 
ES cells, which reliably reflect the properties of human hepatic tissue. Screening assays 
will be developed by combining the hepatic model system with micro-sensor platforms 
for measuring absorption, cytotoxicity and metabolism. Such an approach would allow 
a panel of endpoints to be evaluated in parallel, which would be of great importance due 
to the multiple mechanisms involved in liver damage.27 Other advantages would be the 
availability of high-throughput formats, the assessment of functional endpoints and the 
avoidance of interspecies differences. Furthermore, even though most patients may tolerate 
a drug well, others may suffer severe liver damage due to their specific genetic variations 
in drug metabolising enzymes.31 Screening for polymorphisms in the hepatocytes derived 
from human ES cells could offer a solution to this problem.

THE USE OF EMBRYONIC STEM CELLS IN EMBRYOTOXICITY TESTS

The occurrence of birth defects and malformations in humans is an important 
social and healthcare issue. Major birth defects are observed in 2 to 8% of infants and 
fetuses.32,33 They can be inherited or can result from exposure of the mother and embryo 
to infections, drugs and occupational and environmental chemicals, or to other ingested 
substances during critical and sensitive periods of development. Thalidomide, a sedative 
given to pregnant women in the late 1950s and early 1960s to counter early morning 
sickness, is a teratogenic agent that caused more than 7,000 children to be born with 
malformations.34 This disaster led to the implementation of rigid regulatory requirements 
in order to increase the protection of users, consumers and patients.

Detailed reproductive/developmental toxicity testing is part of drug development 
programmes.35 The 3-study design is considered adequate for most medical products 
and the guideline suggests the use of 16-20 litters of each species per dose tested and 
the inclusion of one control and two dose levels.35 Hence, 96-120 animals per assay per 
3-study design are required as minimum. Also, industrial chemicals must be tested for 
reproductive/developmental toxicity according to the regulations set by the new EU 
Chemicals Policy. The relevant guidelines are the Organisation for Economic Co-operation 
and Development (OECD) Test Guideline (TG) 414 (Prenatal Developmental Toxicity 
Study), TG 416 (Two-Generation Reproduction Toxicity Study) and TG 421 or 422 
(Reproduction/Developmental Toxicity Screening Test).36-39 TG 414, TG 416 and TG 
421 require up to 150, 3,200 and 560 animals/test, respectively.40 Hence, the new EU 
Chemicals Policy legislation will probably result in the use of large numbers of animals, 
as it is likely to require detailed reproductive/developmental toxicity testing for chemicals 
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produced or marketed at �100 tonnes/year.20 In addition, more than 5,000 chemicals, which 
are already on the market, must be assessed for reproductive/developmental toxicity, 
as these data are missing.20,41 It should be mentioned that only in vivo experiments are 
requested by the OECD and EMA guidelines for reproductive/developmental toxicity 
testing of industrial chemicals and human pharmaceuticals.

The thalidomide tragedy was not only a bitter lesson on the vulnerability of the 
human embryo, it also demonstrated the relevance of addressing interspecies differences 
when making developmental toxicity assessments. Although positive animal teratogenic 
responses can be indicative of human teratogenicity, the between-species concordance is 
far from ideal.42-44 Hurtt et al analysed veterinary drugs from which residues may be present 
in human food, and found overall positive concordances between rat, rabbit and mice of 
74% for teratogenicity and 56% for fetotoxicity.44 In another study, substances identified 
as human teratogens showed levels of positive concordances between human and mouse 
(85%), rat (80%), rabbit (60%), but only 45% for hamster and 30% for monkey.42 For 
compounds which specifically had been reported to have no evidence of teratogenicity 
in humans, the positive concordance was even lower, namely, 35 % for mouse, 50% for 
rat, 70% for rabbit and 35% for hamster, but 80% for monkey.42

In order to overcome the problem of species differences, regulatory bodies request 
developmental toxicity testing in a second species, but the consequence is an enormous 
increase in the number of false positives, resulting in unwanted restrictions.45 The use 
of large numbers of laboratory animals and the difficulties of hazard identification due 
to interspecies differences strongly encourage the use of in vitro tests which address the 
modes of action of human developmental toxicity and which are based on human cells.

The Embryonic Stem Cell Test

The fact that ES cells differentiate in vitro into many cell lineages and thus, to some 
extent, mimic the in vivo development of the embryo, provides the scientific rationale for 
using these cells to establish in vitro tests for teratogenicity to the early embryo. The first 
studies on an embryotoxicity test based on ES cells, compared the effects of 28 known 
teratogens on the survival of mouse ES cells and primary mouse fibroblasts from day-14 
mouse embryos, in order to detect differences in sensitivity between undifferentiated and 
differentiated cells.46 The ES cells had a higher sensitivity to the teratogens. This was 
seen as an indication of teratogenicity, although the system classified some compounds as 
false negatives. The approach was further developed by replacing the primary fibroblasts 
with a mouse fibroblast cell line, including inhibition of the cardiac differentiation of 
mouse ES cells as a toxicological endpoint and developing a prediction model, i.e., an 
algorithm describing the conversion of the in vitro results into a prediction of no, weak 
or strong in vivo embryotoxicity (Fig. 3).47 This protocol, namely the Embryonic Stem 
cell Test (EST), showed promising results, leading to the initiation of a validation study 
according to the requirements of ECVAM.48

The formal validation trial was carried out between 1998 and 2000. 20 chemicals 
with different embryotoxic potentials, i.e., non, weakly or strongly embryotoxic, were 
tested under blind conditions in four different laboratories from governmental institutions 
and industry.49 Although, the EST showed good reproducibility and achieved a good 
overall accuracy of 78%, the expert panel in the validation study follow-up workshop 
recommended further development of the EST before its acceptance for use for regulatory 
purposes.50 Among the requested optimisations was a revision of the prediction model 
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to improve the separation of non and weak embryotoxicants. Also requested were the 
inclusion of additional differentiation lineages, the integration of a metabolic system and 
the testing of more chemicals, in order to explore the applicability domain of the test.50 
Despite these limitations, this EST is currently the only validated in vitro test based on 
an ES cell line and it is likely to play a role in a weight-of-evidence approach in the 
assessment of developmental toxicity hazard.

Ongoing Research Activities in Improvement of Embryotoxicity Tests Based  

on Embryonic Stem Cells

The major limitations of the EST, identified in the validation study follow-up workshop, 
have been taken into account in the workpackage, Early Prenatal Development, under 
the umbrella of ReProTect, an integrated project of the EC.50,51 The workpackage will 
enlarge the chemical database for the validated EST, in order to explore its applicability 
domain. Previous studies indicate that embryonic stem cell-based assays can detect 
neuronal and skeletal embryotoxicity.52-55 This will be further developed and standardised 
in the workpackage. In addition, the possibility of adapting the murine system to 
human embryonic stem cells will be investigated, in order to obtain a better prediction 
of developmental toxic hazard in humans and increase the effectiveness of protecting 
human embryos from hazardous chemicals. A previous study has shown that the EST 
can predict the embryotoxic hazard of metabolically activated cyclophosphamide.56 The 
Early Prenatal Development workpackage will further explore the possibilities for the 
integration of a biotransformation system into the EST. Moreover, the workpackage will 
contribute to a better understanding of toxicological modes of action at the molecular 

Figure 3. The prediction model of the EST is based on the three endpoints of the test. i.e., cytotoxicity 
to mouse embryonic stem (ES) cells and 3T3 fibroblasts and inhibition of ES cell cardiac differentiation. 
The endpoint values are determined from the compound concentration-inhibition curves and used in the 
three linear discrimination functions. The function giving the highest values determines the classification 
of the compound.
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level, since ultrasensitive differential protein expression analysis will be applied in 
addition to conventional immunohistochemical and molecular biological markers, in 
order to identify relevant toxicological endpoints.

Additional research initiatives have been exploring the applicability of ES cells 
for in vitro embryotoxicity testing. A number of basic research studies have been 
published on different approaches for the use of mouse ES cell differentiation assays for 
assessment of hazard to neuronal, osteogenic, chondrogenic and cardiac development 
in embryogenesis.52-55,57 In particular, we would like to stress the research on the use 
of mouse ES cells with a fluorescent reporter gene driven by the cardiac specific 
promoter for the �-myosin heavy chain. This feature permits easier detection of cardiac 
differentiation than the morphological assessment (counting of beating colonies) used 
by the EST. Moreover, the approach seems reasonable, since the development of cardiac 
beating and myosin heavy chain mRNA expression show high correlation.57,58 Similar 
approaches could most likely be applicable to other tissue endpoints, as it has been shown 
that mRNA expression analysis can give indications for toxicity to neuronal, osteogenic 
and chondrogenic development in embryogenesis.52-55 Embryotoxicity tested based on 
ES cells expressing tissue specific fluorescent reporter genes have consensual appeal as 
they may provide the basis for high-throughput screening assays.

A Battery Approach Must Be Used for Embryotoxicity Testing in Vitro

The life of every mammal begins as a single cell, the progeny of which form complex 
tissues and organs that are themselves integrated into larger systems. This is accomplished 
by continuous changes and developments in cell subtypes and cell-cell interactions 
during embryogenesis. Due to the complexity of the development of the child during 
pregnancy, only a strategy of combined test systems will provide sufficient information 
to permit the identification of chemicals likely to be embryotoxic. Such a strategy would 
have to include assays for detecting toxic effects on lineage differentiation, as well as 
on developmental mechanisms. The emerging “omics” technologies (toxicogenomics, 
proteomics and metabolomics) may prove useful in such a battery approach, as they can 
address a large range of toxicological endpoints.59

FURTHER CONSIDERATIONS

Quality Criteria for Embryonic Stem Cells Used in Toxicology  

and Safety Pharmacology

One great advantage in the toxicological application of the highly proliferative ES 
cells is that they can provide large numbers of cells with a diploid karyotype. However, 
all cell lines, even those considered to proliferate indefinitely, have a limited life-span 
and are likely to die out or change their characteristics with repeated passage. In the 
case of cultured human ES cells, which are of relatively new origin, a detailed analysis 
is needed concerning the stability of their characteristics in vitro, in order to ensure 
reproducibility of assays based on these cells. One major limitation for standardised 
high-throughput assays based on ES cells is the prominent heterogeneity of cell lineages 
that arise during differentiation. Controlled differentiation and a clearer characterisation 
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of the derivatives must be achieved, if ES cells are to be used as the basis for toxicological 
and pharmacological assays.

The OECD and EMA require that safety studies, carried out for regulatory purposes, 
are planned, conducted, recorded, reported and archived in accordance with Principles 
of Good Laboratory Practice (GLP).60 An OECD advisory document provides specific 
guidance for the application of these principles to in vitro safety studies.61 Complementary 
information is given in an ECVAM Task force report on Good Cell Culture Practice 
(GCCP), which was developed to support best practice in the use of cell and tissue in 
vitro studies conducted for regulatory, basic research and other purposes.62 These GLP 
and GCCP principles are fully applicable to ES cells, but need to be expanded in order 
to cover the unique properties of these cells. During an ECVAM workshop held in 
January 2007, inputs from those in academia and industry involved in the establishment 
of ES cell lines and related products and from regulatory bodies were brought together, 
in order to define quality criteria for the maintenance and differentiation of human ES 
cell to be used in toxicity testing. The detailed report will help to promote internationally 
harmonised quality and safety criteria.63

Ethical Issues

Ethical issues on the establishment of in vitro tests based on human ES cells should 
be discussed separately from issues related to their medical applications. In contrast to 
their use for medical applications, where the donor and patient have to be tissue matched 
and xenofree cell lines must be established, the establishment of new ES cell lines is not 
essential for their use in safety evaluations. Thus, additional destruction of embryos and 
foetuses and creation of new embryos seems not to be necessary.

Importantly, as exemplified in this chapter, ES cell-based in vitro assays could 
reduce and potentially replace the extensive use of animal experiments in the areas of 
drug discovery, safety pharmacology and toxicology. Furthermore, assays based on 
human ES cells may contribute to resolving the problems resulting from interspecies 
differences, leading to better identification of human hazard and hence to improvement 
of the drug development process.19

CONCLUSION

The rapidly increasing knowledge on ES cells offers the possibility to establish in 
vitro tests in a range of toxicological and pharmacological areas. Currently, prominent 
progress is taking place in the fields of embryotoxicology, cardiotoxicology and 
hepatoxicology, as international collaboration research projects are funded by the EC in 
these areas. The outcome will hopefully be robust ES cell-based assays which are ready 
to undergo validation, which in itself would provide proof of principle for the use of 
human ES cells in in vitro tests.

Major advantages of in vitro assays based on ES cells would be the use of cells with 
a normal diploid karyotype and a high proliferative capacity, making large numbers of 
cells available for high-throughput assays. Human ES cells further offer the possibilities 
of avoiding interspecies differences and screening for human inter-individual differences, 
which would be of great benefit for identification of human hazards and improvement 
of the drug development process. In addition, human ES cell-based assays could be a 
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valuable tool to reduce and possibly replace, the current ethical-problematic animal 
experimentation in drug discovery, safety pharmacology and toxicology.
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Abstract:  Dynamic macroscale bioreactor systems are the most recent breakthrough in cell 
culture technology. This major achievement, at the beginning of the 21st century, 
fortunately coincided with an embarrassing gap in the measures to predict the safety 
and modes of action of chemicals, cosmetics, air particles and pharmaceuticals. The 
major hurdles to the translation of these breakthrough achievements of cell culture 
technology into meaningful solutions for predictive high throughput substance testing 
remain miniaturization from the milliliter to the microliter scale and the supply 
of relevant amounts of standardized human tissue. This chapter provides insights 
into the latest developments in this area, illustrates an original multi-micro-organ 
bioreactor concept and identifies highways for closing the gap.

INTRODUCTION: THE 21ST CENTURY TEST DILEMMA

There has quite clearly been an embarrassing gap in the provision of adequate measures 
to predict the interactions of consumer-relevant synthetic or natural substances with the 
human body in its typical environment and with its individual genotypic specificity prior 
to human exposure. The results of this have included:
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in diesel engine exhausts.

At the beginning of the 21st century, consumer health is suffering substantially from 
this major obstacle, which affects the chemical, cosmetics and pharmaceutical industries 
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equally. In the pharmaceutical industry, a prime example is the super-agonist antibody, 
TGN1412, which was developed to direct the immune system to fight cancer cells or 
reduce arthritis pain. This triggered multiple organ failure in 6 healthy volunteers that 
participated in Phase I clinical testing. By binding to the CD28-receptor, the antibody 
overrides the basic control mechanisms of the whole immune system.1 Tested according 
to the standard clinical research guidelines, the drug showed no adverse effects in animal 
studies. At other times, significant drawbacks of pharmaceuticals, such as severe side-effects 
and lack of efficacy, are often only evident after drugs have entered the market. There 
is increasing evidence that specific genetic predisposition is one of the key reasons for 
the now common and highly publicized drug withdrawals. This human genetic diversity 
is rarely addressed in preclinical and clinical safety studies at the present time. A sound 
hypothesis on the correlation of the morbidity of patients treated with roferoxib (Vioxx) 
with polymorphic genotypes for 5-LOX and 5-LOX activating proteins is one of many 
examples. In general, the last 10 years have provided increasing evidence that the adsorption, 
distribution, metabolism, excretion and toxicity (ADMET), immunogenicity and efficacy 
of a variety of substances to which consumers are exposed, are often human-specific 
and even individual-specific more so than has been anticipated in the past. In view of 
this dramatic situation, both the US and European regulatory bodies have reacted by 
instigating a number of actions and programs. In Europe, legislative pressures, such as the 
7th Amendment to the Cosmetics Directive and the retrospective REACH (Registration, 
Evaluation and Authorisation of Chemicals) program for application to approximately 
30,000 chemicals, have dramatically increased the industrial demand for predictive test 
procedures which are more reliable. The Critical Path Initiative, introduced by the US 
Food and Drug Administration (FDA) in 2004, and the later risk-based approach of the 
European Medicines Agency (EMA), are radically changing how the safety and efficacy 
of medicinal products are evaluated during drug development. Any sound proposal for 
closing the striking gap between prediction and reality in substance testing and experience 
in use is to be welcomed.

DO CELL CULTURE TECHNOLOGIES PROVIDE  

MEANINGFUL SOLUTIONS?

Historical Sketch

A retrospective overview of the short history of in vitro cell culture might be helpful 
to assess the potential of modern cell culture technologies to provide a meaningful 
solution for the testing dilemma. Over the last hundred years, scientists have been trying 
to culture human tissue in vitro, in order to gain mechanistic knowledge and to assist with 
the development of new medicines. Interestingly, in 1912, Alexis Carrel (Rockefeller 
Institute for Medical Research, New York) said “On the permanent life of tissues outside 
of the organism”,2 that some in vitro “cultures could be maintained in active life for 
fifty, fifty-five and even for sixty days”. These results showed that the early death of 
tissues cultivated in vitro was preventable and “therefore that their permanent life was 
not impossible”. At that time, synthetic cell culture media, antibiotics, disposable tissue 
culture flasks, aseptic techniques and bioreactors were not available. About two decades 
later, an avian bone more than seven millimeters long and with clear signs of calcification 
could be produced in vitro from embryonic cells (for a review, see ref. 3). Subsequently, 



28 NEW TECHNOLOGIES FOR TOXICITY TESTING

scientists concentrated on research on tumor cell lines in suspension or monolayer cultures. 
Histotypic cultures of primary cells of human and rodent origin in the late 1960s were 
made possible when the crucial role of an efficient oxygen supply was recognized and 
systems that improved oxygen distribution in cell culture were developed.4 Interestingly, 
some of the early human histotypic cultures, such as Dexter and Lajtha’s culture of human 
haematopoietic stem cells on feeder layers, demonstrated the importance of the interaction 
of different cell types with each other for growth and functionality.5

In the late-1990s, tissue engineering was used to develop a functional substitute for 
damaged human tissue, which raised hopes of therapeutic solutions that were not realized, 
even though crucial initial knowledge of how to engineer tissue emulating its human 
counterpart was gained. Recently, the hope of finding ultimate solutions for organ and 
tissue repair has been heavily associated with stem cell technologies.

It has become clear that, in addition to efficient oxygen and nutrient supply, a local 
microenvironment with appropriate mechanicochemical coupling (achieved by regulating 
interstitial flow or applying external stresses) is a crucial prerequisite for mimicking in 
vivo biology.6 Thus, rather than homogeneous culture systems, there is more focus on 
producing heterogeneous culture models with an emphasis on controlled, continuously 
adjustable, long term culture processes. Dynamic bioreactors stand at the centre of the 
latest successful developments of in vitro models.

Dynamic Bioreactor Systems

A major breakthrough in in vitro liver organotypic culture technology was achieved 
in the last decade by liver tissue engineers exposed to a very specific research and 
development environment. Their motivation was to provide patients with acute liver 
failure with an extracorporeal bio-artificial liver, to bridge the time for the patients’ 
liver self-regeneration or the availability of a matching donor liver. However, the health 
care costs associated with liver failure and liver transplantation are extremely high, so 
liver transplant centers were seeking and investing in alternatives. As the resulting liver 
culture systems connected to a patient’s bloodstream would have to take over crucial 
life functions over several weeks, patient survival was the most significant factor in the 
evaluation of bio-artificial livers. Hepatectomy studies suggest that, to be effective in 
the treatment of acute liver failure, tissue engineered liver constructs should perform 
metabolic functions quantitatively equivalent to at least 30% of the natural liver mass, 
so the scale of the liver bioreactor was set at one hosting an average of at least 0.5 kg 
cells. As the liver is the prime organ in which to study the metabolism and detoxification 
of substances, achievements with such large scale in vitro systems has inadvertently 
impacted on the metabolism and toxicity testing of substances in vitro.

In the liver parenchyma, the hepatocytes perform most of the liver-specific metabolic 
functions. They are arranged in repeating units, as plates called “lobules”, in which they 
spread outward from a central vein. At the lobule vertices, a bile duct branches of the 
hepatic artery and the portal vein are located close to one another in an arrangement 
called the portal triads. Blood flows from the two vessel branches toward the central vein 
through small vascular channels (sinusoids) lined with a fenestrated layer of endothelial 
cells. Plasma filters through the endothelium into the space of Disse that separates it 
from the hepatocytes and exchanges nutrients and metabolites with the hepatocytes 
through their apical surfaces. Bile is secreted into canaliculi formed between the basal 
surfaces of adjacent hepatocytes and flows through the bile ducts into the common bile 
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duct that delivers its contents into the duodenum. Kuppfer cells and extra cellular matrix 
(ECM)-producing stellate cells, biliary epithelial cells, hepatocyte precursor cells and 
fibroblasts are also present and perform important metabolic functions. Thus, the liver cells 
are spatially organized to optimize communication and transport. The cells communicate 
through cellular and gap junction pathways using chemical signals. The metabolic (e.g. 
carbohydrate metabolism) and detoxification (e.g. via CYP450 enzymes) activities of the 
hepatocytes change spatially along the length of the sinusoid, where they are regulated 
by gradients of oxygen, hormones and ECM composition, which result in liver zonation. 
For these reasons, the design of extracorporeal bio-artificial livers was based on the liver 
micro-architecture. However, reproducing the whole liver architecture in extracorporeal 
livers is unnecessary for the cells to perform a subset of hepatic functions relevant to 
progressive, acute liver failure. The liver cells must be cultured at the high density seen 
in the natural liver, which itself is much higher than in many other tissues. They also 
have demanding nutrient requirements and are highly sensitive to the accumulation of 
metabolic by-products. In vivo, the liver is richly vascularised and is provided with soluble 
nutrients by a high blood flow that reaches the innermost cells in the organ with the 
diffusion distance between liver cells and the blood supply being a few hundred microns.

Creating an analogous system that supplies basic substrates (e.g. oxygen, glucose 
and amino acids) and clears waste metabolites (e.g. CO2, ammonia, urea and lactate) 
from liver cells in large 3D constructs is a formidable challenge. This has been met 
by several systems which are available commercially, such as Vitagen ELAD®, Vital 
Therapy ELAD®, Arbios Systems HepatAssist® and MELS CellModule. The latter 
of these is a four-compartment bioreactor based on a network of interwoven hollow 
fiber membranes, which was developed by Gerlach and coworkers in the 1990s.7,8 The 
bioreactor consists of a 3D network of hollow fiber membranes with different separation 
and transport properties, woven in orderly planar mats enclosed in polyurethane housing 
with the aim of reproducing the liver vascular network. Oxygen is supplied to the cells 
via the medium and through the hydrophobic microporous membranes, thus creating 
physiologically-relevant oxygen gradients across the cell mass. Pressure-driven, direct cell 
perfusion enhances the transport of large solutes and species rapidly produced by the cells 
and is intended to lead to the prompt return of large liver-specific factors to the plasma, 
the reduced accumulation of waste metabolites near the cells, enhanced cell survival 
and functions and the efficient use of the available cellular activity. Liver cells cultured 
in this 3D membrane network were shown to spontaneously re-organize into liver-like 
aggregates, forming sinusoid-like microchannels with a neo-space of Disse underlying 
the self-organizing capacity of human tissues in adequate microenvironments. The cells 
produced biomatrices and expressed liver-specific functions consistently for several 
weeks. Bioreactors seeded with porcine liver cells were used in bio-artificial livers as a 
bridge to orthotopic liver transplantation to treat a number of acute liver failure patients 
(coma Stage III-IV), all of whom survived for three years posttransplantation.9 A pilot 
study, in which the same bioreactor was used to culture human liver cells harvested from 
donor organs discarded for steatosis, cirrhosis or mechanical injury, is currently under 
way and is giving promising results.10

The ideal bioreactor for promoting liver cell re-organization into liver-like structures 
and the expression of the same enzymatic activities as in the natural liver must feature fluid 
dynamics. Such a bioreactor should also minimize resistance to metabolite transport to 
the cells and permit reaction rate measurements to be made, since multiple reaction steps 
may be involved in the biotransformation and elimination of a xenobiotic: a scaled-down 
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version of the dynamic 3D membrane bioreactor described above. This arrangement 
reduces tissue culture space to approximately 5 ml and is seeded with porcine liver cells 
and operated by filtering the medium across the cell compartment in dead-end mode. 
It was also able to promote cell re-arrangement into liver-like structures, providing a 
down-scaled tool for testing the metabolism and toxicity of substances.11 More recently, 
a number of small-scale dynamic liver bioreactors have been developed that have culture 
spaces of more than a cubic centimeter. An exhaustive overview of liver tissue engineering 
is provided by Capatano and Gerlach.12

Another dynamic bioreactor system, fulfilling all the criteria for the self-assembly of 
functional organotypic tissue in vitro, was developed by Giese et al.13 The human lymph node 
can be described as an interface between a stationary network of antigen-presenting cells, 
such as dendritic cells and a population of suspended and highly migratory lymphocytes. 
The interface is embedded in a suitable environment of stroma cells and ECM. Pathogens, 
antigen-loaded macrophages and dendritic cells enter the lymph node via lymphatic flow. 
Resting lymphocytes circulate in the bloodstream, entering the lymph node via a specialized 
endothelium and migrate to the network of antigen-presenting cells, guided by cytokine and 
chemokine gradients in the T-cell areas. Activated T-cells have a high clonal proliferation 
capacity and act as activators and modulators for B-lymphocyte reaction. They swarm to 
the B-cell areas of the lymph node, where they facilitate an effective and persistent B-cell 
response, leading to antibody forming and expression. Giese and coworkers designed a 
disposable, miniaturized membrane-based perfusion bioreactor system consisting of a 
matrix-assisted central culture space of about 1 ml and an outer culture space for suspended 
cells of about 4 ml. The central culture space is supported by a planar set of microporous 
hollow fibers for media and gas supply and exchange. Two dendritic cell-loaded sheets of 
matrices are mounted in the central cell culture space and are stabilized by a macro-porous 
membrane. Lymphocytes can be fed in via the outer cell culture space and recirculated 
via a separate fluidic system. They can pass through the porous membranes and interact 
with the immobilized dendritic cells within the matrix. This design ensures a sufficient 
residence time of lymphocytes within the matrix-supported dendritic network and a 
short residence time within the supporting fluidics. If the antigen is recognized, naïve or 
resting T-cells are activated. This results in a massive clonal proliferation and enhanced 
migration. In a next step, activated T-cells bind to those B-lymphocytes, which carry 
antigen specific antibodies on their surface. In response to activation, the spontaneous 
re-organization of micro-organoid follicle-like structures, which are composed of B-cell 
and T-cell clusters, takes place in a way that resembles the in vivo situation. Polysulfone 
housing, microporous polyethersulfone fibers and polyurethane potting and bonding were 
evaluated and found to be appropriate materials for use in this artificial lymph node device. 
Exposure to an adequately dynamic substance for immunogenicity evaluation is ensured by 
substance distribution to the circulating fluids. This mimics the original lymphatic pathogen 
distribution pathway. Monocytes and lymphocytes are derived from a donor’s blood, 
usually by leukophoresis. Specific donor panels can be selected by gender, age, genotype 
or other relevant parameters. Monitoring variations in human immunological responses 
to various substances fits well with the trend towards personalized medicines. Figure 1A 
shows how dendritic cells mounted onto matrix sheets are loaded into the bioreactor for 
exposure to the test substance on day 2, followed by monitoring for a further 14 days. In 
addition to histological endpoint measurements (Fig. 1B-E), the system supports a variety 
of in-process measurements for monitoring time-related dynamic changes within the lymph 
nodes in response to toxic or pathogenic compounds. Among them, cytokine profiles are 



31TRENDS IN CELL CULTURE TECHNOLOGY

of particular interest, since they allow, for example, the induction of Th2 cell and Th1 
cell differentiation pathways to be studied. The artificial lymph node system of Giese and 
coworkers operates with 4-6 parallel bioreactor devices within a central bioreactor control 
unit. A single donor leukophoresis preparation can feed between 10 and 12 bioreactor 
runs with autologous leukocytes.14 In addition to the evaluation of immunogenicity and 
immunotoxicity of substances, the system is well-suited to provide basic knowledge on 
immune mechanisms in man.

The dynamic bioreactor systems described so far have been mainly perfused with 
blood, plasma, synthetic media, nutrients or oxygen through various artificial hollow 
fiber membranes. The endothelium-covered vasculature of organs in humans is not only 
a biological solution to provide blood to the organs, but plays a crucial role in other key 
biological processes, such as cell migration. With this in mind, researchers are attempting 
to replace technical membranes in high performance dynamic organ bioreactors with 
natural vasculature.

A cutting-edge concept for providing natural vascularisation for organotypic tissues 
of small size was proposed by Mertsching and coworkers (Fig. 2).15 They standardized 
the repopulation of a decellularized porcine jejunal segment, including preserved 
vascular structures, with porcine and, more recently, human microvascular endothelial 
cells. Endothelial cells almost fully repopulated the fine natural vessel network. In this 
set-up, integrated inlet and outlet ports on the two larger collecting vessels allow for 
the easy circulation of matter through the capillary network established, thus emulating 
human blood circulation (Fig. 2B). The inner part of the acellularized jejunal segment 
can be loaded with cells of different origins to permit the evaluation of re-organization 
into respective organotypic clusters. Mertsching and coworkers (for review, see ref. 16) 
have succeeded in generating liver tissue by re-organizing cells in liver-like functional 
organotypic units (Fig. 2D). They recently demonstrated the re-organization of an entire 
mucosal structure, achieved by seeding a human mucosa single cell suspension into the 
inner lumen of the jejunal segment (Fig. 2C). Computerized control allows more than 
six vascularized culture devices the size of a culture dish to be maintained (Fig. 2A). 
It is likely that similar coculture systems of liver and gut mucosa, connected through a 
common human capillary network, will soon be available. This would have an immediate 
impact on the availability of organ-based ADMET assessments of xenobiotics in vitro and 
would lead the way for developing small scale vascularized multi-organ culture systems/
bioreactors that connect several ‘organs’ of interest through a natural capillary network, 
for use in determining the whole-body ADMET profiles of substances.

Miniaturization and “Humanization”—Hurdles for High Throughput  

in In Vitro Testing

Logistically, predictive in vitro test systems should be cost effective, validated and 
have high throughput performance. However, the currently-available dynamic bioreactors, 
which support the re-organization of organ tissues with adequate functionality, cannot cope 
with these high throughput and cost requirements. This is because each individual organ 
culture space requires, at least, a full set of pumping means, tools to stabilize temperature, 
an oxygen sensor, a pH sensor and an adequate control unit. As the simultaneous operation 
of a minimum of six organ cultures for statistically valid testing is essential, monitoring 
hardware and control hardware need to be multiplied when designing bioreactor equipment 
suited for commercial scale substance testing. To our knowledge, such parallelized 
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Figure 1. See legend on following page.

Figure 2. See legend on following page.



33TRENDS IN CELL CULTURE TECHNOLOGY

organ culture bioreactor systems are not yet commercially available, due to significant 
development and operation costs. A rough estimate of the capital costs of such systems 
can be drawn by analogy to the biopharmaceutical manufacturing industry, where a 
parallelized small scale stirred-tank bioreactor system, Cellferm-pro® (DASGIP AG, 
Jülich, Germany), that provides the necessary periphery for the individual operation, 
control and monitoring of eight small scale stirred mammalian cell tanks costs in excess 
of €150,000 as well as requiring operation by highly skilled personnel. In addition, the 
standardization requirements for substance testing may not allow for the re-use of organ 
culture devices. The need for disposable culture ware further increases the operational 
costs of test procedures involving the use of such equipment.

In addition to prohibitive capital costs, a second factor which frustrates high throughput 
substance testing is associated with the currently available dynamic organ culture bioreactors. 
The conventional fabrication technologies do not allow for the reduction of individual 
organ culture spaces significantly below the cubic centimeter tissue culture range. As this 
translates to a need for a gram-range of human tissue in order to produce a single data point 
within a substance testing program, many tons of standardized human tissue would be 
required to meet global annual testing demands. Neither the volume nor the standardization 
of living human tissue could be provided on this extreme scale in the foreseeable future.

Consequently, the two main objectives for tissue engineers and scientists at the 
beginning of this century are:
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Figure 1, viewed on previous page. A) Schematic overview of the use of a human artificial lymph node 
for substance testing. Monocytes are separated from donor leukocytes and differentiated into dendritic 
cells for use in the human artificial lymph node device. They are then integrated into a semisolid matrix 
support and, finally, mounted into the bioreactor device. Continuous media perfusion, oxygen supply 
and lymphocyte perfusion are provided over a 14- to 16-day period. Xenobiotic exposure is usually 
carried out on day two, although the timing of exposure can be changed to be more reflective of natural 
exposure situations. Daily samples are taken for in-process analyses. Micro-organoid formation and 
analysis is carried out by histological inspection of the lymph node slices. B) A micro-organoid derived 
from artificial lymph node culture stained positively for Ki67 proliferating lymphocytes embedded in 
a nonproliferating organoid environment. C) Ki67 staining of a human tonsil slice exhibiting a natural 
follicle of comparable composition. D) Single differentiated CD138-positive plasma cells derived from 
the same 14-day artificial lymph node culture. E) A human tonsil slice with large plasma cells positively 
stained for CD138 and embedded in the reticular network of the tonsil. (Illustration courtesy of Dr. C. 
Giese, ProBioGen AG, Berlin.)

Figure 2, viewed on previous page. A) A computer-controlled bioreactor system, capable of operating. 
B) A single “organ-in-a-dish” device with an almost completely accelularized jejunal segment, including 
vascular structures, mounted onto a dish and connected with inlet and outlet ports for medium or blood 
perfusion on the lower part and a connector at each end of the jejuna segment for access into the inner 
lumen of the segment. Endothelial cell repopulation is carried out through the medium inlet and outlet, 
whereas organ-specific cells are seeded in the inner lumen of the gut segment. C) Haematoxylin-eosin 
histostaining of a human mucosa segment, derived through re-organization of human mucosa cell 
suspension within a single “organ-in-a-dish” bioreactor over a culture period of 14 days. D) Immuno 
histostaining (CK18) of a human liver segment, derived from a single “organ-in-a-dish” bioreactor after 
21 days. Liver-specific structures, including bile canaliculi, can be identified. E) Carboxyfluorescein 
succinimidyl ester fluorescence staining of a segment of a vascularised “organ-in-a-dish” liver cell culture, 
showing the capillaries and including green fluorescent cells and hepatocyte cell clusters (black shadows) 
surrounding the capillaries. (Illustration courtesy of Dr. H. Mertsching, Fraunhofer IGB, Stuttgart.)
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On the technical side, the further miniaturization of organ culture space requires new 
fabrication technologies since it is clear that most of the actuators and sensors used are 
ineffectual at the necessary organ culture micro scale. Biologically, it remains unclear 
to what degree a human organ of, for example, 1.5 kg weight (e.g. the liver), can be 
miniaturized in vitro, without a loss of relevance to the in vivo situation. Hence, coming 
back to the initial question of “do modern cell culture technologies provide meaningful 
solutions to close the substance testing gap today?” the answer has to be both “yes” and 
“no”. Cell culture technologies have provided medicine with breakthrough solutions for 
the robust in vitro generation of transplantable tissues, such as liver tissue, in a natural 
3D environment with all the characteristics of self-organisation and self-remodelling. 
In addition, the latest cell culture achievements have provided proof that multi-organ 
systems with linked vascularisation and functionalities can be developed to assist with 
the study of whole-body ADMET. However, the cell culture technologies are at their 
limits of miniaturization of culture space for dynamic bioreactors, as are actuators, sensors 
and other pieces of supporting equipment. Therefore, new technologies are needed as a 
means of developing meaningful solutions to these outstanding problems.

OVERCOMING THE GAP IN IN VITRO TESTING

Stem Cell Niches and Sub-Organoid Self-Assembly

To develop a theoretical understanding concerning the degree to which human organs 
can be miniaturized in vitro whilst retaining essential functionality, a short excursion 
into organ development and architecture is necessary. Architecture and functionality are 
related in all organisms and biological complexity has progressively increased during 
evolution. In humans, the organization of molecules, cells, tissues, and organs is thought 
to represent the most advanced levels of evolution (Fig. 3).

Early in human embryonic development, embryonic stem cells give rise to ectoderm, 
mesoderm and endoderm. Rapid pluripotent stem cell proliferation and cell differentiation 
into various tissues, which is induced by local microenvironments, continues from 
fertilization to beyond adolescence, during which organs mature at different rates before 
functional homeostasis is reached. Multiple and lifelong exposure to xenobiotics is 
schematically depicted in Figure 4. Should a xenobiotic cause organ or tissue damage, 
regenerative processes attempt to restore this homeostasis by the renewal of damaged 
tissues. Thus, a detailed understanding of biological substrates for both organ functionality 
and organ regeneration may provide the cue for novel solutions in substance testing.

It has been proven that almost all organs are built of multiple, identical, functionally 
self-reliant, structural units (namely sub-organoids and adult quiescence-promoting 
stem cells; Fig. 5). Sub-organoids can be composed of several cell layers up to 1mm 
thick, which corresponds to volumes of less than one microliter. Liver lobules, kidney 
nephrons, skin dermis and epidermis, gut mucosa, pancreatic islets of Langerhans and 
the grey and white matter of brain cortex and cerebellum, are some examples of human 
sub-organoid structures which display functionality and highly variable conglomerate 
geometry. Due to their organ-specific functionality, their independence from each other, 
the independence of identical suborganoids within a single organ and a high degree of 
self-reliance and the multiplicity of such sub-organoids, their reactivity patterns to any 
substances seem to be representative of the whole organ. This is not surprising, since 
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sub-organoids are found naturally, as these structures within a given organ represent 
nature’s risk management tool to prevent the total loss of functionality during partial 
organ damage, as well as a way for the body to adjust organ size and shape to meet the 
needs of a given species or, indeed, individual, whilst the same master plan is used to 
build the single functional sub-organoids.

It can be hypothesised that adult quiescent stem cell niches are distributed within 
each human organ. Being of exceptionally small size, in the nanoliter range, they 
represent sorts of germinal crystallization centers for the almost unlimited reproduction 
of sub-organoids. Almost all the known types of human adult stem cell niches consist 
of essentially two components which provide quiescence-promoting stem cell niche 
homeostasis. These are the stem cells themselves and the specific stem cell niche support 
provided, for example, by the basal membrane and/or feeder cells. An overview of the 
components which make up the adult physiological stem cell niches of different organs 
has been provided by Jones and Wagers.17 Examples of human stem cell niches include: 
the follicular bulge stem cell niche in the skin, a crypt base, columnar stem cell niche 
in the small intestine, a broncho-alveolar stem cell niche in the lung, a hematopoietic 
stem cell niche for blood reconstitution, a sub-ventricular zone stem cell niche for the 
regeneration of nerve tissue and a stem cell niche for the maintenance of hormone 
glands.18-24 The mechanical properties of the stem cell niches influence stem cell 

Figure 3. Biological levels of human complexity.

Figure 4. Natural human organ fate. Partial organ damage caused, for example, by toxic substances, 
is rapidly regenerated by organ-specific mechanisms, resulting in the liver, for example, in full 
re-organization of the hepatic tissue.
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function. The relative microstructure and elasticity or stiffness of a stem cell niche, in 
particular, can directly modify stem cell differentiation decisions. Substantial knowledge 
has been acquired about how stem cells self-renew and produce differentiated progeny 
under homeostatic conditions, both during ontogeny and in adults. Therefore, there is a 
unique opportunity to exploit this knowledge for predicting how xenobiotics affect the 
micro-structure of human organs. This calls for hybrid micro scale culture systems that 
allow sub-organoids to be cocultured with their respective stem cell niches, in order to 
create the “smallest” biological in vitro organ equivalents which might prove useful in 
overcoming the prohibitive bottlenecks of miniaturization and humanization, whilst at 
the same time permitting predictive ADMET testing.

Figure 5. Structural micro-compounds of an organ tissue. Organ-specific sub-organoids and stem 
cell niches are the smallest building blocks of each human organ. Each microliter sized, self-reliant 
sub-organoid provides the essential functionality of the respective organ, whereas the nanoliter sized, 
stem cell niche ensures the rapid renewal of damaged sub-organoids. A Yin-Yang-like quiescence 
promoting stem cell niche homeostasis is provided by the two essential components of a niche—the stem 
cells themselves and a support, for example, a basal lamina and/or feeder cells or molecules. Examples 
are as follows: osteoblasts are suitable as supports for haematopoietic stem cells; vascular cells and 
astrocytes for sub-ventricular zone stem cells and sub-granular zone stem cells; crypt fibroblasts and 
Paneth cells for crypt base columnar cells; dermal fibroblasts for follicular bulge stem cells; and Sertoli 
cells and interstitial cells for spermatogonial stem cells. Under physiological conditions, the number 
of tissue stem cells remains relatively constant. Divisional asymmetry is caused by intrinsic cellular 
factors within the cell division process, whereas the exposure of two identical daughter stem cells to 
different extrinsic signals may lead to environmentally driven differentiation.
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Impact of Micro- and Nano-Technologies on the Success of In Vitro Testing

Micro-electro-mechanical systems (MEMS) technology is a multiple-disciplinary 
approach that can provide high performance micro- and nanosystems for use in 
various applications, by combining micro- and nanosystem research with microfluidic 
technology. MEMS are in their early stages of development yet are already proving useful. 
“Lab-on-a-chip” devices, with their superior analytical performance, are efficient tools 
for monitoring or performing complex tasks that relate to genetic sequencing, proteomics 
and drug delivery. However, at present, there are many areas in which the use of these 
technologies is significantly impeded. Fabricating a microsystem for the dynamic long 
term culture of tissues of very small size requires more than just assembling together high 
performance individual functions. The challenge of integrating all the necessary steps in 
bioanalysis is increased by the fact that signal-to-noise ratios and sensitivity tend to get 
smaller at reduced scales such that samples have to be relatively large to provide statistically 
sound data. Today, many cell-based microsystems include the use of “lab-on-a-chip” or 
“micro-total-analysis-system” (�TAS) that incorporate all assay procedures in a single 
system. Within this framework, microfluidic technologies that allow the manipulation of 
nanoliter to femtoliter amounts of fluids by using micrometer scale channels have developed 
quickly over the past few years and is an essential prerequisite for the fabrication of a 
number of microscale cell and tissue culture chambers. Other examples of such systems 
include a microcavity array-based biosensor chip for functional drug screening25 and 
microfluidic channels fabricated by lithographic technologies for the in vitro formation of 
capillary networks.26 The matrix-dependent adhesion of vascular and valvular endothelial 
cells was shown in microfluidic channels by Young et al27 and a digital microfluidic 
technology for cell-based assays was recently described by Barbulovic-Nad et al.28 As 
these technologies were primarily developed for single cell analyses, their adaptation 
to the handling of larger microliter scale volumes for sub-organoid and stem cell niche 
culture has still to be achieved. For a review, see reference 29.

With regard to the fabrication materials used in MEMS, silicon-based devices are 
likely to be complemented with devices made of polymer, textile, glass, ceramic and 
finally, biological entities. This transition has already started, since biomaterials have 
been used extensively as parts of electrical and optical biosensors. In recent years, new 
types of actuators have been developed that are based on polymer materials able to 
change dimension and/or shape in response to a specific external stimulus (thermal, 
chemical, electrical, magnetic, electro-chemical, electro-magnetic, or optical). The 
so-called ElectroActive polymers represent a relevant class of such materials. These 
polymers exhibit interesting properties, such as sizable active strains and/or stresses 
in response to an electrical stimulus, low specific gravity, high grade of processability 
and down-scalability and, in most cases, low costs. An example of how fluid-dynamic 
gradients of signaling proteins can be integrated in dynamic tissue culture devices is the 
gradient supporting dynamic tissue chamber of Sonntag and coworkers (Fig. 6). This 
flexible tissue chamber permits the study of cell-cell interactions in the fluidic interface 
of signalling biomolecule gradients in a dynamic setting, thus emulating the in vivo 
situation of rapid hormone release from endocrine glands into the body tissue.

Finally, a prime example of MEMS application for substance testing is a 
micro-bioreactor that supports the formation of a 3D liver tissue model, which was recently 
used in drug safety and efficacy assessments.30 The bioreactor core is a 3D scaffold produced 
by the deep reactive ion etching of silicon wafers, featuring through-micro-channels with 
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dimensions of approximately 300 �m × 300 �m. When the scaffold pores are perfused 
at flow rates where oxygen transport rate matched the estimated oxygen consumption 
rate, rat hepatocytes adhere to the collagen-coated cell adhesive walls and re-arrange into 
liver-like structures. However, the cells are still exposed to physiological shear stresses. 
Seeding cell spheroids was reported to prolong the maintenance of tissue-like architecture 
and viability. The authors reported that, in this microbioreactor, the hepatocytes expressed 
quasi-in vivo levels of metabolic competence, unlike the situation with many other 
bioreactor systems. Comparable solutions are described elsewhere.31,32

The above technologies meet the size, shape and microfluidic requirements of 
microsystems and closely resemble in vivo surfaces and ECM architecture at nano-scale. 
Technologies for nanostructuring surfaces and generating protein-coated nanoparticles 
for local signaling have appeared in the last few years.33 “Tagged” nanoparticles, for 
instance, can be applied as contrast agents for highlighting specific cells. Examples of their 
use include fluorescent markers, which can be applied for the observation of biological 
processes down to the molecular level, by using optical molecular imaging and provide 
for the extremely sensitive detection of analytes in in vitro microsystems.

Figure 6. Gradient supporting dynamic tissue culture chamber. Two identical miniaturized microscopic 
tissue culture flow chambers (A), fabricated in a holder with a 96-well plate format (B) and equipped 
with different electrical means for cell measuring (C) allow for in-process dynamic microgradients 
within the tissue culture space, through the defined continuous lateral infusion (D) of fluid-dynamically 
controlled solutions containing soluble signaling factors. (Illustration courtesy of Frank Sonntag, 
Fraunhofer IWS, Dresden.)
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In terms of micro-actuation and online monitoring, MEMS technologies are useful. 
Actuating systems can monitor changes in the physical state of the cells by exerting 
pressure on the cell mass, as required. Examples include a system that pumps fluids 
back and forth to simulate capillary flow for bone and cartilage formation, or a tissue 
interface as found in the gut simulated by providing heat or electrical stimulation. In 
addition, the electrical sensors discussed above, small size optical sensors for pH and 
pO2, have already been introduced into use by the industry. MEMS technology-based 
microsensors composed of cytokine-specific antibodies coupled on multiple microsurfaces 
and positioned in the outlet channels of dynamic microbioreactors, are ideal tools for 
non-invasive cytokine measurement.

In conclusion, the availability of cost-effective technologies is essential for the 
widespread introduction of micro-systems for sub-organoid and stem cell niche culture. 
Robust, simple and “stand-alone” approaches are needed for such complex applications. 
Miniaturized, integrated, “organ-on-a-chip” tools based on microfluidic solutions and 
enabled by advances in microtechnology and nanotechnology may satisfy this need.

Fully Integrated Human Multi-Micro-Organ Systems

Dynamic macro-scale liver bioreactors have illustrated how fully functional single human 
organ equivalents can be established and maintained long-term in vitro. For the first time, 
the holistic approach to modelling human biology in vitro has taken over the differential 
approach of using immortalized cell lines or individual primary cell cultures. The major 
hurdle to the translation of these breakthrough achievements of cell culture technology into 
meaningful solutions for high throughput testing remain miniaturization from the milliliter 
to the microliter scale and the supply of relevant amounts of standardized human tissue.

Human organ growth, maintenance and regeneration in vivo rely on a balanced 
interaction between nanoliter-sized adult stem cell niches and surrounding self-reliant 
sub-organoids of microliter size. The vascular network of microcapillaries of less than 
10 �m in diameter reaches each and every sub-organoid. Armed with this knowledge, it 
is, in theory, possible to link together different human micro-organs at the sub-organoid 
scale through human vasculature into dynamic multi-micro-organ systems. Cell culture 
technology, together with MEMS technologies, could be the key for success in this respect.

“Organ-on-a-Chip”

Fundamental paradigms of the in vivo behavior of human organs, as described above, 
can be translated into rational design principles for dynamic multi-micro-organ bioreactors 
for in vitro substance testing within three categories; device, architecture and process.

On the basis of these three design principles, we have developed an “organ-on-a-chip” 
(OOC) platform concept and have prototyped the first dynamic microbioreactor systems 
aimed at closing the gap in predictive in vitro substance testing.

The OOC is a self-contained, sensor-controlled multi-micro-organ device, the 
shape of a standard microscope slide, with a total height of less than 3 mm. It fits into 
an autonomous supply unit (Fig. 7). A portable, battery-based supply unit ensures that 
the operation of the OOC is independent of any cell culture incubator or power socket. It 
fits a standard 96-well plate format in width and depth and, being approximately 3 cm in 
height, matches the appropriate objective distance of high performance microscopes for 
live tissue imaging into 1 mm tissue depths. It maintains and monitors the temperature 
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of the six microbioreactors operated on an OOC over at least 14 days. The OOC (Fig. 8) 
is designed to operate six identical microbioreactor systems simultaneously. All the 
microbioreactors are provided with nutrients from a common central medium reservoir 
with a volume capacity of about 1 ml. Each single microbioreactor consists of an organ 
growth section (Fig. 8A[3]), composed of a central stem cell niche (Fig. 8A[9]), three 
different organ cavities (Fig. 8A[4,4a,4b]) and three sensor segments, each dedicated to 
monitoring the outflow of an individual organ cavity (Fig. 8A,B) and three individual 
reservoirs to collect the spend medium from each organ cavity (Fig. 8A[5]). Microfluidic 
channels connect the relevant parts of each microbioreactor. The growth section diameter 
is less than 6 mm and provides organ growth space heights of nearly 500 �m. Thus, as 
the organ cavities are fabricated from microscopically transparent material, live tissue 
imaging can be carried out throughout the entire organ culture by means of, for example, 
two photon microscopy. Continuous feeding is possible for each growth section through 
a central inlet port that perfuses each of the three organ cavities simultaneously. The 
resulting metabolic products leave each organ growth section microfluidic channels, each 
dedicated to a single organ cavity. These outlet channels of dynamic microbioreactors 
are ideal tools for non-invasive pO2, pH or cytokine measurements. The autonomous 
temperature of the OOC is ensured through a thermoregulating device at the base of the 

Figure 7. Photograph of a self-contained organ-on-a-chip prototype, composed of a supply unit in black 
and an “organ-on-a-chip” (OOC) of the standard size of a microscope slide. A holder allows for the 
easy and exact positioning of the OOC within the supply unit. Electrical connectors ensure the stable 
temperature of the OOC through sensor controlled heating at its base. Prototypes of supply units, as well 
as OOC devices, have been fabricated by GESIM mbH, Grosserkmannsdorf, Germany, in collaboration 
with F. Sonntag and coworkers at the Fraunhofer IWS, Dresden, Germany.
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OOC (Fig. 8B). This allows temperature maintenance and monitoring during the whole 
process time, including the time frames of online microscope-based, live tissue imaging.

The OOC is fabricated by MEMS from three microstructured thin glass layers 
(Fig. 9[13]), which are fluid-tight bonded together. A fourth microstructured upper 
closing layer made of polydimethylsiloxane (PDMS), comprising the central nutrient 

Figure 8. Technical drawing of an “organ-on-a-chip” (OOC) device. A) A top-down view of a section 
of a self-contained Organchip® (1), comprising six individual organ growth sections (3), each with 
three organ cavities (4,4a,4b). The medium flows through the microfluidic feed channel (6) to the 
center of an organ growth section (3), to permit the even distribution of the medium to the three 
organ cavities. The medium is fed into the organ growth section from an inlet (10) positioned opposite 
the central stem cell cavity (9). The organ cavities are microstructured to support the re-organization 
of cell populations or tissue slices into the desired sub-organoids. The outlet allowing medium to 
flow into the microfluidic waste channel (7,7a,7b) is located at a position opposite the inlet (10) 
of the microfluidic feed channel (6). The spent medium flows to sensors located in individual flow 
paths (8, 8a, 8b). Thus, the response to a given compound and/or environmental change can be 
assayed for individual sub-organoids within each organ cavity of a growth section. It is possible to 
withdraw a sample or the entire spent medium from the individual waste medium reservoirs (5), and 
to further analyze each waste medium from one organ and/or organoid individually. B) A top-down 
view of the upper side of the lower closing layer (16). The means of heating (11) is a temperature 
sensor composed of indium tin oxide (23). Electric connectors (19), made of gold, are depicted. The 
conductive paths are also made of gold. The lower closing layer (16) is made of glass.
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reservoir (Fig. 9[2]) and the individual waste reservoirs of each organ cavity (Fig. 
9[5]), is fluid-tight and connected to the glass layers. The individual reservoirs for spent 
medium are sized to support a continuous dynamic for at least a 10-day organ culture 
period. Both types of reservoirs and the nutrient and the waste reservoirs, are sterilely 
rechargeable to support organ maintenance over weeks and months, with little need for 
manual operator handling. The growth sections (Fig. 10) are designed to maintain a 
central stem cell niche (Fig. 10A[9]) and to support the self-organisation, maintenance 
and regeneration of various organ-specific sub-organoids in the individual organ cavities. 
Stem cell niches can be established in the cylindrical stem cell cavity by introducing 
feeder cells, semisolid media, appropriate scaffolds and components of the basal lamina 
relevant to the organ culture precursor stem cells. Due to its shape and geometry, a 
stem cell niche is provided with nutrients primarily by diffusion. Both organ slices and 
suspended cell populations can be directly loaded into organ cavities through openings 
in the upper closing layer (Fig. 10C[14]), by using microsyringes, micromanipulators 

Figure 9. An expanded view of an OOC composed of the medium layer (12) and the organ growth 
section layer (13), comprised of an upper closing layer (14), the organ cavity layer (15) and the lower 
closing layer (16). The medium layer (12) has cut-outs to allow access to the organ growth sections, 
located in the organ growth section layer (15) and between the upper and lower closing layer. These 
cut-outs are commensurate in size with the cut-outs of the respective organ growth section located 
beneath, to allow access to each organ cavity within an organ growth section.
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or automated spotters. The organ cavities each have an average capacity of 1.0-1.5 �L 
of cell suspension or organ tissue. The type of cells introduced into an individual organ 
cavity depends on the sub-organ micro-architecture and micro-environment the cavity.

The organ cavities of the OOC prototype presented in this publication are designed to 
allow for the simultaneous establishment and maintenance of brain tissue, sub-organoids of 
the bone-cartilage interface and vascularised liver (Figs. 10B,C[4,4a,4b] respectively). An 
organ cavity, for example, designed for the cultivation of central nerve tissue, is provided 
with four spaces to maintain the different layers of grey matter of the cerebellum (from 
periphery to the center: granular cell layer, molecular cell layer and Purkinje cell layer) 
and the white matter layer formed by nerves. The walls between the sections allow for 
dendrite and axonal projections. Axon-derived nerves have space to occupy the segment 
proximate to the stem cell cavity. Impedance measurements at the bottom of relevant 
segments serve as sensors for establishing a functional grey matter layer connection. 
During the operation of an OOC, the different sub-organoids, formed separately in each 

Figure 10. A growth section of an OOC device. A) A 3D view of part of a growth section composed 
of the three organ cavities, wherein a cavity of about 5 nL volume for formation of an adult stem 
cell niche (9) is positioned in the center of the three organ cavities. B) A top-down view of a section 
of the organ cavity layer (15) composed of an organ growth section (3) containing three differently 
structured organ cavities (4,4a,4b). The medium flow within the growth section (3) into the organ cavities 
(4,4a,4b) starts from the inlet of the microfluidic feed channel, which is juxtaposed to the stem cell 
cavity (9), into the organ cavities (4,4a,4b) and out through three separate microfluidic waste channels 
(7,7a,7b). The direction of the fluid flow is depicted by white arrows. In the growth cavity (4b) this 
provides an environment for the maintenance of vascularised liver sub-organoids. A secondary fluid 
flow (21) is imposed by pressurizing means located in the side chambers of this organ cavity (4b). C) 
An expanded view of a growth section (3) composed of the three organ cavities (4,4a,4b). The organ 
cavities, located in the organ cavity layer, are each partially closed on the upper side by the upper 
closing layer (14) and on the lower side by the lower closing layer (16), which provides, for example, 
a means of measuring impedance (22).



44 NEW TECHNOLOGIES FOR TOXICITY TESTING

of the three organ cavities, interact with each other through, for example, the outgrowth 
of nerves from the brain-specific cavity or microcapillaries from the vascularised liver 
sub-organoid cavity.

Once the whole system has reached homeostasis, test substances can be applied. 
An OOC device provides six identical dynamic multi-micro-organ systems, to satisfy 
the statistical requirements of high throughput testing. The OOC platform technology 
also allows for fast changes in microbioreactor design and rapid prototyping. Thus, it 
is intended that optimized OOC systems will be generated, which will perfectly match 
the requirements of systemic in vitro ADMET testing on vascularised microsystems 
of systemically connected multi-sub-organoid cultures. This may bridge the existing 
knowledge and technology gaps in xenobiotic testing.

CONCLUSION

Dynamic macro-scale bioreactor systems are the most recent breakthrough in cell 
culture technology. With more than seven commercially available liver bioreactor systems 
for acute liver failure, we are able to fully mimic the functions of a complex human 
organ in vitro. This has resulted in a spectacular long term performance over several 
weeks at a patient’s bedside. This major achievement at the beginning of the 21st century 
coincides with the need for new approaches for the evaluation of chemicals, cosmetics, 
air particles or pharmaceuticals, in order to address the caveats which neither animal 
tests nor conventional human cell line or tissue testing have been able to eliminate. 
Tremendous efforts have already led to the development of a few miniaturized human 
in vitro systems that are able to provide research data on individual aspects of substance 
interaction with humans. Although testing on human liver models is the prime focus 
of such developments, other systems, such as perfused skin equivalents and the first 
dynamic human artificial lymph node system, also appear to be promising.

Another great leap forward was the recent proof-of-concept for the in vitro 
vascularization of human tissue cultures in dynamic bioreactors. This immediately 
opened up the possibility of evaluating the in vivo distribution of xenobiotics in vitro. 
A new milestone was reached with the dynamic vascularized human mucosa/gut and 
liver culture system.15 This parallelized mini-system, where human mucosa and liver 
sub-organoids are loaded into the same vascularized culture segment, could address all 
aspects of ADMET within one bioreactor system.

The OOC technology integrates cell culture technologies with nanotechnologies at 
an autonomous microsystem level and thus provides a prime opportunity to cope with 
the challenging requirements of devices for predictive substance testing. The continuous 
monitoring of systemic parameters of homeostasis by means of systems biology and data 
processing by computational biology techniques, could lead to revolutionarily efficient, 
fully predictive procedures.

Outlook

Three types of dynamic microbioreactors, which match the requirements of predictive 
high throughput substance testing, as well as potential applications in research on the 
pathogenesis of human disease and to other fields of research, could appear on the 
scene within the next decade, namely:
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1. dynamic human single organ/sub-organoid bioreactors, without self-regeneration 
potential, dedicated to the evaluation of toxicology, metabolism or immunogenicity 
of substances, primarily in single dose assays with conventional endpoint 
parameters;

2. dynamic human single organ/sub-organoid bioreactors, with integrated organ 
specific stem cell niches exhibiting regenerative potentials that could be used 
to examine the above endpoints during repeated-dose, long term assays with 
conventional endpoint parameters; and

3. dynamic human multi-micro-organ systems, providing a common 
microvasculature circuit with a central “blood” reservoir for several different 
organs/sub-organoids and their specific stem cell niches within a single 
microsystem for high content testing. These bioreactors would allow for the 
continuous monitoring of systemic parameters in addition to conventional 
endpoint measurements and would be suited to the evaluation of the complete 
ADMET profile of a substance and its efficacy in repeated-dose, long term test 
procedures over months.
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Abstract:  The field of tissue engineering is generating new scaffolds, bioreactors and methods 
for stimulating cells within complex cultures, with the aim of recreating the conditions 
under which cells form functional tissues. Hitherto, the primary focus of this field 
has been on clinical applications. However, there are many methods of in vitro tissue 
engineering that represent new opportunities in 3D cell culture and could be the 
basis for new replacement methods that either replace the use of a tissue isolated 
from an animal or the use of a living animal. This chapter presents an overview of 
tissue engineering and provides tissue-specific examples of recent advances.

INTRODUCTION

The tissues that make up the mammalian organism are remarkable 3D structures that 
carry out complex functions for many years by self-organizing billions of cells into defined 
architectures. Within these architectures, cells are held within niches that define their 
environmental cues for proliferation and differentiation. Over the lifetime of an organism, 
these tissues will spontaneously develop, renew and, occasionally, repair themselves.

The field of tissue engineering aims to replicate cell niches in vitro and thereby control 
complex cell behaviors to a level not currently achieved by cell culture methods. The 
major motivation for the investment in tissue engineering over the last decade has been to 
generate clinical products or procedures that restore tissue and function within a patient. The 
technical challenge faced in developing therapies based on tissue engineering has driven the 
development of new methods of handling cells in three dimensions. A considerable spill-over 
benefit of the advances in clinically-driven tissue engineering could be the development of 

New Technologies for Toxicity Testing, edited by Michael Balls, Robert D. Combes,  
and Nirmala Bhogal. ©2012 Landes Bioscience and Springer Science+Business Media.



48 NEW TECHNOLOGIES FOR TOXICITY TESTING

replacement tissues that can be manufactured from small populations of expandable cells. 
Advances in stem cell technology can also be harnessed with tissue engineering, to generate 
differentiated models by using human cells, without immortalization.

This chapter provides an overview of the current state-of-the-art in tissue engineering 
and highlights the limited number of successes to date that have adopted tissue engineering 
principles in order to enhance replacement technologies.

OVERVIEW OF TISSUE ENGINEERING STRATEGIES

Scientific awareness of tissue engineering grew rapidly in the 1990s.1-3 This awareness 
was fuelled by breakthroughs in the use of 3D polymer templates to host tissue formation 
and especially skin,4 cartilage5 and cardiovascular tissues.3 In fact, most of the techniques 
required to engineer tissues had been under development for many decades before the 
term “tissue engineering” became widely recognized and used. The concepts of using 
cocultures, extracellular matrix (ECM) signals, bioreactors and 3D cell aggregates to 
enhance tissue functionality in cell populations were published in the 1970s.

However, the concept of combining such approaches in order to manufacture tissues 
of sufficient quality to implant into patients was realized by researchers in the 1990s 
and the potential of tissue engineering caught the imagination of scientists, clinicians 
and the general public.

An overarching principle of tissue engineering is the generation of in vitro environments 
for a cell population that mimic development, renewal or repair in in vivo environments. 
The key aspects of such environments are discussed below.

The ECM

Cell anchorage and motility require receptor-mediated interactions with the ECM.6 
Many tissue engineering and 3D cell culture methods employ natural ECM models to 
replicate integrin receptor-binding mechanisms. Alternatively, synthetic ECM mimics 
can be formed by the surface engineering of synthetic polymers to create surfaces that 
present short peptides that can bind to integrins.7

Soluble Growth Factors and Cytokines

The availability and concentration of growth factors represent a powerful switch in 
controlling cell behavior. Numerous growth factors and differentiation factors can be 
used to stimulate proliferation and differentiation. The simple addition of these factors 
to cell culture media is effective in many culture systems. However, the delivery of these 
factors is more sophisticated in vivo. For example, gradients and cascades of factors are 
used to pattern differentiation in stem cell populations. Furthermore, growth factor effects 
may be synergistic with ECM signalling.8

Biomechanical Conditioning

Many cell types show significant sensitivity to the local biomechanical environment.9 
The role of the biomechanical environment is clear for contractile or structural tissues. For 
many such tissue types, the restoration of appropriate physical forces has been demonstrated 
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to enhance tissue formation or maintenance in vitro. In other situations, such as in the liver, 
the direct role of mechanical forces in controlling cell niche is less clear. For these cases, 
it may be important to eliminate culture-induced forces (e.g., gravitational effects on cell 
suspensions). Biomechanical forces can be controlled through the use of bioreactors.

Cell-Cell Signaling

The functioning of many tissues is dependent on complex patterns of signaling 
between different cell types. The liver provides an excellent example, in which stellate 
cells and hepatocytes signal extensively through direct physical contacts.10

Architecture

The role of architecture in tissue functioning is observed at a number of different 
length scales. At the cell level, the simple organization of cells into 3D clusters can 
have a profound effect on the phenotype. This has been demonstrated by the work 
of Bissell et al.11 Architectural effects are also evident in the structural components 
of tissues. For example, within the liver, the architecture of the liver lobule creates 
a unidirectional flow of blood from the periportal to the centrolobular regions. This 
flow pattern means that hepatocyte cells close to the periportal triads are exposed to 
blood that has just passed through the gut and has taken in any food or toxin-related 
molecules that have been absorbed. Hence, these cells bear the brunt of the liver’s 
metabolic activity. In contrast, cells toward the centrolobular region have a phenotype 
that results in greater secretory activity. Thus, the architecture of a tissue can impose 
local fluid flow patterns, soluble molecule gradients, the polarity of cell-cell interactions 
and the location of cell-to-ECM binding.

REVIEW OF SPECIFIC TISSUE ENGINEERING ADVANCES BY TISSUE

In this section, examples of the application of the principles summarized in Overivew 
of Tissue Engineering Strategies will be provided.

Skin

The in vitro manufacture of skin is the most advanced area of tissue engineering and is 
the one example that has impacted on both clinical practice and replacement technologies. 
The success achieved in skin tissue engineering has been due to the following:
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Within the replacement field, two tissue engineered skin models have been fully 
validated and approved by regulators as functionally equivalent to the commonly 
performed in vivo methods.12,13 The EpiDermTM and the EpiSkinTM corrosivity tests can 
be used to determine the corrosive potential of a chemical by assessing the cytotoxic 
effect on reconstituted human epidermis, a test conventionally carried out in vivo by 
using the Draize rabbit skin test.14 EpiDerm (MatTek, Ashland, MA, USA) comprises 
a reconstructed epidermis of human keratinocytes grown on inert polycarbonate filters, 
while EpiSkin (L’Oréal, Clichy, France) consists of a reconstructed epidermis grown on 
a Type I bovine collagen matrix, representing the dermis, surfaced with a film of Type 
IV human collagen.15,16 Keratinocytes grown at the air-liquid interphase differentiate to 
form a stratified epithelium, which is similar to the stratum corneum of human skin and 
is suitable for use in an alternative assay system, effectively replacing the conventional 
in vivo model. Another reconstructed human epidermis product, Skin² ZK 1350TM 
(Advanced Tissue Sciences Inc., La Jolla, CA, USA), has also been discontinued, 
while a third, SkinEthicTM (SkinEthik, Nice, France), is of similar nature. The latter 
shows a similar behavior when subjected to the approved corrosivity protocols, but has 
not been fully validated nor been approved by regulators.15,18,19 The European Center 
for the Validation of Alternative methods (ECVAM) International Validation Study 
on In Vitro Tests for Acute Skin Irritation has recently reported on the validity of the 
EpiSkin and EpiDerm assays and on the skin integrity function test.46

All of these reconstituted human skin models have similarity in terms of general 
structure, cellular composition and biochemistry and therefore provide a valuable tool 
in alternative toxicity testing, phototoxicity testing and drug transport studies. However, 
most of the current models are epidermis-only models. It is likely that a more-complex 
model, which includes an underlying dermis, will resemble the appearance of skin and 
its physiology more closely.

Other epithelia have also been reconstructed in vitro on artificial polymer matrices, 
as with human epidermis, as outlined above. MatTek has developed buccal (EpiOralTM), 
corneal (EpiOcularTM), ectocervico-vaginal (EpiVaginalTM), gingival (EpiGingivalTM) 
and tracheal/bronchial (EpiAirwayTM) equivalents, while SkinEthik also offers alveolar, 
corneal, gingival, esophageal, oral and vaginal tissue equivalents. However, none of 
these reconstructed epithelia have thus far been used in the development of alternative 
assay systems for regulatory use.

Liver

There is a clear need for better in vitro models of the human liver. The challenge to 
engineer the liver is very significant and demonstrates a number of important tissue engineering 
principles. Within the body, the liver displays a remarkable regenerative capacity. For example, 
patients can spontaneously recover from major resections involving the removal of up to 
80% of the liver mass. However, when hepatocytes are isolated in vitro, they display limited 
proliferative capacity and rapid changes in gene expression lead to dedifferentiation within 
hours and days. Hence, the use of human liver tissue in pharmacological and toxicological 
assays is inefficient and largely limited to very short-term studies involving acute metabolic 
events rather than chronic tissue-specific events. Therefore, if tissue engineering could 
restore the in vivo cues that permit liver regeneration and the long-term maintenance of 
liver functions, it would be possible to devise replacement technologies that increase the 
availability of in vitro tissue and permit chronic, repeat exposure studies.
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A large body of literature, much of which predates the advent of tissue engineering 
as a defined field, involves investigations on the individual roles of the ECM, heterotypic 
cell-cell interactions and soluble factor effects. Applying each of these individual strategies 
can boost one or more liver-specific functions in vitro. However, in isolation, none of them 
can generate a liver tissue model that could profoundly affect replacement technologies.

The role of tissue engineering is to combine the influences of coculture, ECM and 
soluble factors and to contribute new ideas in the design of flow systems that mimic 
blood flow and the resulting chemical gradients within the liver. Excellent examples of 
this approach have been published by the team of Gerlach et al,20 who demonstrated that 
oxygenation via gas-permeable hollow fibers that run through the 3D tissue space enhanced 
the metabolic activity of hepatocytes. More recently, they have built on their early work 
on oxygenation systems to evolve a new bioreactor that promotes the reorganization 
of hepatocytes and nonparenchymal cells into histiotypic structures.21 This bioreactor 
system enabled cell metabolic activity to remain constant for at least 20 days. Both bile 
canaliculi and sinusoid-like structures developed spontaneously and increased proliferative 
activity was detected within the cell population. Proliferation combined with sustained 
liver-specific functions offer the potential to increase tissue mass from a primary cell 
source and thereby to reduce the tissue requirement for each clinical procedure. This type 
of bioreactor also shows significant potential as an in vitro model for drug metabolism 
and toxicology studies.22

Cima-Griffiths et al have also combined innovative bioreactor design and 3D cell 
culture. They have described a microarray bioreactor for the maintenance of heterotypic 
multicellular liver models.45 The microarray system provides a thin transparent structure, 
within which a silicon scaffold provides square ports that host the liver cells. Fluid flow 
within the bioreactor occurs through the ports and hence, partially mimics liver blood 
flow dynamics. With this system, preformed spheroids were found to out-perform single 
cell suspensions as the format for the seeding of the bioreactor. When hepatocytes and 
nonparenchymal cells were formed into spheroids before addition to the bioreactor, 
histiotypic structures formed and albumin secretion was better maintained that when the 
same cell types were added directly, without the preformation of the spheroids.

Finally, Bhatia’s group have recreated zonal patterns of hepatocyte function by 
controlling oxygen gradients within cocultures of hepatocytes and nonparenchymal 
cells.23 Mathematical models of the oxygen gradients within the liver provided targets 
to be recreated in vitro. This team used a syringe pump to control the introduction of 
oxygenated medium at one end of flat-bed bioreactor. By culturing hepatocytes within this 
bioreactor, the in vivo-like zonation of expression of two key drug metabolizing enzymes 
was created. Furthermore, drug toxicity matched the zonation of the metabolizing enzymes.

Nerves

Tissue engineering approaches to enhance nerve regeneration provide examples 
of how molecular gradients and micron-scale patterns can be used to guide 2D and 3D 
pattern formation in tissues. Control over cell position within a regenerating tissue can 
be exerted by using location-specific ECM interactions or by using gradients of growth 
factors or trophic factors.

Patel et al24 have demonstrated the ability to guide neurite extension by using 
peptides that mimic key ECM molecules. This provides an example of the guidance of 
neurites using a peptide containing the laminin-specific sequence, IKVAV. This peptide 
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was patterned on to a biodegradable polymer substrate by using microfluidic patterns to 
form stripes with widths of 12-70 �m and lengths of many millimeters. The PC12 cell 
line can respond to laminin surface cues by extending neurite-like projections and these 
projections follow the biochemical pattern.

Moore et al25 have used the concept of patterning with a 3D scaffold with macroporous 
scaffolds and gradients of nerve growth factor (NGF) and neurotrophin-3 (NT-3). 
Gradients can be easily manufactured via the diffusion-limited mixing of the NGF/NT-3 
with the polymer components that make up the scaffold, immediately prior to scaffold 
solidification. It was found that a NGF gradient of 310 ng/mL/mm was required to stimulate 
the guidance of neurite extension of chick dorsal root ganglion explants. However, this 
minimum concentration gradient was lowered if a graft of both NGF (200 ng/mL/mm) 
and NT-3 (200 ng/mL/mm) was prepared. This study provides an elegant demonstration 
of the ability to use synergistic effects between factors to elicit tissue-specific responses.

Cardiovascular Tissue

There are two major clinical drivers for cardiovascular tissue engineering, the 
regeneration of cardiac muscle to provide tissue repair after an infarction and the 
manufacture of small vessel conduits for vascular surgery.

The ability to regenerate cardiac muscle presents a major challenge, due to the 
lack of spontaneous repair or cardiomyocyte proliferation within the heart following 
ischemic damage. Clinical trials are under way to assess the therapeutic potential of 
cell therapies in which a cell population is injected in the heart wall. However, an 
alternative approach, whereby cardiac muscle is engineered in vitro, then surgically 
attached to the heart, offers greater potential in the search for tissue engineered models 
that could be used in toxicology.

The work of Radisic et al26 provides a recent example of an approach to combining 
mechanical and biochemical cues to enhance the formation of cardiac muscle within 
scaffolds. A coculture of myocytes and cardiac fibroblasts was formed within an elastic 
porous scaffold. The scaffold was designed with an array of parallel channels running 
through its length, to promote fluid flow. This cell/scaffold construct was then transferred 
into a bioreactor, in which a novel culture medium flowed. The culture medium contained 
a perfluorocarbon (PFC) emulsion that carried high concentrations of oxygen (mimicking 
the role of hemoglobulin in the blood). Both the presence of the channels within the scaffold 
and the PFC carrying oxygen significantly improved the levels of cardiac muscle-specific 
markers such as troponin I and connexin-43. If this approach is combined with the current 
rapid progress in the derivation of cardiomyocytes from embryonic stem cells, and in vitro 
models of cardiac muscle, in which scale-up of manufacturing and scale-down of the size 
of the tissue under investigation, can be achieved.

Tissue engineered blood vessels (TEBV) are under intensive investigation as 
antithrombogenic and mechanically stable vessels that could be implanted into 
patients. L’Hereux et al27 have formed layered tubular constructs of living adventitia, a 
decellularized internal membrane and an endothelium. TEBVs with internal diameters 
of 4.2 mm and wall thicknesses of approximately 409 �m displayed broadly similar 
burst pressures and compliance to saphenous veins.
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Skeletal Muscle

Recent progress in the engineering of skeletal muscle has addressed a major 
shortcoming in many in vitro tissue engineering approaches, that is, the need for 
vascularization in order to generate thick tissues. Levenberg et al28 have achieved 
early stages of in vitro vascularization using a 3D multicell construct. They combined 
myoblasts, embryonic fibroblasts and endothelial cells within porous scaffolds. The 
embryonic fibroblasts increased the levels of expression of vascular endothelial growth 
factor (VEGF) within the system and promoted the formation and stabilization of vessel 
networks. The myoblasts formed muscle tissue around the developing network of tubular 
endothelial cell constructs.

Gastrointestinal Tissue

Intestinal tissue engineering has, as yet, not been extensively studied and currently 
is limited to in vivo strategies where the body is used as the bioreactor.29 The intestinal 
epithelium is a complex tissue, which lines the gastrointestinal tract and provides an 
interface between the contents of the gut lumen and the internal regions of the body. 
The epithelium is folded, so that it has a well-defined architecture of cavities, known 
as the crypts of Lieberkühn. Adult stem cells reside at the bases of these crypts and 
divide and migrate both up and down (in the case of the small intestine) the crypt, whilst 
differentiating to replenish the supply of mature functional cells. The differentiated cells 
perform their specific functions, undergo apoptosis and slough off into the lumen, having 
a total life-span of 5-7 days. The intestinal epithelium is an example of a rapidly renewing 
tissue, but the in vitro tissue engineering of this organ has so far eluded researchers, due 
to the difficulties associated with establishing a suitable cell source for this purpose; it 
is very difficult to culture primary intestinal progenitors in vitro.

Despite this, encouraging reports on oesophageal,30,31 small bowel,32 colonic33 and 
stomach33,34 tissue engineering have been published. All of these regeneration programs 
have been based on two common themes: (1) a material scaffold that is placed into 
an animal model following anastomosis (the removal of a section of the intestinal 
tube); or (2) epithelial organoids (mesenchymal cell cores surrounded by a polarized 
epithelium) that are obtained from a section of intestinal tissue and are seeded into a 
material scaffold before being transplanted into the animal. Such material scaffolds have 
included biodegradable poly(glycolic acid) (PGA) meshes, coated either with collagen 
or with poly(lactic acid) (PLA) and porcine small intestinal submucosa (SIS). All the 
seeded scaffolds were implanted in vivo, either into a region of the gastrointestinal tract 
of athymic mice following anastomosis or into the latissimus dorsi muscle of athymic 
mice. In all cases, post-implantation analysis demonstrated the presence of a functional 
and structural gastrointestinal epithelium, but which lacked the muscle component of the 
bowel. However, this research does demonstrate the feasibility of engineering a complex 
organ such as the gastrointestinal tract.

The Cornea

Diseases affecting the cornea and corneal trauma are a major cause of blindness 
worldwide.35 For partial thickness defects, where only the surface of the cornea is 
affected, a novel treatment developed by the Okana group36 involves “carrier free 
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cultivated corneal epithelial sheet transplantation”. These bioengineered cell sheets 
are achieved by cultivating corneal limbal stem cells on temperature-sensitive culture 
dishes coated with the thermoresponsive polymer, poly-N-isopropylacrylamide 
(PIPAAm). Following culture, the stratified epithelial layers are simply released from 
the dish by the reduction of the temperature to the polymer’s lower critical solution 
temperature (LCST) of 32°C.37 Initial human trials revealed that the bio-engineered 
corneal epithelial cell sheet grafts remained intact and covered the entire cornea. 
Moreover, corneal transparency and visual acuity were restored. It is thought that 
by maintaining cell-cell interactions within the epithelial cell layer and between the 
epithelium and the underlying stroma, the long-term survival of the cultivated epithelial 
sheet is enhanced due to the maintenance of cell surface proteins and the ECM which 
is deposited. This technology has since been extended to the generation of corneal 
endothelial cell sheets, as a possible treatment for many pathological cases where the 
corneal endothelial layer is the only component requiring substitution.

The shortage of human corneal donors and the risk of immunorejection for the 
replacement of full thickness defects have been the driving force behind the generation of 
tissue-engineered corneal constructs for transplantation. Functional corneal reconstruction 
has largely focused on the culture of the three main layers of the cornea (epithelium, 
stroma and endothelium). The initial steps involve the isolation, culture and expansion 
of each cell type in vitro. The stroma is produced by mixing corneal keratocytes with 
a scaffolding material, usually collagen Type I and/or Type III, or a composite with 
glycosaminoglycans, which is subsequently remodeled by the keratocytes in the culture. 
The final stage involves culturing limbal epithelial cells (thought to include limbal stem 
cells) on the engineered stroma at an air-liquid interface.38-41 These tissue engineered 
constructs have been shown to support neurite extension,42 and to perform well when 
transplanted into an in vivo model.43

Airway Epithelium

A human airway epithelial wounding model have been developed by Wadsworth 
et al.44 It has been used to study the pharmacological mechanism of the beneficial effects 
of glucocorticoids in the treatment of asthma. The model was constructed by using human 
bronchial epithelial cells (HBEC), which were cultured at an air-liquid interface and 
triggered to differentiate into the mucociliated phenotype. This model could be used to 
study repeated physical wounding and, hence, to study chronic mechanisms of drug action.

CONCLUSION

Tissue engineering has been a priority area for research across the world for the last 
decade and it is likely that it will remain a priority for many years to come. Scientifically, 
the field has advanced at a rapid rate and this chapter has highlighted the fact that many 
studies now involve the combined use of a number of engineering tools to recreate 
complex regenerative or repair environments.

Whilst the clinical and commercial impact of tissue engineering has been significant, 
there have been few examples of contributions toward the design of replacement 
technologies. The scientific case for using tissue engineering in replacement science 
is compelling since both fields require in vitro systems that accurately represent key 
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aspects of the structures, functions and reactions of tissues in vivo. One area of success 
has been the use of skin models, where the progress made in the use of skin models as 
replacement alternatives is possibly due to the relatively simple conditions required to 
create models that mimic the barrier properties in this relatively thin organ.

Looking to the future, there are a number of reasons for optimism about collaboration 
between tissue engineers and replacement alternative scientists. In the vast majority of 
cases, the clinical and commercial uptake of tissue-engineered products has been impeded 
by the complexity of the products and their manufacturing processes. For example, 
the first generation of tissue-engineered skin products has been clinically successful 
in terms of trial results, but disappointing in terms of commercial returns. Applying 
tissue engineering to tackle replacement offers a route to the early uptake of the new 
technology as the critical path to launching a successful replacement technology appears 
to be less arduous, although by no means simpler, than that involved in launching a 
living clinical product.

However, there are major barriers to the application of tissue engineering in the 
search for replacements. One barrier is the lack of communication between tissue 
engineers and replacement scientists. The clinical focus of tissue engineers does not 
provide many spontaneous opportunities for cross-talk between the communities. 
Organizations such as the National Centre for Replacement, Refinement and Reduction 
of Animals in Research (NC3Rs), the Fund for Replacement of Animals in Medical 
Experiments (FRAME) and the Dr. Hadwen Trust, are promoting collaboration and 
discussion. Related to this problem, it can be difficult for tissue engineers, who lack a 
long background in replacement science, to identify the important replacement problems 
that their ideas can address.

Finally, there are at least two grounds for confidence that tissue engineering 
can make a major contribution to the future of replacement. Firstly, as shown in this 
chapter, the past few years have seen major advances in the engineering of complex 
tissues with embedded, albeit primitive, vascular networks and gradients of growth 
factors and oxygen, that begin to mimic a degree of the complexity of regenerating and 
developing tissues. Secondly, the rapid pace of development in stem cell technologies 
is generating populations of human cells that can be expanded to permit the scaling-up 
of in vitro models and that can be induced to differentiate and form most, if not all, the 
tissue types within the body.
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Abstract: The large-scale production and consumer exposure to a variety of nanotechnology 
innovations has stirred interest concerning the health consequences of human exposure 
to nanomaterials. In order to investigate these questions, in vitro systems are used to 
rapidly and inexpensively predict the effects of nanomaterials at the cellular level. 
Recent advances in the toxicity testing of nanomaterials are beginning to shed light 
on the characteristics, uptake and mechanisms of their toxicity in a variety of cell 
types. Once the nanomaterials have been satisfactorily characterized, the evaluation 
of their interactions with cells can be studied with microscopy and biochemical 
assays. The combination of viability testing, observation of morphology and the 
generation of oxidative stress provide clues to the mechanisms of nanomaterial 
toxicity. The results of these studies are used to better understand how the size, 
chemical composition, shape and functionalization may contribute to their toxicity. 
This chapter will introduce the reader to the impact of nanomaterials in the workplace 
and marketplace with an emphasis on carbon-based and metal-based nanomaterials, 
which are most commonly encountered. While most purified carbon nanomaterials 
were nontoxic to many cell lines, many metal nanoparticles (e.g., silver or manganese) 
were more toxic. Other side- effects of nanoparticle interactions with cells can also 
occur, such as increased branching and dopamine depletion. Further investigation into 
the characteristics, uptake and mechanisms of nanomaterial toxicity will continue 
to elucidate this fascinating and rapidly growing area of science.

New Technologies for Toxicity Testing, edited by Michael Balls, Robert D. Combes,  
and Nirmala Bhogal. ©2012 Landes Bioscience and Springer Science+Business Media.
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INTRODUCTION

The emergence of the new field of nanotoxicity has spurred great interest in a wide 
variety of materials and their possible effects on living systems. In particular, carbon-based 
and metal-based nanomaterials are being pursued for novel applications in industry and 
healthcare and for military purposes. Due to the increasing risk of exposure, in vitro 
systems have been widely used to estimate nanomaterial toxicity or biocompatibility. This 
chapter will focus on the recent advances in the in vitro toxicity testing of nanomaterials 
through characterization, the monitoring of internalization and the elucidation of the 
cellular mechanisms at work.

Nanotechnology and the Health Risk

Nanotechnology involves the creation and manipulation of materials at the nanoscale, 
to create products that exhibit novel electrical, catalytic, magnetic, mechanical, thermal, 
or optical features. Engineered nanomaterials are defined as materials with features in 
the range of 1-100 nm (10�7 to 10�9m) in length or diameter. A variety of nanomaterial 
innovations have infiltrated the market place, in products such as titanium oxide (TiO2) 
and zinc oxide (ZnO) in sunscreens for enhanced product transparency, silver (Ag) 
in bandaids and cosmetics for antibacterial activity and carbon (C) nanomaterials in 
nanocomposites (Table 1).1 Concomitantly, highly specialized industrial applications of 
nanomaterials are being developed, such as aluminum (Al) as a fuel additive, manganese 
(Mn) as a catalyst or in battery technology, carbon nanotubes (CNT) as drug, gene, or 
protein carriers,2 quantum dots (QDs) and iron (Fe) nanoparticles as imaging probes, Ag 
as an antiviral agent3 and polymers as novel scaffolds.4

There is a great concern about the health consequences of nanomaterials, due to 
the increased probability of contact with engineered nanomaterials in both commercial 
products and industrial settings. Therefore, determining the toxicity of nanomaterials is a 
fundamental question relating to their extremely small size, high surface area and increased 
surface reactivity (i.e., redox ability) as compared to larger materials.5,6 The small size of 
nanomaterials permits their translocation across cell membranes into critical organelles 

Table 1. Applications of commonly used nanoparticles

Nanoparticle Type Abbreviation Applications

Carbon nanotube (single or 
multiwalled)

CNT (SWNT, MWNT) Cell delivery, biosensors

Silver Ag Antimicrobial

Quantum dot QD Fluorescent imaging

Aluminum Al Fuel additive

Iron Fe Magnetic imaging

Titanium dioxide TiO2 Paint, water treatment, 
food, cosmetics

Zinc oxide ZnO Transparent sunscreens

Manganese oxide MnO Catalysis, batteries
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such as mitochondria.7 This same small size may also allow the nanomaterials to evade 
the cells responsible for their clearance, leading to biopersistence. Studies have shown 
that ultra-fine particles (	100 nm) are more toxic than larger particles made of the same 
material, partly due to a decrease in their clearance functions and their persistence in tissues.8

In support of these studies, there is a great amount of evidence that some nontoxic, 
micron-sized particles become toxic once they are reduced in size to the nano-scale.9-16 
The physical and chemical properties which contribute to this can include changes 
in solubility and surface area, as well as novel surface chemistry. The small size of 
nanomaterials changes their physical behavior from classical physics to quantum physics 
with decreasing particle size, which affects solubility, transparency, color, absorption or 
emission wavelength, conductivity, melting point and catalytic behavior.17 Studies have 
shown that combustion particles with very low metal content, such as carbon black, cause 
inflammation, purely due to their surface characteristics and not their solubility.18,19 The 
small size also leads to greater interactions with individual cells and their bio-molecules, 
which are on a similar size scale to that of the nanomaterials. However, some studies show 
that not all nanomaterials are more toxic than fine-sized particles of similar chemical 
composition. For example, pulmonary exposure in rats to uncoated TiO2 nanorods (200 
nm 
 30 nm) compared to TiO2 nanodots (	30 nm) did not produce greater inflammation 
than fine-sized TiO2 particles (270 nm), whereas naive TiO2 appears less inflammatory 
than hydrophobic TiO2.20,21 A suggested set of nanomaterial characteristics considered 
valuable prior to toxicity testing include size distribution of primary particles, shape, 
surface area, composition, surface chemistry, surface contamination, surface charge, 
crystal structure, particle physicochemical structure, agglomeration state, porosity, method 
of production, heterogeneity, storage conditions, and concentration.13

Occupational Exposure to Nanomaterials

Occupational exposure is likely to occur through dermal contact, ingestion or inhalation. 
Therefore, nanomaterials could potentially have an impact on the deep regions of the lungs, 
such as the alveolar region, where the barrier between the alveolar wall and capillaries is 
only 500 nm thick.22 For example, inhaled nanomaterials may become lodged in the lung 
and remain there, unable to be cleared, as with asbestos. Thus, some of the same properties 
that make nanomaterials useful, are also properties that may contribute to toxicity and make 
them a health hazard under certain conditions. Recently, low concentrations of CNTs and 
other nanomaterial particulates were found in the air during industrial processes, but a full 
assessment of exposure levels has yet to be made.24 Aerosol release during the handling 
of unrefined single-walled nanotubes (SWNTs) suggests that concentrations released 
in laboratories are lower than 53 g/m3 and glove deposit concentrations are between 
0.2-6 mg/hand.24 Current US Occupational Safety and Health Administration (OSHA) 
and National Institute for Occupational Safety and Health (NIOSH) standards limit the 
exposure of silver compounds (including solubles, metal dusts and fumes) to 0.01mg/m3. 
This limit is intended to reduce the occurrence of argyria, a permanent discoloration of the 
skin, in the occupational setting.25 Another common health effect of workers exposed to 
silver dust and particulates is upper and lower respiratory infection. Overall, the toxicity 
of silver heavily depends upon its form. For example, liquid silver nitrates and chlorides 
are found to be extremely toxic, but silver oxides are not. Drake and Hazelwoood also 
reported that exposure to large amounts of silver iodide does not lead to argyria.25 Other 
studies involving humans have shown that elevated levels of manganese may increase 
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the risk of developing Parkinson’s disease.26 In environments where large amounts of 
manganese powder are being produced, such as steel, nonsteel alloy, battery, welding and 
fuel additive factories, the exposure risk is greatly increased.27

The Characterization of Nanomaterials

In order to understand the characteristics of nanomaterials that can contribute to 
toxicity, they are first assessed in the as-synthesized form, prior to use in in vitro systems 
and after dispersion in the appropriate aqueous media for cell dosing (Fig. 1). Some of 
the most common techniques for initially determining composition and concentration 
include energy dispersive X-ray analysis (EDS), atomic absorption spectroscopy (AAS), 
or inductively coupled plasma spectroscopy (ICPS). The Brunauer, Emmett and Teller 
(BET) technique and inverse gas chromatography (IGC) can be used to estimate size 
and surface area, while scanning electron microscopy (SEM), transmission electron 
microscopy (TEM) and atomic force microscopy (AFM) are routinely used for evaluating 
size and morphology (http://kristall.uni-mki.gwdg.de/english/docs/BET.htm).28-29 Other 
studies with environmental SEM or AFM can permit the examination of wet materials, 
while techniques such as dynamic light scattering (DLS), zeta potential and UV-visible 
spectroscopy are routinely performed in solution to provide size, charge and composition 
characteristics (http://www.malvern.com).30

After sufficient information is obtained on the characteristics of the nanomaterial, in 
vitro measurements commence, such as concentration-dependent effects on viability. In 
our studies, oxidative stress and apoptosis have been assessed in skin, lung and neuronal 
cell lines. The results of such preliminary studies can then be examined in animal systems 

Figure 1. The integration of the areas studied in nanomaterials research.
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(in vivo) for their effects on immune responses or on translocation to other areas after 
dermal, inhalation, or oral uptake. Once an adequate amount of data are collected, 
predictive modeling through computer-based approaches can be used to extrapolate the 
in vitro results to in vivo situations.31 Toxicokinetic modeling describes the absorption, 
distribution, metabolism and elimination of xenobiotics (foreign materials) within an 
organism, as a function of dose and time. Toxicokinetic models can be divided into two 
main categories, namely, data-based compartmental models and physiologically-based 
compartmental models. Other quantitative structure–activity relationship (QSAR) models 
have been explored for structurally-related materials. However, many challenges still 
remain, including predicting the chronic effects that lead to conditions such as cancer, 
hematotoxicity, hepatotoxicity, lung fibrosis, nephrotoxicity and neurotoxicity, on the 
basis of in vitro studies. Additionally, most cellular responses are dependent upon dose 
and exposure time, where a low dose over a long period of time may result in an adaptive 
or even beneficial/protective effect.31

After careful consideration, the implications of the research outcome can be used 
to set safe limits for exposure in the work environment, in consumer products and in 
environmental waste. How the nanomaterials are distributed, accumulate and persist in the 
environment, are also matters of great concern. At the same time, these negative factors 
must be weighed against the benefits of using the nanoparticles, e.g., as antimicrobials, 
bio-probes, delivery vehicles, diagnostics and tissue scaffolds.

IN VITRO TOXICITY ASSESSMENT

Both in vitro cell culture and animal studies are being used to evaluate nanomaterials 
for their toxicity or potential to induce cell death.31,32 In general, in vitro assays consist of 
subcellular systems (i.e., macromolecules, organelles), cellular systems (i.e., individual 
cells, coculture, barrier systems) and whole tissues (i.e., organs, slices, explants). 
Although in vitro data are not a substitute for whole animal studies, the use of relatively 
simple in vitro models with endpoints that reveal a general mechanism of toxicity can 
be a basis for further assessment of the potential risk of exposure to nanomaterials. For 
example, data reported on the toxicity testing of a series of high energy chemicals in an 
in vitro model,27,33 were used to derive a baseline for extrapolation to a human health 
risk assessment.34 The toxicity data obtained from such in vitro systems has been used to 
screen, rank and predict the acute hazards and mechanisms of compound interactions with 
animals or humans. This “basal toxicity” is defined as the ability of a compound to cause 
cell death as a consequence of damage to basic cellular functions. It can be used to define 
the concentration ranges of chemicals or nanomaterials which produce a toxic effect. The 
data obtained from basal toxicity studies have been found to be in good correlation with 
acute toxicity in animals and humans after studies involving diverse arrays of chemicals 
and assay systems.35 However, kinetic factors and target organ specificity were parameters 
that weakened the correlation. Therefore, in vitro studies are conducted as a starting 
point and are very useful, because of their ability to rapidly and inexpensively produce 
results which may uncover the underlying toxic mechanisms of the selected chemicals, 
without the use of animals. The limitations of in vitro methods include: the transformation 
or immortalization of the cell lines, which may alter the properties and sensitivities of 
the cells; selective toxicity, in which some cell types are more sensitive than others; 
the isolation of the cells from their natural environment; and the difficulty encountered 
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in studying integrated groups of cells or organ systems. In our laboratory, rat alveolar 
macrophages were one of several cell lines selected for assessing the level of toxicity of 
nanomaterials and exploring possible mechanisms of toxicity after internalization that 
would be encountered after inhalation. Human lungs contain approximately 109 alveolar 
macrophages, which are found in the alveolar sacs, deep within the lungs.36 Other cell 
lines which were tested for nanomaterial toxicity included murine neuroblastoma cells, 
PC-12 rat pheochromocytoma cells, which were derived from adrenal gland tumor cells 
and murine keratinocytes.

The Toxicity of Carbon-Based Nanomaterials

The interaction of carbon nanomaterials in a variety of cell types has been recently 
examined and reviewed, with uncertain conclusions. Many of these studies involve the use 
of established in vitro toxicity assays, based on the breakdown of the cellular permeability 
barrier, reduced mitochondrial function, changes in cell morphology, or changes in cell 
proliferation. The tests used in our laboratory involve microscopic examination and 
early biochemical endpoints, such as the MTT viability assay, lactase dehydrogenase 
(LDH) leakage and the production of reactive oxygen species (ROS). Because working 
with nanomaterials is different from that with other test materials, we have made minor 
modifications to the MTT assay, such as the incorporation of an additional centrifugation 
step to remove the nanomaterials from the solution, before the microplate reading step.33,37,58

Our recent viability results with nanodiamonds (NDs) ranging in size from 2-10 
nm, showed that they are not cytotoxic to a variety of cell types, such as neuroblastoma, 
macrophage, keratinocyte and PC-12 cells.37 Figure 2 shows the MTT viability results in 
neuroblastoma cells after a 24h exposure to acid or base functionalized NDs compared to 
those for 20 nm fine carbon black nanoparticles or the positive toxicity control, micron-sized 
cadmium oxide (CdO). Additional results showed that the cells did not produce significant 
ROS and they were able to grow on ND substrates with similar substrate growth observed 
by neurites grown on patterned carbon nanotubes.23 These findings have stimulated the 
possible use of biocompatible carbon nanoparticles in advanced medical systems such 
as nanorobots or as fluorescent biolabels.36,38

While these NDs appear to be biocompatible, the parameters that are thought to 
influence the toxicity of carbon nanomaterials in general include their length, mass, 
functionalization and functionalization density.42-44,46-48 Jia et al compared the relative 
cytotoxicities to macrophages of SWNTs, multi-walled carbon nanotubes (MWNTs) 
and fullerenes.43 They found that the SWNTs significantly impaired the phagocytosis 
of macrophages at doses as low as 0.38 �g/cm2, whereas the MWNTs and the fullerene, 
C60, induced injury only at the high dose of 3.06 �g/cm2. The cytotoxicities appeared to 
follow a sequence on a mass basis: SWNTs � MWNTs � quartz � C60.

Investigations into the impact of surface chemical functionalization on toxicity have 
been performed in various cell types.42,46,48 For example, human dermal fibroblasts incubated 
with water dispersible, functionalized SWNTs, showed that SWNT-phenyl-SO3H, 
SWNT-phenyl-SO3Na and SWNT-phenyl-(COOH)2 were more biocompatible and had 
greater functionalization density compared to an unfunctionalized, surfactant-stabilized 
SWNT.42 However, SWNT-phenyl-(COOH)2 reduced cell viability to a greater extent 
than did SWNT-phenyl-SO3H. In particular, the toxicity observed in cells incubated 
with SWNT-phenyl-(COOH)2 was significantly higher than that in the controls, at 
concentrations ranging from 10-200 �g/ml while SWNT-phenyl-SO3H, with the highest 
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functionalization density, was not toxic up to the highest concentration tested, 2 mg/
ml. Two other notable studies found that surface acid functionalization (the addition of 
carbonyl C � O, carboxyl (COOH) and/or hydroxyl [OH]) of carbon nanomaterials played 
a role in the cytotoxic effects in lung tumor cells and human acute monocytic leukemia 
cells, respectively.46 After exposure to 0.02 �g/ml for 2 days, the viability of the lung 
tumor cells was reduced in the following order: carbon black (CB) � CNFs � MWNTs 
with MWNTs being the least toxic to the cells. The authors suggested that the MWNTs, 
having the highest aspect ratio out of the three materials, may have fewer dangling bonds, 
which preferentially occur at lattice defects or endcaps, compared to CB, where they are 
at high density. Cytopathological analysis showed that, after 1 day of incubation with 0.02 
�g/ml of MWNTs, the cells lost their mutual attachments and retracted their cytoplasm, 
while their nuclei were more condensed, which was indicative of toxicity. Therefore, the 
conclusions to this study were that carbon nanomaterials are generally cytotoxic, with 
increasing toxicity after acid functionalization. Another research group found that the 
acid functionalization of hat-stacked carbon nanofibers, through the addition of carboxyl 
groups, led to only weak changes in toxicity to human acute monocytic leukemia cells 
and human embryonic kidney cells, while there was no difference between the toxicities 
to macrophages of MWNTs between 500 nm and 5 microns in length.47-48

While some studies have demonstrated the biocompatibility of unmodified carbon 
nanotubes with fibroblasts, osteoblasts and human umbilical vein endothelial cells, as well 
as murine and human macropages,49,53-57 other studies with murine alveolar macrophages 

Figure 2. A cytotoxicity evaluation with neuroblastoma cells incubated with various nanoparticles for 
24 h, as assessed with the MTT assay.37 Reproduced with permission from Schrand et al. J Phys Chem 
Lett B 2007; 111(1):2-7.37
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have shown that carbon nanotubes are just as toxic as asbestos,50,52 can inhibit cell growth 
or induce apoptosis in human embryonic kidney cells39 and can generate an irritant and 
oxidative stress response with keratinocytes.40,41,45 Therefore, based on the variety of 
carbon nanomaterials and cell types tested, these studies suggest that, to be least toxic to 
cells, an ideal material would be of small size, low mass and appropriately functionalized.

The Toxicity of Metal-Based Nanomaterials

The toxicity of silver nanoparticles in liver cells, germ-line stem cells and alveolar 
macrophages is greater than that of most carbon nanomaterials and many other metal 
nanomaterials. The toxicity of silver nanomaterials generally increases with decreasing 
size and with increasing concentration because of oxidative stress.27,59-60 Research 
with C18-4 germ line stem cells showed that they were more sensitive to 15nm silver 
nanomaterials than were either BRL-3A liver cells or CRL-2192 alveolar macrophages. 
After 24 h of exposure to 15 nm Ag nanoparticles, the effective concentrations that 
decreased viability and increased LDH leakage respectively, by 50% were 8.75 �g/ml 
and 2.5 �g/ml for stem cells, 24 �g/ml and 50 �g/ml for BRL-3A liver cells and 28 �g/ml 
and 15 �g/ml for alveolar macrophages.27,59-60 Other signs of toxicity included reductions 
in mitochondrial membrane potentials and in glutathione (GSH) levels and the activation 
of pro-inflammatory cytokines after exposure to 15nm silver nanoparticles.27,60

A variety of other metal nanomaterials have been screened for their toxicities through 
assays that measure LDH leakage through the plasma membrane. Because LDH is not 
typically found extracellularly in normal, healthy cell cultures, extracellular measures 
of LDH can be used as an indicator of membrane damage and subsequent cell viability. 
The LDH release of BRL 3A rat liver cells was measured after a 24h exposure to various 
nanoparticles (Fig. 3). The results demonstrated that exposure to micron-sized CdO 
dramatically increased membrane leakage (Fig. 3A) compared to silver nanoparticles (Fig. 
3B) and also caused a dose-dependent increase in membrane leakage with concentration. 
Compared to other metal/metal oxide nanoparticles (Fig 3C), silver nanoparticles 
significantly increased LDH leakage at concentrations of 250 �g/ml.

The Uptake of Nanomaterials

The evaluation of nanomaterial uptake into cells answers many fundamental questions 
regarding toxicity by verifying the internalization of the nanomaterials, their location 
inside the cell and the amount that can be internalized over a certain period of time. 
The evaluation of nanomaterial uptake with in vitro cell culture has been monitored 
with fluorescent microscopy, flow cytometry, or fluorescent-activated cell sorting 
(FACS).60-71 Other methods for quantitatively determining the uptake of nanomaterials 
include confocal microscopy,49,73-74 ICPS,52 radio-active labeling,74-77 and AFM.73 While 
newly-developed nanomaterials may be used purely as bio-labels for applications such as 
photodynamic therapy,69 factors influencing their uptake can include size, concentration, 
temperature and surface properties, such as functionalization or charge. Additionally, it 
may be possible to distinguish active versus passive uptake by differences in kinetics. 
In our laboratory, we use advanced techniques in light and electron microscopy, such as 
ultrahigh resolution light microscopy and wet imaging under high vacuum conditions, in 
addition to observations on thin sections in TEM that can rapidly and accurately describe 
the uptake of nanomaterials into cells.
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Morphological Observations

Because some nanomaterials exhibit pronounced toxicity while others appear 
biocompatible, light microscopy can be used to visualize overall cell morphology and 
nanomaterial interaction. In our studies, we used the CytoViva™ 150 Ultra Resolution 
Imaging (URI) system to observe changes in living cell morphology and uptake after 
exposure to nanomaterials.78-79 This new technology surpasses the accepted 250 nm 
limit for light microscopy, by minimizing the spot size and stray light, which increases 
the efficiency of the metal halide lamp, resulting in resolution less than 150 nm.80-81 
Additionally, the unique light scattering capability brightly illuminates internal cell 
structures or agglomerates of metal nanoparticles inside living cells.78-79,81 For example, 
PC-12 cells incubated for 24 hours with 50 �g/ml of MnO show distinct bright spots, 
which represent nanoparticle agglomerates (Fig. 4). This information complements the 
toxicological studies that showed that 40 nm MnO nanoparticles produced much greater 
levels of ROS than either Mn2� or 15 nm silver nanoparticles.78

Another recent advance for imaging cells in a more natural state with minimal sample 
preparation, is the Q uantomix capsule for wet SEM imaging under high vacuum conditions 
(http://www.quantomix.com/). This technology completely isolates the cell, tissue and 
other samples from the vacuum in the microscope chamber, making it possible to image 
and obtain X-ray composition data for fully-hydrated samples at a resolution as low as 
10 nm.82-85 The thin, yet electron and vacuum stable, transparent polyimide membrane 
permits the direct growth of cells and visualization into the interior of whole cells, whereas 
traditional secondary electron imaging in SEM only allows the visualization of surface 
topography. In order to gain greater contrast under the backscattered electron imaging 
mode, heavy metal staining can be performed directly in the capsule—without the additional 
steps that would be required for typical electron microscopy sample preparation, such as 
dehydration or critical point drying. Therefore, cell samples can be prepared quickly with 
preserved integrity in a hydrated form and labeled with nano-sized metal-based probes 

Figure 3, Continued. See legend on previous page
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for the localization of antigen—antibody complexes or the uptake of nanoparticles. In our 
studies, we grew cells directly on a thin polymer membrane, which could be visualized 
with both light microscopy and SEM after uranyl acetate staining (Fig. 5).

By comparison, TEM preparation of cells consists of fixation with glutaraldehyde/
paraformaldehyde, postfixation with osmium tetroxide, dehydration through a graded 
series of ethanols, embedding in resin, curing and thin sectioning. We have examined the 
presence of a variety of nanoparticles inside alveolar macrophages, neuroblastoma cells 
and keratinocytes. Although the cells may have different mechanisms of nanoparticle 
uptake, the nanoparticles still accumulate inside the cells, thereby reducing cell viability. 
Additionally, many of the nanoparticles are found inside cytoplasmic vesicles or freely 
in the cytoplasm, suggesting that mechanisms of uptake other than phagocytosis, such 
as endoycytosis or diffusion, are involved.

Fluorescence microscopy is another technique that can be used to examine the 
morphology of cells after incubation with nanoparticles. We recently observed increased 
branching of the actin cytoskeleton in ND-exposed cells (Fig. 6B) dual stained for actin 
and nuclei compared to the untreated controls (Fig. 6A), but there was no obvious uptake 
into the nuclei. It is not known whether the cells are merely responding to the presence of 
the nano-sized particles with increased neurite extension or whether the internalization of 

Figure 5. Demonstrations of (A) macrophage seeding and (B) SEM imaging after uranyl acetate and 
lead citrate staining in a Quantomix capsule for wet imaging under high vacuum conditions.

Figure 4. The uptake and distribution of manganese oxide nanoparticles associated with PC-12 cells 
after a 24 h incubation, visualized by high-illuminating inverted microscopy.78 A) Control cells, B) 
Exposed cells and C) and enlargement of a single cell, showing bright areas that are agglomerated MnO 
nanoparticless. Reproduced with permission from J Toxicol Sci 2006; 92(2):456-463.78
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the NDs induces differentiation or other signaling pathways by an inside-out mechanism. 
Increased branching was not observed in cells incubated with fine CB nanoparticles 
(Fig. 6C), which suggests that there is a unique mechanism at work. By contrast, cells 
incubated with the positive control, CdO, showed reduced staining and cell shrinkage, 
which was indicative of toxicity (Fig. 6D).

MECHANISMS OF NANOMATERIAL TOXICITY

Collectively, the results of in vitro studies have identified oxidative stress-related 
changes in gene expression and cell signaling pathways as the underlying mechanisms 
of ultrafine particle effects, as well as roles for transition metals and certain organic 
compounds on combustion-generated ultrafine particles.86 The interpretation of these studies 
is often difficult, due to differences in particle chemical composition, cell type, duration of 
exposure, endpoint and dosage. For example, 100 �g/ml, the highest concentration that we 
used in our studies, is not likely to be encountered in vivo, but provides information on the 
possible effects of high nanoparticles doses on mechanistic processes and modes of action.

Figure 6. Fluorescence microscopy of neuroblastoma cells incubated with nanoparticles. Shown 
are cells incubated with nanoparticles for 24 h, then dual- stained for actin (red) and nuclei (blue) 
to reveal changes in cytoskeletal architecture. (A) Control, (B) 100 �g/ml ND-raw, (C) 100 �g/
ml CB and (D) 2.5 �g/ml CdO. Scale bars are 10 um.37 Reproduced with permission from Schrand 
et al. J Phys Chem Lett B 2007; 111(1):2-7.37 A color version of this image is available at  
www.landesbioscience.com/madamecurie.
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The generation of intracellular ROS was determined by using dichlorofluorescin 
diacetate (DCFH-DA),87 with minor modifications, as previously described by Hussain 
and Frazier.33 In neuroblastoma cells incubated with carbon nanomaterials, there was 
no noticeable generation of ROS, except with CB nanoparticles. This suggests that, 
although carbon has generally been considered inert, it may react to produce some stress 
to the cells.37 In BRL-3A cells and macrophages, there were significant increases in ROS 
generation after exposure to 10-50 �g/ml of Ag-15 nm for 6 h or 24 h, respectively, 
which suggests that the mechanism of toxicity is via an oxidative stress pathway. The 
dose-dependent increase in ROS generation following the exposure of BRL 3A cells for 6 
h to 15 nm or 100 nm Ag at concentrations of 0, 5, 10, 25 and 50 �g/ml, is shown in Fig. 
7A. Both sizes of silver nanoparticles significantly increased ROS generation compared 
to the untreated controls. The qualitative assessment of ROS generation was conducted 
by using fluorescence microscopy and showed increases in brightness after exposure to 
25 �g/ml of Ag nanoparticles (Figs. 7B and 7C).

More-recent studies have shown that the chemical reactivity of the nanoparticles alone 
may be capable of generating ROS in the absence of a cellular environment. Therefore, 
the inherent reactivity of the nanomaterial must be taken into consideration as another 
characteristic which may be responsible for nanomaterial toxicity. Another factor to 
consider is the cell-specificity of effects, which may lead to particular diseases. The 
likely primary targets for nanomaterial exposure in the laboratory are the lung and skin, 
but cancerous conditions have not been linked to either organ after exposure and may be 
more related to the individual’s health status.17 The pathway of oxidative stress may be 
responsible for many conditions, such as Parkinson’s disease, Alzheimer’s disease and 
liver, heart and intestinal disease, but there have been no systematic studies which have 
directly linked exposure to nanomaterials to diseases in humans. Additionally, the dosing 
procedures and tumor-related effects following exposure of the lung may be limited to 
rats, as they have not been shown in other rodent species, which makes extrapolation to 
humans problematic.

CONCLUSION

Recent advances in the tools and techniques used for the toxicity testing of 
nanomaterials have permitted a more rapid and more thorough analysis of a variety 
of particles and cell types. Interdisciplinary technology, such as ultrahigh resolution 
light microscopy and capsules for wet imaging by SEM, combined with modifications 
to standard microscopic and biochemical techniques, has provided opportunities for 
collaboration on nanoparticle toxicology involving biologists, toxicologists and materials 
scientists. The characteristics of nanomaterials that can be used to predict their toxicity are 
still being elucidated, but our own work and that of many other groups, has shown that 
chemical composition, size, shape and functionalization are contributing factors. Further 
investigations into the characteristics, uptake and mechanisms of nanomaterials toxicity 
are expected to influence many fields of science for generations to come. However, at this 
point, no generalities have been identified, so nanomaterial toxicity should be evaluated 
on a case-by-case basis.
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Abstract:  Physiologically-based pharmacokinetic (PBPK) modeling offers a scientifically-sound 
framework for integrating mechanistic data on absorption, distribution, metabolism 
and elimination to predict the time-course of parent chemical, metabolite(s) or 
biomarkers in the exposed organism. A major advantage of PBPK models is their 
ability to forecast the impact of specific mechanistic processes and determinants 
on the tissue dose. In this regard, they facilitate integration of data obtained with 
in vitro and in silico methods, for making predictions of the tissue dosimetry in the 
whole animal, thus reducing and/or refining the use of animals in pharmacokinetic 
and toxicity studies. This chapter presents the principles and practice of PBPK 
modeling, as well as the application of these models in toxicity testing and health 
risk assessments.

INTRODUCTION

Toxicity tests and risk assessments improve our understanding of “how much 
chemical is too much”, for human safety. Given the ethical considerations associated 
with human testing, animals have been employed as surrogates. With the highest level of 
emphasis placed on biologically relevant and cost-effective mammals, rodents are most 
often used in toxicity testing. While data from humans can be used in establishing safe 
exposure levels, human data are more frequently available for therapeutic and industrial 
compounds than for some classes of chemicals, such as pesticides (compounds developed 
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and marketed based on their ability to produce toxic, even lethal, responses) and other 
environmental contaminants. In many instances, estimates of acceptable human exposure 
limits are developed from the results of tests in animals.1-4 Studies with laboratory animals 
can be conducted to identify the toxic responses observed and to estimate the potency 
of the chemical; their results are considered to be valuable both from a qualitative and a 
quantitative perspective for extrapolation to humans exposed to low doses.5-7

Initial studies conducted for the purpose of “Hazard Identification” facilitate the 
identification of the organs, tissues and systems that are adversely affected by the chemical.8 
For the dose–response assessment, data describing the responses are interpreted in the 
context of dose—most often in the context of the applied (external) dose.8-9 This dose is 
typically reported as mg/m3 in air for inhaled toxicants and in mg/kg/day for orally ingested 
toxicants. Because chemicals are subject to pharmacokinetic processes (such as absorption, 
distribution, metabolism and elimination (ADME)) differently in animals and humans, 
a detailed understanding of the interspecies differences in these processes is essential to 
confidently extrapolate biological response data from animals to humans.10-12

The biological response results from the interaction between the toxicant and the 
target tissue. For this reason, models that can predict the target tissue concentration of the 
toxicologically-active chemical species (parent compound or metabolite) are especially useful 
and have been applied in what is referred to as the “exposure–dose–response” paradigm 
(Fig. 1).9,13 Here, the “dose” refers to the target tissue concentration of the putative toxic 
moiety of a chemical. This exposure–dose–response paradigm is critically important for 
establishing conditions where humans are at risk for adverse outcomes defined in animal 
models. Due to their strong biological underpinnings, biokinetic models have become 
the preferred approach for conducting extrapolations of potential internal dose surrogates 
associated with toxicity.14-19 In essence, biokinetic modeling, when linked with dynamic 
biological responses, serves as a systems biology tool at the whole-organ/whole-body level. 
Once validated, model-predicted target tissue concentrations should be reliable for the 
extrapolation of dosimetry across dose, route, time and species. The ability of the biokinetic 
models, especially the physiologically-based pharmacokinetic (PBPK) or toxicokinetic 
models, to calculate target tissue dose contributes to addressing and/or reducing some 
sources of uncertainty in risk assessments.15,18

This chapter introduces the principles and practice of PBPK modeling as applied in 
toxicity testing and risk assessment.

MODEL DEVELOPMENT

PBPK modeling refers to the development of quantitative descriptions of the ADME 
of chemicals, on the basis of interrelationships among the critical determinants of these 
processes.14,20-22 The critical determinants of ADME include tissue volumes, physiological flow 
rates, rates of absorption, diffusion across cell membranes, tissue:blood partition coefficients 
and rates and affinities for biochemical reactions. These models are more useful than the 
conventional data-based pharmacokinetic models, particularly for the conduct of various 
extrapolations central to predictive toxicology applications.23-25 The biological and mechanistic 
basis of the PBPK models enables them to be used, with limited animal experimentation, 
for extrapolation of the kinetic behavior of chemicals from test animal species to humans, 
from one exposure route to another and from high dose to low dose.21,26 Initial work on the 
development of PBPK models dates back to the research work of Haggard on volatile organics 
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and anaesthetics.27 Further developments in the PBPK modeling of volatile chemicals, as 
well as pharmaceuticals, ensued.28-35 Subsequently, the interest in the development of PBPK 
models has increased, due to their capacity to facilitate various extrapolations to enhance the 
scientific basis and efficiency of toxicity testing, as well as risk assessment.

At the most fundamental level, the PBPK model must be properly designed. 
Considerations include the biology of the animal species and the toxicity of the chemical. 
Failure to consider systematically the biology of the organism and the toxicity of the 
chemical of interest in guiding the model development process will prove detrimental. 
Flaws in the understanding of the key points of either will lead to incongruence and the 
failure of the developed model to meet expectations. Parsimony should be followed and 
the model should be only as complex as is necessary to address the key issues and tissues 
related to the toxicity of the chemical of interest.36-37 Once the model structure has been 
established, values for physiological, physicochemical parameters and biochemical rate 
constants must be identified. Then, once the model has been structured and parameterized, 
the practitioner must determine its suitability through a process called evaluation or 
validation. This exercise demonstrates the fit between model predictions and data describing 
pharmacokinetic information (e.g., blood concentration–time-course data for the parent 
chemical, concentrations of metabolite in a given tissue). The success of this is critical 
to model application and is a function of the model structure, the appropriateness of the 

Figure 1. The exposure–dose–paradigm. Based on references 9 and 13.
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parameter values and the reliability of the in vivo toxicokinetic data.36-37 These various 
aspects are discussed in the following sections.

Model Structure

The structure of a PBPK model corresponds to a diagrammatic representation of 
the organism (i.e., species or individual) on the basis of the critical elements, in terms 
of tissues and ADME processes. Accordingly, the following aspects are considered to 
guide the selection of specific tissues for inclusion in the PBPK model:37
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The tissue compartments are then interconnected via a systemic circulation (i.e., 
arterial and venous blood supplies), such that the mass balance of the cardiac output in 
the organism is maintained at all times in the model (Fig. 2). Tissues can be regrouped, 
if the concentration versus time-course of a chemical is comparable. Table 1 lists 
frequently used compartments in PBPK models, as well as the tissues/organs that are 
grouped together. The development of a reasonable model structure for a chemical then 
requires an understanding of the qualitative and quantitative determinants of ADME in 
the species of interest.

Figure 2. The structure of a PBPK model for a volatile organic chemical in the rat.
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Model Equations

PBPK models consist of a set of differential equations based on physiological 
clearance (CL), in terms of L blood/hr. The various clearance terms represent the influx, 
efflux, metabolism and excretion processes. The rate of change in the amount of chemical 
during a given time interval (dAt/dt) is then computed as follows:

 
(1)

where Ca � chemical concentration in arterial blood and Cvt � chemical concentraton in venous 
blood leaving, the concentrations of which are at equilibrium with concentrations in tissue t.

Equation (1) considers the tissue as a single homogenous compartment. Whereas this 
is adequate for low molecular weight compounds, it is often necessary to describe the 
uptake of high molecular substances via the vascular and intracellular compartments of 
the tissue separately.38 Tissue distribution is typically modeled as flow-limited, where the 
concentration of agent in venous blood leaving the tissue is assumed to be in equilibrium 
with the concentration of agent in the tissue.

Table 2 presents the forms of equations frequently used in PBPK models for 
describing tissue influx, tissue efflux, renal clearance, as well as metabolic clearance.37 
Even though the venous equilibration model for hepatic metabolism has often been used 
in PBPK models, other types of physiological descriptions (i.e., parallel tube model, 
distributed sinusoidal perfusion model) may be used, depending on the intended use of 
the resulting PBPK model.39-40

Table 1. Individual or groups of tissues frequently represented by compartments in 
PBPK models

Model Compartments Tissues

Liver Liver

Adipose tissue Perirenal fat
Epidymal fat
Omental fat
Subcutaneous fat

Slowly perfused tissues Muscle
Skin

Richly perfused tissues Adrenal
Kidney
Thyroid
Brain
Lung
Heart
Testis
Hepatoportal system
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Parameter Estimation

PBPK models consist of a number of input parameters that can be conveniently 
categorized as physiological, physicochemical or biochemical in nature (Table 3). The 
physiological parameters frequently required for PBPK modeling include alveolar 
ventilation rate, cardiac output, tissue blood flow rates and tissue volumes. Table 4 
provides reference values suggested by Arms and Travis41 for adult rats and mice used 
in toxicity testing. Databases on animal and human physiological parameters in various 
age groups and strains/races are still evolving.42-45

The physicochemical parameters required for PBPK modeling are partition coefficients 
(PCs), which represent the relative distribution of a chemical between two matrices (i.e., 
blood and air or tissue and blood) at equilibrium. The blood:air and tissue:blood PCs for 
a number of chemicals have been determined by using in vivo pharmacokinetic data or in 
vitro techniques (equilibrium dialysis, ultrafiltration, vial equilibration).37 Table 5 lists the 
various in silico methods that have become available for estimating the PCs for specific 
sub-groups of chemicals or drugs. A number of these animal-replacement methods use 
data on properties specific to chemicals, as well as characteristics specific to an individual 
or a population (examples are given in refs. 46-51). These in silico approaches account 
for the mechanistic determinants of tissue:blood PCs, which together with the volume 

Table 2. Examples of equations used in PBPK models for describing rate of 
change in tissues (i.e., influx-efflux), renal clearance (CLr) and rate of hepatic  

metabolism ( )

Influx and efflux 

Renal clearance 

Metabolism 

 

Ca : chemical concentration in arterial blood/plasma
Ct : concentration in tissue “t”
Cvt : concentration in venous blood/plasma leaving the tissue “t”
E : hepatic extraction ratio
Km : Michaelis-Menten affinity constant
Qt : flow rate to tissue
US : concentration of a substance in urine
Vmax : maximal velocity of enzymatic reaction
Vt : volume of tissue “t”
Vu : urine flow rate
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of tissues and blood facilitate the computation of the volume of distribution (Vd), as 
shown below:23

Vd � Vb � � Ptb* Vt (2)

where Vb � blood volume, Vt � volume of tissues and Ptb � tissue:blood PCs.
When uncomplicated by species differences in protein binding, simple allometric 

scaling of Vd determined in test species can produce reasonable estimates of Vd in 
humans. However, when such data are not available, or when interspecies difference 
in protein binding is significant, data on the fraction unbound would be essential to 
predict Vd, as well as PCs essential for PBPK modeling.52-53

The biochemical parameters required for PBPK modeling frequently include absorption 
rate constants, maximal velocity for metabolism (Vmax), Michaelis constant (Km), binding 
association constant and urinary/biliary excretion rate. These parameters have often been 
determined on the basis of time-course data collected in vivo or in vitro; data analysis to 
estimate specific parameter(s) is then conducted by using the portion of the time-course 
curve that is most sensitive to one or two dominant factors.54-56

The rate of oral absorption has been determined in vivo on the basis of kinetic data on 
the exhaled breath or blood concentrations of administered chemicals. Based on knowledge 

Table 3. Input parameters for a basic PBPK model

Type of Parameters Specific Parameters

Physiological Tissue volume
Tissue blood flow
Alveolar ventilation
Cardiac output
Glomerular filtration rate

Biochemical Maximum velocity of metabolism
Michaelis affinity constant
Rate of absorption
Binding affinity constant

Physicochemical Blood:air partition coefficient
Tissue:blood partition coefficient

Table 4. Reference physiological valuers for adult rats and mice. Based on Arms and Travis.41

Weight (g) Flow (mL/min)

Compartments Rats Mice Rats Mice

Liver 10.0 1.4 20.8 4.3

Fat 17.5 2.5 7.5 1.5

Slowly perfused tissues 187.5 17.5 12.5 2.6

Richly perfused tissues 12.5 1.3 42.3 8.7

Whole body 250.0 25.0 83.0 17.0
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of the determinants (i.e., lipophilicity, pKa, solubility, particle size, permeability, as 
well as, if applicable, release kinetics and dissolution kinetics), mathematical models 
and algorithms have been developed to simulate the rate of absorption in animals and 
humans.57-58 These types of models have more generally been used in pharmaceutical 
research, where estimation of rate of absorption is important in determining the passage 
from preclinical to clinical Phase 1 research. Often with environmental contaminants, the 
gastrointestinal absorption rates (i.e., first order rate constants) have been estimated on 
the basis of in vivo data,37 whereas a number of in vitro systems (reconstituted enzyme 
preparations, subcellular fractions, postmitochondrial preparations, isolated cells, tissue 
slices and isolated perfused organs) have been used for the estimation of metabolic rate 
constants.59-73 In this regard, several studies involving the use of microsomal protein, 
postmitochondrial fractions or freshly isolated hepatocytes, have demonstrated the 
feasibility of incorporating metabolic rate constants directly within PBPK models for 
low molecular weight organic chemicals.13,74-76 In general, the Km values obtained in vitro 

Table 5. In silico approaches and their applicability to specific chemical classes for 
estimating partition coefficients

Chemical Class Approach References

Empirical Approaches
Basic organic 
chemicals

Relationship of Pt:p with Log P 109

Weakly basic drugs Relationship of Pt:p with Log P and phosphatidylserine 
tissue content

110

Volatile organic 
chemicals and drugs

QSAR relationships of PCs (Brain:air, brain:blood, 
blood:air, brain:air, brain:blood, muscle:air, muscle:blood, 
skin:plasma, skin:blood, liver:air, liver:blood, lung:air, 
lung:blood) using various molecular descriptors

111-117

Histamine receptor 
H 2 antagonists

Relationship between brain:blood and octanol:water, 
cyclohexane:water, molecular mass and water 
accessible volume

118

Histamine receptor 
H 2 antagonists

QSAR relationship between P brain:blood and free 
energy of salvation

119

Volatile organic 
chemicals

Relationship between Pt:b and log P using tissue and 
blood composition data.

48

Barbituric acids Relationship Kpu with Log P. 120-121

Structurally diverse 
compounds

QSAR relationship between P brain:blood with several 
topological and constitutional descriptors of molecules.

122

Drugs Use of muscle:plasma as surrogate for the estimation 
of Pt:p of other tissues except fat.

53

Acid and basic 
drugs

Use of muscle:plasma as surrogate for the estimation 
of Pt:p of other tissues except fat.

123

continued on following page
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have been used directly, but Vmax obtained in vitro has been scaled to the whole organism 
based on the mass recovery of the particular fraction, as follows:37

Vmax (in vivo) � Vmax (in vitro) 
 Cprot 
 Ftiss (3)

where Vmax (in vivo) � maximal velocity of metabolism in vivo (mg/min per kg body weight), 
Vmax (in vitro) � maximal velocity of metabolism in vitro (mg/min/mg microsomal protein), 
Cprot � concentration of microsomal protein (mg/g tissue) and Ftiss refers to the fractional 
volume of the metabolizing tissue (e.g., g liver/kg body weight).

The generalizability of in vitro to in vivo extrapolation and animal-replacement 
algorithms is fairly limited, because the critical determinants in each of these cases 
are likely to vary as a function of the metabolic reactions (Phase I versus Phase II), 
metabolizing enzymes and physicochemical properties of the substrates. In fact, mechanistic 
animal-replacement approaches for predicting the numerical values of Vmax and Km of 
Phase I and Phase II metabolism of chemicals are not yet available. Some semi-empirical 
approaches relating the molecular structure information to metabolic rate constants have 
been developed.77 A pragmatic animal-replacement approach focuses on the generation of 
“envelope” of simulations representing a plausible internal dose, by specifying complete 
or negligible hepatic extraction in PBPK models.78 This approach is particularly useful for 
forecasting the possible internal dose of chemicals that are not rapidly cleared at the portal 

Table 5. Continued

Chemical Class Approach References

Mechanistic Approaches
Volatile organic 
chemicals

Estimation of Pt:b from Log P and tissue composition 
data (neutral lipids, phospholipids and water)

49

Volatile organic 
chemicals

Estimation of Pt:a and Pb:a from molecular structure 
and tissue composition data

50-51

Volatile organic 
chemicals

Estimation of Pb:a from Log P, tissue composition data 
and association binding constant for hemoglobin

50, 51, 99

Highly lipophilic 
chemicals

Estimation of adipose:plasma from tissue composition 
data only

124

Various Drugs Estimation of Pt:p from log P, fraction unbound in 
plasma and tissue composition data

123

Various Drugs Estimation of Pt:p from log P, fraction unbound in 
plasma and tissue composition data

125

Moderate to strong 
basic drugs

Estimation of Kpu from log P, pKa, fraction unbound 
in plasma and tissue composition and pH data and 
electrostatic interactions with acidic phospholipids

126

Acidic, very weak 
basic, neutral and 
zwitterionic drugs.

Estimation of Kpu from log P, pKa, fraction unbound in 
plasma, blood:plasma partitioning, tissue composition, 
pH, albumin and lipoprotein concentration data

127

Pt:p = tissue:plasma partition coefficient; Log P = n-octanol:water partition coefficient; Pt:b = 
tissue:blood partition coefficient; Kpu = tissue-to-plasma water partition coefficient
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of entry, thus making easier the construction of PBPK models to facilitate the planning 
of the exposure scenario (e.g., number of doses, dosing duration) for in vivo toxicology 
studies. Such screening level approaches to PBPK parameter estimation might help to 
determine the extent of improvement in model predictions that can be obtained while 
investing time and energy to refine or estimate specific input parameters for PBPK models.

The rate constants of chemical reaction with hemoglobin, tissue proteins, etc., 
determined in vitro or in vivo, have been incorporated into the PBPK model to make 
predictions of these phenomena in vivo.79-80 The feasibility of incorporating in vitro data 
on receptor binding and DNA binding properties of chemicals within PBPK models for 
simulating in vivo behavior, has also been demonstrated.81-82

MODEL EVALUATION

Once the model is constructed, parameterized and written in a simulation/programming 
language, it is essential to evaluate the usefulness of the model for the intended applications. 
All mathematical models of complex reality have potentially built-in uncertainty or errors 
related to model structure and model parameters.83 The adequacy of the model structure, 
as well as the parameter values, is often inferred by comparing the model simulations 
with experimental data that had not been used for estimating the parameters. This process 
has been referred to as “validation”. even though the use of the term “evaluation” is 
being increasingly preferred by PBPK modelers.84-85 Model evaluation is more global 
and consists not only of comparing model simulations with experimental data, but also 
conducting sensitivity, uncertainty and variability analyses for assessing the adequacy 
of the input parameters and structure.

Regardless of the terminology (i.e., validation versus evaluation), the intent is 
essentially to assess whether:

A. the major determinants of the system behavior are adequately captured by the 
model; and

B. the input parameters adequately represent the species or population and the 
chemical for specific exposure conditions.

The choice of method(s) for comparing model simulations with data (i.e., visual 
inspection, discrepancy indices, statistical tests including residual analysis) depends 
upon the purpose for which the model is to be used.86-88 Even though quantitative tests of 
goodness-of-fit are useful, it is equally important to consider the ability of the model to 
provide an accurate prediction of the general trend of the time-course data (i.e., bumps, 
valleys).21,89

Following the satisfactory evaluation of a PBPK model, it is used for conducting 
extrapolations and computations of internal dose for improving the dose–response 
relationship in the context of toxicity testing and risk assessment.

MODEL APPLICATION

The principal application of PBPK models is to predict the target tissue dose of the 
toxic parent chemical or its metabolite. By using the tissue dose of the toxic moiety of 
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a chemical (or its surrogate) in risk assessment calculations, a better basis is provided 
for relating to the observed toxic effects than is the use of the external or exposure 
concentrations of the parent chemical.9,15,90 A critical aspect in this regard relates to 
model selection, i.e., selecting a PBPK model that can adequately address a particular 
issue associated with an assessment. This process would require the consideration of 
the following aspects:91-92
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inter-individual variability factor)

Because PBPK models facilitate the prediction of target tissue dose for various 
exposure scenarios, routes, doses and species,15,21 they can help reduce the uncertainty 
associated with the conventional extrapolation approaches and assessment factors 
employed in cancer and noncancer risk assessments, as well as improving the 
interpretation of the outcomes of toxicity tests.

Toxicity Testing

Animal tests generally focus on characterizing the pharmacokinetics, mode of 
action or toxicity associated with various dose levels, exposure routes and scenarios. 
Specifically, pharmacokinetic studies focus on determining the time-course of parent 
chemical, metabolite(s) or biomarkers in the exposed organism. In the design of such 
studies, it is critical to determine the time-points for sacrifice or sampling, so that animal 
use can be efficiently minimized. In this regard, one of the applications of PBPK models 
is to forecast the blood and tissue concentrations in the exposed animal as a function of 
time, such that appropriate sampling times can be chosen (Fig. 3). Such judicious use 
of PBPK models will facilitate the efficient determination of sacrifice/sampling times 
at which the chemical concentrations would still be above the limit of detection (LOD) 
of the analytical method, as well as be adequately representative of critical portions 
of the time-course curve to facilitate the calculation of dose metrics (e.g., AUC as a 
measure of internal exposure). When limited in vivo data are available, PBPK models 
can be particularly useful to predict kinetics in intact animals on the basis of in vitro 
data on metabolic rates and PCs.93-97 Similarly, in silico approaches can also be used 
in generating initial estimates of chemical-specific parameters for constructing PBPK 
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models to simulate the time-course of the blood or tissue concentrations of a chemical 
and its metabolite.98-99

In the context of toxicity tests focused on the characterization of the dose–reponse 
behavior of chemicals or identification of organ-specific effects, the PBPK models 
are of use in the study design and/or interpretation of results. Pharmacokinetic models 
and data are particularly useful for study design—specifically for determining the 
dose levels, as well as frequency, interval and duration of exposure. For example, 
a PBPK model can be used for determining the exposure conditions that are ideal 
for maintaining a certain level of internal dose (e.g., over a threshold level) and to 
choose dose levels that cover a range of conditions (e.g., first order, saturable). A 
PBPK model can also be used for determining the toxicologically-equivalent doses 
of systemically-acting chemicals for different exposure routes (Fig. 4). When PBPK 
models are integrated with biologically-based pharmacodynamic (PD) models, they 
allow not only the time-course of internal dose in exposed animals to be predicted, 
but also the toxicological responses, based on an understanding of the mode(s) of 
action.14 The PBPK/PD models are also powerful tools for integrating the data on 
absorption, metabolism, protein binding, receptor interaction and other relevant 
mechanistic data obtained in vitro with animal physiology, for providing simulations 
of toxicity outcome in intact animals.95,100 Even though there has been only limited 
progress in developing integrated PBPK/PD models for predicting toxicity profiles 
in silico, there are ample examples of the application of PBPK models in cancer and 
noncancer risk assessments.101

Cancer Risk Assessment

The risk assessment process for genotoxic and epigenetic carcinogens often requires 
the conduct of high-dose to low-dose, route to route and interspecies extrapolations. Instead 

Figure 3. Illustration of the use of PBPK model for prediction of the time-course (C vs T) of tissue 
dose of a chemical in exposed animals and humans.
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of relying on the conventional approaches based on body weight or body surface area, 
PBPK models are increasingly used to reduce the scientific uncertainty in the conduct of 
such extrapolations.22 Due to their strong biological underpinnings, biokinetic modeling 
has become the preferred approach for conducting extrapolations of potential internal dose 
surrogates associated with carcinogenicity.9,15,17-18 In this regard, extrapolation between 
laboratory animals and humans is achieved by using species-specific data on input parameters 
(Fig. 3). Accordingly, physiological parameters (breathing rate, cardiac output, tissue 
volumes, blood flows, glomerular filtration rate) are obtained for the species of interest or are 
computed on the basis of body surface scaling. The maximal velocity of metabolism is also 
scaled on the basis of body surface or body weight in data-poor situations, whereas tissue 
solubility and the Michaelis constant are most often considered to be species-invariant.37 
The ability of PBPK models to simulate the target tissue dose facilitates the enhancement 
of the scientific basis of cancer risk assessments. The initial application of PBPK models 
in cancer risk assessment was demonstrated with dichloromethane (DCM).9,103 The PBPK 
model-based cancer risk assessment for this chemical predicted human low-dose risk, about 
100- to 200-fold less than that predicted by the conventional approach based on linear 
extrapolation of high dose to low dose behavior and interspecies dose conversion based on 
body surface scaling.104-105 Following the DCM example, there have been several reports 
of the use of PBPK models in the prediction of the dose metric for enhancing the scientific 
basis of cancer risk assessment for environmental agents (e.g., vinyl chloride, chloroform, 
methyl chloroform, 1,4-dioxane, trichloroethylene, acrylonitrile and methyl methacrylate). 
The vinyl chloride cancer assessment illustrates the unique usefulness of PBPK models, 
not only for the conduct of high dose to low and interspecies extrapolations, but also for 
the route-to-route extrapolation. Impressively, the PBPK model-based risk estimates 

Figure 4. Illustration of the use of PBPK model to predict the concentration of the toxic moiety of 
chemical in animals exposed via the oral (A) or inhalation (B) routes or via dermal contact (C).
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facilitated the demonstration of the similarity of the range of risk estimates obtained from 
epidemiological studies and animal bioassays.106

Noncancer Risk Assessment

Risk assessments for systemically-acting noncarcinogens have conventionally 
been based on the knowledge of the point of departure (e.g., NOAEL, LOAEL (lowest 
observed adverse effect level), BMD (benchmark dose) and the application of uncertainty 
factors. These factors account for interspecies differences and intraspecies variability 
in pharmacokinetics and pharmacodynamics, as well as address uncertainty associated 
with duration extrapolation, data base completeness and data quality.107

The application of PBPK models in noncancer risk assessment relies on the 
availability of sufficient information about the mode of action to define a reasonable 
internal dose surrogate that is relevant to toxicity. The adverse interaction between 
chemical agents and living systems is best addressed on a tissue basis, or even on a 
cellular or subcellular basis. This involves three equally important issues.

First, it requires a knowledge of the most sensitive endpoint, the species that 
demonstrates that endpoint and the exposure concentration or dose at which no toxicity is 
observed (NOAEL) in that species. The toxic endpoint of concern needs to be evaluated 
for relevance—for example, the importance of male rat-specific �2� globulin-mediated 
nephrotoxicity to human risk assessment is likely to be minimal. In this scenario, the 
NOAEL will represent a point of departure (the dose–response point that marks the 
beginning of the low-dose no-effect level or the lower bound of the observed affect).

The second important issue for the use of PBPK models is an understanding of 
the dose metric, reflective of the effective (risk-relevant) internal dose of the parent 
chemical or metabolite that is associated with that most sensitive endpoint. The 
appropriate dose metric is then compared between humans and the most sensitive 
species by using a PBPK model, since human studies are rarely able to determine 
tissue-specific dose or toxicity due to ethical concerns.

The final aim is to come full circle and calculate a human equivalent exposure. 
This would be in the form of a human equivalent concentration (HEC) for inhaled 
toxicants and a human equivalent dose (HED) for orally-encountered toxicants. 
Humans encountering these concentrations would develop the same level of the dose 
metric (e.g., area under the curve [AUC] or maximal concentration [CMAX]) as in the 
animals exposed to the dose or concentration representing the point of departure (the 
NOAEL or BMDL. Generally, once a nonlethal exposure has reached a duration where 
systemic toxicity is observed, time-normalized dose metrics such as the AUC will 
represent a dose metric that is more representative of risk. CMAX values are often useful 
in establishing the dose–response relationship for acute toxicities and are dependent 
upon dosing rate, such that the high concentration bolus doses commonly encountered 
in animal experiments will lead to higher peak concentrations than the multi-exposure 
(divided-dose) scenarios most often encountered by humans.

The role of PBPK models in noncancer risk assessments, particularly for 
characterizing the magnitude of the pharmacokinetic component of the interspecies 
uncertainty factor and the intraspecies variability factor, has been summarized by 
Dewoskin et al.101 In internal dose-based assessments, the remaining uncertainty relates 
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to pharmacodynamics, i.e., the response of the tissues to the exposure.17-18 An example 
of a noncancer risk assessment that serves to illustrate the use of PBPK models would 
be ethylene glycol monobutyl ether.18 Here, the dose metric, Cmaxmetabolite associated 
with the point of departure (i.e., LOAELanimal) in the animal study was determined 
by using an animal PBPK model. Subsequently, a human PBPK model was used 
to determine the oral dose associated with the same level of the dose metric. The 
resulting human-equivalent dose (7.6 mg/kg/d) was then divided by the appropriate 
uncertainty factors (10 for human interindividual differences in pharmacokinetics and 
pharmacodynamics; 3 to account for the LOAEL to NOAEL extrapolation) for deriving 
the reference dose for humans (0.3 mg/kg/d).18,108

CONCLUSION

PBPK modeling offers a scientifically-defensible framework for integrating 
mechanistic data relating to ADME for predicting dose to target tissues during toxicity 
tests in animals. A major advantage of these kinds of models relates to their ability to 
forecast the impact of specific mechanistic processes and determinants on the tissue 
dose. For example, one can conduct simulations of tissue dose to address the question 
of “what if ….” with regard to variable factors such as the maximal rate of metabolism, 
the Michaelis constant, etc. In this regard, they provide a basis for integrating in vitro 
data and making predictions of the tissue dosimetry in the whole animal, thus reducing 
and/or refining the use of animals in pharmacokinetic and toxicity studies.

In vitro and in silico methods offer valuable alternatives to develop values for 
physicochemical parameters (e.g., tissue PCs) and biochemical rate constants for use in 
developing PBPK models. As opposed to in vivo methods, these alternatives offer the 
advantage that intact animals need not be exposed to test agents and they can be applied 
to human tissues obtained from organ donors. When the test agent is costly and/or 
potentially toxic, reducing animal use and avoiding human exposure can have obvious 
benefits. The reliability of risk values developed following advanced pharmacokinetic 
studies is largely determined by the choice of test system, so the practitioner should make 
well-informed choices among the various alternatives.

Effort should be made to assess confidence in the PBPK model for specific applications 
in toxicity testing and risk assessment. In this regard, PBPK models can support the choice 
of certain range of doses, such that they are within the linear phase of metabolism, or 
range of exposure scenarios that lead to steady-state conditions. Similarly, PBPK models 
can be used to guide dose selection for conducting toxicity test by different routes of 
exposure. In this case, the models would be used to determine the exposure dose for 
a new exposure route (e.g., dermal), based on information available for another route 
(i.e., inhalation) on the basis of equivalent tissue dose. These biologically-based models 
are dynamic constructs that can be adapted to reflect the exposure conditions of interest 
to the investigator(s) and updated as new information on mechanistic and molecular 
determinants becomes available.

In summary, the role of PBPK modeling in improving the exposure–dose–response 
relationship reflects the use of a systems approach to solving complex problems in 
experimental toxicology and risk assessment and as such it will be central to the success 
of the new toxicity paradigms.
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DISCLAIMER

This manuscript presents the collective views of the authors. Views and opinions 
expressed do not necessarily reflect those of their respective employers. The views and 
opinions herein may not represent the views and policies of the U.S. Environmental 
Protection Agency.

NOTE ADDED AFTER PROOFS

Since this chapter was drafted, a valuable guidance document has been finalized by 
the World Health Organization’s International Programme on Chemical Safety. Principles 
of Characterizing and Applying PBPK Models in Risk Assessment (WHO/IPCS, 2010)128 
offers the reader important insight into a careful evaluation process for PBPK models of 
potential use in health risk assessment. This document should be consulted by readers 
who are interested in more in-depth coverage of this topic.
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Abstract:  The principles and uses of (Q)SAR models and expert systems for predicting 
toxicity and the biotransformation of foreign chemicals (xenobiotics) are described 
and illustrated for some key toxicity endpoints, with examples from the published 
literature. The advantages and disadvantages of the methods and issues concerned 
with their validation, acceptance and use by regulatory bodies are also discussed. 
In addition, consideration is given to the potential application of these techniques 
in regulatory toxicity testing, both individually and as part of a chemically-based 
read-across approach, particularly for the risk assessment of chemicals within 
intelligent, integrated decision-tree testing schemes. It is concluded that, while 
there has been great progress in recent years in the development and application of 
in silico approaches, there is still much that has to be achieved to enable them to 
fulfill their potential for regulatory toxicity testing. In particular, there is a need for 
the wider availability of appropriate biological data and international agreement on 
how the systems should be validated. In addition, it is important that correlations 
between activity and physicochemical properties are based on a mechanistic basis 
to maximize the predictivity of models for novel chemicals.

INTRODUCTION

The fundamental basis of using in silico prediction methods is that the activity of a 
chemical in any given biological system is determined by its physicochemical properties.1,2 
In principle, it should be possible to develop computer prediction systems for any type 
of biological activity provided suitable data for developing models are available and the 
chemical structure of the test material is known. In 1991, the Second FRAME Toxicity 
Committee recommended: ‘research into the development of QSARs [Quantitative 

New Technologies for Toxicity Testing, edited by Michael Balls, Robert D. Combes,  
and Nirmala Bhogal. ©2012 Landes Bioscience and Springer Science+Business Media.
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Structure-Activity Relationships]…….should be continued and extended’.3 While there 
has been much progress, as shown below, the full potential of in silico modeling has 
yet to be fulfilled. This chapter discusses the possibilities for using in silico methods 
to predict toxicity and considers some of the problems with developing, validating and 
using in silico methods.

QSAR MODELING

History

In QSAR modeling, equations are derived to predict biological activity based on 
physicochemical properties.4 The origins of modeling structure activity go back to 1863 
when Cros noticed that the mammalian toxicity of alcohols depended on their water 
solubility. Then, in 1868 and 1869, Crum-Brown and Fraser suggested that structure and 
biological activity of molecules could be described mathematically. In 1893, Richet found 
that the toxicity of a series of organic chemicals was inversely proportional to their water 
solubility. However, further progress had to await discoveries concerning atomic structure, 
and it was not until 1970 that Hammet first related biological activity of a molecule to its 
electronic state, in terms of a value he called the sigma constant (see ref. 5 for these early 
citations). The concept of QSAR modeling was developed further a decade or so later, 
most notably by Free and Wilson6 and Hansch et al7,8 who derived the first interpretable 
equations, based on linear free energy and the assumption that molecular fragments in 
similar chemical structures independently and additively contribute to activity, due to 
their physicochemical properties (molecular descriptors).

Developing Models

Main Steps

The main steps involved in developing a QSAR model are: (a) entry of structural 
information using codes such as SMILES9 or a chemical drawing package like Isis/
Draw, ChemDraw or CORINA (CoORdINAtes: http://www.molecular-networks.com/
online_demos/corina_demo.html); (b) analysis of molecular descriptors; (c) processing 
of physicochemical and toxicological information; (d) model development (e) testing 
for goodness of fit; (f) validation; (g) defining an applicability domain (AD); and (h) 
application for toxicological assessment of specific endpoints (Fig. 1).

Training Set of Chemicals

Unlike other toxicity tests, in silico models must be developed by using a training set 
of chemicals, which consists of molecules that vary in structure and have well-characterized 
toxicities and mechanisms of action. The results obtained with the training set of chemicals 
will help to determine the applicability domain (AD) of the model (see below). Equations 
are then developed with defined variables and constants, which can then be solved for 
novel test chemicals to predict their toxicities.
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Molecular Descriptors

More than 2,000 potential physicochemical properties (molecular descriptors), can be 
generated from molecular structures10 using a variety of software packages (e.g., DRAGON, 
CDK, JOELib, TOPS-MODE and PowerMV).11 The relevance of descriptors for predicting 
biological activity will depend on the endpoint, the biological system concerned and the 
class of chemicals involved. However, the following descriptors have frequently been 
found to be relevant: (a) molecular volume; (b) dipole moment; (c) molecular shape; 
(d) molecular connectivity (the manner in which different sub-structural fragments are 
connected to each other; (e) the overall number of atoms in the molecule; (f) steric effects 

Figure 1. Overall scheme for developing and validating in silico methods for toxicity prediction.
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(e.g., the masking of a reactive site by another substituent); (g) molar refractivity; (h) acidic 
dissociation constant (pKa); (i) electronegativity; (j) quantum chemistry, or electronic 
configuration states (intrinsic reactivity); and (k) the octanol/water partition coefficient, 
logP (lipophilicity or hydrophobicity—a measure of bioavailability).

An example of using a few selected descriptors is Lipinksi’s rule of five12,13 that is 
often, but not always, useful for predicting the oral activity of a drug on the basis of it 
having: (a) a molecular weight of 	 500 g/mol; (b) 	 � 5 H- bond donors (OH and NH 
groups); (c) 	 � 10 H- bond acceptors (N and O); and d) a logP of 	 5.

Overall three dimensional shape can be determined by X-ray crystallography of 
members of a functional or structural class of chemicals for which suitable crystal structures 
are available.14 Another technique, called Comparative Molecular Field Analysis (CoMFA), 
can be used for comparing the molecular conformations of molecules.15

The reactivity of a molecule depends on the energy levels of the electrons in its 
various atoms, expressed as the delta E values for: (a) the lowest unoccupied molecular 
orbital (LUMO); and (b) the highest occupied molecular orbital (HOMO).16 There 
are many examples of where QSAR models contain descriptor values for electronic 
properties. Zhang et al17 found that the mutagenic potency of nitronaphthalenes and 
methylnitronaphthalenes depended on frontier orbital energy values of the molecules (the 
sum of the energies of the highest occupied molecular orbital and of the lowest unoccupied 
molecular orbital). Also, Contrera et al18 recently developed eight models for screening 
chemicals for genotoxicity (mutagenicity in Salmonella, Escherichia coli and L5178Y 
mouse lymphoma cells and chromosomal damage in vivo), based on several molecular 
descriptors, including connectivity and frontier orbital energy states.

Biovavailability

Fundamentally, toxic chemicals are nonhazardous if they are not bioavailable 
and nontoxic chemicals are not hazardous even if they are bioavailable. Essentially, a 
molecule is more bioavailable if it can pass across lipid-rich biological membranes and 
into cells. The in silico prediction of aqueous solubility is, therefore, a key process when 
developing new chemicals,19 as shown by the fact that only 15% of some 3,000 QSAR 
models were shown to lack terms for lipophilicity (logP) in one study.20 LogP was also 
recently shown to be an important descriptor, together with molecular surface area, in 
determining the clastogenicity and aneugenicity of a group of 26 chemicals tested in the 
micronucleus test conducted in V79 Chinese Hamster cells in vitro.21 A further example 
of the importance of logP comes from the work of Duchowicz and Ocsachoque22 who 
analyzed 1,509 theoretical descriptors for a wide range of molecular parameters by using 
Dragon software in a dataset of more than 470 aliphatic organic chemicals. They found 
that hydrophobicity (high lipophilicity) was the most important parameter.

Toxicophore Concept

Sub-structural features associated with toxicity are called toxicophores. A chemical 
with a toxicophore can possess other toxicophores for the same or different toxicities 
and it might also contain a region that stops it from being toxic (sometimes referred to 
as a biophobe). Toxicophores determine whether chemicals can specifically interact with 
one or more of the following subcellular components: (a) receptors; (b) enzymes; or (c) 
macromolecules such as proteins and DNA, thereby perturbing their functions.
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Statistical Relationship between Descriptors and Biological Activity

Analysis of molecular descriptors and their relative distributions in active and inactive 
molecules in a training set and in a query chemical in a test set is performed by several 
similarity searching, cluster analysis and statistical methods. Further mathematical and 
statistical methods, such as multiple linear regression (MLR), principal component 
analysis (PCA), discriminant analysis and artificial neural networks are used to search for 
associations between the presence and absence of molecular descriptors with biological 
activity.16,23-27

EXPERT SYSTEMS

Background

Computerized expert systems use rules developed from pre-existing information to 
predict biological activity.28,29 Knowledge-based systems (KBS) use rules developed by 
human experts, which are programmed into software that then make predictions about 
likely activity based on the presence or absence of toxicophores using reasoning engines. 
Automated Rule Induction (ARI) systems (ARIs), develop rules using algorithms and are 
useful for analyzing complex data. The basic principles for developing rules for QSARs 
also apply to expert systems.

Examples of Expert Systems

Two examples of KBS for hazard prediction are HazardExpert30,31 and DEREK 
for Windows (Deductive Estimation of Risk from Existing Knowledge32,33). KBS for 
biotransformation prediction also exist and include MetabolExpert and Meteor.34 Examples 
of ARIs are CASE (Computer Automated Structure Evaluation) and MULTI-CASE,35 
which generate rules by statistically analyzing toxic and nontoxic molecules to identify 
and distinguish fragments associated with toxicity and those that are not. Once trained, 
the program produces quantitative predictions for novel chemicals. TopKat (Toxicity 
Prediction by Komputer Assisted Technology) identifies toxicophores by automatically 
applying QSAR modeling techniques.36 TIMES37 and METACASE34 are two ARIs for 
predicting biotransformation. COMPACT is another ARI system, but this is based on 
analysing molecules to determine their ability to bind to the active site of CYP1A1 (and 
a few other cytochrome p450 (CYP450) isozymes) by modeling molecular shape and 
chemical reactivity.38 COMPACT, however, is only useful for analysing molecules that 
are activated by these CYPs.

Predicting Metabolite Toxicity

Once the structures of major metabolites of a parent chemical have been identified, 
they can be input into an expert system and treated as the query chemical. This is most 
easily undertaken by using compatible software—METEOR with DEREK, HazardExpert 
with MetabolExpert and MetaCASE with MultiCASE. TIMES has a number of reactivity 
models for various toxicity endpoints (e.g., mutagenicity and sensitisation), simulating 
reactive metabolite formation by metabolising systems, like S9 (postmitochondrial 
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supernatant).34,39 Some systems for biotransformation are part of integrated software that 
models absorption, distribution, metabolism and excretion (ADME).40,41 Computational 
modeling of metabolic reactions is highly complex and in silico biotransformation 
prediction systems require further improvement.42,43

THE APPLICABILITY DOMAIN (AD)

It is crucial to determine the AD of any in silico model.44 This is defined as ‘the 
physicochemical, structural, or biological space, knowledge or information on which 
the training set of the model has been developed and for which it is applicable to make 
predictions for new compounds,’ and methods for its determination have been reviewed.45

It is important that a model should only be used to predict the activities of chemicals 
that fall within its AD, as it cannot be expected to correctly predict the activity of molecules 
outside its AD. This important principle was not taken into account in a recent comparison 
of the performance of three expert systems DEREK, HazardExpert and TOPKAT for 
predicting the irritation potential of 116 chemicals.46 It was claimed that only TopKat 
gave satisfactory results since it was able to correctly predict a high proportion of the 
chemicals. However, the comparison is invalid as only a few of the chemicals were within 
the ADs of the two other expert systems, while the majority were covered by TopKat.

VALIDATION AND REGULATORY ACCEPTANCE

Background

Validation of in silico methods is conducted by using internal and external methods.47,48 
There are several methods of internal validation: (a) Leave One Out Cross Validation 
(LOO-CV; Box 1); (b) Multiple Leave Many Out Cross Validation (LMO-CV; Box 1); 
(c) boot-strapping (Box 2); and (d) Y-scrambling (Box 3). Internal validation suffers from: 
(a) a need to use complex statistical methods to account for bias and to derive estimates 

Box 1. LOO-CV and LMO-CV internal validation of QSAR models

LOO-CV involves the successive and random removal of individual chemicals from 
the training set of chemicals originally used for developing the model or the rule base. The 
model is then automatically regenerated by using information from the remaining training set 
of chemicals and this new model is used to predict the biological activity of the chemical that 
was removed, by treating it as a novel test chemical. This process is conducted iteratively, by 
successively removing other chemicals individually from the training set and then rederiving 
a new model or rulebase each time with which to make the next prediction. The results of the 
prediction exercises are then used to determine the validation status of the system overall. 
LMO-CV, on the other hand, involves leaving more than one chemical out at each stage 
(e.g., if n chemicals were omitted, this can be denoted as LnO) and is considered a more 
accurate method of internal validation for assessing predictivity as it corrects for the tendency 
of LMO-CV to overfit the data and thus to compromise the estimation of predictivity. The 
reader is referred to Golbraikh and Tropsha1 for a more detailed explanation of the technique.
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of predictivity for the overall model;49 (b) a failure to provide a properly validated model 
developed with the full training set of chemicals; (c) lack of transparency (as in ref. 50); 
and (d) providing information of limited use on the predictivity of the model for new 
chemicals. However, internal validation is useful for estimating goodness of fit (a measure 
of how well a model predicts the training set of chemicals).51

External validation overcomes these drawbacks by challenging an in silico model with 
a completely new group of chemicals that the model has never been trained with.49,52,53 It 
is important to avoid bias in the selection of chemicals in a test. The identities, biological 
activities and purities of the chemicals used in the training and test sets should always 
be given, as selection of chemicals can affect validation and model predictivity and 
applicability. However, sufficient numbers of appropriate chemicals for test sets can be 
difficult to obtain due to: (a) lack of information; and (b) the ease with which models can 
be retrained with new chemical structures. These problems can, in part, be addressed by 
dividing suitable chemicals into separate training and test sets before model development. 
Certain, specialized techniques, such as k-means clustering, a sphere exclusion algorithm 
and a novel support vector machine method, have been shown to be useful for this purpose 
as they also avoid selection bias.54,55 In addition, a model could also be challenged with 
a test set of chemicals that have been custom-synthesized once their toxicity has been 
determined.5,52 For example, one study compared the respective predictive performances 

Box 2. Bootstrapping
Bootstrapping is an efficient statistical approach to resampling data,2-4 as the entire 

data set is used for model development, although one disadvantage is that it tends to 
give over-optimistic results. The technique allows the error due to resampling to be 
determined.2 In its simplest form, bootstrapping, repeatedly analyzes very small samples 
(sub-samples) of the data instead of repeatedly analyzing larger subsets, as undertaken 
with some other resampling methods. Each sub-sample is selected randomly from the 
full sample. Anywhere from 50 to 2000 sub-samples might be used in a typical analysis. 
Some authors favor bootstrapping over other methods of resampling.5

Box 3. Y-scrambling
Y-scrambling is a statistical sampling technique which guards against the possibility 

that molecular descriptors can be selected which seem to be important for biological 
activity due to a chance correlation with the biological data.6,7 The procedure involves 
leaving unchanged the molecular descriptors for the training set of molecules that were 
used to develop the model. The toxicity data (parameter Y) are randomly shuffled to 
change their true correlation with the molecular descriptor data, thereby altering the 
descriptor/toxicity relationship. A new QSAR model is then derived from the re-arranged 
information and the correlation between descriptors and toxicity is calculated. These two 
steps in the overall process are repeated with correlations being calculated after each 
iteration (usually 50-100 such iterations and recalculations are performed). Correlation 
values obtained in the above fashion (i.e. being an association between toxicity and 
structure derived by chance) are compared with the true values obtained for the model 
fitted to the real data. These true values should lie well outside such a reference association 
(obtained by applying Y-scrambling) to indicate that there exists a real model based on 
the given data, and that it was not the same as one that could have been learnt by chance.
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for rodent carcinogenicity of several expert systems (DEREK, TopKat, MultiCASE, 
Compact and HazardExpert), which had previously been trained on chemicals in the 
National Toxicology Program database, using new data for a further set of chemicals 
once the carcinogenicity results for them had become available.56

An Example of Validation

A recent validation study where sufficient chemicals were available to use for 
external validation was described by Zhu et al who assembled a database of 983 
chemicals that had been tested for toxicity to Tetrahymena pyriformis.57 From this set, 
644 chemicals were randomly selected and used to independently develop 15 different 
QSAR models in a number of laboratories. The remaining 339 chemicals in the original 
set (external set 1) and 110 additional chemicals (external set 2) were used as two test 
sets of chemicals for validation. It has also been suggested that a second set of chemicals 
could be used to calibrate a model before subjecting it to an external validation (Box 4).

Guidance on Developing and Validating Models

Several recommendations and guidance documents have emerged for validating in 
silico models.58 The Setubal Principles59 state that models should have: (a) a well-defined 
endpoint; (b) unambiguous and transparent structural descriptors; (c) an appropriate 
AD; (d) goodness of fit together with any external validation results; (e) a plausible 
physicochemical or biological basis and a toxicological pathway; and (f) full access to 
all appropriate supporting information. These criteria form the basis of the latest OECD 
requirements60 although both sets of guidance only imply that external validation is 
desirable, rather than mandatory.

Validation of in silico models is controversial: some believe that they need not 
be validated, in view of their high inherent reliability and the difficulties of assessing 
relevance due to lack of novel chemicals to test them with.61 Others consider that models 
should always be validated externally.52 The regulatory acceptance of in silico systems 
is likely to depend on a resolution of this conflict.

Box 4. Using a calibration set of chemicals
Once a model has been developed by using a training set of chemicals it could be 

further refined by using a different group of chemicals (a calibration set) whose structures, 
biological activities and predictions in the model can be used to refine the model, before 
it is assessed for predictivity by using a test set of chemicals—all of the chemicals being 
unique to each set. This approach was adopted by Toropov et al8 for a QSAR model of 
acute oral toxicity in rats (LD50) for 61 benzene derivatives. These were divided into a 
training set (27 chemicals), a calibration set (24 chemicals) and a test set (10 chemicals). 
They found that electronegativity and the presence of amino groups in the molecule 
were key determinants of toxicity and that improved predictivity was obtained for the 
training set of chemicals if the calibration set of chemicals had first been used to refine 
it. In their assessment of several models for ecotoxicity in a project called DEMETRA 
(Development of Environmental Modules for Evaluation of Toxicity of pesticide Residues 
in Agriculture), Porcelli et al9 devised a new index of model uncertainty which takes into 
account chemicals that behave as outliers in correlations between structure and activity.
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APPLICATIONS OF QSAR MODELING AND EXPERT SYSTEMS

Background

In silico modeling can be suitable for predicting the toxicities of large numbers 
of closely related chemicals (congeneric (homogenous) molecules), for example, in 
high throughput screening of combinatorial libraries of drug candidates.62 Thus, in 
silico approaches are widely used as part of Computer Aided Drug Design (CADD) 
approaches.63,64 In silico modeling of other endpoints relevant to pharmaceuticals, like 
hERG K� channel affinity QT prolongation interval, has also been undertaken65 and 
DEREK has a rulebase for this endpoint.66

Toxicity End-Point Coverage

As the development of in silico models for toxicity is dependent on the availability 
of data and defined mechanisms of action, it is not surprising that they are more prevalent 
for endpoints where there are large databases (Table 1). Such examples include models for 
ecotoxicity,31,67 mutagenicity and carcinogenicity,68-71 skin sensitisation72,73 and endocrine 
disruption via ER receptor binding and ER reporter gene activation.74 The in silico 
prediction of some other endpoints, like eye and skin irritation and corrosion, is being 
improved as more data are being accumulated,75 but few models for general mammalian 
toxicity, particularly long-term effects, are available due to lack of knowledge about many 
of the mechanisms involved, even though much data are available.76,77 Now that more 
data are available, attempts are also being made to develop QSAR models for predicting 
the inhalation toxicity of nanoparticles by using descriptors such as the ratio of size to 
surface area, surface charge and surface derivatization.78

In Silico Methods and REACH

Background

The European Commission REACH (Registration, Evaluation and Authorisation 
of Chemicals) system, which was adopted into legislation in June 2007, necessitates 
re-evaluating the risks to humans and wild life of exposure to �30,000 existing chemicals.79,80 
For logistical and animal welfare reasons, testing under REACH should make maximum 
use of pre-existing information and use in vitro methods in exposure-based intelligent 
integrated testing strategies to prioritize chemicals for testing.81,82

Prioritizing Chemicals for Further Testing

Persistence (recalcitrance, or resistance to bio-degradation), bioaccumulation and 
evidence of some toxicity (PBT) have been identified as particularly important properties of 
chemicals and confer on them a high testing priority. Various proprietary software packages 
have been designed for this purpose. PBT Profiler (Table 1) and a set of QSAR models 
developed by using the Danish Environmental Protection Agency’s (EPA’s) extensive 
database on chemicals (www.mst.dk/English/Chemicals/Substances_and_materials/
QSAR/) are examples of such models. PBT Profiler incorporates the US EPA’s BCFWIN 
and ECOSAR software for determining environmental persistence, bio-concentration 
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potential and aquatic toxicity. Zachary and Greenway83 recently compared the results 
obtained from using PBT profiler with the Danish EPA’s QSAR models for the same set 
of chemicals. Discrepancies between the predictions were found and it was recommended 
that both methods should be used for chemical prioritization. However, ECOSAR 
has recently been shown by Reuschenbach et al to categorize 1,000 randomly-chosen 
chemicals correctly according to the EU ecotoxicity classification scheme (either not 
harmful, harmful, toxic or very toxic) with only 65% accuracy at best.84

Zvinavashe et al found that QSAR models exist for determining the acute toxicities 
of 57% of the substances in the EINECS (European Inventory of Existing Commercial 
Substances) database, which is a major source of information on chemicals for which 
data-gaps exist.85 In many cases, those substances that were not covered were found to be 
chemical mixtures e.g. food extracts, botanical and animal extracts which call for more 
complex in silico prediction approaches for mixtures of chemicals based on the need 
to identify the component chemicals and their structures, their relative amounts and to 
obtain information on their possible interactions.

Decision-Tree Schemes

Various decision-tree schemes have been devised for categorizing chemicals according 
to their potential hazards. One of the earliest was developed by Cramer and Ford for 
mammalian acute toxicity.86 This classifies organic chemicals according to structure and/
or biochemical and physiological chemistry into low priority substances (low human 
exposure and toxicity); high priority substances (high human exposure and toxicity); and 
intermediate priority substances (possible human exposure and toxicity). This scheme 
has been recommended for priority setting of chemicals in REACH81 and was recently 
computerized. It is now one of four methods originally forming the basis of a software 
package released by the European Chemicals Bureau (ECB) called Toxtree (http://ecb.
jrc.ec.europa.eu/qsar/qsar-tools/index.php?c � TOXTREE).

The three other decision-tree schemes initially involved in Toxtree are one for 
aquatic toxicity,87 a rule-base for skin and eye irritation and corrosion88 and a rule-base for 
mutagenicity and carcinogenicity.89 Toxtree now has additional modules, for biodegradation 
and persistence, as well as chromosomal damage (the in vivo micronucleus assay). A 
decision-tree scheme for oestrogenicity has also been developed that could be updated 
and computerised for inclusion in Toxtree.90

Read-Across

The idea of read-across is to avoid the need to test every chemical for every toxicity 
endpoint to fill in data gaps, since it facilitates prediction of the toxicity of a chemical by 
adopting the hazard profile of another chemical of sufficiently similar physicochemical 
properties to categorize both together in the same group.91,92 A chemical category 
is, therefore, a group of chemicals whose physicochemical and human health and/or 
environmental toxicological properties and/or environmental fate properties are likely to 
be similar or follow a regular pattern as a result of structural similarity (Fig. 2; Box 5). 
It is assumed that all the chemicals in the same category share a common mechanism of 
toxicity for the endpoint in question, which may not be true.
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Figure 2. Two ways for filling data gaps for three query chemicals, X, Y and Z, by applying read-across 
(see Box 5).

Box 5. Applying read-across by using chemical categories
In Figure 3, for cases A and B, the query chemical (X or Y) lies at either extreme 

of the spectrum of physicochemical properties of chemicals of a category and the data 
gap is extrapolated from the properties of chemical 1 in case A and chemical 6 in case 
B. In case C, the properties of chemical Z are between those of chemicals 3 and 4 and 
the toxicity of Z is interpolated from the toxicities of chemicals 3 and 4, without having 
to test Z for the toxicity endpoint in question for purposes of prioritization. Guidelines 
on applying read-across are given on the European Chemicals Agency (ECA) website 
(http://echa.europa.eu/). Categorization involves the characterization of the chemical 
structures to be compared in terms of relevant molecular descriptors encoding their 
physicochemical properties, followed by a quantitative comparison of the information 
by using similarity and dissimilarity indices,10 an overall process very similar to how 
QSAR modeling is conducted and one that has also been computerized and is available 
as another open-source software package released by the ECB, called Toxmatch11 (http://
ecb.jrc.ec.europa.eu/qsar/qsar-tools/index.php?c = TOXMATCH). Toxmatch is based on 
two similarity computational methods, atom environments and molecular fingerprints and 
other related methods, namely k-nearest neighbor grouping and clustering. Toxmatch has 
been shown to be able to define categories of chemicals specifically for aquatic toxicity, 
bio-accumulation and teratogenicity by using information from a number of different 
databases.12,13 In some cases, it was also possible to make predictions about the toxicity 
of several query chemicals (i.e., perform read-across) Read-across might be feasible 
from one salt of a substance to another salt and from chemicals with, for example, alkyl 
chains of one length (e.g., C7), to molecules with a chain of near similar length (e.g., C6 
or C8),14 particularly when toxicity data for an homologous series of substances vary 
little (e.g., toxicity due to a functional group conserved between molecules). However, 
read-across should be based on a QSAR model for the query chemical and the chemicals 
with which it is to be categorised.15 A recent OECD guidance document for read-across16 

emphasises the need for a mechanistic basis for grouping chemicals into a category and 
suggests categorisation criteria.
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OECD QSAR Applications Toolbox

The above approaches to prioritizing chemicals for testing have been incorporated 
in a software package and released by the OECD as the (Q)SAR Applications Toolbox  
(www.oecd.org/document/54/0,3343,en_2649_34379_42923638_1_1_1_1,00.html). The 
objective of the toolbox is to provide a means for making QSAR technology readily 
accessible, transparent and less demanding in terms of infrastructure costs. The first 
version of the software was released in March 2008, with an updated version released 
in December 2008. The toolbox presents the process of in silico prediction of chemical 
toxicity as a logical workflow comprising six sequential steps: (a) chemical input; (b) 
chemical profiling; (c) selection of SIDS (Screening Information Data Sets; www.
librariesanddirectories.com/index.php?page � resources & t � 2 & rid � rm6435) toxicity 
endpoints; (d) categorization of chemicals; (e) data gap filling; and (f) use of templates 
for reporting.93

Intelligent Testing Strategies

REACH requires much toxicity testing, the extent of which is difficult to predict 
due to lack of information on: (a) the number of data gaps; and (b) the consequences 
of testing for further hazard assessment. The use of in silico methods in REACH has 
been reviewed.94 Risk assessment requires both safety and exposure information.95 For 
logistical and animal welfare reasons, exposure-based intelligent integrated testing 
strategies, involving pre-existing information, in silico modeling and read-across to 
prioritize chemicals for further testing, as well as in vitro and in vivo animal tests, are 
needed (Fig. 3).

DISCUSSION

The advantages and disadvantages of using in silico models are summarized in 
Table 2. In silico models crucially depend on the quality of the information used to 
develop and validate them. However, although this is acknowledged to be true, the 
issue is easy to ignore and, therefore, universally-agreed criteria for quality control 
(QC) for using data are urgently needed. As a minimum requirement, quantitative data 
from published original papers involving chemicals of stated high purity should be 
used. This would help to improve the quality of the biological information and reduce 
the chance that toxicity, or lack of activity, is due to the presence of an impurity.

Computational modelers and expert toxicologists must work together to develop new 
models. This is because it is rare for any one individual to have sufficient knowledge 
about a chemical, statistics, modeling and toxicology. In addition, training sets that 
comprise a high proportion of chemicals with positive toxicity are often used, resulting 
in complex data interpretation issues. Sensitivity of the model (ability to correctly 
predict positive toxicity) can then be much higher than specificity (ability to correctly 
predict lack of toxicity).96 Collaboration between several groups of modelers can also be 
advantageous. This process has been called combinatorial modeling by Zhu et al57 who 
participated in a large study which involved developing 15 different QSAR models for 
toxicity to Tetrahymena pyriformis. The data were used to develop a consensus model 
with a predictivity and an AD that exceeded each of the individual models.
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While in silico toxicity prediction methods have been greatly improved since the 
publication of the report of the Second FRAME Toxicity Committee, it is clear that 
they have not become widely accepted by toxicologists and regulatory agencies for 
purposes other than for very early screening. There are three main problems with using 
in silico modeling. One is as an over-reliance on complex methods of analysis and 
the second is the possibility that subtle changes in molecular structure have dramatic 
effects on activity (rather confusingly referred to as the presence of ‘activity cliffs’ by 
Maggiore97). The third reason is that correlations may not be mechanistically relevant. 
These issues have also been discussed by Dowyeko5 and Johnson,98 who warn against 
the indiscriminate use of molecular descriptors, which can be generated rapidly and in 
large numbers. Descriptors can be shown to be highly correlated with biological activity 
without a mechanistic relationship existing between the two. Such a correlation can 

Figure 3. Integrated scheme for use of Toxmatch, Toxtree and the OECD QSAR Applications Toolbox 
for chemicals testing under REACH. Assessment can be terminated at any stage if a classification is 
possible and the decision-tree and read-across stages can be ignored (indicated by the dashed line) 
depending on indications from any prior information available; further assessment can be delayed if a 
chemical is assigned a low priority.
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lead to a model with low predictivity for novel chemicals that are seemingly within 
its AD. Of course, this situation is exacerbated further by the occurrence of ‘activity 
cliffs’. The combined use of models that have been developed by using different 
algorithms and molecular descriptors for the same toxicity endpoint should help to 
alleviate this problem. Such an approach was adopted by Mathews et al69 who used 
four different ARIs (MultiCASE, MDL-QSAR, BioEpisteme and Leadscope PDM). 
These software systems use different QSAR models developed for predicting rodent 

Table 2. Some advantages and disadvantages of in silico methods for toxicity prediction

Advantages Disadvantages

Relatively inexpensive Crucially dependent on pre-existing data

Can be developed rapidly and can readily 
be updated and improved (though this can 
encourage the inappropriate use of data)

Data have not always been obtained from 
properly conducted studies with test 
samples of high purity (no data-no model; 
poor data-poor model)

Few problems with reproducibility and 
interlaboratory transferability)

Some models have been developed with 
information that is not in the public domain 
and that cannot be verified

Expensive laboratory equipment and 
facilities are not required

Training sets of chemicals are often biased 
toward toxic chemicals since negative data 
are difficult to interpret and/or to obtain

Can readily be used for high-throughput 
screening and for testing large numbers of 
chemicals

Models often have limited applicability 
domains and there is a lack of consensus on 
how such domains should be defined

Very useful for compound prioritization Involve the use of complex terminology 
as well as mathematical and statistical 
procedures that are not readily understood 
by non-experts

Can be incorporated into decision-trees 
and expert systems with the capability 
of predicting a wide range of endpoints 
and properties, including bioavailability, 
biodegradability and toxicity

The validation of models is controversial 
and no models have been validated to 
internationally-agreed criteria in a fully 
independent and transparent way

Usually based on a mechanism of action 
related to a toxicity endpoint

It is difficult to find suitable sets of test 
chemicals for external validation, since new 
chemicals are easily and continually being 
added to the training set iteratively, in order 
to refine the model

Readily amenable to being incorporated 
into test batteries comprising models 
with complementary and overlapping 
applicability domains

Modelling the effects of mixtures of 
chemicals (highly relevant with respect 
to environmental hazard) is extremely 
complicated
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carcinogenicity, based on similar biological data. It was found that the four models 
were complementary, each detecting different profiles of carcinogens. Accepting the 
combined positive predictions from any two of the programs showed better overall 
performance than when any program was used alone.

CONCLUSION

During the development of in silico methods for toxicity prediction, modelers should: 
(a) use toxicity data from primary literature sources; (b) provide full details of training 
and test sets of chemicals; (c) validate their models externally as well as internally; (d) not 
accept a correlation between toxicity and the presence/absence of molecular descriptors 
without a mechanistic basis; and (e) seek the advice of expert physical chemists and 
toxicologists, as necessary.

The fact that in silico models, unlike other types of toxicity tests, are based solely 
on correlations creates the serious dilemma that the causes of poor predictivity, due to 
lack of causal relationships between descriptors and activity, as well as the existence of 
‘activity cliffs’, are only going to be apparent after the QSAR model has been refined to 
cater for a chemical with an ‘activity cliff’’—i.e., after such a chemical has been used to 
further train the model. However, it is of no use for a toxicity model to be able to only 
predict the activities of the chemicals that were used to train it.

Resolution of the above dilemma might have to wait until more data become available 
on mechanisms of toxicity and how they are caused by the many different physicochemical 
properties of molecules. Such information will also help in the development of models 
for a wider range toxicity endpoints. In the meantime, in silico models for toxicity 
prediction should be applied judiciously, with the focus on compound prioritization and 
early screening.
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Abstract:  Recent developments in nanotechnology have made available a host of new approaches 
for the improved quantitative detection of biomarkers due to the enhanced sensitivity 
of nanoparticle-based assays. The majority of molecular toxicology studies revolve 
around sensitive measurement of cell-death (apoptosis) and cell-health biomarkers 
present in living cells or formalin-fixed and paraffin embedded (FFPE) tissue samples. 
In this regard, semi-conductor quantum dots (QDs) which exhibit high brightness, 
photo-stability and degree of multiplexing, are predicted to have a significant impact 
on research in molecular toxicology. Due to these superior photophysical properties 
of QDs as compared to traditional fluorophores and the unsurpassed versatility of 
QDs as enabling components for new assays, these nanoparticles promise to facilitate 
new discoveries in molecular toxicology. Indeed, multiplexed QD-based assays 
have been incorporated into cell imaging, flow cytometry and other homogenized 
sample-based assays for detecting multiple biomarkers including those associated 
with cell injury and apoptosis.

INTRODUCTION

The field of molecular toxicology focuses on the application of technology to the 
discipline of molecular and cellular biology, in order to understand how the harmful 
effects of drugs, chemicals and toxins are manifested at the molecular, biochemical and 
cellular levels. This type of detailed information not only falls within the general scope of 
toxicology, but also aids in the development of more-sensitive and more-accurate assays 
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to detect and determine the harmful effects of toxicants. Molecular toxicology employs 
a variety of modern technologies, the detection sensitivity and high-throughput of which 
permit the more accurate determination of factors that are fundamental to toxicology, 
including dose—response relationships and risk estimation. Molecular toxicologists 
also strive to elucidate the relationship between the molecular effects of toxicants and 
the development of disease. Cancer, for instance, has been linked to the mutagenic 
effects of a variety of chemicals and the disease has its origins at the molecular level in 
the loss of tumor suppressors, the activation of oncogenes and the dysregulation of cell 
cycle regulating factors such as checkpoint proteins. Studies in molecular toxicology 
rely heavily on fluorescence techniques, such as dye-labeled biomolecules (peptides, 
oligonucleotides, antibodies), for the investigation of molecular events. Unfortunately, the 
traditional organic dyes exhibit optical properties that are unfavorable for the multiplexed 
and sensitive detection of features such as broad emission profiles, lack of photostability 
and small Stokes shifts.

In this chapter, we will briefly discuss the prominent biomarkers and research 
techniques employed in molecular toxicology and then focus on recent advancements in 
nanotechnology, with particular reference to fluorescent quantum dots, which not only 
promise to improve detection sensitivity and throughput, but also permit discoveries 
useful to molecular toxicology.

BIOMARKERS RELEVANT TO MOLECULAR TOXICOLOGY

The key to understanding the nature of chemically-induced cytotoxicity is to properly 
distinguish between the two prominent modes of cell death, necrosis and apoptosis. 
Necrosis is “accidental” cell death, often caused by external injury or trauma. Apoptosis, 
on the other hand, is commonly referred to as “programmed” cell death or cell suicide, 
resulting from the activation of a complex sequence of events within the cell.1 Regardless 
of the mode of death, changes in cellular structure, morphology and biochemistry occur 
rapidly in dying cells.2 As necrosis and apoptosis involve some distinct characteristic 
biochemical and morphological events at early and late stages of cell death, such 
biomarkers can aid in accurately distinguishing the mode of cell death. Furthermore, the 
type of toxicant can affect the onset and rate of apoptosis.3 A commonly employed assay 
for cytotoxicity is to qualitatively assess the permeability of the plasma membrane or 
mitochondrial membrane, as an indicator of membrane integrity. Information regarding 
membrane integrity is useful in indicating cytotoxicity, but the general nature of the assay 
precludes precise determination of the mode of cell death. For example, during apoptosis, 
the cellular membrane does not lose integrity early in the process. This demonstrates that 
generalized assays that function on the basis of the uptake of vital dyes as an indicator 
of membrane integrity, although useful, may be deficient, because of the time required 
for cells to undergo apoptosis. Whether a cell undergoes necrosis or apoptosis depends 
on the nature of the toxic agent. A number of distinct biomarkers which show high 
specificity for changes associated with cell death, can be used to distinguish between 
necrosis and apoptosis and thus can result in better understanding of the molecular and 
cellular effects of a given toxin.
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REGULATORY CELL DEATH GENES AND APOPTOTIC BIOMARKERS

The roles of oncogenes, tumor-suppressor genes and their protein products in cell 
death modulation have been well documented, in addition to those of stress and acute phase 
proteins.2 These genes and proteins can have positive or negative impacts on apoptosis 
and necrosis and can be used to distinguish between the two modes of cell death.

Myc gene family members, including the closely related c-myc, v-myc, n-myc and 
b-myc genes, are known to be highly active in the regulation of cell proliferation.4 C-myc, 
in particular, is a short-lived nuclear protein the over expression of which has been 
demonstrated to induce apoptosis, which can be blocked in T-cell hybridomas by the 
administration of a c-myc antisense oligonucleotide.5 The p53 gene is the most widely 
known tumor-suppressor gene.6 Its fundamental role in tumor-suppression is demonstrated 
by the loss of p53 function in over half of all human tumors. At the cellular level, the 
p53 gene maintains genomic stability through mediating the response to DNA damage, 
including the suppression of cell growth via the regulation of cell-cycle arrest and the 
induction of apoptosis.7 The members of the Bcl-2 gene family are also important regulators 
of apoptosis. Some family members (including Bcl-2) function as apoptosis inhibitors, 
whereas other members, such as Bax, accelerate the rate of apoptosis.8-10 Bcl-2 proteins 
are associated with and are located on or near, mitochondria, the endoplasmic reticulum 
and nuclear membranes.11 Ras protein family members are essential for controlling normal 
cellular growth and transformation and play an important role in preventing apoptosis.12-15 
Many receptor-ligand signaling pathways, such as epidermal-, fibroblast- and nerve 
growth factors, in addition to T-cell receptor CD3 and CD95 complexes, converge on 
Ras, illustrating its key role in transmembrane signaling. Heat-shock proteins can protect 
cells from a number of stressors, via their ability to act as chaperones for protein refolding, 
and are involved in the ubiquitin system of protein disposal and have been implicated in 
resistance to anticancer drugs.16 Many toxicants are known to induce oxidative and or 
nitrosative stress and antioxidant genes (such as those coding for superoxide dismutases, 
catalase, glutathione peroxidases, glutathione S-transferases, peroxiredoxins, thioredoxin/
thioredoxin reductases, glutamate cysteine ligase and glutathione synthetase) are known 
to be important in cellular defenses against such toxicants. Mitogen/stress activated 
protein kinases (MAPK/SAPK), such as p38, Erk and JNK, have also been implicated 
in cell survival and cell death in a large number of studies.

The onset and progression through apoptosis are associated with enzymatic activation 
and alteration in the distribution of biomarkers. Caspases are proteolytic proteins that 
are transcribed and/or activated from their proenzyme state during apoptosis and are 
responsible for a variety of changes, such as the degradation of the cytoskeleton and other 
macromolecular structures and the activation of nucleases responsible for DNA cleavage, 
which result in the morphological changes observed in apoptosis.17-19 Various assays employ 
dyes which, when cleaved by a caspase, result in a colorimetric or fluorescent signal. 
Phosphatidylserine (PS) is a plasma membrane phospholipid that is normally asymmetrically 
distributed, being found only in the inner leaflet of the plasma membrane. However, during 
apoptosis, this phospholipid asymmetry is lost, resulting in the externalization of PS to the 
outer leaflet of the plasma membrane.20 Annexin-V, a small 35kDa protein, can bind PS in 
a calcium-dependent manner, making dye-labeled Annexin-V a useful tool for detecting 
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apoptosis in its early stages.21-22 The key genetic biomarkers, protein products and their 
effects on cellular markers, if incorporated into molecular toxicology studies, can provide 
a wealth of information with regard to mechanisms of toxicant-induced cell death.

FLUORESCENCE-BASED TECHNIQUES IN MOLECULAR TOXICOLOGY

The in vitro assays used to assess the effects of toxicants on cell growth, viability and 
metabolism, often employ fluorescent probes. The specificity of some probes is achieved 
by combining a fluorophore with a targeting moiety, such as an antibody, nucleic acid, 
peptide, or other small molecule. Other probes report on the concentration of cellular ions 
(e.g., calcium), membrane potential, redox status (lipid peroxidation, thiol status) and 
cell cycle distribution (DNA stains). The variety of dyes and the assays used to detect 
and distinguish cellular indicators of cell death are too vast to be considered in detail. 
Nonetheless, the following four main techniques employed in molecular toxicology studies, 
all of which typically employ fluorescence as the detection signal, will be discussed.

Fluorescence In Situ Hybridization and Molecular Beacons

Fluorescence in situ hybridization (FISH) is a useful technique for analyzing specific 
DNA and mRNA sequences within cultured cells or tissue preparations that are frozen and 
cryostat-sectioned or formalin-fixed and paraffin-embedded (FFPE).23 The localization 
and quantitative assessment are performed by using fluorescently labeled oligonucleotide 
probes. The method is based on the hybridization of the dye-labeled single-stranded DNA 
or RNA oligonucleotide probe to the target single-stranded DNA or RNA sequence. The 
high sensitivity of this technique permits the assessment of transcription/expression of 
mRNA in response to a stimulus. Such probes are typically 20-50 nucleotides in length; 
the longer probes having higher sensitivity, while the small probes are easier to synthesize.

A related method is based on molecular beacons, which are single-stranded 
oligonucleotide probes that contain complementary ends to enable self-hybridization and 
a hairpin-loop structure. The opposing ends of the strand are conjugated to either a dye or 
a quencher. In the closed state (unbound to target), the dye fluorescence is suppressed by 
the quencher in close proximity, through a nonradiative fluorescence resonance energy 
transfer (FRET) mechanism.24-25 Upon the binding of a complementary target mRNA, 
the hairpin loop is linearized and emits fluorescence due to the inactivation of the 
distance-dependent quenching mechanism. Similar to FISH probes, molecular beacons 
can be used to quantitatively detect intracellular mRNA sequences. Molecular beacons 
have the advantage of a lower background signal and have been used with living cells.26

Immunohistochemistry and Immunofluorescence

In immunohistochemistry (IHC), immunofluorescence is an important technique, 
by which proteins (antigens) are localized and visualized from the fluorescence of the 
appropriate dye-labeled antibodies within a frozen or FFPE tissue section. The antibodies 
employed can be polyclonal or monoclonal, but monoclonal antibodies tend to exhibit 
greater specificity. There are two strategies for IHC, direct (one-step) and indirect 
(two-step). Direct IHC relies on dye-labeled antibodies to detect their corresponding 
antigens. Although this method is simple and rapid, it suffers from lower sensitivity 
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arising from a lack of signal amplification. Indirect IHC uses a primary antibody which is 
specific to the target antigen, followed by the use of the dye-labeled secondary antibody 
which is reactive towards the species-specific constant region of the primary antibody. 
This method achieves higher sensitivity and signal amplification. However, it is also 
limited in its multiplexing ability by the limited species of primary antibody available.

Cell Imaging and Confocal Laser Scanning Microscopy

The advantage of confocal microscopy over normal microscopy is the improved 
image sharpness, particularly for images taken from thick section of specimens. This is 
because of the collection of light only from the thin plane of focus and the exclusion of 
out-of- focus light. It is especially important for collecting fluorescence and trying to 
resolve fine structures deep within a specimen, since the fluorescence from all planes would 
otherwise be collected and would obscure the resolution and contrast of the structure. 
Confocal laser scanning microscopy (CLSM), for example, is one of the most frequently 
used techniques for the spatial localization and quantification of a distribution of different 
markers. Through the use of multiple laser lines and filters, it is possible to investigate 
the distribution of multiple biomarkers through the use of dye-labeled antibody probes, 
which is extremely useful in histopathology and IHC.

Flow Cytometry/Fluorescence Activated Cell Sorting

Flow cytometry and its more specialized successor, Fluorescent Activated Cell 
Sorting (FACS), are powerful technologies employed in molecular toxicology. They 
are able to identify, characterize and separate heterogeneous cell populations based on 
morphology, by using light scattering and on molecular phenotype, by using fluorophore 
dye-conjugated targeted probes. Flow cytometry can be used to distinguish between 
cell characteristics such as cell size and shape, granularity of cytoplasm, membrane 
potential, intracellular pH and can identify cellular components, including nucleic acid, 
proteins, enzyme activity and surface receptors.27 The high-throughput (�5,000 cells/s) 
and multiparameter (up to 19-17 fluorescent signals, 2 scattering signals) capabilities 
permit the investigation of cells individually with high sensitivity and precision (Fig. 1).28 
One of the most common uses is the identification and separation of immune cells based 
on cell surface antigens such as CD4 and CD8.29 Cells can also be permeabilized, to 
enable the detection of intracellular biomarkers indicative of cellular changes (such as 
DNA breakdown) caused by exposure to drugs or toxicants.30 The ability to study the 
mechanisms associated with cell death through the correlation of multiple parameters in 
the same cell, such as the degree of apoptosis and the position in the cell cycle, the state 
of an organelle, or the analysis of proteins, such as bcl-2, c-myc and p53, demonstrates 
the powerful use of flow cytometry in molecular toxicology.31

DYE-BASED FLUORESCENT PROBES

In the techniques described above, the common factor is the use of fluorophores as 
reporter molecules. Although the use of fluorescent dye-conjugated probes is standard 
practice for labeling cellular targets, traditional dyes suffer drawbacks including broad 
emission profiles and rapid photobleaching. They also often require expensive and 
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complex experimental set-ups to achieve true multiplexing and fluorescence-based IHC 
and FISH often suffer from low fluorescence efficiency and the high autofluorescence 
of FFPE tissue, which results in a low signal-to-noise outcome.32-33

In order to further advance the field of molecular toxicology, the detection of multiple 
signals is necessary to permit better differentiation between necrosis and apoptosis. For 
instance, simple colorimetric or fluorescent live/dead cell assays often cannot make this 
distinction, which is of fundamental importance in determining the cause of cell death. 

Figure 1. An examples of a 17-color FACS analysis of antigens with QDs. In the top panel, total CD8� 
T-cells are distinguished by fluorescence intensity (bright, dim and zero) corresponding to the expression 
of phenotypic biomarkers (CD7, CD11a, CD27, CD28, CD45RA, CD45RO, CD57, HLA-DR). CD8� T-cell 
populations are stained and categorized with QD-pMHCI conjugates specific to peptide epitopes derived 
from Human Immunodeficiency Virus (Nef and Gag), Epstein-Barr Virus (EBV) and Cytomegalovirus 
(CMV); total T-cells are shown and percentages indicate sub-populations restricted within CD8� T-cells 
(left column). In the remaining rows, for each antigen-specific population (color), phenotypic biomarker 
expression is compared to expression within the overall CD8� T-cell population (light grey). The bottom 
row is an overlay of the staining patterns observed in all the antigen-specific cell populations. The 
fluorescence intensity for each labeled biomarker is indicated on the axes. This study demonstrates the 
power of multiparameter technology for studying the heterogeneous protein expression within CD8� 
T-cells. Reprinted with permission from Nat Med 2006; 12(8):972-977.28 ©2006 Macmillan Publishers 
Ltd. A color version of this image is available at www.landesbioscience.com/curie.
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Also, the spectral overlap of dyes prohibits the true multiplexed detection of multiple 
biomarkers. As a result, multiple assays, each indicating a specific characteristic, need to be 
employed in sequence, to enable proper conclusions to be drawn. For instance, propidium 
iodide, an indicator of membrane integrity, that is often compromised in necrosis, and 
Annexin V-based apoptosis assays, are commonly employed simultaneously to determine 
the type of cell death. The ability to concurrently probe and read-out multiple biomarkers 
promises to improve the ability of toxicologists to determine the mechanisms by which 
toxicants cause cell death.

QUANTUM DOT-BASED FLUORESCENT PROBES

The recent development of semiconductor nanocrystals, also know as quantum dots 
(QD), has made available a new class of fluorescent labels with unique advantages and 
applications. In contrast to organic dyes, the fluorescence emission spectra of QDs can 
be continuously tuned by changing the particle size and a single wavelength can be used 
for the simultaneous excitation of all the different-sized QDs. Surface-passivated QDs 
are highly stable against photobleaching and have narrow, symmetric emission peaks. 
It has been estimated that CdSe QDs are about 20-50 times brighter and thousands of 
times more stable than single dye molecules.34 These properties offer new possibilities 
for the study of molecular targets relevant to molecular toxicology. QD photophysics and 
fictionalization will be discussed below, followed by a consideration of their applications 
for biomarker detection in homogeneous solution-based assays and cellular imaging assays.

Unique Photophysical Properties of Quantum Dots

As a consequence of their inorganic semiconductor composition, QDs contain 
electronic charge carriers—i.e., negatively charged electrons and positively charged 
holes—which constitute each exciton. Whereas bulk semiconductors exhibit 
composition-dependent bandgaps (the characteristic minimum energy required to excite 
an electron from its ground state in the valence band to the conduction band), the band gap 
in nano-sized semiconductors is determined by both composition and size. The nanometer 
sizes of QDs confine the excited charge carriers to spaces smaller than their Bohr radii 
in bulk semiconductors. This “quantum confinement” of the exciton is the principle 
responsible for the size-dependent optoelectronic properties apparent in QDs.35-37 Smaller 
QDs experience a higher degree of confinement, which is associated with an increase in 
the bandgap energy. The size-dependent tuning of the bandgap results in a tunable QD 
emission wavelength, such that smaller particles emit at shorter wavelengths than larger 
particles (Fig. 2). By adjusting their sizes and compositions, QDs can now be prepared to 
emit fluorescence spanning the ultraviolet, visible and infrared wavelengths (400-4,000 
nm).38-42 The absorption of a photon with energy greater than the bandgap energy of a 
QD results in the excitation of an electron from valence band to the conduction band. The 
recombination of the constituent electron and the hole is accompanied by the conversion 
of the bandgap energy into an emitted photon of fluorescence.

QDs can absorb and emit light very efficiently, which permits highly sensitive 
detection relative to the use of conventional organic dyes and fluorescent proteins as 
biological probes. QDs have very large molar extinction coefficients, of the order of 0.5–5 

 106 M-1cm-1,43 which is approximately 10-50-times larger than those of organic dyes 
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(5–10 
 104 M-1cm-1). Combined with the fact that QDs can have quantum efficiencies 
similar to those of organic dyes (up to 85%)41, individual QDs have been found to be 
10-50 times brighter than organic dyes,44-45 thus permitting the highly sensitive detection 
of analytes present at low concentrations. This is particularly important for the potentially 
low copy-number biomarkers present in the early stages of cell death. For the monitoring 
and tracking of biomarkers in live cells over extended periods of time, QDs exhibit 
greater photostability in comparison to conventional fluorophores (Fig. 3A), which is an 
important feature when new cytotoxicological assays are being developed for tracking 
the progression of the cell death process.

Figure 2. Multicolor CdSe/ZnS QDs. A) Size tunable emission of a series of QDs ranging in size from 2-6 
nm (left to right), excited with a UV lamp. B) The corresponding size-tuned fluorescence emission spectra. 
Reprinted with permission from Nat Biotechnol 2001; 19(7):631-635.62 ©2001 Macmillan Publishers Ltd.
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The multiplexing of QD signals is feasible due to the combination of broad absorption 
bands with narrow emission bands (Fig. 2). Broad absorption bands allow multiple QDs 
to be excited with a single source of short wavelength light, which simplifies instrumental 
design, increases detection speed and lowers cost. QD emission bands can be as narrow 
as 14 nm (full width at half maximum) in the visible range, thus enabling distinct signals 
to be detected simultaneously, with very little cross-talk.39,46 By comparison, organic dyes 
and fluorescent proteins have narrow absorption bands and relatively wide emission bands, 
which considerably increase the difficulty of separating signals from distinct fluorophores. 
Biological tissue contains a variety of intrinsic fluorophores, particularly proteins and 
cofactors, which yield a background signal close to the emission wavelength of such 

Figure 3. Advantages of the optical properties of QDs. A) Time-dependent fluorescence intensity of QDs 
versus an organic dye (Texas Red), demonstrating the resistance to photobleaching of QDs. B) Comparison 
of the Stokes shifts of quantum dots versus organic dyes, demonstrating that the QD fluorescent signal 
can be shifted away from the excitation and autofluorescence wavelengths.34 Reprinted from Curr Opin 
Biotechnol 2005; 16:63-72;34 © 2005 Elsevier Ltd. A color version of this image is available at www.
landesbioscience.com/curie.
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traditional fluorophores, resulting in decreased probe detection sensitivity. However, 
QDs can be tuned to emit in spectral regions in which autofluorescence is minimized, 
such as longer wavelengths in the red or infrared regions. Due to their broad absorption 
bands and large Stokes shifts, QDs can still be efficiently excited by wavelengths of light 
hundreds of nanometers shorter than the emission wavelength, whereas organic dyes 
require excitation close to the emission peak, which buries the signal in autofluorescence 
(Fig. 3B). These properties of QDs have been utilized to allow for the quantitative sensitive 
multiplexed detection of biomarkers labeled with QDs over background autofluorescence 
in tissue and cancer biopsies.47 Sensitivity can also be increased by using time-gated light 
detection, because the excited state lifetimes of QDs (20-50 ns) are typically 1 order 
of magnitude longer than those of organic dyes and tissues (autofluorescence). Thus, 
QD fluorescence detection can be significantly enhanced by time-gating techniques 
that delay signal acquisition until background autofluorescence has decreased because 
of its shorter fluorescent lifetime.48 In addition to the increased sensitivity provided 
by the unique photophysics of QDs, the ability to perform multiplexed detection by 
using multicolor QD probes simultaneously to image multiple biomarkers, represents a 
significant advancement for molecular toxicology, because of the large number of genes 
and proteins involved in cell death.

Bioconjugation of Quantum Dots for Biological Applications

Since the size-dependent properties of QDs are most pronounced for a monodisperse 
population of QDs, great strides have been made in the synthesis of highly homogeneous 
and crystalline QDs. The highest quality QDs are typically prepared at elevated temperatures 
in organic solvents, such as tri-n-octylphosphine oxide (TOPO) and hexadecylamine, 
both of which are high boiling-point solvents and contain long alkyl chains. These 
hydrophobic organic molecules serve as the reaction media and also coordinate with 
unsaturated metal atoms on the nanoparticle surface to prevent aggregation and the 
formation of bulk semiconductor. Since QDs are capped with a monolayer of the organic 
ligands, they are only soluble in hydrophobic solvents, such as chloroform and hexane. 
The most commonly used and best understood QD system is a core of CdSe, coated with 
a shell of ZnS to chemically and optically stabilize the core.

For biological applications, the hydrophobic dots are made water soluble and 
dispersed in aqueous buffer by one of two general strategies, as shown in (Fig. 4). The 
first approach (ligand exchange) replaces the hydrophobic monolayer of ligands on 
the QD surface with hydrophilic ligands. However, this method tends to cause particle 
aggregation and to decrease the fluorescence efficiency.44 In the second approach (polymer 
coating) the native hydrophobic ligands are retained on the QD surface and amphiphilic 
polymers are absorbed to cover the hydrophobic QD surface and render it water soluble. 
Several polymers have been reported, including octylamine-modified polyacrylic acid,49 
PEG-derivatized phospholipids,50 block copolymers51 and amphiphilic polyanhydrides.52 
The hydrophobic domains strongly interact with the alkyl chains of the ligands on the QD 
surface, whereas the hydrophilic groups face outwards and render the QDs water soluble. 
Since the coordinating organic ligands (TOPO) are retained on the inner surface of the 
QDs, the optical properties of the QDs and the toxic elements of the core are shielded 
from the outside environment by a hydrocarbon bilayer.

The targeting ability and binding specificity of polymer coated QDs rely on 
their conjugation to bioaffinity ligands, such as monoclonal antibodies, peptides, 
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oligonucleotides or small-molecule inhibitors. Additional fictionalization with PEG can 
improve biocompatibility and reduce nonspecific binding. The relatively large surface areas 
of QDs relative to their small molecule counterparts enable single QDs to be conjugated 
to multiple ligands for an overall multivalent effect and for multifunctionality. Several 
approaches exist for QD bioconjugation, including electrostatic adsorption,53 covalent-bond 

Figure 4. Water-solubilization schematic of hydrophobic tri-n-octylphosphine oxide (TOPO)-coated QDs. 
The surface coating thickness typically ranges from 1-2 nm. Ligand-exchange involves the replacement 
of TOPO ligands by heterobifunctional ligands such as mercapto silanes or mercaptoacetic acid (top 
panel). Polymer-coating is performed by coating the TOPO-coated QDs with an amphiphilic polymer, 
which is stabilized onto the QD surface through hydrophobic interactions of the alkyl chains (bottom 
panel). Figures not drawn to scale. Adapted with permission from Expert Rev Mol Diagn 2006; 
6(2):231-244,87 ©2006 Future Drugs Ltd.
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formation,44 and streptavidin—biotin linking.54 Ideally, the molecular stoichiometry and 
orientation of the attached biomolecules should be manipulated to permit access to the 
active sites of all conjugated enzymes and antibodies. However, this is very difficult in 
practice. Goldman and coworkers first explored the use of a fusion protein as an adaptor 
for immunoglobulin G antibody coupling.55 The adaptor protein has a protein G domain 
that binds to the antibody Fc region and a positively charged leucine-zipper domain 
for electrostatic interaction with anionic QDs. As a result, the Fc end of the antibody is 
connected to the QD surface, with the target-specific F(ab´)2 domain facing outwards.

HOMOGENIZED SPECIMEN-BASED ASSAYS

Assays involving cell lysate or tissue extracts are powerful tools for the sensitive 
detection of low copy-number molecular targets. The higher sensitivity and ability for 
significant multiplexing are attributes which, in some applications, can outweigh such 
drawbacks as a loss of cell structure information and an inability to perform studies on 
living cells. The application of single QDs for detecting proteins and nucleic acids is 
discussed below, followed by a consideration of biomarker detection with QD-barcodes.

Protein Biomarker Detection by Quantum Dots

Screening for the molecular basis of cytotoxicity in its earliest stages, necessitates 
highly sensitive assays for detecting the biomarkers of apoptosis. The current gold 
standard for detecting low copy-number protein is the enzyme-linked immunosorbent 
assay (ELISA), which has a limit of detection in the pM range. Although such assays 
are used clinically, they are labor intensive, time consuming, difficult to multiplex and 
expensive. QDs could enhance the detection of low copy-number protein biomarkers. 
QDs have been successfully used as substitutes for organic fluorophores and colorimetric 
reagents in a variety of immunoassays for the detection of specific proteins. However, 
they have not demonstrated an increase in sensitivity (target concentration less than 100 
pM).55-56 Increasing the sensitivity of these probes may only be a matter of optimizing the 
bioconjugation parameters and assay conditions. Nonetheless, the multiplexing capabilities 
of these probes have already been demonstrated. Goldman and coworkers simultaneously 
detected four toxins by using four different QDs, which emitted at between 510 and 610 
nm, in a sandwich immunoassay configuration, by using a single excitation source.57 
Although there was spectral overlapping of the emission peaks, deconvolution of the 
spectra revealed fluorescence contributions from all four toxins. Similarly, Makrides 
and coworkers demonstrated the ease of simultaneously detecting two proteins with two 
spectrally different QDs in a Western blot assay.58

Nucleic Acid Biomarker Detection by Quantum Dots

The early detection and identification of various genes associated with apoptosis 
offers the potential to significantly advance molecular toxicology, particularly in relation 
to the detection of mRNA transcripts associated with cell stress, injury or death by 
apoptosis. The current gold standard for the sensitive detection of nucleic acids is the 
PCR, combined with a variety of molecular fluorophore assays, commonly resulting in 
a detection limit in the fM range. However, like ELISAs, the clinical utility of nucleic 
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acid analysis for use in molecular toxicology is precluded by the time involved and its 
labor intensiveness, as well as its poor multiplexing capabilities. Recently, many types 
of new technologies have been developed for the rapid and sensitive detection of nucleic 
acids, most notably reverse transcriptase PCR and nanoparticle-based biobarcodes,59 each 
of which have a limit of detection in the tens of molecules. However, QDs could also 
offer an advantage in this field, due to their multiplexing potential. Gerion and coworkers 
reported the detection of specific single nucleotide polymorphisms of the human p53 
tumor suppressor gene, by using QDs in a microarray assay format with a detection 
sensitivity of 2 nM.60 Recently, Zhang and coworkers developed a QD biosensor for DNA, 
analogous to the aforementioned protein biosensor (Fig. 5A).61 However, in this case, 
fluorescence emission was monitored from the quenched QD donor, as well as from an 
acceptor reporter dye bound to the target DNA. Since QDs have broadband absorption 
compared with organic dyes, excitation of the QD at a short wavelength did not excite 
the dye, thereby resulting in extremely low background signals. This enabled the highly 
sensitive and quantitative detection of as few as 50 DNA copies and was sufficiently 
specific to differentiate single nucleotide differences. In conjunction with microfluidics, 
this technology could be improved for high-throughput biomarker screening and detection.

Multiplexed and High-Throughput Biomarker Detection  

with QD-Encoded Microbeads

Rather than using single QDs for identifying single biomarkers, it has been proposed 
that different colors of QDs could be combined into a larger structure, such as a microbead, 
in order to provide an optical barcode. With the combination of six QD emission colors 
and ten QD intensity levels for each color, 1 million different codes are theoretically 
possible. A vast assortment of biomarkers can be optically encoded by conjugation to these 
beads, thereby opening the door to the multiplexed identification of many biomolecules 
in the high-throughput screening of homogeneous biological samples. Pioneering work 
was reported by Han and coworkers in 2001, in which 1.2-�m polystyrene beads were 
encoded with three colors of QDs (red, green and blue) at different ratios and therefore 
different fluorescence intensity levels (Fig. 5B).62 The beads were then conjugated to 
DNA, with the result that different nucleic acids could be distinguished by their spectrally 
distinct optical codes. These encoded probes were incubated with their complementary 
DNA sequences, which were also labeled with a fluorescent dye as a target signal. The 
hybridized DNA was detected by the simultaneous detection of the target signal and the 
probe optical code, via single-bead spectroscopy, by using only one excitation source. The 
bead code identified the sequence, while the intensity of the target signal corresponded 
to the presence and abundance of the target DNA sequence. Recently, the uniformity and 
brightness of the QD-encoded beads were substantially improved by Gao and Nie, by using 
mesoporous materials.62-63 The high-throughput potential of this technology was realized 
by combining it with flow cytometry. For example, DNA sequences from specific alleles 
of human cytochrome P450 genes and N-acetyltransferases were correctly identified by 
hybridization to encoded probes.64 It is worth mentioning that the long excited state of 
QDs and the blinking effect (isolated QDs show intermittent fluorescence emission, thus 
appearing to blink), do not interfere with bead decoding.65 If three or more colors are used 
for microbead encoding, this identification would be considerably more difficult with 
organic dyes, because their emission peaks overlap, thus obscuring the distinct codes; also, 
multiple excitation sources are required. Once encoded libraries have been developed for 
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the identification of nucleic acid sequences and proteins, the solution-based multiplexing 
of QD-encoded beads could quickly produce a vast amount of gene and protein expression 
data and lead to the discovery of new biomarkers for cell injury and cell death.

Figure 5. QD-based biosensors for homogeneous biological specimen assays. A) Single QD DNA 
sensors (top). Conceptual scheme showing the formation of a nanosensor assembly in the presence of 
targets. FRET-based emission from Cy5 (FRET acceptor) due to excitation of QD (FRET donor) and 
experimental setup (bottom panel). Reprinted with permission from Nat Mater 2005; 4(11):826-831;61 
© 2005, Macmillan Publishers Ltd B) Schematic illustration of DNA hybridization assays using 
QD-barcode beads. In the absence of a target molecule, only a QD barcode fluorescent signal is detected. 
In the presence of a target molecule, the barcode probe sequence and the reporter probe sequence are 
colocalized, resulting in the detection of the target sequence and its abundance. The blue dot can be 
either an organic fluorophore or single quantum dot. Reprinted with permission from Nat Biotechnol 
2001; 19(7):631-635;62 © 2011 Macmillan Publishers Ltd. A color version of this image is available at 
www.landesbioscience.com/curie.
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CELLULAR LABELING WITH QUANTUM DOTS

The evaluation of cell morphology through standard cell imaging techniques is an 
important and commonly practised technique, which facilitates the qualitative staging 
(classification) of the progression of disease or dysfunction (e.g., the histological staging 
of cancer or apoptosis). As such assessments are dependent upon the observer, they 
are somewhat qualitative and subjective which increases the difficulty in comparing 
assessments made by different observers. Specific quantitative information concerning 
changes in the concentrations of cellular biomarkers would help to refine qualitative 
morphological assessments and would provide greater insight into mechanisms of 
toxicity. Previously, successes have been achieved in cancer biomarker detection with 
colloidal gold and dye-doped silica nanoparticles. However, immunogold staining is 
essentially a single-color assay, whereas dye-doped silica nanoparticles are limited by 
the disadvantages associated with organic fluorophores. QDs would be better candidates 
for the quantitative staining of tissues for cytotoxicity biomarkers, due to their ability to 
detect multiple analytes simultaneously and because they have already been proven to be 
outstanding probes for the fluorescence detection of proteins and nucleic acids in cells.

Labeling of Fixed Cells and Tissues with Quantum Dots

The feasibility of using QDs for biomarker detection in fixed cellular monolayers 
was first demonstrated by Bruchez and coworkers in 1998.45 By labeling nuclear antigens 
with green silica-coated QD and F-actin filaments with red QD in fixed mouse fibroblasts, 
these two spatially distinct intracellular antigens were simultaneously detected. This 
work and that of others have demonstrated that QDs are brighter and dramatically more 
photostable than organic fluorophores, when used for cellular labeling.44,66 Many different 
cellular antigens in fixed cells and tissues have been labeled by using QDs, including 
specific genomic sequences,67-68 mRNA,69 plasma membrane proteins,66,70-71 cytoplasmic 
proteins,45,66 and nuclear proteins.44,49 Also, it is apparent that QDs can be used in both 
primary and secondary antibody staining techniques. In addition, high-resolution actin 
filament imaging has been demonstrated by using QDs (Fig. 6A),66 and the fluorescence 
can be correlated directly to electron micrograph contrast, due to the high electron 
density of QDs.72-73 It has now become clear that QDs are superior to organic dyes 
for fixed cell labeling. The transition from fixed cell labeling to the staining of FFPE 
tissue sections is not straightforward, due to the high autofluorescence and the loss of 
antigen presentation associated with the embedding and fixation processes. Nonetheless, 
tissue-section labeling with QDs has been successful for the biomarker-specific staining of 
rat and mouse neural tissues,74-75 human skin basal cell carcinomas,70 and human tonsilar 
tissue.76 High-throughput QD-based IHC and FISH has been achieved in FFPE tissues in 
a semi-automated process which permitted the simultaneous detection of gene expression 
and the cell lineage determination of multiple molecular targets.77 Furthermore, the mRNA 
sequences of the apoptosis inhibitors, surviving and the X-linked inhibitor of apoptosis 
protein (XIAP) were simultaneously detected, in addition to the transcript for bcl-2, by 
QD-based quantitative and multiplexed FISH in FFPE cancer tissue biopsies (Fig. 7).32 
The recent advances in IHC for protein detection and FISH for nucleic acid detection 
using QD probes could revolutionize molecular toxicology, due to the large number of 
biomarkers that could be simultaneously monitored.
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Figure 6. Cell and tissue-based molecular imaging. A) Red color QDs used to label microtubules in 
NIH-3T3 cells. Scale bar is 10 �m. Reprinted by permission from Macmillan Publishers Ltd: Nature 
Biotechnology, copyright 2003.66 B) Immunostaining with QDs of formalin-fixed, paraffin-embedded 
human prostate tumor specimens. Red and green color QDs are used to label over-expressed p53 
and EGF-1 biomarkers, respectively. QD fluorescence is clearly distinguishable from the background 
autofluorescence (blue) of the tissue, due to its large Stokes shift. Reprinted with permission from Nat 
Protoc 2007; 2(5):1152-1165;47 © 2007 Macmillan Publishers Ltd. A color version of this image is 
available at www. www.landesbioscience.com/curie.

Figure 7. QD-based in situ hybridization. A) Red QD (655 nm) bcl-2 probes demonstrating bcl-2 
upregulation (arrow) in formalin-fixed paraffin-embedded lymphoma tissue against autofluorescence 
(green). B) Triplex QD-based in situ hybridization. Intensity maps after spectral analysis of multiplexed 
detection of bcl-2, survivin and x-linked inhibitor of apoptosis protein (XIAP) mRNA transcripts with 
appropriate QD-oligonucleotide probes in bone-marrow infiltrated with acute myeloid leukemia. False 
color composite image of mRNA expression of bcl-2 (red), surviving (green) and XIAP (blue). This 
figure was adapted from Biochem Biophys Res Commun 2006; 348(2):628-636;32 © 2006 Elsevier Ltd. 
A color version of this image is available at www.landesbioscience.com/curie.
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Live Cell Imaging with Quantum Dots

In 1998, Chan and coworkers demonstrated that QDs conjugated to a 
membrane-translocating protein, transferrin, can cause the endocytosis of QDs by living 
cancer cells in culture.44 The QDs retained their bright fluorescence in living cells and 
were not noticeably toxic, thus revealing that QDs could be used as intracellular labels 
in living cell studies. Subsequent living cell studies with QDs have focused on the 
labeling of plasma membrane proteins,78-79 and on evaluating techniques for traversing 
the plasma membrane barrier.80 It is becoming evident that QDs will become powerful 
tools for unveiling many aspects of cellular biology and for optically tagging cells to 
determine their lineages and distribution in multicellular organisms.50 In this fast moving 
and exciting field, QDs have already been used to calculate plasma membrane protein 
diffusion coefficients,79 and to observe a single ErbB/Her receptor (a cancer biomarker) 
and its internalization after binding to epidermal growth factor.78 Furthermore, QD probes 
of living cells have prompted the discovery of a new filopodial transport mechanism.78,81 
While most of these studies have centered on biological discovery, a new clinically 
relevant cell motility assay for cancer diagnosis has already been developed from these 
living cell studies.82-83 These advances demonstrate the great potential of QD-based 
research in molecular toxicology.

The benefits of QD photostability for live cell imaging are apparent when visualizing 
both rapid events (taking place within seconds), such as changes in cell membrane 
morphology typified by membrane blebbing and phosphatidylserine externalization 
and slower events which are to be tracked over extended periods of time. Indeed, QDs 
conjugated to Annexin V were demonstrated to be superior to organic dyes in this 
regard.3,20,84 This work demonstrated that the high frequency visualization of membrane 
blebbing could be achieved with bright and photostable QDs (Fig. 8). This also opened up 
the possibility to produce images of time-dependent cell responses after stimulation with 
an apoptosis inducer, thereby permitting the study of the delays in the onset of apoptosis 
which depend on the cell type and inducer and to quantify the phosphatidylserine levels 
present on the outer membrane.

CONCLUSION

Nanotechnology and QDs in particular, have recently made available a host of new 
approaches for the improved quantitative detection of biomarkers, which demonstrates 
their great potential as research tools for use with both living cells and FFPE tissues. The 
incorporation of multiplexed QD-based assays into cell imaging, flow cytometry and 
other homogenized sample-based assays for detecting multiple biomarkers associated 
with cell injury and apoptosis, are predicted to have a significant impact on research in 
molecular toxicology. Although the use of QDs is competing with the uses of a large 
number of other highly promising and already established in vitro probes, such as small 
fluorophores, biobarcodes and metallic nanoparticles, the superiority of QD probes for 
cellular labeling has been demonstrated. Nevertheless, despite the encouraging results 
obtained so far, further improvements in fictionalization are needed, in order to control 
the number and orientation of biomolecules on the QD surface, before this technology 
can achieve widespread use in molecular toxicology. QDs will enable the sensitive and 
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quantitative in situ detection of key regulatory factors associated with cellular injury and 
apoptosis, as well as of low copy-number transcription products and proteins. Future 
prospects for the use of QDs in research in molecular toxicology include QD-encoded 
beads for gene and protein profiling, which is only hindered by the technical challenge 
of developing libraries for screening a large number of targets. Also, work employing 
FRET dye/quenchers attached to QDs through peptide linkages containing proteolytic 
cleavage sequences,85-86 might result in sensors for monitoring the activities of caspases and 
other enzymes activated during apoptosis. In summary, QDs are bright functionalizable 
nanoparticles, which not only demonstrate superior optical properties over traditional 
fluorophores, but also exhibit unsurpassed versatility as enabling components for new 
assays and for new potential discoveries in molecular toxicology.

REFERENCES

1. Vermes I, Haanen C. Apoptosis and programmed cell-death in health and disease. In: Sobotka H, Stewart 
CP, eds. Advances in Clinical Chemistry, Vol 31. New York: Academic Press, 1994:177-246.

2. Maines MD, Lawrence DA. Assessment of cell toxicity. In: Morgan KS, Maines MD, Sassa S et al., eds. 
Current Protocols in Toxicology. Hoboken: John Wiley and Sons, 2006:1:2.0.1-2.13.10.

3. LeGac S, Vermes I, van den Berg A. Quantum dots based probes conjugated to annexin V for photostable 
apoptosis detection and imaging. Nano Lett 2006; 6(9):1863-1869.

4. Ryan KM, Birnie GD. Myc oncogenes: the enigmatic family. J Biochem 1996; 3(14):713-721.
5. Evan GI, Wyllie AH, Gilber CS et al. Induction of apoptosis in fibroblasts by c-myc protein. Cell 1992; 

69:119-128.

Figure 8. Live cell staining. Cell membrane phosphatidylserine staining efficiency comparison of 
relative photostability of red QD and Alexa Fluor 647-annexin V conjugates in living cells. Images 
taken every 10 seconds with laser intensity set at 10% for Alexa Fluor 647 and 20% for QDs. Reprinted 
with permission from Nano Lett 2006; 6(9):1863-1869;3 © 2006 American Chemical Society. A color 
version of this image is available at www.landesbioscience.com/curie.



135LUMINESCENT QUANTUM DOTS FOR MOLECULAR TOXICOLOGY

6. Yonish-Rouach E. The p53 tumour suppressor gene: a mediator of a G1 growth arrest and apoptosis. 
Experientia 1996; 52:933-1017.

7. Yonish-Rouach E, Resnitzky D, Lotem J et al. Wild-type p53 induces apoptosis of myeloid leukaemic cells 
that is inhibited by interlukin-6. Nature 1991; 3(53):345-347.

8. Adams JM, Cory S. The bcl-2 protein family: arbiters of cell survival. Science 1998; 281(5381):1322-1326.
9. Chao DT, Korsmeyer SJ. Bcl-2 family: regulators of cell death. Annu Rev Immunol 1998; 16(1):395-419.
10. Cory S, Adams JM. The bcl-2 family: regulators of cellular life-or-death switch. Nat Rev Cancer 2002; 

2:657-656.
11. Hickenbery DM, Nunez G, Milliman C et al. Bcl-2 in inner mitochondrial membrane protein that blocks 

programmed cell death. Nature 1990; 348:334-336.
12. Lowy DR, Willumsen BM. Function and regulation of ras. Annu Rev Biochem 1993; 62(1):851-891.
13. Marshall MS. Ras target proteins in eukaryotic cells. FASEB J 1995; 9(13):1311-1318.
14. Campbell SL, Khosravi-Far R, Rossman KL. Increasing complexity of ras signaling. Oncogene 

1998:1395-1413.
15. Bos JL. Ras oncogenes in human cancer: a review. Cancer Res 1989; 49(17):4682-4689.
16. McClean S, Hill BT. An overview of membrane, cytosolic and nuclear proteins associated with the 

expression of resistance to multiple drugs in vitro. Biochem Biophys Acta 1992; 1114:107-127.
17. Cohen GM. Caspases: the executioners of apoptosis. Biochem J 1997; 326:1-16.
18. Shi Y. Mechanisms of caspase activation and inhibition during apoptosis. Mol Cell 2002; 9:459-470.
19. Thornberry NA, Lazebnik Y. Caspases: enemies within. Science 1998; 281(5381):1312-1316.
20. Fadok VA, Voelker DR, Campbell PA et al. Exposure of phosphatidylserine on the surface of 

apoptotic lymphocytes triggers specific recognition and removal by macrophages. J Immunol 1992; 
148(7):2207-2216.

21. Martin SJ, Reutelingsperger CP, McGahon AJ et al. Early redistribution of plasma membrane 
phosphatidylserine is a general feature of apoptosis regardless of the initiating stimulus: inhibition by 
overexpression of bcl-2 and abl. J Exp Med 1995; 182(5):1545-1556.

22. Andree HA, Reutelingsperger CP, Hauptmann R et al. Binding of vascular anticoagulant alpha (vac alpha) 
to planar phospholipid bilayers. J Biol Chem 1990; 265(9):4923-4928.

23. Jin L, Lloyd RV. In situ hybridization: methods and applications. J Clin Lab Anal 1997; 11(1):2-9.
24. Drake TJ, Tan W. Molecular beacon DNA probes and their bioanalytical applications. Appl Spectrosc 

2004; 58(9):269A-280A.
25. Tyagi S, Kramer FR. Molecular beacons: probes that fluoresce upon hybridization. Nat Biotechnol 1995; 

14:303-308.
26. Nitin N, Santangelo PJ, Kim G et al. Peptide-linked molecular beacons for efficient delivery and rapid 

mRNA detection in living cells. Nucleic Acids Res 2004; 32(6):e58.
27. Rieseberg M, Kasper C, Reardon KF et al. Flow cytometry in biotechnology. Appl Microbiol Biotechnol 

2001; 56:350-360.
28. Chattopadhyay PK, Price DA, Harper TF et al. Quantum dot semiconductor nanocrystals for 

immunophenotyping by polychromatic flow cytometry. Nat Med 2006; 12(8):972-977.
29. Orfao A, Ruiz-Arguelles A, Lacombe F et al. Flow cytometry: its applications in hematology. Haematologica 

1995; 80:69-81.
30. Dallas CE, Evans DL. Flow cytometry in toxicity analysis. Nature 1990; 345:557-558.
31. Darzynkiewicz Z, Juan G, Li X et al. Cytometry in cell necrobiology: analysis of apoptosis and accidental 

cell death (necrosis). Cytometry 1996; 27:1-20.
32. Tholouli E, Hoyland JA, Di Vizio F et al. Imaging of multiple mRNA targets using quantum dot based 

in situ hybridization and spectral deconvolution in clinical biopsies. Biochem Biophys Res Commun 
2006; 348(2):628-636.

33. Del Castillo P, Llorente AR, Stockert JC. Influence of fixation, exciting light and section thickness on the 
primary fluorescence of samples for microfluorometric analysis. Basic Appl Histochem 1989; 33:251-257.

34. Gao XH, Yang L, Petros JA et al. In vivo molecular and cellular imaging with quantum dots. Curr Opin 
Biotechnol 2005; 16:63-72.

35. Alivisatos AP. Semiconductor clusters, nanocrystals and quantum dots. Science 1996; 271(5251):933-937.
36. Murphy CJ, Coffer JL. Quantum dots: a primer. Appl Spectrosc 2002; 56(1):16A-27A.
37. Sapra S, Sarma DD. Evolution of the electronic structure with size in II-VI semiconductor nanocrystals. 

Phys Rev B 2004; 69(12):125304-125307.
38. Pietryga JM, Schaller RD, Werder D et al. Pushing the band gap envelope: mid-infrared emitting colloidal 

PbSe quantum dots. J Am Chem Soc 2004; 126(38):11752-11753.
39. Zhong X, Feng Y, Knoll W et al. Alloyed Zn(x)Cd(1-x)S nanocrystals with highly narrow luminescence 

spectral width. J Am Chem Soc 2003; 125(44):13559-13563.
40. Zhong X, Han M, Dong Z et al. Composition-tunable Zn(x)Cd(1-x)Se nanocrystals with high luminescence 

and stability. J Am Chem Soc 2003; 125(28):8589-8594.



136 NEW TECHNOLOGIES FOR TOXICITY TESTING

41. Qu L, Peng X. Control of photoluminescence properties of CdSe nanocrystals in growth. J Am Chem 
Soc 2002; 124(9):2049-2055.

42. Kim S, Fisher B, Eisler HJ et al. Type-II quantum dots: CdTe/CdSe(core/shell) and CdSe/ZnTe(core/
shell) heterostructures. J Am Chem Soc 2003; 125(38):11466-11467.

43. Leatherdale CA, Woo WK, Mikulex FV et al. On the absorption cross section of CdSe nanocrystal quantum 
dots. J Phys Chem B 2002; 106(31):7619-7622.

44. Chan WCW, Nie S. Quantum dot bioconjugates for ultrasensitive nonisotopic detection. Science 1998; 
281(5385):2016-2018.

45. Bruchez Jr M, Moronne M, Gin P et al. Semiconductor nanocrystals as fluorescent biological labels. 
Science 1998; 281(5385):2013-2016.

46. Li LS, Pradhan N, Wang Y et al. High quality ZnSe and ZnS nanocrystals formed by activating zinc 
carboxylate precursors. Nano Lett 2004; 4(11):2261-2264.

47. Xing Y, Chaudry Q, Shen C et al. Bioconjugated quantum dots for multiplexed and quantitative 
immunohistochemistry. Nat Protoc 2007; 2(5):1152-1165.

48. Dahan M, Laurence T, Pinaud F et al. Time-gated biological imaging by use of colloidal quantum dots. 
Opt Lett 2001; 26:825-827.

49. Yu WW, Wang YA, Peng XG. Formation and stability of size-, shape- and structure-controlled CdTe 
nanocrystals. Chem Mater 2003; 15(22):4300-4308.

50. Dubertret B, Skourides P, Norris DJ et al. In vivo imaging of quantum dots encapsulated in phospholipid 
micelles. Science 2002; 298(5599):1759-1762.

51. Gao X, Cui Y, Levenson RM et al. In vivo cancer targeting and imaging with semiconductor quantum 
dots. Nat Biotechnol 2004; 22(8):969-976.

52. Kirchner C, Liedl T, Kudera S et al. Cytotoxicity of colloidal CdSe and CdSe/ZnS nanoparticles. Nano 
Lett 2005; 5(2):331-338.

53. Mattoussi H, Mauro JM, Goldman ER et al. Self-assembly of CdSe-ZnS quantum dot bioconjugates using 
an engineered recombinant protein. J Am Chem Soc 2000; 122(49):12142-12150.

54. Goldman ER, Balighian ED, Mattoussi H et al. Avidin: a natural bridge for quantum dot-antibody 
conjugates. J Am Chem Soc 2002; 124(22):6378-6382.

55. Goldman ER, Anderson GP, Tran PT et al. Conjugation of luminescent quantum dots with antibodies 
using an engineered adaptor protein to provide new reagents for fluoroimmunoassays. Anal Chem 
2002; 74(4):841-847.

56. Goessl C. Noninvasive molecular detection of cancer—the bench and the bedside. Curr Med Chem 2003; 
10(8):691-706.

57. Goldman ER, Clapp AR, Anderson GP et al. Multiplexed toxin analysis using four colors of quantum dot 
fluororeagents. Anal Chem 2004; 76(3):684-688.

58. Makrides S, Gasbarro C, Bello J. Bioconjugation of quantum dot luminescent probes for western blot 
analysis. Biotechniques 2005; 39(4):501-506.

59. Penn SG, He L, Natan MJ. Nanoparticles for bioanalysis. Curr Opin Chem Biol 2003; 7(5):609-615.
60. Gerion D, Chen F, Kannan B et al. Room-temperature single-nucleotide polymorphism and multiallele 

DNA detection using fluorescent nanocrystals and microarrays. Anal Chem 2003; 75(18):4766-4772.
61. Zhang CY, Yeh HC, Kuroki MT et al. Single-quantum-dot-based DNA nanosensor. Nat Mater 2005; 

4(11):826-831.
62. Han M, Gao X, Su JZ et al. Quantum-dot-tagged microbeads for multiplexed optical coding of biomolecules. 

Nat Biotechnol 2001; 19(7):631-635.
63. Gao X, Nie S. Doping mesoporous materials with multicolor quantum dots. J Phys Chem B 2003; 

107(42):11575-11578.
64. Xu H, Sha MY, Wong EY et al. Multiplexed snp genotyping using the QbeadTM system: a quantum 

dot-encoded microsphere-based assay. Nucl Acids Res 2003; 31(8):e43.
65. Gao X, Nie S. Quantum dot-encoded mesoporous beads with high brightness and uniformity: rapid readout 

using flow cytometry. Anal Chem 2004; 76(8):2406-2410.
66. Wu X, Liu H, Haley KN et al. Immunofluorescent labeling of cancer marker her2 and other cellular targets 

with semiconductor quantum dots. Nat Biotechnol 2003; 21(1):41-46.
67. Pathak S, Choi SK, Arnheim N et al. Hydroxylated quantum dots as luminescent probes for in situ 

hybridization. J Am Chem Soc 2001; 123(17):4103-4104.
68. Xiao Y, Barker PE. Semiconductor nanocrystal probes for human metaphase chromosomes. Nucl Acids 

Res 2004; 32(3):e28.
69. Matsuno A, Itoh J, Takekoshi S et al. Three-dimensional imaging of the intracellular localization of growth 

hormone and prolactin and their mRNA using nanocrystal (quantum dot) and confocal laser scanning 
microscopy techniques. J Histochem Cytochem 2005; 53(7):833-838.

70. Sukhanova A, Devy J, Venteo L et al. Biocompatible fluorescent nanocrystals for immunolabeling of 
membrane proteins and cells. Anal Biochem 2004; 324(1):60-67.



137LUMINESCENT QUANTUM DOTS FOR MOLECULAR TOXICOLOGY

71. Dressler C, Minet O, Beuthan J et al. Microscopical heat stress investigations under application of quantum 
dots. J Biomed Opt 2005; 10(4):041209.

72. Giepmans BNG, Deerinck TJ, Smarr BL et al. Correlated light and electron microscopic imaging of 
multiple endogenous proteins using quantum dots. Nat Meth 2005; 2(10):743-749.

73. Nisman R, Dellaire G, Ren Y et al. Application of quantum dots as probes for correlative fluorescence, 
conventional and energy-filtered transmission electron microscopy. J Histochem Cytochem 2004; 
52(1):13-18.

74. Ness JM, Akhtar RS, Latham CB et al. Combined tyramide signal amplification and quantum dots for 
sensitive and photostable immunofluorescence detection. J Histochem Cytochem 2003; 51(8):981-987.

75. Chan P, Yuen T, Ruf F et al. Method for multiplex cellular detection of mRNAs using quantum dot 
fluorescent in situ hybridization. Nucl Acids Res 2005; 33(18):e161.

76. Sukhanova AV, Devy L, Artemyev J et al. Highly stable fluorescent nanocrystals as a novel class of labels 
for immunohistochemical analysis of paraffin-embedded tissue sections. Lab Invest 2002; 82(9):1259-1261.

77. Byers RJ, Vizio DD, O’Connell F et al. Semiautomated multiplexed quantum dot-based in situ hybridization 
and spectral deconvolution. J Mol Diagn 2007; 9(1):20-29.

78. Lidke DS et al. Quantum dot ligands provide new insights into erbb/her receptor-mediated signal 
transduction. Nat Biotechnol 2004; 22(2):198-203.

79. Dahan M, Levi S, Luccardini C et al. Diffusion dynamics of glycine receptors revealed by single-quantum 
dot tracking. Science 2003; 302(5644):442-445.

80. Derfus AM, Chan WCW, Bhatia SN. Intracellular delivery of quantum dots for live cell labeling and 
organelle tracking. Adv Mater 2004; 16(2):961-966.

81. Lidke DS, Lidke KA, Rieger B et al. Reaching out for signals: filopodia sense egf and respond by directed 
retrograde transport of activated receptors. J Cell Biol 2005; 170(4):619-626.

82. Parak WJ, Boudreau R, Le Gros M et al. Cell motility and metastatic potential studies based on quantum 
dot imaging of phagokinetic tracks. Adv Mater 2002; 14(12):882-885.

83. Pellegrino T, Parak WJ, Boudreau R et al. Quantum dot-based cell motility assay. Differentiation 2003; 
71(9-10):542-548.

84. van Engeland M, Nieland LJW, Ramaekers FCS et al. Annexin V-Affinity assay: A review on an apoptosis 
detection system based on phosphatidylserine exposure. Cytometry 1998; 31(1):1-9.

85. Medintz IL, Clapp AR, Brunel FM et al. Proteolytic activity monitored by fluorescence resonance energy 
transfer through quantum-dot-peptide conjugates. Nat Mater 2006; 5(7):581-589.

86. Chang E, Miller JS, Sun J et al. Protease-activated quantum dot probes. Biochem Biophys Res Commun 
2005; 334(4):1317-1321.

87. Smith AM, Dave S, Nie S et al. Multicolor quantum dots for molecular diagnostics of cancer. Expert Rev 
Mol Diagn 2006; 6(2):231-244.



138

CHAPTER 9

ENGINEERING QUASI-VIVO®  
IN VITRO ORGAN MODELS

Tommaso Sbrana1 and Arti Ahluwalia*,1,2

1Centro Interdipartimentale di Ricerca “E. Piaggio,” University of Pisa, Pisa, Italy; 2Kirkstall Ltd.,  
The Sheffield BioIncubator, Sheffield, UK 
*Corresponding Author: Arti Ahluwalia—Email: arti.ahluwalia@centropiaggio.unipi.it

Abstract:  Cell culture is the workhorse of biologists, toxicologists, tissue engineers and a 
whole host of research fields in both academia and industry. Having explored 
individual molecular mechanisms inside cells for decades using traditional cell 
culture techniques, researchers have only just begun to appreciate that the intricate 
interconnectivity between cells and cellular networks as well as with the external 
environment is far more important to cellular orchestration than are single molecular 
events inside the cell. For example many questions regarding cell, tissue, organ 
and system response to drugs, environmental toxins, stress and nutrients cannot 
possibly be answered by concentrating on the minutiae of what goes on in the deepest 
recesses of single cells. New models are required to investigate cellular cross-talk 
between different cell types and to construct complex in-vitro models to properly 
study tissue, organ and system interaction without resorting to animal experiments. 
This chapter describes how tissue and organ models can be developed using the 
Quasi-Vivo® system and discusses how they may be used in drug toxicity studies.

INTRODUCTION

The fact that current in vitro cell culture systems are poorly representative of human 
or animal physiology is now widely accepted.1 This has been generally attributed to the 
fact that the complexity of the physiological environment is not replicated in Petri dishes 
or microplates.2 In fact, all cells are exquisitely sensitive to their microenvironment, 
which is rich in 3D cues from the extracellular matrix, other cells and from mechanical 
stimuli due to flow, concentration gradients and movement. Traditional methods for 

New Technologies for Toxicity Testing, edited by Michael Balls, Robert D. Combes,  
and Nirmala Bhogal. ©2012 Landes Bioscience and Springer Science+Business Media.



139ENGINEERING QUASI-VIVO® IN-VITRO ORGAN MODELS

investigating cellular responses in vitro are inadequate in this sense, since the complex 
interplay of mechanical and biochemical factors is largely absent.

A variety of methods have been proposed to refine the simplistic in vitro representations 
which are currently used in cell culture laboratories worldwide. For example, since 
the cross-talk between different tissues is important in modulating and enhancing cell 
function, the use of conditioned media or the addition of growth factors generated by 
stromal or other cells is increasingly common, as are cocultures.3,4 Some recent approaches 
use microscale devices, combining cell culture and microfluidics to fabricate cells, 
organs or bodies on chips.5 The organ-on-a-chip concept has met with limited success 
in the field of cell biology, because it is difficult to translate experimental methods from 
the milliscale to the microscale. As a result, in most research and industrial cell culture 
laboratories the gold standard is still very much the multiwell plate or Petri dish with 
monolayer monocultures.

For biologists and technicians to embrace new physiologically more-relevant culture 
methods, the transition from wells and dishes to other tools has to be as smooth as possible. 
For this reason, we have developed a ‘system on a plate’ modular MultiCompartmental 
Bioreactor (MCmB) array, known as Quasi-Vivo®, which enables microwell protocols to 
be transferred directly to the bioreactor modules without the need to redesign cell culture 
experiments (Quasi-Vivo® is a registered trademark of Kirkstall Ltd, Sheffield, UK).6 
The new system offers mechanical stimuli from flow and biochemical stimuli from 
cells placed in connected modules, thus offering a Quasi-Vivo® microenvironment to 
cells in vitro. Its design principles are based on the allometric scaling of cell numbers 
and the mean residence times of molecules in metabolic tissues, as well as consideration 
of oxygen tension and shear stress, which together can be combined to establish organ 
and system models.

Starting from a general description of the cell microenvironment, we describe the 
design and engineering of the Quasi-Vivo® MCmB modules and discuss their applications 
in toxicity testing and in setting up more-accurate organ models of biotransformation, 
adsorption and gaseous exchange. Other models, such as glucose metabolism and excretion, 
can also be designed by using the same principles.

DEFINING THE CELL ARENA

Cells in vivo are constantly subject to three types of cues or signals: biochemical cues, 
including ligands, signalling molecules and other cells; physicochemical cues, which comprises 
gradient-dependent factors such as surface properties, oxygen tension, pH and temperature; 
and finally, mechano-structural cues. The mechano-structural signals include the architecture 
in 2 and 3 dimensions, as well as mechanical forces such as stress and strain, all of which 
act in a nonlinear, but fairly constant, manner. The tissue microenvironment is surrounded 
by these cues in the form of the prestressed extracellular matrix, prestressed neighbouring 
cells, endocrine and paracrine signals, blood flow, body movement and forces and nutrient 
diffusion. Furthermore, cells themselves will remodel and modulate their own habitat, an 
aspect which is often ignored in in vitro experiments, as are most of the mechano-structural 
stimuli. Thus, cells co-ordinate their behaviour and function in response to signals (Fig. 1) 
from the macroscale to the microscale, within and without their tissues. Figure 1 highlights 
the cues which can be controlled in vitro by using engineering and design.7 Many of these 
parameters can be modulated in the Quasi-Vivo® system, as described in this chapter.
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Oxygen Concentration

Probably one of the best known physico-chemical cues is oxygen concentration. In 
incubators, the acid-base balance is strictly regulated through the use of buffers, which 
ensure that the pH and CO2 tension remain similar to that seen in vivo. However, the limiting 
nutrient for cell culture is oxygen and all in vitro systems must maximize mass transport 
of this gas between the culture atmosphere and the cells. Typical oxygen concentrations 
in nonvascular tissue in vivo vary from 0.05 mM to 0.125 mM, corresponding to an 
atmospheric tension of 12.5% to 5%. In cell culture incubators the atmospheric oxygen 
concentration is the same as that in air, namely, around 20%. Hence the concentration of 
oxygen in fresh medium in the absence of cells is 0.2 mM. When oxygen consuming cells 
are added to the medium (Fig. 2), the concentration falls rapidly with depth as described in 
Figure 3. It is important to realize that, while the atmospheric oxygen tension is relatively 

Figure 1. Some of the more important biochemical, physio-chemical and mechano-structural cues 
present in the cellular microenvironment. The cues in bold are those which can be controlled by using 
appropriate design and engineering. 
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Figure 2. Three configurations used for modelling oxygen concentration profiles and shear stress. The 
calculated wall shear stress at the surface of the cell monolayer is reported for a flow rate of 500 �L/min.

Figure 3. Oxygen concentration as a functional of normalized depth in wells with different medium 
heights (straight lines), in wells with flow tangential to the cell culture ( 250 �L/min, 125 �L/min) 
and in the MCmB modules (°°°°250 �L/min, ����� �100 �L/min).
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straightforward to control in hypoxic or hyperoxic incubators, the actual oxygen tension at 
the cell surface will vary greatly from one experiment to the other. It will depend mainly 
on the height of the medium, the intrinsic oxygen consumption rate of the cell culture 
and the thickness of any construct used. Hepatocyte monolayer cultures are particularly 
sensitive to in vitro culture conditions, due to their high oxygen consumption rate. In 
vivo hepatic oxygen concentrations are between 0.04-0.15 mM and hepatocyte function 
is compromised at 0.02 mM.8 Figure 3 shows that a typical hepatocyte monolayer culture 
with a media height of over 3 mm will suffer from hypoxia.

Shear Stress and Kinetics

Kinetics is an often-overlooked problem in current in vitro systems for toxicity 
or metabolite testing. Usually, a drug or metabolite is added to culture medium and 
the steady state dose-response behaviour is assessed by using analytical tools. The 
assumption of stationary conditions is, however, quite inappropriate for most physiological 
processes, in which the extracellular milieu is in constant motion, due to pressure and 
concentration gradients established by blood flow in capillaries, a phenomenon known 
as interstitial flow.9 Besides endothelial cells and non-adherent cells, most cells cannot 
support direct tangential fluid flow, but are instead constantly stimulated by a low 
velocity convective motion, which is modulated by the random fibrous architecture of the 
extracellular matrix; hence, recapitulating the dynamic interstitial transport environment in 
vivo is important in evoking more-realistic tissue responses in vitro. Interstitial flow rates 
are estimated to be of the order of 0.1-2 �m/s, while the shear stress on cell membranes 
due to this flow has been estimated by continuum models to range from 10�4 to 0.1 
Pa,10,11 although there is still some debate on precise values for different tissues. One 
of the main engineering issues in dynamic culture devices is thus the balance between 
high oxygen mass transfer and low wall shear stress to cells. For a given flow rate (Q) 
and fluid viscosity (�), wall shear stress � is inversely proportional to channel width (w) 
and height (h) (Eq. 1):

 � �
6

2

Q
wh

�
 (1)

Hepatocytes are particularly sensitive to shear stresses and several reports describe 
the effects of flow and shear stress on in vitro cultures. Probably one of the most cited 
papers on hepatocytes and shear stress concludes that hepatocyte function is compromised 
at wall shear stresses greater than 0.03 Pa.12 Little attention is paid to the fact that the 
authors used a top coculture of collagen-producing fibroblasts, which attenuated the 
shear force sensed by underlying heptocytes. In Vinci et al,13 we show that the optimal 
shear stress for maintaining cytochrome P450 expression in human hepatocytes is of 
the order of 10-5 Pa.

To demonstrate the advantages of the MCmB modules in terms of oxygen transport 
and fluid dynamics, three different configurations can be modelled by using finite element 
methods: a cell culture well, a well with imposed flow and a MCmB module (Fig. 2). 
Figure 3 illustrates how oxygen concentrations at the bottom of a well decrease as the 
height of culture medium is increased from 2.5 mm to 5 mm in a high density rat hepatocyte 
culture. Convective motion of the medium will result in higher oxygen concentrations at 
the cell monolayer, but at the expense of nonzero wall stress (values reported in Fig. 2).
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THE EDGE OF MICROFLUIDICS

Most cell- or organ-on-a-chip systems are based on microfluidics. Several reports 
demonstrate that these devices are capable of mimicking physiological interactions 
between cells.5,14 The usual configuration comprises microchannnels and micro 
chambers for cell culture, generally fabricated from PDMS (polydimethylsiloxane) 
by using soft-lithography. Microscale devices require extreme downscaling of current 
cell-handling protocols and this is one of the principal reasons why they remain a “niche” 
research tool. The MCmB modules are also fabricated from PDMS and this is the only 
similarity between microfluidic devices and Quasi-Vivo®. PDMS is a biocompatible 
elastomer with high oxygen permeability, which is simple to mould into different 
shapes. It is also self adhesive and hydrophobic and will nonspecifically bind to small 
hydrophobic molecules, such as drugs.15

There are a number of differences between the Quasi-Vivo® system and microfluidic 
devices, perhaps the most obvious being size. While microfluidic systems use extremely 
small volumes, of the order of tens of microliters, each MCmB module has a volume of 
2 mL, typical of cell cultures in dishes or wells. The height of the modules is 11 mm, 
whereas microfluidic circuits typically have heights of several tens of microns. Therefore, 
most microscaled devices are only suitable for 2D cultures composed of a few thousand 
cells, which is not representative of an organ, since they contain but little more than a 
few functional units. A functional unit is defined as a tissue entity which communicates 
through paracrinal signaling and corresponds to a cube with sides of 100 to 200 microns 
and from 1000 to 5000 cells. In engineering terms it is a volume of tissue which does not 
require vascularization.

By virtue of their small scale, microfluidic systems have extremely high surface 
area to volume ratios. As a consequence, they have high wall shear stresses (Eq. 1) and 
are particularly affected by high nonspecific surface adsorption. In addition, an often 
overlooked problem in microsystems for cell culture is the amplified edge effect, where, 
as a result of the low volume and high surface area, a large percentage of cells lie at the 
edges, rather than being surrounded by other cells. This is known to induce increased 
cytoskeletal tension, as well as increased cytokine production rates.16,17 More recently 
edge effects have also been shown to direct changes in cell phenotype.18

One of the least reported practical problems with microfluidics systems is the presence 
of bubbles. Once again, the high surface area to volume ratio implies that surface forces 
play a major role in these systems. Therefore, differences in surface energies between 
dissolved gases and the bulk liquid lead to the formation of bubbles, which stick to the 
PDMS walls, no matter what flow rates or external forces (such as tilting and shaking) 
are used. The MCmB modules do not suffer from this problem due to their intelligent 
design features and size.

QUASI-VIVO® DESIGN

The modular bioreactor stems from the Multi Compartmental Bioreactor (MCB), 
in which the metabolic circuit has a fixed topology.19,20 It was designed with the aim of 
reproducing a down scaled in vitro Quasi-Vivo® “human body”, so as to better understand 
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interactions between different cell types in the presence of physical and biochemical 
stimuli, with particular reference to the metabolic system. Specifically, the Quasi-Vivo® 
system was designed by using allometric laws that mathematically link nonlinear quantities 
(e.g., organ mass, blood flow, blood retention time, metabolic rate). By using these laws, 
a bioreactor with chamber dimensions similar to those of a 24 well plate was realized, in 
which not only kinetic relationships, but also metabolic, volumetric and exchange rate 
relationships between cells are conserved.

Our initial studies on the MCB showed that for a given set of cell types, the overall 
system response is a function of three variables: Cell numbers and cell ratios; passage 
times or flow rates; and total volume. In order to elicit physiologically meaningful 
responses, a connected culture system requires physiologically scaled cell numbers and 
ratios and flow rates that do not cause shear stress (and therefore, damage to cells), but 
that allow adequate residence times in each compartment to enable the cells to process 
metabolic signals.

In the bioreactor, cell ratios and medium passage times in the metabolic chamber are 
scaled by using allometry. In this way, cell ratios are conserved to obtain physiologically- 
meaningful proportions between cell types in the system or organ under consideration. 
Having established cell ratios, we then use cell numbers and densities which are compatible 
with standard 12- or 24-multiwell plates, to facilitate media handling and assays, and to 
allow direct comparisons between the different experimental groups. The flow rate and 
volume will determine the residence and passage times of molecules, as well as the shear 
stress, and the level of cross-talk is likely to depend strongly on these variables. For a 
given volume, the allometric scaling model allows us to establish a sufficiently high flow 
rate to provide a dynamic stimulus in the form of flow and concentration gradients, but 
low enough to ensure that cross-talk signals can be transduced by the cells. The main 
difference between the MCmB modules and the original MCB system is that the former 
allows any tissue or organ model to be simulated simply by connecting the modular 
chambers in a desired configuration.

The bioreactor design process started with an analysis of the oxygen concentration 
and with an assessment of the minimum concentration of oxygen that is needed near 
the cell surface. Subsequently, a fluid dynamic model of the MCmB chamber was 
developed, in order to investigate the shear stress and to estimate the optimal chamber 
size for obtaining both adequate oxygen diffusion and low shear stress near the cell 
surface. The starting point for the module design was the 24-multiwell plate, the wells of 
which have an internal diameter of 13 mm. We focused on monolayer cultures, as they 
are commonly used in cell biology. Since hepatocytes are one of the most important cell 
types in drug metabolism and toxicity studies, the design process began by simulating a 
high density (400,000 cells/cm2) monolayer culture of primary rat hepatocytes in a well. 
A high density value was used to estimate a “worst case” monolayer consumption. The 
results are shown in Figure 3. In a static culture, unless the height of medium is less 
than 3 mm, the cells will suffer from hypoxia. Hepatocytes are considered “difficult” 
cells to culture; they have high oxygen demands and they rapidly lose their phenotypic 
functions, particularly xenobiotic metabolism.21 Several reports suggest that this is due 
to the absence of an adequately equipped micro-environment.22 By applying flow to a 
well-shaped chamber, we can increase oxygen supply to reasonable levels, but the shear 
stress at the cell surface increases. To reduce the tangential forces acting at the bottom of 
the well-shaped chamber, while keeping the flow rate at levels which enable an adequate 
oxygen turnover, we designed specially-shaped inlets, which allow circulating media to 
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fill the chamber without directly impacting on the bottom of the well. The shear stress 
is reduced to acceptable levels as shown in Figure 2, while the oxygen concentration is 
above 4% for flow rates greater than 100 �L/min (Fig. 3).

Final adjustments to the design were implemented to overcome air bubbles, one of 
the biggest problems encountered in fluidic systems, particularly in microscale ones, as 
discussed previously. The patented sloping roof collects air bubbles and conveys them 
to the outlet, so there is no need to purge or de-gas the circuit. In addition, the base of 
the bioreactor is ridged, to permit the easy removal of 2D and 3D samples and to enable 
fluid motion and an oxygen supply underneath scaffolds (Fig. 4).6

Figure 5 shows how a simple 3-chamber Quasi-Vivo® experiment is set up. Sampling 
and infusion ports can be added to the outlet and inlet of each chamber by including a 
3-way stopcock with a septum cap. The recommended sampling and infusion site is the 
mixing chamber, which serves as both a fluid reservoir and for gas exchange. A sterile 

Figure 4. An MCmB module and Quasi-Vivo® circuit.
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filter is usually placed on the gas exchange and sampling port. Typical circuit volumes 
are 2 mL per chamber plus at least 1 mL for the mxing chamber and 1 mL per meter of 
tubing, giving a total of 3.2 mL for 1 chamber.

In the following section, we describe how allometric scaling can be used to assemble 
Quasi-Vivo® organ models to represent biotransformation and absorption and exchange 
processes in vitro.

ALLOMETRIC SCALING

Allometry is the science of scaling and deals with changes in body size and 
relationships among different parameters and processes in all organisms, as a function 
of body mass, M.23 The basic allometric equation can be used to correlate physiological 
variables between organisms of different sizes (Eq. 2):

  (2)

where Y is the physiological parameter (for example time, length, metabolism), M is the 
mass of the organism, a is a proportionality factor and b is the allometric exponent. b varies 
according to the manner in which the parameter scales. Typically b � 1 for volumes and 
cell numbers and lies between 0 and 1 for rates (metabolic rates, flow rates, etc.), while 
it is negative for frequencies (cardiac frequencies, respiratory frequencies, etc.).

Figure 5. A simple 3-chamber Quasi-Vivo® circuit a showing the mixing chamber with sampling and 
gas exchange ports.
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Traditionally, to estimate the value of b, data from different species are collected and 
plotted in a log-log graph in relation to animal body mass. b is the slope of the straight 
line which follows the data. Figure 6 is an example of the basal metabolic rates (BMRs) 
of different mammals in relation to their body masses. The slope of the straight line is 
0.75, so b for BMR is 3/4. Note that these data refer to a young adult and one should 
keep in mind the variability between individuals. Indeed, allometric data generally refer 
to median values for a population or species.

The steps involved in estimating the value of a are more complicated, as a varies 
from parameter to parameter. A couple of well-known features and the allometric relation 
that links these parameters to the body mass, are necessary to evaluate a. If the aim is to 
estimate a particular feature, such as the BMR, the body masses and BMRs of different 
mammalian species can be found in the literature. The equation that links the BMR to 
the body mass is well known and it is valid for all mammals (Eq. 3):

 BM �a
3
4  (3)

Then aBMR can be estimated by substituting BMR and M for a given species.

Figure 6. Basal metabolic rate of mammals in relation to body mass. The value of b is 3/4.
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Subsequently, aBMR can be used to evaluate the human BMR for a given body weight, 
by using Equation 3. Figure 7 summarizes the passages to evaluate the human BMR. The 
starting points are the body mass and the BMR of a rat.

The allometric approach can be used to evaluate the relations between different 
physiological tissues, in order to ensure that the same relationships are conserved in the 
bioreactor environment. Here, we show how allometry can be used to set up models of 
biotransformation, adsorption and gas exchange in the Quasi-Vivo® system.

Experimental Set Up: Quasi-Vivo® Biotransformation

Hepatocytes are the main orchestrators of metabolism and represent the starting point 
for most organ models. As cells are usually plated in monolayers, we begin the allometric 
design process by considering the metabolism of a 2D culture of human hepatocytes in 
a single MCmB module. For reference, we use a 70 kg, 20-year-old male (Mman), with a 
the tabulated BMRH of 88 J/s or 1795 kcal/day and a liver mass of 1.4 kg, with about 2 

 1011 hepatocytes (see Table 1 for data sources).

The surface area of the hepatocyte module is known (1.33 cm2), so we can estimate the 
number of hepatocytes which can be seeded in a monolayer. A confluent layer of hepatocytes 
has a density of about 2 
 105 cells/cm2.24 In the module, this corresponds to 2.6 
 105 cells. 
The liver generates 27% of the total BMR of a human, corresponding to 23.76 J/s. Then, 
assuming that the total metabolic contribution of the liver is due only to hepatocytes, the 
BMR per human hepatocyte is 119 pJ/s, while the equivalent BMR of the Quasi-Vivo® 
liver is 30 �J/s.

Figure 7. An algorithm for estimating the human BMR from rat data.



149ENGINEERING QUASI-VIVO® IN-VITRO ORGAN MODELS

Despite being a metabolic organ, liver mass scales with an exponent of � ��1. The 
explanation usually given for this is that small organisms have a larger number of metabolic 
organelles (mitochondria) per cell (� for the number of mitochondria per cell is 4/3). 
Then the total BMR of the Quasi-Vivo® system is 111 �J/s (30/0.27).

We can now use the allometric equation (Eqs. 2 and 3) to estimate the equivalent mass 
of the Quasi-Vivo® liver (M�(liver/QV)), as well as the total body mass that the Quasi-Vivo® 
system mimics (MQV):
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giving MQV � 1 mg, which represents the equivalent mass of the organism represented by 
the Quasi-Vivo® system.

Having established the metabolic parameters of the most metabolically-important 
organ, we now show an example of how to use the allometric approach to add a module 
to mimic the human lung.

Lung: Quasi-Vivo® Gas Exchange Model

The allometric relation that links the surface area (S) to mass (M) is (Eq. 5):25

 S aMaa
2
3  (5)

This equation holds true for organs responsible for exchange, such as the skin, lungs 
and intestines. Given that human lung mass is 800 g and its surface area is 80 m2, the 
constant a relating lung area to body mass can be estimated. Having established the total 
mass of our Quasi-Vivo® system, we can calculate the equivalent Quasi-Vivo® lung area 
by using the same constant. The surface area of the chamber which simulates the lung 
is 4.7 
�10�4 m2.

This value can be used to design a new chamber or to set up an allometric experiment 
by using the current modules. In particular, the ratio between the surface areas of the 
liver chamber and the lung chamber provides the relationship between the number of 
modules to mimic hepatic tissue and to simulate the lung:

  (6)

Thus, the most sensible approach is to use one liver chamber and four lung chambers 
in series.

Similar considerations can also be used to design Quasi-Vivo® skin and intestinal 
adsorption, glucose metabolism, excretion and nutrient transport. Some examples are 
shown in Table 1.

Flow Rates

The flow velocity should allow medium to remain in contact with cells for sufficient 
time to allow them to transduce external signals from cells in adjoining modules. 
However, if the time is too long, then the cells may initiate down-regulation or other 
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processes which limit cross-talk with cells in downstream modules. Given their high 
sensitivity to shear stress, hepatocytes are the flow rate limiting cells in a Quasi-Vivo® 
system. The flow rate of the adult human liver is 1000-1500 mL/min. The allometric 
exponent (b) for flow rates is 3/4, giving a maximum flow rate of �2 �L/min in our 
Quasi-Vivo® system (a total passage time of about 1000 minutes per module). This flow 
rate is rather low and, according to the oxygen transport model shown in Figure 3, is not 
sufficient for ensuring an adequate oxygen concentration at the bottom of the module. 
Alternatively, we can choose to reproduce the mean organ perfusion time in the liver, 
which is about 2-5 minutes, giving a flow rate of about 400 �L/min. This is close to the 
experimentally-determined optimal flow rates of 300 and 250 �L/min for hepatocytes 
(see refs. 6 and 13, respectively).

Table 1. Allometric-based Quasi-Vivo® configurations for some physiological models

Quasi-Vivo®  
Physiological Model Cells Modules Relationships

Biotransformation Hepatocytes 1 liver

Gas Exchange and 
 Biotransformation

Hepatocytes, Lung 
epithelial cells

4 lung epithelia 
(confluent layer) 1 liver

Lung mass, b � 1 
(800 g) Lung area,  
b � 2/3 (80 m2)

Absorption and  
Biotransformation

Hepatocytes,  
Skin epithelia

12 liver, 1 skin epithelia 
(confluent layer)

Skin mass,  
b � 0.87, (4-8 kg)  
Skin area,  
b � 2/3 (1.8 m2)

Nutrient absorption  
and Biotransformation

Hepatocytes, Intestinal 
epithelial cells

1 liver, 9 intestinal 
epithelia (confluent layer)

Intestinal bed,  
b � 2/3 (200 m2)

Biotransformation  
and Nutrient transport

Hepatocytes,  
Endothelial cells

4 liver, 1 endothelial  
cell (confluent layer)

Capillary bed,  
b � 11/12 Total  
capillary bed  
area � 500 m2 *

Biotransformation, 
 Nutrient transport and 
Nutrient absorption

Hepatocytes, 
Endothelial cells, 
Intestinal epithelial cells

4 liver, 1 endothelial,  
32 intestinal epithelia

Data sources: (1) The Physics Factbook, www.hypertextbook.com. (2) Lindstedt SL & Schaeffer PJ. 
Use of allometry in predicting anatomical and physiological parameters of mammals. Laboratory 
Animals 2002; 36: 1-1. (3) Sohlenius-Sternbeck AK. Determination of the hepatocellularity number 
for human, dog, rabbit, rat and mouse livers from protein concentration measurements. Toxicol In 
Vitro 2006; 20(8):1582-1586. 
* This values varies greatly in the literature; we use the value of 500 m2 based on measurements by 

Kamiya A, Takeda S, Shibata M. Mat Biol 1987; 49(3):351-361, but it should be noted that (a) there is 
not enough blood to fill all capillaries, (b) additional capillaries are opened due to exercise, stress or 
action, so 500 m2 probably corresponds to a resting state and could be doubled if necessary.
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Three Dimensionality

One of the most important structural cues, which has not been sufficiently emphasized, 
is the 3D architecture of tissues. Cells in vivo are surrounded by an extracellular matrix 
through which both biochemical and mechanical signals are transmitted and transferred to 
neighbouring cells. The models presented here are based on monolayer cultures, simply 
because this is the standard method used for in vitro preparations. For this reason, we have 
considered organ models based mainly on absorption and permeation. The Quasi-Vivo® 
modules are designed to house tissue slices and scaffolds of up to 5 mm in height,6 both 
of which can be used to increase cell density and reduce the number of chambers required 
to represent exchange organs.

TRANSLATING QUASI-VIVO® DATA TO PREDICTIVE TESTING

Long Term Studies

A number of studies on cell sustainability have been conducted using the Quasi-Vivo® 
chambers. In Vinci et al,26 HepG2 cells were seeded on 3D polylactide-coglycolide scaffolds 
and cultivated in three chambers placed series for up to 7 days. Both cell viability and 
albumin production rates were increased with respect to static monolayer controls over 
the entire culture period. In a different set of experiments carried out in collaboration 
with INSERM, Montpellier, human hepatocytes were cultured in collagen sandwich in 8 
chambers in series over a 3 week period. Gene expression studies revealed a significant 
upregulation of P450 activity compared with static controls, with little decline of mRNA 
expression and xenobiotic activity over time.13 Longer term and repeated exposure studies 
are currently being carried out.

Predictive Testing

Current in vitro cytotoxicity models are limited by their incomplete modeling of the 
cellular microenvironment and of the other cell types and interactions within a tissue, 
organ, system and whole body.27 The Quasi-Vivo® system was designed to minimize these 
discrepancies by  building organ models of increasing the complexity in a stepwise manner. 
We have shown that just by using hepatocytes in the system, it is possible to approach a 
response which is more predictive of in vivo behavior. A hepatotoxic drug, diclofenac, 
was used to demonstrate how the Quasi-Vivo® system can modulate cell response and 
sensitivity. Diclofenac is an arylacetic, nonsteroidal anti-inflammatory drug (NSAID), 
which is frequently prescribed in treating rheumatic diseases and as an analgesic.28 The 
use of diclofenac has been associated with a mild to severe hepatotoxicity in a small, but 
significant, number of patients. Indeed, diclofenac-associated hepatitis is more common 
than had previously been realised and the drug now carries a regulatory warning. Diclofenac 
toxicity was detected in the Quasi-Vivo® system at concentrations two orders of magnitude 
lower than in conventional hepatocyte cultures. Table 2 lists comparative IC50 values 
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for the drug in standard 24-multiwells and in the Quasi-Vivo® system (Vozzi et al, in 
preparation) as well as from reference 29. In humans, toxicity has been known to occur 
in cases with plasma concentrations of 4.2 �M diclofenac (the typical value of maximal 
plasmal concentration associated with efficacy). This concentration would cause detectable 
toxicity in the Quasi-Vivo® system, but not in a multiwell system.

CONCLUSION

Thus, the Quasi-Vivo® system is poised at the interface between drug discovery and 
animals, representing an enabling technology which shifts the assessment of drug effects 
in humans to a very early stage, resulting in a reduction in animal testing and progress 
in the Three Rs. While a number of issues, such as subject variability, the allometrics 
of dosage and the establishment of standard 3D cultures, still have to be addressed, new 
tools such as Quasi-Vivo® are set to become future standards in toxicology testing.
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Abstract: The development of alternative empirical (testing) and non-empirical (nontesting) 
methods to traditional toxicological tests for complex human health effects is 
a tremendous task. Toxicants may potentially interfere with a vast number of 
physiological mechanisms thereby causing disturbances on various levels of 
complexity of human physiology. Only a limited number of mechanisms relevant 
for toxicity (‘pathways’ of toxicity) have been identified with certainty so far and, 
presumably, many more mechanisms by which toxicants cause adverse effects 
remain to be identified. Recapitulating in empirical model systems (i.e., in vitro 
test systems) all those relevant physiological mechanisms prone to be disturbed by 
toxicants and relevant for causing the toxicity effect in question poses an enormous 
challenge. First, the mechanism(s) of action of toxicants in relation to the most 
relevant adverse effects of a specific human health endpoint need to be identified. 
Subsequently, these mechanisms need to be modeled in reductionist test systems 
that allow assessing whether an unknown substance may operate via a specific (array 
of) mechanism(s). Ideally, such test systems should be relevant for the species of 
interest, i.e., based on human cells or modeling mechanisms present in humans. 
Since much of our understanding about toxicity mechanisms is based on studies 
using animal model systems (i.e., experimental animals or animal-derived cells), 

New Technologies for Toxicity Testing, edited by Michael Balls, Robert D. Combes,  
and Nirmala Bhogal. ©2012 Landes Bioscience and Springer Science+Business Media.
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designing test systems that model mechanisms relevant for the human situation may 
be limited by the lack of relevant information from basic research. New technologies 
from molecular biology and cell biology, as well as progress in tissue engineering, 
imaging techniques and automated testing platforms hold the promise to alleviate 
some of the traditional difficulties associated with improving toxicity testing for 
complex endpoints. Such new technologies are expected (1) to accelerate the 
identification of toxicity pathways with human relevance that need to be modeled 
in test methods for toxicity testing (2) to enable the reconstruction of reductionist 
test systems modeling at a reduced level of complexity the target system/organ of 
interest (e.g., through tissue engineering, use of human-derived cell lines and stem 
cells etc.), (3) to allow the measurement of specific mechanisms relevant for a given 
health endpoint in such test methods (e.g., through gene and protein expression, 
changes in metabolites, receptor activation, changes in neural activity etc.), (4) 
to allow to measure toxicity mechanisms at higher throughput rates through the 
use of automated testing. In this chapter, we discuss the potential impact of new 
technologies on the development, optimization and use of empirical testing methods, 
grouped according to important toxicological endpoints. We highlight, from an 
ECVAM perspective, the areas of topical toxicity, skin absorption, reproductive and 
developmental toxicity, carcinogenicity/genotoxicity, sensitization, hematopoeisis 
and toxicokinetics and discuss strategic developments including ECVAM’s database 
service on alternative methods. Neither the areas of toxicity discussed nor the 
highlighted new technologies represent comprehensive listings which would be an 
impossible endeavor in the context of a book chapter. However, we feel that these 
areas are of utmost importance and we predict that new technologies are likely to 
contribute significantly to test development in these fields. We summarize which 
new technologies are expected to contribute to the development of new alternative 
testing methods over the next few years and point out current and planned ECVAM 
projects for each of these areas.

INTRODUCTION

Traditionally, toxicological testing has been relying on a rather limited suite of test 
methods, typically requiring the use of experimental animals and characterised by often 
observational readouts of adverse effects that focused on the downstream end of the 
causative chain leading to toxicity. This approach is increasingly being criticized1 for 
essentially four scientific reasons intrinsically linked to the traditional model systems used:

Criticism 1. “Wrong biology”: Traditional testing paradigms are focusing on animal 
instead human biology with the consequence that the findings in animal models or models 
based on animals cells or cell lines may be of debatable relevance for the species of 
interest. Consequently, predictions on possible hazards and risk have to be extrapolated 
from animals to humans, adding considerable uncertainty.

Criticism 2. “Extrapolation and uncertainty”: Such across-species extrapolation 
has been criticized for being based on arbitrary judgment and not the careful evaluation 
of scientific evidence. This extrapolation is a considerable source of uncertainty and 
the focus of a good toxicity testing paradigm should be to reduce uncertainty wherever 
possible or at least to describe the level of (un)certainty in a transparent manner.

Criticism 3. “Lack of mechanistic information”: Traditional toxicity testing relies to 
a great extent on the observation of effects on a phenomenological level and does neither 
provide information on the mechanism of action nor on the dynamics of the biological 
reaction to the exposure. Knowledge of the mechanism by which xenobiotics trigger toxic 
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effects however is critical to improve the design of new pharmaceuticals and chemical 
products that are less toxic—at least with respect to those toxicity mechanisms that are 
known, understood and somehow embodied in standardized toxicity testing methods.

Criticism 4. “High dose paradigm”: Traditional toxicological testing has, for various 
reasons, been focusing on high dosing which led to an additional uncertainty regarding 
the extrapolation of adverse effects to be anticipated at lower exposure levels.

In this chapter we explore, from an ECVAM perspective aiming at the validation of 
standardized methods, how new technologies from biology and bioengineering may help 
to improve toxicity testing and how these technologies may address the weaknesses of 
the traditional testing paradigm as outlined above (criticism 1 to 4). We have subsumed 
all those approaches under the term ‘new technologies’ which have emerged over the 
last decades and, more importantly, have not yet been systematically integrated into the 
standardized toxicity testing regime, or, for some endpoints, have only very recently lead 
to standardized and internationally accepted guidelines for toxicity testing (e.g., OECD 
test guidelines). Such technologies may thus be regarded as ‘new’ to toxicity testing, 
independent of the fact that they may have been utilized for quite some time already 
within their original discipline of basic research (e.g., molecular biology, bio-medicine, 
pharmacology) as tools for basic and, to some extent, applied research and development.

This approach led us to describe the anticipated positive impact of tissue engineering 
(e.g., reconstructed human epidermis or corneal models), human-derived cells and cell 
lines, stem cells, ‘omics’ techniques (genomics, proteomics, metabonomics), imaging 
techniques, high-throughput testing, and, notably, conceptual approaches such as integrated 
testing strategies for toxicity testing. The overwhelming majority of new technologies 
rely on the use of alternative approaches to animal testing, i.e., the use of in vitro models 
as test systems which model the biological target organ or organism and/or the relevant 
physiological pathways known to be targeted by toxicants. A notable exception to this 
observation is the use of transgenic animals (e.g., in carcinogenicity testing). Although a 
potentially powerful tool, transgenic animals do not allow addressing some of the criticism 
of traditional toxicology (i.e., “wrong biology” and “extrapolation and uncertainty”). We 
refrained from including the use of transgenic animals in this chapter.

Finally, we would like to alert the reader to a recent comprehensive overview about the 
status of test methods for cosmetics testing, in particular with regard to the 2013 deadline 
of the Cosmetics Directive. This publication, prepared by an expert group co-ordinated by 
ECVAM, may be of interest to the reader wishing to gain insight into the current status 
of available test methods for the purpose of cosmetics testing and for the endpoints (1) 
toxicokinetics, (2) skin sensitization, (3) repeated-dose toxicity, (4) carcinogenicity and 
(5) reproductive toxicity.2

REPRODUCTIVE AND DEVELOPMENTAL TOXICITY

The relationship between chemical exposure and reproductive/developmental toxicity is 
highly complex, involving interactions between multiple organs and organ systems in both 
parents and their offspring at a variety of different time points and life stages. The inherent 
complexity of the vertebrate reproductive system represents a significant challenge to the 
development of in vitro and in silico models aimed at reducing, and ultimately replacing, 
animal use in this area of  toxicology. As described for other complex toxicological endpoints, 
it will be nearly impossible to cover the whole reproductive cycle with all possible target 



157ECVAM AND NEW TECHNOLOGIES FOR TOXICITY TESTING

cells and mechanisms in vitro. Therefore, the possible applicability of testing strategies 
should be discussed to establish which toxicological information is necessary to identify 
potential adverse effects to mammalian reproduction and how various pieces of the necessary 
total information can be generated by a well-characterized subset of testing and nontesting 
methods. Conceptual testing strategies can be set up and are currently under development. 
Such testing strategies could be based either on existing information or on prevalence studies.

Within the 6th Framework Programme of the European Union (EU) a transnational 
Integrated Project (ReProTect, www.reprotect.eu), involving 35 partners from industry, 
academia and governmental institutions, had been set up aiming to develop and 
optimize in vitro tests that are able to detect key effects and mechanisms associated with 
reproductive toxicity. It was one of the objectives of this project to provide a toolbox 
of in vitro tests covering various aspects of reproductive toxicity, so that selected tests 
can be used as building blocks to compose testing batteries and strategies according 
to the toxicological questions at hand. In a series of strategic workshops, the adverse 
effects of reproductive toxicants have been discussed and various in vitro models have 
been evaluated. Major toxicological targets which could lead to adverse effects on 
mammalian fertility have been identified, such as effects on Leydig or Sertoli cells, 
folliculogenesis, germ cell maturation, the motility of sperm cells, steroidogenesis 
and fertilization, and on the pre-implantation embryo. In particular, for these chemical 
target cells, ReProTect has been optimizing in vitro tests based on primary cells/tissues, 
cell lines and genetically engineered cells.3 Test protocols have been developed and 
the most predictive toxicological endpoints have been selected, to provide relevant 
information on the functionality and viability of these target cells. As a result of the 
ReProTect project ECVAM is already receiving (as of 2010/11) submissions for test 
method prevalidation and, potentially, also validation.

Other toxicologically sensitive aspects during mammalian reproduction include the 
processes of embryo implantation and embryo-maternal interactions. Human endometrial 
cell culture, human endometrial explant culture, endometrial-endothelial primary cells, 
microvascular fragment models and in vitro human trophoblast cell systems, as well as the 
human placental perfusion method, are currently being evaluated for their predictivity to 
assess chemical effects on implantation. Furthermore, transcriptional tests that detect the 
(anti)-estrogenic and (anti)-androgenic activities of compounds have been optimized and 
are now being statistically analyzed for their predictive power. A protocol for evaluating 
the ability of chemicals to bind to the estrogen receptor will be validated under the umbrella 
of the respective OECD (Organisation for Economic Co-operation and Development) 
validation management group.4

In addition to the complexity of mammalian reproduction, pronounced interspecies 
variations have been described, often showing less than a 60% correlation between the 
different laboratory mammalian species with regard to the assessment of developmental 
toxicity. Human embryonic stem cells for embryotoxicity testing promise to enhance the 
predictive value of such tests with regard to the estimation of human risk. After intensive 
public discussion, the legal and ethical frameworks for using human embryonic stem 
cell lines have been developed or are currently being further developed in the majority 
of the EU Member States. Due to the fact that an embryotoxicity test based on murine 
embryonic stem cells has already been validated,5-7 the humanization of the tests will focus 
on the detection of chemicals, in order to circumvent the problems caused by interspecies 
variations. For a more comprehensive discussion on the potential use of stem cells, see 
the chapter by Stummann and Bremer.
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CARCINOGENICITY AND GENOTOXICITY

According to the 7th Amendment to the EU Cosmetics Directive 76/768/EEC, in 
vivo genotoxicity testing in Europe has been banned for cosmetics since 2009. This is 
problematic, since in vivo genotoxicity assays are routinely used to address the biological 
relevance of positive results obtained in the standard battery of in vitro genotoxicity 
assays which yield a high percentage of false positive results for noncarcinogens.8 In a 
report prepared by ECVAM and DG Enterprise, timetables for phasing out animal testing 
required an added step in the genotoxcity testing strategy.9 Since skin cells are the site 
of first contact, it was proposed to establish genotoxicity testing in reconstituted 3D skin 
models. To address this, the EU Cosmetics Association (COLIPA), in collaboration with 
ECVAM and the UK National Centre for the 3Rs (NC3Rs), is co-ordinating a global, 
multi-laboratory study to assess the micronucleus and Comet endpoints in different 3D 
reconstituted human skin models.10

The high rate of false positives in the current in vitro testing battery is in part due to 
the choice of cell lines commonly used for genotoxicity testing.11 Such cell lines typically 
lack normal metabolism, leading to reliance on exogenous activation systems, impaired 
p53 function (e.g., Aroclor-induced rat S9) and altered DNA repair capability.11 Therefore, 
there is a need for new test systems which improve specificity without compromising 
sensitivity. At present, there are some systems under development and consideration which 
meet some of the requirements identified, but none of them meet all of the criteria. For 
example, reporter assays such as the Green Screen HS assay, are being developed. This 
assay uses human lymphoblastoid TK6 cells transfected with the GADD45a genotoxic 
stress response gene that, in turn, is linked to a gene encoding a green fluorescent reporter 
protein.12 Multicentre trials are under way, to determine the reliability and relevance of 
the assay12 and the assay has been submitted to ECVAM for eventual validation.

The impact of metabolism on the false positive rate in in vitro genotoxicity tests is 
not known. However, variation of the metabolizing system can have dramatic effects 
on the results of in vitro tests. Much effort will still be required to introduce a broader 
spectrum of metabolic capabilities into the test system. A comprehensive review on the 
possibility to incorporate metabolic capacity into existing test systems has been published 
as report of an ECVAM workshop.13

Higher throughput variants of the most commonly used genotoxicity/mutagenicity 
assays (e.g., the Ames and micronucleus tests) have been developed by industry. In the 
pharmaceutical sector these are used for the screening of new molecules at an early stage 
of drug development. Within the 6th Framework Programme, an EU sponsored project 
(COMICS) has developed a comet assay that has an increased throughput, by using 
multi-well format and cell arrays.14

The use of automated scoring of micronuclei in the in vivo micronucleus test has 
been recognized as acceptable for regulatory use.15 In particular, flow cytometric analysis 
allows the scoring of micronuclei in peripheral blood, instead of bone marrow sampling. 
Consequently, chromosome damage can be monitored in rodents and in other species as 
part of routine toxicology studies (e.g., the 28-day repeated dose study) by sampling at 
different time points in the same animal. Therefore, the application of this method has 
the potential to lead to a significant reduction of the number of animals used for in vivo 
genotoxicity testing.16

In vitro cell transformation assays (CTAs) may contribute to the assessment of the 
genotoxic and nongenotoxic carcinogenic potential of compounds.17 An ECVAM study 
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has demonstrated for 2 standardised CTA protocols that these assays are transferable 
and reproducible between- laboratories.18-21 To facilitate the scoring of the transformed 
colonies or foci, which is still done manually under the microscope, several improvements 
are being investigated, including the  detection of the transformation phenotype by 
using ATR-FTIR spectroscopy,22 image analysis23 or by the inclusion of molecular 
biomarkers.24 Transcriptomics analysis is also used for mechanistic investigation of cellular 
transformation,25,26 while activities to increase the throughput of the assay are ongoing 
such as one using soft agar colony screening27 and the Bhas 42 96-well plate method.28 
Ideally, human-cell based systems would be clearly preferable to the rodent-cell based 
systems for cell transformation assays. Although this recommendation has already been 
made in 1999, no progress has been made in this respect.29

The developing field of toxicogenomics is expected to have an impact on assessing 
genetic toxicity as well as carcinogenicity. Furthermore, in the area of genetic toxicology, 
the use of transcriptomics technology has the potential to distinguish mechanisms of 
genotoxicity, e.g., those that have a threshold from those that act without a threshold.30

Regulatory testing for carcinogenicity currently requires a two-year rodent bioassay. 
Therefore, a significant refinement would be achieved by shortening the duration of 
in vivo studies while still ensuring the identification of the carcinogenic potential of 
tested chemicals through using early genetic effects as reliable indicators. Currently, 
toxicogenomics-based studies applied to in vivo models are carried out mainly by the 
pharmaceutical industries.31 With the generation of high quality data and the subsequent 
population of databases with expression profiles, the use of toxicogenomics is expected 
to become more powerful.32

An initiative in this area is the carcinoGENOMICS project (www.carcinogenomics.eu), 
which is sponsored by the EU Commission within Framework Programme 6. The aim 
of the project is to develop a battery of predictive in vitro tests accounting for various 
modes of carcinogenic activity. The tests are designed to cover carcinogenicity in major 
target organs, including the liver, lungs and kidneys. Furthermore, pathway-associated 
gene expression will be combined with metabolic profiles generated in vitro, representing 
a highly innovative approach which might lead to bioinformatic models to predict the 
carcinogenic potential of a compound.

SENSITIZATION

Given the complexity of this toxicological endpoint, it is generally believed that no 
single alternative non-animal test will be able to substitute on its own for the currently used 
animal assays, in particular with regard to potency assessment. However, the mechanisms 
underlying sensitization are fairly well understood which offers to opportunity to develop 
and validate a suite of mechanism-based assays that address different biochemical and 
immunological mechanisms of the causal cascade leading to sensitization. In vitro and 
in chemico methods used in combination with in silico models may, however, provide 
sufficient information to allow the identification of potential skin allergens and the 
characterization of their relative potency. Progress has been made in the development 
of alternative methods that cover some of the key mechanisms involved in sensitization, 
e.g., skin bioavailability, protein binding, epidermal inflammation, dendritic cell (DC) 
activation, dendritic cell migration and T-cell proliferation.33,34 Among these, the Direct 
Peptide Reactivity Assay (DPRA) which is addressing protein reactivity, the human Cell 
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Line Activation Test (h-CLAT) and the Myeloid U937 Skin Sensitisation Test (MUSST) 
which monitor the expression of cell surface markers associated with DC activation are 
currently being evaluated in an ECVAM co-ordinated study. Another test method, the 
KeratinoSensTM, has undergone an external prevalidation study35 and is under evaluation 
at ECVAM. The KeratinoSensTM test method is based on a keratinocyte adherent cell 
line transfected with a selectable plasmid which contains the luciferase gene under the 
transcription control of SV40 promoter fused with the ARE (antioxidant response element) 
from the AKR1C2 gene. The activity of ARE-binding transcription factors in the cells in 
response to exposure to chemicals is measured using light-producing luciferase substrates.

Despite the progress made, efforts are still needed to identify the most relevant/
sensitive endpoints to increase the predictive performance of existing tests that address 
these endpoints, to design new in vitro/in chemico/in silico assays for these key endpoints, 
which should ideally be of high throughput, and to develop strategies to combine these 
assays for allowing a complete assessment of the allergic potential of chemicals that may 
be absorbed by the human skin to an extent sufficient to trigger the relevant mechanisms 
(see also section on skin absorption below). Besides the conventional approaches, omics 
technologies are being applied already at the research level, but are however not yet 
ready for more standardized use within the context of predictive assays for hazard or 
risk assessment.

The Sens-it-iv integrated project, cosponsored by the EU Commission within 
Framework Programme 6, is aimed at the development of in vitro testing strategies 
for the replacement of the animal tests used for the identification of potential skin and 
respiratory allergens. Within Sens-it-iv, genomics and proteomics techniques have been 
extensively employed, to:
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To achieve these objectives, high-density DNA microarray technologies for the gene 
analysis and a combination of high-resolution two-dimensional electrophoresis (2-DE) have 
been used in Sens-it-iv, together with mass spectrometry (MS) for the proteomic analysis.

The project also applied techniques such as MS and Nuclear Magnetic Resonance 
(NMR) in conjunction with other methods, to explore the role of metabolism 
in allergenicity, including investigations on the fate of chemicals susceptible of 
spontaneous or metabolic activations and the characterization of the metabolites 
generated, the disposition of these compounds in the target cells and the interaction 
of compounds with proteins. Information derived from this analysis has been used to 
define the metabolic capability of the in vitro cell methods evaluated by the project  
(ref: http://www.sens-it-iv.eu/). ECVAM was actively participating in the project and it 
is expected that Sens-it-iv will yield a number of in vitro methods that can potentially be 
used for hazard prediction and/or as building blocks for testing strategies aiming to assess 
the relative potency of sensitizers.



161ECVAM AND NEW TECHNOLOGIES FOR TOXICITY TESTING

TOPICAL TOXICITY

Eye Irritation

In the area of eye irritation, four organotypic assays have already been accepted by 
regulators for detecting severe ocular irritants.36 Other advanced in vitro methods are 
currently undergoing validation by ECVAM.37 Notably, ECVAM and COLIPA are jointly 
sponsoring an ECVAM-co-ordinated full prospective validation study on two reconstructed 
tissue models. Although these assays appear to be promising for specific purposes and 
applicability domains, they may not fully address the relevant mechanisms of ocular toxicity. 
Some examples include the reversibility of effects due to tissue remodelling following 
inflammation. To achieve full  replacement of the animal test, the use of tiered test strategies 
has been recommended, which exploit the strengths of particular in vitro assays, in order to 
address the required ranges of irritation potential, chemical classes and/or mechanisms of 
action. In 2010 ECVAM has, together with external experts, published a simple approach 
of aligning test methods in a strategic manner. This so-called bottom-up/top-down approach 
describes how to use specific eye irritation test methods for either identifying serious eye 
irritants from the rest of the chemicals or for identifying non-irritants (i.e., chemicals that 
do not require classification) from the rest of the population.38 ECVAM is promoting this 
approach as means of a testing strategy using various in vitro methods which may in their 
totality and if used in this strategic manner allow replacing the Draize animal test. It was 
moreover recommended to advance the development of mechanistically-based models, 
in order to address the currently existing mechanistic gaps.38

The ICCVAM/ECVAM symposium on Mechanisms of Chemically-Induced Ocular 
Injury and Recovery, held in May 2005, identified the following aspects of ocular irritation 
where further investigation and development would be helpful:
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markers and predictors of ocular irritation.

In addition, investigation of the potential effects on the ocular nervous system could 
be of value. Such an endpoint is not always identifiable in the animal test, although it is 
important to avoid pain and discomfort during clinical trials and to the end consumer. 
In addition, it might be possible to gain an insight into the neurogenic components of 
inflammation, which could contribute to the general chemically-induced inflammatory 
response of the cornea.40

Currently, the COLIPA eye irritation research programme addresses some of the above 
mentioned mechanistic features, by supporting the development of mechanistically based 
assays, such as 3D human reconstructs and the assessment of inflammatory mediators 
and toxicogenomics as biomarkers to predict eye irritation. In addition, various isolated 
efforts exist within the scientific community addressing the same endpoints. ECVAM is 
following such efforts, to ensure that the most mechanistically relevant assays proceed 
toward validation according to internationally agreed principles, and eventually lead, 
most likely in combination with other assays, to the full replacement of specific animal 
tests, in particular the Draize-test.
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Skin Irritation and Corrosion

Local hazardous effects of chemicals on skin will, depending on the severity of the 
inflicted damage, either lead to an irreversible local destruction of the skin (corrosion) 
or will trigger an active tissue reaction in the form of a reversible inflammatory response 
(skin irritation). The reasons why dermal toxicity model systems are among the most 
well developed and used in vitro methods include: (a) the number of validated models 
available: (b) the scientific sophistication of how the target organ is modelled in vitro; 
and (c) the ability of several methods in this area to dispense completely with the animal 
test (i.e., as full replacement methods).

Therefore, is there any further need to address dermal toxicity by developing alternative 
methods? Before discussing the application of new technologies for investigating skin 
irritation and corrosion, the current status of models and parameters (“endpoints”) will 
be briefly reviewed.

Six methods have been validated for the assessment of skin corrosion. Four of them 
(the EpiDermTM, EPISKINTM, SkinEthicTM and EST-1000TM models) are reconstructed 
human epidermis (RhE) models.41-46 In their overall design (use of human derived 
keratinocytes, representative tissue architecture), they closely mimic the biochemical 
and physiological properties of the outer layers of human skin, i.e., the epidermis 
(the EpiDermTM model) and the epidermis and underlying dermis (the EPISKINTM 
and SkinEthicTM models). In these model systems, the impairment of cell viability, 
as measured by vital dyes (e.g., MTT), is used as a predictor for corrosivity. These 
three methods and the TER assay (based on the change of transcutaneous electrical 
resistance of explanted rat skin due to chemical challenge) were validated as full 
replacements, although the provisions in the respective OECD guideline may demand 
the generation of additional data to support negative predictions.

With regard to skin irritation, ECVAM has during the last four years validated three 
commercially available test methods based on the principle of “Reconstructed human 
Epidermis” (RhE).47,48 The three RhE-based test methods validated in 2007 and 2008 are 
the Episkin, the updated Epiderm and the SkinEthic assays—which had previously been 
validated by ECVAM for skin corrosion testing using different protocols. Inflammatory 
processes are responses to local tissue damage induced by mechanical stimuli (e.g., 
noxious stimuli), or by exposure to xenobiotic chemicals that have infiltrated the tissue. 
The latter may be glycoproteins or glycolipids on the surface of infectious agents (virus, 
bacteria, fungi etc.) or chemicals following topical exposure. The primary event in the 
signalling cascade triggering an inflammatory response during human contact dermatitis 
(i.e., skin irritation) appears to be damage to keratinocytes49 which respond with the 
expression of immune-associated antigens50 and the release of inflammatory mediators.51 
This demonstrates that keratinocyte damage is a key trigger of localised inflammatory 
reaction during skin irritation following topical exposure to chemicals. Importantly, 
this primary triggering mechanism is measured in RhE test methods: The protocols 
and prediction models of the RhE test methods are based on the measurement of cell 
viability (through reduction of the vital dye MTT) to predict whether a substance should 
be considered irritant or non-irritant (nonclassified). While it is agreed that there may 
be hitherto unknown mediators that, in addition to those known52 may contribute to the 
inflammatory reaction in skin, there is very good evidence that the primary event seems 
to be tissue and cell damage. Since RhE lacks vascularisation, macroscopic physiological 
symptoms typical of inflammation (e.g., erythema, oedema, heat, pain) cannot be measured 
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in RhE model systems. The monitoring of causal factors other than cell damage acting 
upstream within the inflammatory cascade may improve both the predictive capacity of 
these tests as well as their biological/mechanistic relevance. This is supported by data 
from the ECVAM validation study: The sensitivity of one of the assays could be increased 
by measuring release of the inflammatory mediator interleukin (IL) 1� as a secondary 
endpoint in case of negative MTT assay results. Further work is required to progress such 
endpoints to potential routine use since the variability associated with the measurement 
of inflammatory mediators is currently high. In the ECVAM validation studies, all three 
methods were found applicable for the determination of the presence and absence of 
hazardous (skin irritant) properties of substances and, although originally validated taking 
the EU classification system into account, showed also satisfactory performance under 
the UN GHS-compliant rules for classification and labeling53 and hence can also be used 
under the CLP Regulation EC 1272/2008.54 In addition to substantial engagement towards 
the validation of full replacement methods for skin irritation, ECVAM has moreover 
critically contributed to the international acceptance of the RhE technology for regulatory 
purposes by providing key input for the drafting of the EU test method on in vitro skin 
irritation (method B.46), accepted in 2009 in the EU, as well as the expert consultations 
concerning the OECD draft test guideline 439 for in vitro skin irritation testing.54

Due to their experimental accessibility, in vitro methods hold the promise of allowing 
the direct measurement of causal factors involved in physiological responses to chemical 
challenges, rather than purely assessing the macroscopic or cellular symptoms of 
chemically-induced tissue trauma. Models for assessing hazardous skin effects are ideal 
candidates for advancing the parameters measured to predict toxicity: Firstly, the causal 
chain between the release of inflammatory mediators in response to a chemically-induced 
trauma and the primary or acute inflammatory response is well understood. Secondly, 
many methods for assessing topical toxicity are reconstructed tissue models which are 
based on cells of human origin and thus are biologically more relevant. However, the 
importance of choosing those parameters (or causal factors) with great care is perhaps 
best illustrated by a consideration of what exactly an increased IL-1� might mean when 
irritating or corrosive chemicals are tested in a skin model. In contrast to most extracellular 
proteins which are released by the classical ER/Golgi pathway, finally crossing the 
membrane barrier via vesicular release, IL-1� is secreted into the extracellular space via 
the nonclassical pathway that is independent of vesicles. Export probably happens via 
multi-protein complexes across the plasma membrane.55,56 Thus, it is conceivable that, 
in the case of chemical destruction of the plasma membrane—a mechanism of toxicity 
associated with many irritant chemicals—IL-1� that is freely available in the plasma 
might leak through plasma membranes whose barrier function has been impaired by the 
chemical challenge. Therefore, increased levels of IL-1� might not reflect the active 
inflammatory response of the traumatised cell but rather provide readouts for plasma 
membrane impairment and cell damage with a higher sensitivity than the MTT assay. 
This example might be taken as supporting the notion that the identification of as many 
mechanistically relevant endpoints as possible is crucial to arriving at a situation where the 
appropriate and most relevant causal factor can be chosen from a multitude of available 
readouts, so that meaningful and reliable parameters are used as toxic predictors for each 
given test setting and/or toxic event.

To further the development of mechanistic parameters, ECVAM also assessed 
two  promising new predictive technologies: toxicogenomics and toxicometabonomics 
(c.f. section on metabonomics below). In the toxicogenomic approach, eight chemicals 
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(four irritants and four non-irritants) were used at sub-cytotoxic doses to examine the 
differential expression of mRNA by quantitative real-time PCR in the EPISKINTM 
model. The data were compared with those from preparations under control conditions. 
The mRNA extracted from the tissue models was transcribed into cDNA and hybridized 
on the DualChip human aging gene chip. The chip contains 240 genes involved in 
keratinocyte biology, as well as in senescence and stress responses. A subset of 30 
genes appeared to be selectively up-regulated or down-regulated by either irritants or 
non-irritants and thus might serve as a predictor for these two classes of toxic effect. The 
genes identified are involved in cellular stress responses, cellular signalling, cell growth 
and cell cycle regulation, or protein metabolism, or are genes coding for cytokine or 
structural proteins. Two interesting examples are the small inducible cytokine A5 (CCL5), 
a mediator of the acute inflammatory response, and tissue activator inhibitor 1 (PAI-1), 
which controls the extracelluar proteolytic plasminogen-plasmin cascade involved in 
matrix integrity and tissue remodelling. Remarkably, none of the differently regulated 
genes was involved in apoptosis but the genes are involved in processes highly relevant 
for chemically-induced trauma, i.e., inflammation or tissue remodelling, including cell 
division.57 Such toxicogenomic mapping, together with a toxicoproteomic approach, 
can be used to confirm whether up-regulated genes are really translated into augmented 
protein levels and might increase our understanding of the pathways of toxicity involved 
in corrosion and irritation and lead to the development of better tests.

Within an ECVAM in-house research project using the metabonomics approach, 
the EPISKINTM model has also been used to study the ability of test chemicals to alter 
metabolic profiles. Here, Mass Spectrometry (MS) was used to identify the changes 
in metabolite levels after chemical challenge, following the metabolic “foot-printing” 
approach, i.e., by analyzing differential changes in extracellular metabolites released 
into the culture medium.58,59 Changes in the metabolic state restricted to the cell interior 
(the “finger-printing” technique) are not yet being assessed. It has been shown that 
differential, but yet unidentified, metabolite-peaks can be identified in response to irritant 
chemicals, which are absent in controls and in non-irritant profiles (unpublished results). 
Such specific patterning of peaks, together with their identification, might lead to the 
development of specific biomarkers useful for predicting toxicity. Alternatively this 
approach may improve our understanding of toxicity pathways, especially when combined 
with a toxicogenomic and toxicoproteomic strategy. While it has been demonstrated that 
the metabonomic approach can distinguish irritants from non-irritants it now needs to 
be assessed whether this approach is sufficiently reliable, robust and transferable and 
more powerful than classical endpoints with regard to the accuracy of its predictions.

Skin Absorption

New technologies such as tissue engineering allowing the reconstruction of human 
epidermis or full-thickness skin models (i.e., modeling epidermal and dermal layer) hold the 
promise to improve standardized skin absorption testing for toxicological risk assessment. 
Skin absorption is one of the exposure routes by which toxicants may enter the human 
body (along with inhalation, ingestion and, in the context of pharmaceuticals, injection). 
Understanding to what extent and how readily substances are taken up through the skin and 
may become available on a systemic level in the human body is thus of tremendous importance 
for toxicology. The skin is most readily exposed in many scenarios of occupational and 
consumer exposure. In particular, skin absorption is of pivotal importance for assessing 
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possible adverse effects of cosmetics on human health since the majority of cosmetics are 
applied directly, voluntarily and often repeatedly on skin. Additional momentum in this 
field stems from the emerging field of nanotechnological applications which will require 
robust tools to estimate the potential absorption of such materials through the skin60,61 to 
arrive at risk assessments that are based on a realistic estimation of the possible systemic 
availability of these materials. Moreover, the growing interest in transdermal delivery 
of drugs (also but not only, of nanosized dimensions)62 adds a further dimension to the 
importance of a reliable methodology for estimating skin absorption.

Skin absorption can be differentiated into (a) dermal adsorption of substances 
at the stratum corneum layer, (b) dermal absorption of substances in the epidermis 
and dermis and (c) the percutaneous penetration into the subcutaneous layer and 
systemic availability. However, due to extensive vascularisation of the dermis 
and its vicinity to the epidermis, substances found in both epidermis and dermis 
may be already considered as potentially bioavailable and having passed into the 
systemic compartment.63 Skin absorption has traditionally been tested through animal 
experimentation (OECD TG 427 on in vivo skin absorption64), but since 2004 also an in 
vitro OECD test guideline is available that describes the use of excised skin for measuring 
absorption/penetration of substances into a diffusion cell (OECD TG 428 on in vitro skin 
absorption65). Importantly, viable and nonviable skin (including skin which has been 
stored in the freezer) may be used since the process of skin absorption appears based not 
on active transport mechanisms but on the passive properties of the skin (in particular 
its barrier function) and the physicochemical properties of the molecules to which the 
skin is exposed. Guidance on the conduct of skin absorption studies has been published 
by OECD also in 2004 (OECD Guidance Document Nr. 28 for the conduct of skin 
absorption studies66). For the in vitro method, skin from various mammalian species (e.g., rat, 
pig, guinea pig) or human donors can be used. While the basic design of mammalian skin 
is the same across species, considerable differences exist with regard to the thickness 
of the skin, the number of cell types and, of particular relevance, the density of skin 
appendages such as hair follicles/shafts and sweat or sebum glands which potentially 
allow the absorption of substances via the “shunt pathway”: Substances may circumvent 
the epidermal stratum corneum with its considerable barrier function and enter the dermis 
and thus the systemic compartment via the lateral (nonstratified) walls of such appendages. 
Consequently, penetration through animal skin (e.g., rat) skin is generally much greater 
than through human skin due to the much higher density of, in particular, hair follicles.67 
Pig skin appears to model more accurately human skin absorption properties.68 While 
the current in vitro skin absorption method has a number of advantages over the in vivo 
method (e.g., replicate measurements possible, intended use exposure can be studied, 
different physical forms can be assessed), there are also several considerable drawbacks: 
First, when using human skin, supply of skin samples may be limited and there is 
considerable donor variability, the latter also being an issue in case of samples of animal 
skin. Second, there is considerable variability associated with the existing methods due 
to different (nonstandardized) study designs, donor and receptor media, experimental 
set-ups69 and, in particular, due to the use of different skin types70-73 which confounds 
the comparability of published data. 72,74 This has led to the conclusion that the in vitro 
methodology based on excised human or animal skin requires further development and 
standardization73 despite the fact that it is already laid down in an OECD test guideline. 
Finally, the available in vitro technology, at least if based on excised animal skin, 
propagates one of the known difficulties of the in vivo skin absorption methods which is 



166 NEW TECHNOLOGIES FOR TOXICITY TESTING

the generally higher permeability of animal skin compared to human skin. Although this 
issue has been mentioned in the OECD’s guidance document on skin absorption testing 
(2004), it is, with the current suite of available methods, far from solved.

Currently, the emphasis towards an improvement of skin absorption technology 
is clearly on reconstructed human epidermis or full thickness models as already used 
for skin corrosion and skin irritation testing. Recently a number of groups have made 
considerable progress in using ECVAM-validated reconstructed human epidermis (RhE) 
models (such as the EpiskinTM, EpidermTM, SkinEthicTM models) and other models (e.g., 
the PhenionTM full thickness model) for purposes of skin absorption measurements of 
chemicals and pharmaceuticals75-78 and some protocols have already undergone (pre)
validation.79,80 Obvious advantages of this approach include better quality control of 
the test system (i.e., quality controlled reconstructed tissue batches vs acutely prepared 
animal skin) and improved species relevance (RhE models are based on normal human 
keratinocytes). Moreover, the availability of one validated test system (RhE) allowing 
the testing of three endpoints (skin corrosion, irritation and absorption) by using specific 
protocols constitutes an obvious logistical and economical benefit for end users of test 
methods. However, despite all progress, this approach still suffers from the fact that 
reconstructed human skin in vitro generally shows a considerably weaker barrier function 
than human skin, complicating the accurate estimation of skin absorption/penetration. 
Zghoul et al,75 for instance, explored the use of reconstructed human skin equivalents 
for assessing drug absorption in comparison to human skin and, while concluding that 
such technologies have potential as a pharmaceutical test system to study dermal drug 
transport from topical formulations, observed a five times higher flux rate than in human 
epidermis. A recent review on the use of various reconstructed skin models as alternatives 
to human and pig skin for in vitro permeation testing of drugs further stressed the issue 
of differences of barrier function between human skin and human skin reconstructed 
in the dish.81 This problem may either be addressed by altering (i.e., increasing) the 
barrier function of these RhE models or by adjusting the prediction models in order to 
take different barrier functions/diffusion rates into account. Importantly, recent progress 
in mathematical models for skin absorption82 as well as QSAR models83 may help in 
defining and refining the parameters of prediction models of empirical test systems 
based on tissue-engineering and may, in addition, support the interpretation of empirical 
data (whatever their origin) and thus support the risk assessment of substances taken 
up through the skin.

In summary, owing to the key role of exposure data via the dermal route in the 
context of cosmetics safety as well as the advent of nanotechnological applications 
and the growing interest in transdermal drug delivery, improved skin absorption test 
methods are urgently required. These should be relevant for humans, reproducible 
and robust enough in order to allow, in comparison with existing methods, a more 
accurate estimation and prediction of the expected human dermal absorption and 
percutaneous penetration of substances. New developments in tissue engineering such 
as reconstructed human epidermis (RhE) models and, in particular, full-thickness 
models, hold the promise to provide standardized test methods of human relevance and 
low batch-to-batch variability. However, before these methods can be used for routine 
testing, further optimization and rigorous independent assessment/validation are still 
required. ECVAM is following development, optimization and validation activities 
of human-based skin tissue models and has encouraged the submission of these test 
methods for ECVAM validation.
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Phototoxicity

Phototoxicity is an acute toxic response that is elicited after the initial exposure of the skin 
to certain chemicals and subsequent exposure to light, or that is induced by skin irradiation 
after the systemic administration (oral, intravenous) of a chemical substance. The assessment 
of whether a chemical is likely to cause adverse phototoxic effects is required, if the chemical 
absorbs UV or visible light and is intended for human use.

Several animal tests used for predicting acute phototoxicity in humans exist, but none of 
them has been scientifically validated. It was proven during an international EU/ECVAM/
COLIPA validation exercise that the phototoxic potential of chemicals can be predicted by 
using the 3T3-NRU in vitro phototoxicity test (3T3-NRU-PT).84,85 This in vitro test, which 
involves the use of the immortalized mouse fibroblast cell line, Balb/c 3T3, gained regulatory 
acceptance in all the EU Member States in 200086 and in the OECD Member States in 2004 
as Test Guideline (TG) 432 and is now widely used in the chemical and cosmetic industries.87

Determination of the phototoxic potential of a chemical in the 3T3-NRU-PT is often 
the first step in a sequential phototoxicity testing strategy. If a chemical provides a negative 
result in the 3T3-NRU-PT, no further testing is required in most instances. However, if the 
result is positive, the chemical may still be applied topically to the skin at safe concentrations, 
depending on the absorption and accumulation of the chemical in the skin. Thus, in addition to 
the information on phototoxic potential, as assessed using the 3T3-NRU-PT, additional testing 
may be required to obtain combined information about the phototoxicity and bioavailability 
of the chemical in the skin and about the relative phototoxic potential of the chemical, i.e., 
its phototoxic potency.

Ideally, a photopotency test should be performed in vivo on human volunteers, but this is 
often not acceptable for ethical reasons, especially if the chemical is a potential photoallergen. 
Reconstituted, 3D human skin models could offer an effective means of avoiding the need 
for confirmatory testing in vivo in animals, especially since such models are characterized 
by having both viable primary skin cells and skin barrier functions. In addition, high-quality, 
reconstituted human skin models are now available from a number of commercial sources, as 
illustrated above. These have been used successfully in the routine safety testing of skin products 
in various laboratories, since they are directly relevant to the organ of major concern. Such 
human 3D models could offer the following advantages when compared to the 3T3-NRU-PT:

1. A wide spectrum of chemicals or complex mixtures can be applied, simulating 
more closely the topical application to the skin.

2. Test concentrations more similar to real exposure conditions, including 
dermatological patch techniques, can be used.

3. Test materials can be applied in an undiluted form, so that aqueous solubility 
of the test material is not a limiting factor.

4. Materials with extreme pH values can be tested.
5. Histology can be performed on exposed and control samples.
6. Exposure to light can better be adapted to real-life situations, e.g., exposure 

time and the spectrum of simulated sunlight (a higher dose of short-wave light 
in the UVB range).

7. Depending on the barrier function of the stratum corneum, the absorption and 
penetration of the original chemicals or molecules created during exposure could 
provide more relevant results than tests performed on simpler systems (giving 
fewer false-positive results).
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The first phototoxicity studies performed on a reconstituted human skin model were 
carried out by using the Skin2 model, although the production of this model was discontinued 
in 1996.88 The protocol was then successfully transferred to another reconstituted human 
skin model, EpiDermTM.89 Preliminary studies had already shown that in vivo photoallergens 
which are not acute photoirritants (e.g., coumarin, 6-methyl-coumarin, musk ambrette), 
are correctly classified as negative by the skin model phototoxicity tests, while they are 
positive in the 3T3-NRU-PT.90,91 Based on the promising outcome of an ECVAM-funded 
prevalidation study on the EpiDermTM model92 and the proposal by industry to apply the 
model in a tiered strategy to identify those chemicals that are predicted to be likely to 
be phototoxic in the 3T3-NRU-PT but are negative in vivo,93 the European Medicines 
Agency (EMA) has suggested, in a Draft Guidance Document on Photosafety Testing, 
that confirmatory testing can be performed on such a skin model.94 A feasibility study 
on whether the prevalidated human 3D model in vitro phototoxicity test, EpiDerm-PT, 
could successfully be used for phototoxic potency testing was performed, showing the 
usefulness of reconstructed human tissue models for prediction of phototoxicity of 
topically applied substances and formulations. This study showed that, in certain cases, 
the human  situation may be underpredicted and that a precautionary factor of about 10 
should be considered for extrapolation.95

Since the introduction of the EMA guidance document in 2002, the 3T3-NRU-PT 
was used extensively within the pharmaceutical industry. A number of companies found 
they were encountering a high percentage of positive results with the 3T3-NRU-PT 
(up to 50%). Importantly, the test, by evaluating photo-cytotoxicity, does only provide 
information on the intrinsic phototoxic potential of substances. While substances positive 
in the 3T3-NRU-PT assay are likely to be phototoxic, it is important to note that the test 
does not directly predict whether or not a substance acts as a phototoxic compound.

A survey of the European Federation of Pharmaceutical Industries and Associations 
(EFPIA) member companies was thus performed to capture industry experience.96 The 
phototoxicity data was provided by 10 EFPIA member companies on 361 pharmaceutical 
candidates covering a broad range of different pharmacologies, including many nontopical 
ones. Of the 349 compounds tested in the 3T3-NRU-PT, 157 compounds (i.e., 44%) 
produced a PIF value of �5 and were classified as positive and 30 compounds (i.e., 8%) 
produced PIF values between 2 and 5 and were classed as equivocal. Of these 187, 26 were 
retested either on animals or humans and 85% of the retested substances were found to be 
negative in the animal model/human clinical tests. The survey concluded that the results 
of the 3T3-NRU-PT assay on the phototoxic potential of substances do not correlate very 
well with in vivo phototoxicity in animals and humans in the clinic. An independent survey 
was conducted in Japan by the Japan Pharmaceutical Manufacturers Association (JPMA), 
showing analogous results. A meeting took place between ECVAM and EFPIA in July 
2010 at which the results of these surveys were discussed, and it was agreed that a focused 
expert workshop on the 3T3-NRU-PT would be held to present the ‘in use’ experience 
with the 3T3-NRU-PT applied to pharmaceuticals and to discuss why it differs from the 
result in the original validation exercise. This workshop, jointly organized by ECVAM 
and EFPIA, was held on the 25-27/10/2010 in Somma Lombardo, Italy.35 experts from 
industry, academia and regulatory bodies were invited to contribute their experiences 
with the 3T3-NRU-PT. During the workshop, the assay methodology was reviewed, 
data from EFPIA and JPMA surveys were presented and reasons for different outcomes 
were discussed. These reasons include deviations in the protocol applied by industry as 
compared to the OECD Test Guideline 432, and differences between compound sets used 
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in the original validation study and compounds routinely encountered in nonclinical safety 
evaluation of candidate drug molecules. Experts from the cosmetics and pharmaceutical 
industries presented their experience with the 3T3-NRU-PT and evidence was presented 
for phototoxic clinical symptoms that could be linked to certain relevant molecules. To 
reduce the percentage of positive results, it was suggested to consider testing only for 
compounds showing a Molar Extinction Co-efficient (MEC) �1000 L/mol/cm, to limit the 
top concentration of test material under irradiation to 100 �g/mL, and to consider higher 
top concentrations without irradiation only to establish IC50 values for PIF calculation 
(if needed). In addition, data on the use of the assay collected from the pharmaceutical 
industry should be reviewed and, depending on data review, it was proposed to apply 
PIF 	 5 or MPE 	 0.15 thresholds for “negative” results (nonphototoxic) more generally 
(according to validation data), rather than PIF 	 2 or MPE 	 0.1. It was agreed that different 
PIF/MEP thresholds may have to be defined for topical (e.g., cosmetic) and nontopical 
(e.g., systemic pharmaceutical) compounds, since the current cut-off values defined in 
the OECD Test Guideline 432 appear to work well for chemicals relevant to the cosmetic 
industry. The state of play of alternatives to the 3T3-NRU-PT and the potential usefulness 
of 3D models as a second-tier test were described and discussed. The conclusions of 
the workshop were that test users should try to adhere as much as possible to protocol 
and OECD Test Guideline 432 standards and should be able to share data in the future 
in a common format including all relevant parameters. There should be a follow-up on 
outliers/anecdotal reports appearing not to support the proposed triggers in a tiered testing 
strategy (identify maximum IC50 values obtained under irradiation, identify minimum 
PIF/MPE values obtained, identify if retesting is required to confirm outliers). The newly 
formed ICH S10 EWG should follow-up on workshop proposals to better define how data 
based on OECD TG 432 can be used for risk assessment of pharmaceuticals. The workshop 
report is in preparation and will be submitted for publication later in 2011.

ALTERNATIVE APPROACHES TO IN VIVO TOXICOKINETICS: 

PREDICTION OF KINETICS INTEGRATING INFORMATION 

GENERATED IN SILICO AND IN VITRO

Understanding toxicokinetics, or more precisely the kinetics of a chemical that has 
entered the human body, is essential for assessing its potential toxic effects, which depend 
on the concentration to which target cells and organs are exposed, the so called internal 
exposure (see the extensive discussion on toxicokinetics in the recent review report on 
alternatives for cosmetics testing2).

Alternative techniques for predicting toxicokinetics of chemicals in animals or in man 
were developed mainly by the pharmaceutical industry for the purposes of weeding out 
pharmaceutical compounds likely to have undesirable kinetic, safety or efficacy profiles 
early on in the drug screening and development process. In vivo but also a variety of in 
vitro and in silico tools have been developed for predicting the absorption, distribution, 
metabolism and excretion (ADME) of drug candidates.2 These predictions are usually 
done at various stages of drug development, by using all the available evidence and 
generating additional meaningful information from toxicokinetic experiments. The 
toxicokinetic information generated can be used, in particular, to select substances to 
be further developed, to direct further testing and to assist in the experimental design 
of the toxicodynamic evaluations to determine the toxicity profiles, thus providing 



170 NEW TECHNOLOGIES FOR TOXICITY TESTING

savings in terms of cost, time and animal use. Although some adjustments are probably 
necessary to increase the applicability of these methods for assessing the toxicity of 
chemicals used in other sectors, such as avoiding the use of radio-labeled materials, 
there is no reason not to use these techniques. Some sectors such as the cosmetics 
sector are being confronted with specific deadlines for phasing out not only topical 
toxicity testing but also systemic toxicity testing in animals including conventional 
toxicokinetic methods. It is evident that, for this sector, the basis of any future complete 
replacement will depend to a large extent on the methods derived from toxicokinetics2 
and from reliable methodologies assessing likely systemic availability of chemicals 
following topical exposure (see section on skin absorption above). Understanding 
the underlying toxicokinetic processes will provide the key to predicting all the other 
areas of toxicological concern and help rationalize the tests required—knowing the 
bioavailability of the relevant uptake routes will reveal whether systemic toxicity tests 
or just local toxicity tests are necessary. Moreover, the ability to relate toxicodynamic 
information from an in vitro nominal concentration-effect relationship to an in vivo 
dose-effect relationship—essential for risk assessment purposes—relies per se on 
toxicokinetics. Whilst the challenges related to developing accurate toxicokinetic 
models cannot be underestimated, many international collaborative research efforts are 
beginning to start up. Such efforts should undoubtedly be supported since the rewards 
are immeasurable and impact a wide area of fields, including the support of other EU 
policies, such as those related to the cosmetic and chemical sectors (e.g., REACH).

Breakthroughs in toxicokinetics not only promise to bring the panacea of complete 
replacement of animal tests but also to provide much more reliable data on the effects of 
chemicals in humans—information that can never be extrapolated in a straightforward 
way from animal tests.

In practice, the prediction of the toxicokinetic and toxicodynamic behavior of a 
chemical rests upon the use of physiologically-based compartmental pharmacokinetic 
(PBPK) models and data generated from a series of relevant in vivo, in silico or in vitro 
models. In silico models or in vitro techniques have been developed for estimating 
parameter values used to predict absorption, metabolic clearance, distribution and 
excretion. Blaauboer97,98 reviewed the techniques involved in toxicokinetic prediction 
by using physiologically-based kinetic models. A general discussion on the in silico 
methods used to predict ADME is provided by Boobis et al.99

As for all predictions made by using models, including those using animal models, 
the potential variability in the target population and the uncertainty of the predictions 
made have to be balanced against the objectives of the prediction. Experimental in vivo 
evaluation of the predictions made and refinement of the PBPK-models used is usually 
necessary100,101 and has to be carefully planned on a case-by-case basis. Strategies for 
integrating the predicted and experimental kinetic information generated routinely 
during drug development are to be found in the literature.102-104 The principles described 
for pharmaceutical applications are relevant to kinetics simulation and prediction in 
the field of chemical safety since they permit the integration of the available kinetic 
or kinetically-relevant information from the very beginning of the risk assessment 
process. This strategy starts in the initial stages of compound development (e.g., 
pharmaceuticals, biocides, etc.) with simulations that can be generated by using only 
physicochemical characteristics, which themselves can be derived from in silico models 
(QSARs/QSPRs). The strategy proposed by Jones et al104 for the set of (pharmaceutical) 
compounds under investigation, led to correct prediction of pharmacokinetics in man 
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for approximately 70% of the compounds. According to the authors, sufficiently 
accurate predictions were achieved mainly for compounds that were cleared by hepatic 
metabolism or renal excretion, the absorption and distribution of which were governed 
by passive processes. Significant mis-predictions were made when other elimination 
processes (e.g., renal and biliary excretion) or active processes were involved, or when 
the assumptions of flow-limited distribution and well-mixed compartments were not 
valid. In addition to the parent compound, metabolites may contribute significantly, 
or even predominantly, to the overall exposure-response relationship. In such cases a 
separate study program on the relevant metabolites may become necessary. To enable 
this high throughput, highly sensitive analytical methods will be essential to establish 
the ADME of the parent and its possible metabolites that may be present only in very 
low concentrations. Without such analytical tools a wide-spread use of toxicokinetic 
approaches in sectors different from the pharmaceutical sector will remain challenging.

HEMATOPOIESIS

Hematopoiesis is an elaborate process, in which pluripotent hematopoietic stem cells 
(PHSCs) differentiate into many types of highly-specialized circulating blood cells. At 
least 95% of hematopoietic cells fall into morphologically-recognizable cell lineages. 
Dormant PHSCs are recruited into the cell cycle by many cytokines such as IL1, IL3, IL4, 
IL6, IL11, IL12, SCF (stem cell factor), G-CSF (granulocyte-colony stimulating factor), 
M-CSF (macrophage-colony stimulating factor), Epo (erythropoietin), LIF (leukemia 
inhibitory factor), FLk2/FLT3 (tyrosine kinase receptor ligand) and TPO (thrombopoietin). 
Lineage-specific factors support the survival, proliferation and maturation of progenitors 
that are committed through the hypothetical stochastic expression of specific groups of 
differentiation genes.

Due to its rapid turnover, the hemopoietic tissue has the capacity to respond quickly 
to an increased demand for mature cells (for example, following blood loss or infection) 
and can maintain this response for prolonged periods of time. This rapid rate of renewal 
also makes the hemopoietic system a sensitive target for xenobiotic toxicity. Therefore, 
hematotoxicology is concerned with adverse effects of xenobiotics and pharmacological 
levels of endogenous substances on the number of cells and their functions. Mature and 
maturing erythrocytes, leukocytes and platelets circulate in the bloodstream, where they 
are usually exposed to higher concentrations of xenobiotics than are any other cell types. 
Xenobiotic exposure can lead to cytotoxic effects on cell function or to cytolysis, either 
directly or in concert with immune mechanisms. Xenobiotics may interfere with proliferative 
activity and with the complex regulation pathways that modulate differentiation.

The toxicological evaluation of the hematopoietic system is part of most preclinical 
and clinical safety studies and has become routine in monitoring a variety of novel and 
conventional therapies in humans and animals. The latter tendency makes this easily 
accessible tissue particularly useful in monitoring for systemic toxicity, while primary 
hematotoxicity ranks alongside liver and kidney side effects as an important source of 
attrition. In recent years, there has been increasing interest among industry and regulatory 
bodies in the development and use of in vitro tests for predicting in vivo hematotoxicity. 
Some in vitro tests have already been validated.105 In vitro hematotoxicology provides 
the opportunity to study effects of toxicants directly on relevant human target tissues, 
offering a means of gaining the experience necessary for applying this kind of model to 
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other continuously-renewing tissues in the body. In particular, fetal cord blood stem cells 
are used for the clonogenic assays, because they are a more reliable and relevant target for 
toxicity testing than are immortalized cells. Given their plasticity, these fetal stem cells can 
generate a perpetual supply of healthy, normal human cells for use in disease modeling, 
drug discovery and toxicology, because they can potentially generate suitable models for 
cardiotoxicity, hepatotoxicity, genotoxicity/epigenetic and reproductive toxicology.106

One topic for the future would be the automation of scoring colonies in the clonogenic 
assays, which would provide the opportunity to refine the performance of the tests in terms 
of their accuracy and repeatability, as well as to reduce personnel costs. An algorithm that 
recognizes and scores CFU-GM has been developed.107 This process, data fusion, relies 
on a classifier designed to process images of layers sampled from a three-dimensional 
(3D) domain and forming a stack.

Currently, the U.S. Food and Drug Administration (FDA) requires new drugs to 
undergo short-term toxicity testing in two species, as well as separate testing for long-term 
toxicology. It is likely that stem cell technologies will be the driving factor in convincing 
the FDA to accept in vitro preclinical studies as sufficient for the approval of drugs for 
human clinical testing.

A third area is the use of the omics techniques. A review has been published on gene 
expression profiling in peripheral blood cells for pharmacogenomics studies.108 Some 
of the earliest biomarker discovery studies in whole blood and peripheral blood cells to 
monitor solid tumor cancers are described in this chapter. The same approach could be 
used to detect developmental disorders after xenobiotic exposure, by using gene profiling 
with human cord blood cells.

NEUROTOXICITY

Neurotoxicology is the study of the adverse effect of substances on developing or mature 
nervous systems. Classically, the neurotoxic potential of substances is assessed in animal 
models by histopathology, biochemistry and—more recently—behavioral studies after 
controlled exposure. This testing regime is lengthy, costly, uses large numbers of animals 
and is therefore not suitable for the screening of large numbers of substances. However, 
a series of new technical developments may overcome some of these shortcomings. 
These are (1) human embryonic stem cells, (2) alternative nonmammalian species; (3) 
high throughput screening; (4) metabonomics and (5) micro-electrode arrays. We believe 
that these technologies may facilitate the identification of potential neurotoxicants as 
briefly reviewed below.

Human embryonic stem (hES) cells are noncommitted or only partly-committed 
cells that have the potential to self renew and the ability to differentiate into a variety of 
specialized cells. Directing hES cells toward a neuronal fate offers the possibility to study 
in vitro the effect of substances on the neuronal differentiation process in a human-derived 
system. Although the use of hES cells still faces many technical and ethical problems, 
it may provide a useful model for neurotoxicity prediction that neither requires animal 
experimentation nor is complicated by the problem of interspecies differences. Umbilical 
cord blood stem cells and induced pluripotent stem cells may be alternative cell sources 
with lesser ethical problems than hES.

Alternative nonmammalian species encompass invertebrate and vertebrate model 
organisms. They offer various technical advantages for neurotoxicity studies. For example, 



173ECVAM AND NEW TECHNOLOGIES FOR TOXICITY TESTING

in transparent species such as the zebrafish, the expression of fluorescent reporter genes 
in subsets of the nervous system allows various aspects of neuronal development and 
function to be monitored in live animals or embryos. This offers the unique possibility 
to study the impact of a substance on the nervous system in its natural context and in 
real time (dynamics), both of which are very difficult to accomplish in vitro or in the 
current mammalian models. The key assumption underlying this approach is that what 
one learns from nonmammalian species is predictive for mammals and humans. This 
assumption makes sense because biological processes are often highly conserved across 
the animal phyla. On the other hand, there are many examples of exceptions attributed 
to interspecies differences and the extrapolation to the human situation must be handled 
with appropriate care.

High throughput screening (HTS) is based on automated assays where thousands of 
tests can be performed in a short period of time. Very simple neurotoxicological assays, 
involving the use of stable cell lines and biochemical endpoints, exist. They should be 
amenable to automated testing and—given the current speed of development—it may 
become feasible to also automate more complex neurotoxicological assays.

So far, screening systems based on nonmammalian species that involve the expression 
of fluorescent reporter genes, have been successfully used in various contexts. For 
example, substances affecting programmed cell death can be detected in living zebrafish 
embryos by using the vital dye, acridine orange.109 Where this is possible, automated 
neurotoxicological assays will lower costs, time and the numbers of animals used, as well 
as generate many data points and—due to larger sample numbers—statistical robustness.

Metabonomics (also called metabolomics or metabolic profiling) is the quantitative 
measurement of the dynamic multi-parametric metabolic response of living systems to 
physiological stimuli or genetic modification. The main parameters are, therefore, changes 
in the levels of small molecules within the cell (fingerprint) or in the extracellular lumen 
(footprint). Since most of these small molecules are cell metabolites, this technique provides 
a snap-shot of the metabolic state of a biological system. Frequently, neurotoxic substances 
directly or indirectly affect the composition of the nervous system’s metabolites. This 
results in a specific metabonomic profile characteristic for certain types of substances. 
A comparison of the metabonomic profile of control and neurotoxicant-treated samples 
may reveal metabolites whose absence or presence is characteristic for a given toxicant, 
as well as casting some light on the mode of action of a toxicant as each toxicant is likely 
to yield a unique or distinct metabolic “finger- or footprint”.110 Currently, the slow speed 
of analysis and the rather high cost of metabonomics are making it less amenable to HTS 
but its comprehensive nature and the likely technical advances may render it one of the 
endpoints of choice in the near future.

Micro-electrode arrays (MEA) permit the simultaneous recording of spontaneous 
and evoked field potentials from multiple neurons within neuronal networks and therefore 
studies that are technically difficult or impossible to perform in vivo. Growing neuronal 
cells or tissue on such neuro-sensor MEA-chips offers the possibility to study the dynamics 
and strength of the effects of substances on the electrical activity of neurons and neuronal 
circuits.111 Among the in vitro approaches to neurotoxicity, this endpoint is one of the most 
sensitive and most neuronal-specific. Although neuronal cells or tissue grown on neurosensor 
MEA-chips may only partly reflect the in vivo situation, this technique represents a novel 
and comprehensive method for identifying substances on the basis of their characteristic 
effects on network electrical activity. So far the bottleneck for this is the availability of 
robust and standardized human neuronal cells and tissue that grow on the MEA-chip.
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ECVAM DATABASE SERVICE ON ALTERNATIVE METHODS (DB-ALM)

User-oriented documentation of, as well as access to, quality controlled information on 
new alternative techniques are becoming increasingly important. The Internet availability 
of the ECVAM DataBase service on ALternative Methods to animal experimentation 
(DB-ALM, http://ecvam-dbalm.jrc.ec.europa.eu) is responding to this demand. It represents 
a further step in advancing Europe’s activities to promote animal alternatives. DB-ALM 
provides ready-to-use information, presented as evaluated data-sheets on various aspects 
of advanced and alternative methods, that is used by more than 2000 subscribers from 
the scientific community and regulatory authorities, and from other stakeholders with an 
interest in alternatives to animal testing. The database includes alternative methods at all 
stages of development and validation. For the time being its focus is on in vitro toxicity 
assessment methods for chemical compounds and/or formulations but the database is 
not restricted to this and can be used to include information on the mode of action that is 
covered by the various methods and on other experimental approaches. The DB-ALM 
provides method-summary descriptions and detailed protocols that allow every experienced 
laboratory to implement a described test method. The database also includes evaluation 
studies, details on formal validation studies and individual test results.112 Moreover, the 
data sector INVITTOX has been adapted for use within the context of REACH to ensure 
the availability of relevant and adequately documented methods. A web-based INVITTOX 
template is under development that will allow test developers to present, from the very 
beginning on, their methods in this format which may become an international reporting 
standard for test methods.

A new data sector on persons and institutions active in the field of alternative 
methods has been launched in 2008 and can refer so far to over 200 entries. The 
DB-ALM is, moreover, being complemented with a comprehensive inventory of data 
retrieval systems with relevance for the animal alternatives area, providing user guidance 
and search procedures to facilitate the identification of the information required. This 
“ECVAM Search Guide” will be published in 2011 to be followed by an electronic 
version soon after. This will be highly relevant for ethical committees which, in line 
with the provisions for project authorisations of Directive 2010/63/EU, must make 
sure that scientists have carried out a comprehensive search for alternatives before 
applying for any animal experiment. All these information systems, together with those 
under development and related ones, will be made available through a new interactive 
portal to be finalised and launched during 2011.

CONCLUSION

The new technologies we have described in this chapter may prove to be pivotal in 
developing a new toxicity testing paradigm since they directly address the three major 
drawbacks of traditional toxicology:
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reconstructed tissue models, hold the promise to generate predictions on adverse 
effects that are much more relevant to the human situation. It should be stressed 
that the use of these cells does not abolish uncertainty altogether, since issues 
of individual genetic background as well as metabolism are not addressed.
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metabolism in the dish, test systems based on human cells will allow the efficient 
and cost effective testing of xenobiotics over a wide range of doses, resulting in 
a more accurate handle on dose-reponse and mechanism of action at the relevant 
exposure level.
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may be used to establish possible patterns of toxicity, i.e., correlations between 
the activation of specific biological pathways hitchhiked by xenobiotics and 
their chemical structure.

These new technologies will be especially important to tackle the more complex 
endpoints, i.e., those human health effects that have shown to be notoriously difficult with 
respect to the introduction of new alternative testing approaches. “Complex endpoints” (such 
as, for example, reproductive toxicity, carcinogenicity) are characterised by an elaborate 
network of physiological feedback loops (e.g., hormonal regulation) and/or involve a yet 
unknown number of possible mechanisms of action triggering downstream toxic effects.

It has been argued in the past that in vitro methods, by their very nature of being 
based on limited and reduced test systems in the dish, are not able to address complex 
physiological networks and their disturbance by toxicants and that they are consequently 
unable to cover all mechanisms of action due to—again—their intrinsic limitations (e.g., 
only one cell type, absence of metabolic activity, absence of tissue-specific cell-cell 
interactions etc.). It may therefore be tempting to suggest that the measurement of 
more downstream effects in entire experimental animals is irreplaceable. Considering 
the developments in the field discussed in this chapter, we would like to contest this 
assumption on the basis of a few considerations which we consider of key importance.

Traditionally, research in the area of alternatives to animal models has focused too 
much on the desire to reproduce “the animal in the dish”, i.e., to reproduce the traditional 
model system (animal) in an in vitro system (cell culture) not employing the use of animals. 
Thus the intrinsic limitations of the original test method may be faithfully reproduced in 
the in vitro test system, even if the latter is based on human cells. ECVAM and the OECD 
have already addressed this by considering, for instance, for the selection of reference 
chemicals for in vitro test methods based on human cells, not only data from animal 
studies but also, where available and produced in an ethical manner, data from human 
exposure (e.g., in vitro skin irritation testing). While replacement of animal testing is 
feasible and already implemented in the area of topical toxicity (e.g., skin irritation, skin 
corrosion testing, skin absorption and phototoxicity), it seems clear that no single in vitro 
method will be able to reproduce the complex biology of systemic endpoints. However, 
progress in the design of testing and data integration strategies (so-called “integrated 
testing strategies”) will allow recapitulating the key mechanisms of complex endpoints 
through the combination of a suite of well-characterised in vitro methods that can be used 
in a flexible manner and will—in their totality—address a wide range of mechanisms. 
Moreover, progress in coculturing technologies may allow the study of interactive 
mechanisms and physiological feedback loops that may be targeted by toxicants.

Finally, the new emerging paradigm of toxicity testing1 will have important 
reverberations on the necessity to evaluate and validate new in vitro methods. Today it 
appears that toxicology will gradually phase out the traditional fixed suite of observational 
test methods and progress towards the combined use of data from various sources including 
both tools for generating empirical data as well as computational approaches. These 
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individual elements will be arranged in flexible integrated testing strategies. This new 
emerging “tool-box for toxicology” will require, however, that the individual building 
blocks of the strategies are well understood in terms of their reliability and their capacity 
to produce relevant measurements that, in combination with other information, allow 
assessing toxicological pathways and/or to predict human health effects. The rigorous 
evaluation and validation of these individual building blocks will become therefore an 
important aspect for ensuring that the integrated approaches which make use of such 
building blocks, are well characterized in terms of their applicability, limitations and 
specific contributions to an integrated risk assessment approach and are indeed reliable 
and robust enough to be utilized in standardized manner and that, each element on its own, 
does indeed provide an adequate subset of information with regard to the human situation.
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Abstract:  Medium to high throughput screening for toxicity testing can provide a wealth 
of information with significant time and cost savings. New technologies, such as 
microfabrication, microfluidics and chip-based technology, combined with advanced 
cell culture and detection techniques, open up new opportunities in toxicity testing. 
In this chapter, fundamentals of microfabrication and microfluidics are discussed 
with a focus on the broad and novel applications on toxicity studies enabled by these 
technologies. Emphasis is placed on microscale cell and tissue culture models for 
medium and high throughput systemic toxicity studies in vitro.

INTRODUCTION

Microfabrication refers to the production of structures with at least one dimension in the 
micrometer range and has been widely used in the manufacture of micro-electromechanical 
systems (MEMS) that have applications in various spheres, including automotive and 
biomedical devices, environmental monitoring, industrial automation, information technology 
and telecommunications. The field of microfluidic technology, also known as lab-on-a-chip 
(LOC) or��-TAS (micro total analysis systems), has also been rapidly developed, as evidenced 
by the rapid increase in the number of patents and papers published in journals in the last 10 
years (Fig. 1). Through various microfluidic technologies, microliter to nanoliter and even 
picoliter fluids can be handled with precise control. Microfluidic devices have a number 
of important and unique advantages, including: (a) minute consumption of reagents; (b) 
short paths for short reaction times; (c) highly paralleled operation with small footprints; 
(d) versatile controls for fluid transport and concentration manipulation; (e) relevant 
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dimensions when dealing with cells and biomolecules; (f) widely applicable materials; and 
(g) low costs. Therefore, microfabricated devices, especially BioMEMS or biochips, are 
being widely adopted in the pharmaceutical and biotechnology industries.1,2 Today, more 
than 120 companies are producing and commercializing miniaturized analytical devices, 
ranging from miniaturized sensors, DNA sequencers, high throughput (HTP) flow cytometry 
systems and high performance liquid chromatography (HPLC) chips to disposable electrode 
arrays, tissue arrays and lab compact disks.3

This chapter presents an overview of current microchip-based technologies, with 
in-depth discussions on their applications in toxicity testing. We will first introduce 
microfabrication techniques, including hard micromachining and soft lithography, 
followed by a discussion of on-chip detection methods. Then, the central theme of 
newly-developed chip-based technologies for HTP screening (HTS) will be explored in 
two categories: Microplate-based technology and microfluidic technology. Examples of 
microfabricated devices which are being applied in various aspects of toxicity testing 
are provided, including medium-to-high throughput platforms and miniaturized models 
for tissue-engineered systems.

MICROFABRICATION TECHNIQUES

Based on the target materials, microfabrication techniques can be divided into two 
categories (see Table 1); hard micromachining targets “hard” materials, such as silicon, glass, 
GaAs and metals, while soft micromachining (also known as soft lithography) uses polymers 
and gels to make microstructures useful for studies with biological cells and molecules.1,4,5

Figure 1. Numbers of patents and journal papers on microfluidics published in English from year 1998 
through 2007. During the past decade, there was more than a 16-fold increase for patents, and more 
than a 28-fold increase for journal papers.
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Hard Micromachining

Most of the hard micromachining techniques have their roots in the integrated circuit 
(IC) industry and are practiced in a clean room with high standards for particle control. 
The techniques mainly include: (a) thin-film deposition, (b) photolithography, (c) etching 
and (d) substrate bonding.1,6,7

Various thin-film deposition techniques, mainly oxidation, chemical vapor deposition 
(CVD), physical vapor deposition (PVD) and electrodeposition, can be used to produce 
thin films with a thickness precision down to 20Å.1,2 These thin films have a wide number 
of applications; for example, as optical reflective/antireflective coatings, electrical 
insulation/conduction, magnetic memory disks, chemical gas/liquid sensors, mechanical 
tribological coatings and thermal barrier layers.8 In particular, microfabricated electrodes 
generated with, for example, the PVD process, are important components of chip-based 
HTS technology.9,10

Table 1. Microfabrication techniques useful for making biochips and microfluidic devices

Hard Micromachining for Silicon, Glass, Semiconductor and Metal Substrates

Thin-film 
deposition

An additive process through oxidation, including chemical vapor 
deposition, physical vapor deposition and electrodeposition; thickness 
control down to 20 Å; capable of producing microelectrodes.

Photolithography Patterning of photoresist on a flat wafer by using UV light through 
designed masks; minimum feature sizes down to submicrons; rapid 
prototyping resolution around 20 �m, masks produced with rapidity 
and low cost; useful in producing most microfabricated devices for 
toxicity studies, either as building structures or molds.

Etching A subtractive process through wet or dry etching; wet etching isotropic 
and selective; dry etching anisotropic but poorly selective, including 
ion milling, high-pressure plasma etching and reactive ion etching.

Substrate bonding Forming 3D microstructures and/or closed systems between 
silicon-silicon, silicon-glass or glass-glass through hydrogen bonds or 
electrochemical reactions.

Soft Micromachining for Polymer and Plastic Substrates

Micromolding Microstructure transfer through replica molding, microtransfer 
molding, micromolding in capillaries and solvent-assisted 
micromolding; resolution down to 100 nm.

Hot embossing Based on glass transition temperature of polymer substrate with low 
cost and high volume; compatible with relatively high aspect ratio 
features; feature size down to around 1 �m.

Microcontact 
printing

Based on self-assembled monolayers with great conformability to a 
substrate surface; feature sizes down to 20 nm; useful as ultra-thin 
resist in selective wet etching or deposition.



184 NEW TECHNOLOGIES FOR TOXICITY TESTING

Photolithography is the technique most widely used to transfer a mask pattern onto 
the surface of a solid material such as a silicon wafer. As illustrated (Fig. 2), the process 
consists of the following main steps:11

1. A 2D pattern is first created with computer-aided design (CAD) software.
2. A photomask is then generated following the CAD design.
3. A thin and uniform layer of photoresist is spin-coated onto a silicon wafer.
4. The spin-coated wafer is then exposed to UV light under the photomask.
5. The wafer is washed to remove unpolymerized photoresist, then baked to 

conclude the process.

Photomasks carry the designed pattern in a light and dark field image on a flat medium 
and transfer the pattern to photoresist on silicon wafers by UV exposure. The conventional 
way of making a chrome-patterned mask is both time-consuming and expensive. However, 
with the advent of rapid prototyping for photolithography,12 features that are equal to or 
larger than 20 �m in a transparency mask could be generated with a desktop computer and 
high resolution printer system in a few hours, at a cost of less than $1 per square inch.4 This 
process has substantially accelerated photolithography with a much lower cost, helping to 
pave the road for the wide application of microfabrication in biomedical research.

Two types of photoresists are commonly used: positive tone and negative tone. Upon 
UV exposure, a positive tone photoresist becomes much more soluble due to rupture or 
scission of its main and side polymer chains, whereas a negative tone photoresist forms 
strengthened and less soluble polymer with random cross-linking of main chains or 
pendant side chains. For example, metallic micro-electrodes, which are often necessary 
when electrochemical assay is used for cell response studies,9,10 can be produced by a 
commonly-used technique called lift-off. In this process, photoresist can mark a negative 
pattern on a substrate through photolithography. Negative pattern means that the spots 
where the electrodes are meant to be are not covered by photoresist, but defined by the 
photoresist covering the non-electrode area. This can actually be obtained with either 
positive tone or negative tone photoresist. Then a desired metal, such as platinum or 

Figure 2. A schematic representation of the process of photolithography. Reprinted from Voldman J 
et al. Annu Rev Biomed Eng 1999; 1:401-425.11 ©1999 Annual Reviews. www.annualreviews.org.
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gold, can be deposited on the entire surface. After stripping off the photoresist bearing 
the metal, a thin film of metal with the desired pattern is left on the substrate.

In terms of structural material, thin-film deposition and photolithography are additive, 
while etching is subtractive. Etching can be categorized as wet and dry technologies. 
In wet etching, the isotropic and selective removal of material can be obtained. Silicon 
dioxide and silicon nitride are commonly used as masking materials for wet etching. Dry 
etching can produce a finer structure with higher anisotropicity, but the selectivity is poor.

Substrate bonding (silicon-silicon, silicon-glass and glass-glass) plays a key role 
in 3D microstructure formation and in microsystem packaging and encapsulation. 
Silicon-silicon fusion and silicon-glass electrostatic (or anodic) bonding are the two most 
important substrate bonding techniques.

Soft Micromachining

Many soft materials, such as various polymers, including plastics, rubber and 
gels, have low costs, proper physicochemical properties and good biocompatibility. In 
addition, they are amenable to a series of micromachining techniques under relatively 
mild conditions. Therefore, soft lithography is increasingly used in microfabrication 
for biomedical applications. Micromolding, hot embossing and microcontact printing 
are three commonly used soft micromachining techniques.

Molding plays a central role in microstructure transfer from a master to a substrate. 
The master for molding can be generated with hard micromachining techniques, such as 
photolithography. Several major micromolding techniques are used in soft lithography, 
including replica molding (REM), microtransfer molding (�TM), micromolding in 
capillaries (MIMIC) and solvent-assisted micromolding (SAMIM) (Fig. 3). REM is 
the most widely used technique,2,4 which duplicates the structure from a master with 
a “negative tone.” It has the capability for 3D pattern transfer in one step. REM may 
produce high fidelity and resolution in complex pattern transfer with an appropriate 
material, usually a prepolymer. The process is reliable, fast, simple and inexpensive, 
with a resolution of 100 nm or greater. Structures as complex as optical surfaces can 
also be formed by REM against elastomeric masters.13

Hot embossing is a low-cost and high-volume microfabrication technique.14 In this 
process, a vacuum is applied and the temperature is elevated to just above the glass 
transition temperature (Tg) of a polymer substrate, followed by an applied pressure on 
the mold. In the presence of the embossing pressure, the system is cooled to just below 
the Tg to further stabilize the microstructures. Then a lower temperature is reached, 
followed by the removal of the embossing mold from the substrate. This technique 
is suitable for making high-aspect-ratio features with a dimension down to 1 �m.

Microcontact printing is a simple procedure, based on self-assembled monolayers 
(SAMs), where an elastic stamp bearing some “ink” is printed in conformability 
with a substrate surface, resulting in an additive SAM with patterns of submicron 
lateral dimensions transferred from the elastomeric stamp.15 The patterned SAMs 
can be used as an ultrathin resist in selective wet etching16,17 or as passivating layers 
in selective deposition.18-20
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Figure 3. Micromolding techniques. A) replica molding; B) microtransfer molding; C) micromolding in 
capillaries; and D) solvent-assisted micromolding. Reprinted from Xia Y, Whitesides GM. Annu Rev 
Mat Sci 1998; 28:153-184,4 ©1998 Annual Reviews. www.annualreviews.org.
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DETECTION METHODS

Table 2 lists the optical and electrochemical methods relevant for the on-chip 
detection and quantification of cells, cell viability and/or cellular functions important to 
HTS applications. These methods are discussed below.

Table 2. On-chip detection methods for cell-based assays

Optical Methods
Labeling cells with fluorescent dyes MTT (3-(4,5-Dimethylthiazol-2-yl)-2,5- 

diphenyltetrazolium bromide)—produces a dark 
blue formazan product after reduction by active 
mitochondrial reductase

Calcein AM (Acetoxymethyl ester of calcein)—
releases calcein, a green fluorescent dye, after 
reacting with esterase in live cells

Hoechst dyes—generate blue fluorescent signals 
after intercalating with nuclear DNA

Ethidium homodimer-1—labels dead cells with 
red staining

Labeling cells with quantum dots (QD) Fluorescent nanoparticles are photochemically 
stable and can be used for multiplex labeling with 
multiple emission colors from a single excitation 
wavelength light32-35

Using transformed cells with reporter 
genes

Non-invasive live-cell kinetics assays using 
cDNA encoding a reporter such as luciferase, 
galactosidase or variants of GFP

FRET—reports the molecular proximity in living 
cells based on emission wavelength change due to 
energy transfer between two close fluorophores44

Using chromatophoric cells Natural color changes induced in chromatophoric 
cells in the skin and scales of fish21

Electrochemical Methods

Electrical impedance The presence of the cells at the electrode/solution 
interface affects the local ionic environment 
and increases the electrode impedance, which 
can be calibrated to obtain a “cell index” that is 
proportional to the cell number

Electrical response Electrogenic cells, such as neural and heart 
muscle cells, give various electrical signals in 
response to environmental stimuli

Electrical signals (pH, DO, etc.) Changes in metabolic products and/or substrates 
in the culture media can be monitored with pH 
and/or DO (dissolved oxygen) electrodes
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Optical Methods

Although some chromatophoric cells, such as those present in the skin and scales 
of fish, can give different color signals upon induction,21 most mammalian cells 
cannot be easily detected optically in HTS. Therefore, conventional optical methods 
usually involve live/dead staining with green fluorescence such as calcein-AM or 
acridine orange for viable cells and red fluorescence such as ethidium homodimer-1 
for dead cells to distinguish cell responses to toxicants. The fluorescence-labeling 
method was used to study the quantitative cytotoxic effects of anticancer drugs, such 
as Epirubicin against oral cancer-2 cells22 and Paclitaxel against HeLa cells23 in a 
microfluidic platform. The effects of the chemical modulators, arsenic trioxide and 
N-acetyl cysteine, on the treatment of breast cancer cells with Adriamycin were also 
studied with this method.24 Furthermore, toxins, such as sodium azide and ricin, can 
be assayed for their cytotoxicity on a microchip.25 Other examples of how this method 
can be used include its uses to study the effects of a gradient of fetal bovine serum on 
the attachment and viability of human mesenchymal stem cells,26 to quantify pumping 
effects on cells27 and to demonstrate a functional 3D cell culture component.28 By 
labeling cells in a HTP fashion, stained cellular fluorescence intensity measurement 
in microchannels was used to demonstrate the efficacy of serial dilution channels29 
and the HTP cell staining of a gradient generator.30

In addition to its use for live/dead cell staining, the nuclear DNA intercalating 
dye, Hoeschst 33342, has been used to quantify cell growth in a microfluidic chip.31 
More recently, fluorescent nanoparticles, such as quantum dots, are also being widely 
exploited, to label cells or follow cellular activities.32-35 However, labeling cells with 
fluorescent dyes or particles is invasive and disruptive to the cell culture and can 
only give final endpoint data rather than permitting continuous data collection. It is 
preferable to use label-free assays that are non-invasive and can generate dynamic 
data in real time and reveal the cytotoxic effects of drugs in an HTP fashion.

Reporter gene methods can be tailored to detect and quantify both cell mass and 
specific cellular events or functions and are, therefore, gaining increasing popularity 
due to their relevance to human physiology/pathology, sensitivity and specificity. 
A reporter gene for an easily quantifiable protein, such as green fluorescent protein 
(GFP), is coupled with a regulatory DNA sequence or promoter.36-38 Whereas assays 
based on luciferase or �-galactosidase require feeding the enzyme substrate into 
individual cells, assays based on GFP variants require only initiation. Hence, GFP 
and its variants are widely used, because of their capacities for automation and the 
real-time, non-invasive assessment of both chronic and acute cellular events.37 Many 
GFP variants have been developed, with emission lights ranging from blue to yellow. 
They can also be multiplexed with Discosoma sp. red fluorescent protein (dsRed).39 
Reporter gene techniques can be responsive to targeted effects, such as gene expression 
and the activation of signal transduction pathways and are, therefore, suitable for use in 
disease-relevant assays. They can also provide dynamic and multiplexing information 
from cellular responses to external agents40-42 and their simplicity and speed allow for 
miniaturization and HTS applications.43

Fluorescent reporters can be used in fluorescence resonance energy transfer (FRET), 
which reports molecular proximity in living cells, based on emission wavelength changes 
due to energy transfer between two proximal fluorophores.44 In FRET assays, two tandem 
reporters, such as two GFP mutants, are fused with a peptide linker incorporating a specific 
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cellular function. For example, when the linker consists of a caspase-3 cleavage site (amino 
acid sequence DEVD), the activation of caspase-3 in live cells can be studied dynamically.45,46

Quantitative fluorescence microscopy is commonly used for detecting fluorescent 
cells in HTS. Live-cell kinetic assays for HTP drug screening can be carried out with 
commercial laser scanning imaging systems suitable for performing fluorescence 
microscopy and quantitative image analysis, such as KineticScan HCS reader from 
Cellomics, Pathway Bioimager from BD Biosciences and IN Cell Analyzer 3000 from 
GE Lifesciences. These imaging systems can be used to examine the contexts of living 
cells, quantify intracellular proteins and monitor the trafficking events of proteins or 
certain subcellular structures fused with fluorescent reporters.47

The toxic effects of chemicals on the development of endodermal cells were 
evaluated by using a stable mouse embryonic cell line with GFP expression, regulated 
by an alpha-fetoprotein enhancer, as a marker for endodermal cell differentiation.48 The 
microscopic images of the fluorescent cells (Fig. 4) can be analyzed for fluorescence 
signals, providing high spatial and temporal resolution. However, they are limited to 
the late phase of compound characterization, because of their fragility, high cost and 
relatively low capacity for HTP application.49 Furthermore, adequate validation is needed 
for quantitative fluorescence microscopy.50 The accuracy of their quantification is another 
concern, because they are limited to planar images and the fluorescence intensity from 
the same sample varies according to different foci, especially for 3D cellular structures.

Commercially-available spectrofluorometers and fluorescence plate-readers that 
are commonly used in biochemical assays have not been widely used in real-time, 
cell-based HTS, because of their limited sensitivity and high background noise levels 
from cell culture media. However, these problems can be overcome by growing GFP 
cells in 3D fibrous matrices, to reach high density in modified multi-well plates (Fig. 5A) 
or perfusion microbioreactor arrays (Fig. 5B). These formats can be read by using 
conventional fluorescence plate-readers, potentially providing a simple, accurate and 
economical method for the non-invasive, real-time quantification of fluorescent cells 
for HTS on drug toxicity.

Figure 4. Fluorescent microscopic images of endodermal cells differentiated from mouse embryonic 
stem cells (ESCs) with GFP expression. Image analysis was used to study the embryotoxicity effects 
of chemicals on endodermal development of ESCs. Images on the left panel were processed and green 
fluorescent intensity above a certain value was visualized (right) and quantitatively analysed. Reprinted 
from Papavella M et al. Toxicol In Vitro 2002; 16(5):589-597, ©2002 Elsevier Science Ltd.
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Electrochemical Methods

Electrochemical methods that can provide real-time and dynamic information on cell 
activities usually involve the measurement of conductivity (or electrical impedance) changes 
due to contacts between cells and electrode surface, electrical responses of electrogenic 
cells, or chemical signals (e.g., pH) resulting from changes in metabolic products (e.g., 
lactic acid) or substrates (e.g., glucose).51 A number of electrical cell-substrate impedance 
systems have been developed since the first reported detection of cells within an applied 

Figure 5. A) Modified 384-well plate with 40 cell culture units, each containing one fibrous scaffold for 
3D culturing of cells with surrounding media as background that can be subtracted in reading the live cell 
fluorescence. B) Perfusion microbioreactor array for drug screening; (a) a schematic of the biochip with 
5 
 10 microbioreactors, (b) photograph of GFP-cells grown in the fibrous scaffold in the microbioreactor, (c) 
hematoxylin and eosin staining of cell matrix slice showing uniform cell distribution. Reproduced from Yang 
ST et al. Curr Opin Drug Discov Dev 2008; 11:111-127.82 ©2008 The Thomson Corporation and the authors.
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electric field.52 The electrical impedance increases with the amount of cells contacting the 
electrode surface (Fig. 6). Thus, an electrical impedance sensor array integrated onto the 
bottom of a microtiter plate can be used for the quantitative detection of living cells and 
for cytotoxicity assays.41 Commercial impedance-based systems, such as the “real-time 
cell electronic sensing” (RT-CES) system from ACEA Bioscience, and xCELLigence 
from Roche, can also be used for the real-time, label-free monitoring of natural killer 
(NK) cell-mediated cytolysis.53

Cell toxicity can also be detected, based on the electrical responses of electrogenic 
cells and tissues, such as nerve and heart muscle cells. Nerve cells have high-specificity 
receptors sensitive to many neuroactive compounds. Changes in membrane potential 
influence the measurable capacity between a microelectrode and axon when nerve cells 
are grown on a field effect transistor.54 An electrophysiological assay has been developed 
to test the spiking, bursting and oscillatory network activities of neural cells, as affected 
by drugs.55 Similarly, biocompatible silicon chips with electrode arrays have been used to 
culture hippocampal rat brain tissue slices for the multi-site electroresponsive recording 
of fresh nervous tissues in real time, although the sensitivity of this array seems to be 
low.56 The electrophysiological responses of heart muscle cells are more significant 
than those of neural cells. Delayed ventricular repolarization (QT interval prolongation) 

Figure 6. Principle of real-time cell electronic sensing (RT-CES) system based on electrical impedance 
measurements. The impedance is set as a baseline without any cell attachment on the electrode surface. 
With the same physiological status, the impedance presents cell number quantitatively. With the same 
number of cells attached, the impedance reflects a change of cell status such as viability or morphology. 
Reproduced from www.aceabio.com, with permission.
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can cause death and is therefore a major concern in drug safety. The US Food and Drug 
Administration (FDA) and the European Medicines Agency (EMEA) require all drug 
candidates to undergo in vitro testing for their effects on QT interval prolongation. A 
micro-electrode assay (MEA) with multi-channel recording has been developed for 
automatically collecting data from cardiac cell networks (Fig. 7). Here, embryonic chicken 
ventricular cells are cultured on a polyethylenimine coated chip containing the electrode 
array and with a beating syncytium. In comparison with the conventional hERG assay, 
the MEA monitors a network of cells and can better represent the in vivo situation, thus 
reducing the risk of losing potential drug candidates due to “false-positive” results.57

Figure 7. A micro-electrode assay (MEA) chip with multi-channel recording for collecting data from 
cardiac cell networks. A) MEA chip. B) Electrodes on MEA. C) Hippocampal slice mounted on a 
standard MEA. Reproduced from www.multichannelsystems.com, with permission.
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Changes in metabolic products (e.g., lactic acid and CO2) or substrates (e.g., 
glucose and dissolved oxygen), which are closely related to cell number and activities, 
can be monitored by measuring pH, dissolved oxygen or glucose levels, by using a 
specific ion or enzyme electrode. However, this approach has not been widely applied 
in HTP cell-based assays, partially because the metabolic activities can be affected by 
many environmental factors that are usually difficult to control in microbioreactors. 
A microphysiometer was developed to measure the acidification rate in the vicinity 
of cells.58 The pH value in pH-sensing chambers has been used to indicate cellular 
biochemical responses due to the accumulation of lactic acid and CO2. A miniaturized 
system for oxygen detection has also been reported for the study of heterogeneous pO2 
distributions around tissues.59

CELL-BASED HTS FOR TOXICITY TESTING

Rightly or wrongly, the current gold standard for toxicity studies is animal 
experiments. The capability of obtaining similar or even better information by using 
human cells with minimal sacrifice of animals is a Holy Grail for toxicology in vitro. 
Increasing evidence has suggested that 3D cell culture is required to demonstrate the in vivo 
physiology for many cell/tissue types, including tumor cells, hepatocytes, chondrocytes, 
neural cells and embryonic stem cells.60-62 This is because 3D culture is critical to many 
important cell functions, including morphogenesis, cell metabolism, gene expression, 
differentiation and cell-cell interactions.63 Colon cancer cells were found to be 1000 
times more resistant to gemcitabine in 3D cultures than in 2D cultures.64 The finding 
that gemcitabine is ineffective for killing colon cancer cells in 3D coincides with the 
lack of in vivo efficacy of this drug for colon cancer in clinical trials. Discrepancies in 
predicted drug treatment effectiveness in 2D and 3D cultures also implicate the advantage 
of using 3D culture systems for cell-based assays.64-66

Microfabrication can create 3D extracellular matrix (ECM) structures to cells 
as mechanical cues to mimic their in vivo counterparts. For example, tissue culture 
scaffolds can be generated with microfabrication, such as a multi-layer 3D scaffold with 
well-defined dimensions,67 a vascular tissue scaffold68 and layer-by-layer microfluidics for 
biomimetic 3D structures.69 Specific tissues have been engineered with microfabrication 
and microfluidics techniques, such as functional liver cells,70-76 bone cells,77 cartilage 
culture78 and neuronal cultures.79,80 In addition, microfluidics can continuously supply 
nutrients and remove waste, to permit continuous experimentation in the long term, 
with controllable temporal parameters. Microfabricated devices and biochips, thus, offer 
opportunities for studying and using biological cells,81 with the unique advantages of HTP 
experimentation and the ability to provide tailor-made microenvironments.82 Interested 
readers are referred to some review articles on tissue engineering and cell biology in 
microfabricated devices.83-87 This section will review cell-based assays involving the use 
of microplates and microfluidic devices, with applications ranging from early-stage drug 
screening to further pharmacokinetic (PK) and pharmacodynamic (PD) studies.

Microplate-Based Technology

With automatic liquid sample handling and readers, microplate-based HTP 
technology is widely used in the biotechnology and pharmaceutical industries for various 
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applications, including enzyme linked immunosorbent assay, polymerase chain reaction 
and DNA sequencing, as well as combinatorial chemical synthesis and the evaluation 
of drug effects on apoptosis, absorption, metabolism and toxicity in the drug discovery 
process.88 Many commercial microplate systems, including peripheral accessories, such as 
incubators, robotic handlers and centrifuges, are available for cell-based and biochemical 
assays utilizing fluorescence, luminescence and colorimetric detection. Compared to 
biochemical assays, cell-based assays provide more-extensive functional information in 
early-stage screening and can better identify drug candidates with desired pharmacological 
characteristics.89 Table 3 shows some examples of microplate-based HTP cell assays.

The transfected, primary, or stem cells used for HTS usually are cultured in multi-well 
tissue culture plates with modified surfaces that enhance protein binding and cell attachment. 
In toxicity studies, the quantification of cell viability and/or cell number is required. As 
discussed in the previous section, the majority of cell-based assays rely on live/dead cell 
staining to monitor cell responses to toxicants, which are usually quantified by imaging 
or microscopic visual count.22-25,27-30,90 A new trend is to perform online non-invasive 
dynamic assays, which result in the saving of time and labor during manipulation and the 
gaining of more information with a time resolution. Disposable microplates integrated with 
electrode arrays or optical sensors have been developed for cell-based assays. A “real-time 
cell electronic sensing” (RT-CES) system (ACEA Biosciences), with electrode arrays 

Table 3. Some examples of biochips and microplate-based cell assays used in HTP drug 
screening

Application or Endpoint Examples

Cytotoxicity RT-CES system with electrodes printed on the bottom of a 
microtiter plate for cytotoxicity assay41

Cardiotoxicity QT interval prolongation assay—MEA using embryonic chicken 
ventricular cells cultured on chips containing electrode arrays for 
monitoring responses from cardiac cell networks57

Neurotoxicity Silicon chips with electrode arrays for culturing hippocampal rat 
brain tissue slices for multi-site electroresponsive recording of 
fresh nervous tissues56

Embryotoxicity Embryonic stem cell test (EST). The effects of chemicals on the 
development of endodermal cells evaluated by using a stable 
mouse embryonic cell line with GFP expression, regulated by 
an alpha-fetoprotein enhancer, as a marker for endodermal cell 
differentiation48

NK-mediated cytolysis xCELLigence (Roche) for real-time, label-free monitoring of 
natural killer (NK) cell-mediated cytolysis53

Absorption Caco-2 assay on 96-well transwell plates197

BioCoat™ HTS Caco-2 Assay System (BD Biosciences) for 
intestine-like cell monolayer formation within 3 days  
(www.bdbiosciences.com)

Metabolism Cryopreserved intact hepatocytes in HTS to determine drug 
metabolic stability198
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integrated onto the bottom of a microtiter plate for the quantitative detection of living 
cells, has been developed for use in cytotoxicity assays.41 This system has been shown 
to be useful for several cell-based assays and can also predict acute toxicity. A similar 
label-free assay system, xCELLigence, codeveloped by Roche and ACEA Biosciences, 
was used to directly monitor NK cell-mediated cytolysis. Corning® Epic™ system uses 
standard 384-well microplates with optical sensors to detect changes in the refraction 
index due to the binding of drugs to the biomolecules immobilized in each well.

Almost all microplate-based cell assays use monolayer cultures grown on 2D 
plate surfaces. However, 2D cultures suffer from contact inhibition and loss of native 
cell morphology and functionality. Maintaining cells in their native functional state in 
order to accurately predict drug effects and reduce clinical trial failures is critical to 
the drug discovery process. As discussed, 3D cell models are better representations of 
real human tissues, so usually provide drug effects closer to those observed in in vivo 
studies. We have designed, built and tested a microplate-based, real-time, bioactivity 
assay based on 3D cultures of GFP-expressing mammalian cells (Fig. 5A). This HTP 
assay can monitor cellular responses to chemicals in a 3D environment, mimicking 
their in vivo counterpart and at the same time increasing the signal to noise ratio by 
at least one order of magnitude as compared to the conventional 2D culture system.91 
More importantly, this 3D cell-based assay gives a compound toxicity profile that is 
consistent with in vivo results and improves the predictability of cell-based assays for 
drug efficacy in clinical trials.

Microplate-based cell assays provide a convenient platform and clearly demonstrate 
the value of HTP cell assays. In current drug discovery practice, 96-well plates are the 
HTP universal format, while assays in plates with 384 or more wells are being verified 
to reduce the reagent cost and to further increase the efficiency.92 However, there are 
constraints which limit the applicability of more-compact formats, such as 1536-well 
plates. The small volume of medium in wells is affected by surface tension forces, which 
lead to heterogeneous cell distribution. Evaporation may also reduce the quality of cell 
culture. In comparison with the complexity of human body, microplate cultures are also 
limited to very simple configurations. The maintenance of in vivo micro-environments, 
especially taking physiological hydrodynamic forces into account, can only be addressed 
with the help of the microfluidic techniques discussed below.

Microfluidic Technology

Microfluidic devices are composed of different functional components for various 
liquid handling processes, including pumping, valving, mixing and concentration 
manipulation. These microfluidic components play critical roles in on-chip cell cultures, 
which have many applications, including toxicity testing. Here, we will discuss microfluidic 
components and devices, as well as their applications in cell-based assays (Table 4).

Micro Valves and Pumps

Valves are common parts in a fluidic conduit. By multilayer soft lithography, Quake 
et al93 developed a microfluidic system containing on-off valves controlled by using 
air-actuated control lines on top of flow lines based on elastomer pneumatic valving. 
Tunable hydrogels were also used to make biomimetic valves.94,95 Another example 
of a biomimetic valve is a passive “lymph” valve, which permits or stops flow under 
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different flow directions, based on the elastomer and the lymph design.96 In addition 
to pressure systems, a valving mechanism can be produced with magnetic forces97 and 
passive valves based on capillarity action are used to control parallel flows.98

Valves can be further exploited for actuation as a pump. An array of parallel 
control lines over the flow lines of the on-off valve can work in sequential deflection 
to drive fluid flow.93 The unidirectional lymph valves discussed above can be put 
together in a series for pumping.96 In many examples, the diaphragmatic actuation of 
elastomer is used to work as a pump or even as a logical structure.99-102 Furthermore, 
novel micropumps that utilize cellular energy, such as the intrinsic pulsatile mechanical 

Table 4. Some examples of microfluidic devices used for cell-based assays

Applications Examples

Cytotoxicity Microfluidic HTP serial dilution of Paclitaxel for cancer cell 
cytotoxicity tests199

Microfluidic linear dilution useful for cytotoxicity HTS29

Epirubicin against oral cancer-2 cells22 and Paclitaxel against HeLa 
cells23 in HTP microfluidic devices

HepG2 cell apoptosis induced by doxorubicin in a microfluidic 
device152

3D perfusion microbioreactor system for continuous culture of 
primary rat liver cells75

A microfluidic array of 576 chambers used to study five toxins at 
various concentrations against 3 cell types165

Cell-cell 
interactions

Macrophages and osteoblasts141

Embryonic stem cells with fibroblasts and/or hepatocytes166

Red blood cells and vascular endothelium167

Micro-scale cell culture analog as a PBPK model for systemic toxicity 
study100,168,169

Cell migration Chemoattractant effect of epidermal growth factor on human 
metastatic breast cancer cells in a microfluidic chemotaxis chamber170

Neutrophils or neutrophil-like cells in microfluidic chemokine or 
peptide gradients171,172

Cell differentiation Differentiation from myoblasts to myotubes in a long-term perfusion 
culture173

Human neural stem cell differentiation to astrocytes under a gradient 
of a cocktail of growth factors174

Uniform embryoid body formation175

A microbioreactor array used to study human ESC differentiation 
under different cell densities and flow configurations177
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functions of cardiomyocytes,103,104 have also been used for on-chip pumping. Beebe 
et al105 developed a magnetically-driven oscillation bar to pump liquid in one direction, 
which operates in a similar way to that whereby a swimming fish uses its tail fin to 
generate vortices and pressure differences. Readers are referred to a number of review 
articles on micropumps.106-108

Fluids can also be transported in microfluidic channels by using an external pressure 
source, such as a syringe, a micromachined or a peristaltic pump. Microfluid flow can 
be powered by electrical (electroosmotic flow or electrohydrodynamic flow),109,110 
magnetic (magnetohydrodynamic flow),111,112 centrifugal,113,114 or surface tension directed 
forces.115-118 Water transport can also used, based on processes such as evaporation,119 
pervaporation and osmosis.120

Microfluidic Mixers

Microfluidic mixers are important in many applications, including on-chip 
microreactors, drug delivery systems, sequencing, single cell or organism studies and 
HTP analyses. Since laminar flow dominates in microchannels, complete mixing needs 
to be achieved with specific on-chip components for passive or active mixing. On the 
whole, passive mixing is achieved by molecular diffusion and chaotic advection, which 
increases the contact surface and decreases the diffusion paths between different fluids121 
through various microchannel designs. Examples of such mixers include a T-mixer or 
Y-mixer (Fig. 8A),122-124 parallel lamination mixers with multiple streams driven by 
either pressure125,126 or electro-osmosis,127,128 serial lamination mixers with multiple 
splitting and joining stages, both horizontally and vertically (Fig. 8B)129 and other special 
microchannel geometries (Fig. 8C).130-132 There are also active micromixers, which depend 
on disturbance in pressure,133,134 or electrohydrodynamic,135 electrokinetic,136 magneto 
hydrodynamic,137 or acoustic fields.138

Microfluidic Gradient Generators

Microfluidic gradient generators involve microfluidic channels capable of 
highly-parallel fluid manipulation for generating concentration gradients critical to 
cell-based assays. These can replace the costly automatic liquid dispensing systems 
commonly used with the microplate systems discussed above. A gradient generator 
usually involves multiple stages of parallel channels combined from the upstream 
direction and diverging with an increasing number of serpentine channels downstream, 
in order to generate stable concentration gradients at the outlet (Fig. 9A).139-142 This 
method is based on diffusive mixing at both the junctions of merging channels and the 
diverging individual channels. Similar microfluidic networks can be used to generate 
nonlinear and complex gradients.143,144 A universal microfluidic gradient generator based 
on series of microdividers has also been developed, specifically for nonlinear spatial 
gradient generation (Fig. 9B).145 Generating a static gradient is necessary for certain 
applications, such as cell-signaling and chemotaxis studies. This can be achieved through 
high-resistance membranes146 or hydrogels between a source and a sink (Fig. 9C).147 
In addition to concentration gradient generators, oxidative microgradients have also 
been generated by using an array of microelectrodes.148 Other microfluidic devices 
are capable of generating temperature gradients.149,150
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Figure 8. Representative types of micromixers. A) T-sensor for diffusion-based mixing,  courtesy of Dr. Paul 
Yager. B) Micromixer with multiple splitting and joining stages in three dimensions. Reproduced from Neils 
C et al. Lab Chip 2004; 4:342-350,129 ©2004 The Royal Society of Chemistry. C) Micromixer 
with modified Tesla structures. Reproduced from Hong CC et al. Lab Chip 2004; 4:109-113.130 ©2004 
The Royal Society of Chemistry.
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Microfluidic Devices for Cell-Based Assays

Table 4 shows some examples of the microfluidic cell-based assays used in drug 
screening. Of all the microfluidic cell-based systems, “liver-on-a-chip” has been the 
most extensively evaluated, due to the need for in vitro tools for hepatoxicity testing.151 
Based on fluorescence signals for high-content assays, a microfluidic device was 
used to study HepG2 cell apoptosis induced by doxorubicin, by examining several 
apoptotic events on the chip, including morphological changes, plasma membrane 
phosphatidylserine externalization and mitochondrial membrane potential collapse.152

For high-density 3D cell cultures, mass transport can be a limiting factor in providing 
sufficient nutrient to cells. Perfusion is thus beneficial for prolonged cell growth in cell 
and tissue cultures.153 Microfluidic flow, therefore, becomes the technique of choice for 
microscale perfusion culture. Griffith et al75 developed a 3D perfusion microbioreactor 
system for the continuous culture of micro-tissue units from primary rat liver cells (Fig. 10), 
with phenotypes substantially closer to native liver than cultures obtained by other in 
vitro methods, which promises to be a useful model for studying drug-drug interactions, 
acute and chronic liver toxicity, viral hepatitis infection and cancer metastasis. The 3D 
cell organization of this system was originated from multicellular spheroids prepared in 
a spinner flask. 3D tissue structures in microfluidic channels can also be prepared by the 
encapsulation of cells in hydrogels22,25,28,30,90,154-158 or biological extracellular matrix (ECM), 
such as Matrigel30,159 and collagen.160 An enzymatically-cross-linked gelatin was also 

Figure 9. Different formats of microfluidic gradient generators. A) Microfluidic system to produce 
tunable gradients based on diffusive mixing. Reprinted in part with permission from Jeon NL et al. 
Langmuir 2000; 16:8311-8316,140 ©2000 American Chemical Society. B) Photograph of a microfluidic 
device able to generate universal gradients by design through microdividers. Reprinted in part with 
permission from Irimia D et al. Anal Chem 2006; 78:3472-3477,145 ©2006 American Chemical Society. 
C) Microfluidic system to generate complex static gradients along microchannels of arbitrary designs 
from a source gradient through the hydrogel above. Reprinted, in part, with permission from Wu H 
et al. J Am Chem Soc 2006; 128:4194-4195.147 ©2006 American Chemical Society.
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used to form microfluidic channels containing cells in the wall structure.161 Furthermore, 
polymeric fibrous matrices can be employed in 3D cell cultures. Yang et al82 incorporated 
highly porous poly(ethylene terephthalate) (PET) nonwoven fibrous matrices into an array 
of perfusion microbioreactors, with forced interstitial flows through the matrix to permit 
high mass transfer rates and to promote high-density cell expansion.

Many efforts have been directed towards increasing the throughput of microfluidic 
cell-based assays through well-controlled fluid handling without complex robotics. An 
8 
 8 nanoliter scale microbioreactor array with an on-chip concentration generator has been 
described.139,162,163 An array of 256 nanoliter microbioreactors has also been developed for 
characterizing gene expression in living cells genetically modified with fluorescent reporter 
proteins under specific promoters.164 Figure 11 shows a microfluidic array of 576 chambers 
used in cytotoxicity studies for five toxins at different concentrations against three cell types.165

Microfluidic devices have also been developed for studying cell-cell interactions 
in cocultures, which can generate valuable knowledge for guiding the design of in vitro 
toxicity study tools with the capacity to reveal systematic phenotypic changes induced by 
of drugs or toxins. For example, in a two-level microfluidic coculture system, cytokines 
and other factors released from up-stream macrophages flew through a gradient generator 
before passing down-stream to an osteoblast culture, where cell-cell interaction was studied 
with a bone resorption marker and in terms of osteoblast viability.141 Static and sequentially 
dynamic patterned cocultures of embryonic stem cells with NIH-3T3 fibroblasts and/or 
AML12 hepatocytes were produced by using microfabricated parylene-C stencils, thus 
providing a means to temporally and spatially control cell-cell interactions.166 Furthermore, 
the cellular interaction between red blood cells and the vascular endothelium was also 

Figure 10. Microfluidic 3D culture of liver cells in microfabricated scaffolds with (A) 
illustrating a microchannel with cell aggregates, (B) showing the image of the device, which could 
cultivate cells to high density 3D structures (C) with high viability (D). Reproduced from Sivaraman 
A et al. Curr Drug Metab 2005; 6:569-591.75 ©2005 Bentham Science Publishers Ltd.
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identified with cellular ATP release and NO secretion increased by drug stimulation.167 
Finally, a microscale cell culture analog (�CCA), also called “animal-on-a-chip,” was 
developed and used as a physiologically-based PK (PBPK) model.100,168,169 This system 
had several interconnected microfluidic compartments, each for a different organotypic 
cell culture, to recapitulate drug metabolism, transport, distribution and toxicity (Fig. 12). 
It harnesses the complexity of toxicity at the systemic level in vitro in order to increase 
predictive efficacy at an early stage and represents one of the most important directions 
for future toxicity evaluation systems.

Microfluidic devices have been used to study cell differentiation into specifically 
functional cell types. Various organotypic cells are useful in these cell-based toxicity 
studies. In one example, the whole process of differentiation from myoblasts to myotubes 
was examined with morphological and biochemical markers in a long-term perfusion 
culture on a chip.170 In another microfluidic device, human neural stem cell growth and 
differentiation into astrocytes were investigated under a gradient of a cocktail of growth 
factors.171 Microfluidic devices were also used to study how to generate uniform embryoid 
bodies from embryonic stem cells (ESCs).172 Cellular microarrays and microfluidics were 
used for the HTP analysis of signals regulating stem cell fate and function.173 Figallo et al174 
designed a microbioreactor array and used it to study human ESC differentiation under 
different conditions of cell density and flow configuration. These systems can also be used 
in cell-based toxicity studies, as in vitro models closely mimicking in vivo conditions.

Besides toxicity testing in microfluidic channels, another relevant application of 
microfluidic devices is for chemotaxis assays. The chemoattractant effect of epidermal growth 
factor on human metastatic breast cancer cells has been examined by using a microfluidic 
chemotaxis chamber capable of generating multiple growth factor gradients.175 In another 
example, a microfluidic device that was capable of establishing stable chemical gradients 
and allowing fast gradient changes, was used to measure neutrophil migratory responses. 
Temporary depolarization of neutrophils was observed under fast reversal of the gradient 
direction of a chemokine.176 Finally, a hydrogel-based microfluidic gradient generator 
has been used to study neutrophil-like cells that migrate towards higher concentrations of 
formyl-Met-Leu-Phe.177

Figure 11. A microfluidic array of 576 chambers for high-throughput cytotoxicity studies. A) A schematic 
of the microfluidic cytotoxicity array; B) An image of the chip with fluid interconnects. Reproduced 
from Wang Z et al. Lab Chip 2007; 7:740-745.165 ©2007 The Royal Society of Chemistry.
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FUTURE PERSPECTIVES

The throughput and quality of data generation can be increased by the parallel 
operation of microbioreactors with well-controlled parameters, such as pH, dissolved 
oxygen (DO), optical density (OD) and major metabolic activities, etc.178-191 Non-invasive 
optical sensors play a key role in the development of such microbioreactors. DO in the 
culture media can be monitored with ruthenium dye192 and Alamar Blue.193 In addition 
to monitoring, a microliter bioreactor array of eight independent units has recently been 
developed, with the control of both pH and DO.183 It is envisaged that, before long, the 
use of microbioreactors for bioprocess development will be routine in the pharmaceutical 
industry. Furthermore, the authors believe that the need for creating highly in vivo like 
microenvironments may, one day, make control capabilities for parameters such as pH and 
DO also become critical in toxicity testing. It is vital that cell-based assays are performed 
under physiologically relevant conditions, which can vary greatly with different types of 
tissues. For example, the pH in the stomach is normally as low as 1.0 and more and more 
evidence indicates that delicately controlled DO levels may have significant effects on 
various tissues and diseases, such as embryonic stem cells,194 cartilage tissue development195 
and even tumor progression.196 Incorporating DO and pH control capabilities into current 
microplates and microfluidic devices for HTS, however, remains a challenge.

Figure 12. Photographs and microscopic pictures of the microscale cell culture analog, featuring 
connected chambers representing different organs, with (A) indicating lung epithelial cells (L2 
cell line) in the lung chamber, (B) representing liver cells (HepG2/C3A cell line) in the liver 
chamber and (C) adipocytes differentiated from 3T3-L1 cell line in the fat chamber. Reprinted 
from Viravaidya K, Shuler ML. Biotechnol Prog 2004; 20:590-597.169 ©2004 American Chemical 
Society and American Institute of Chemical Engineers.
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CONCLUSION

Microfabrication and microfluidic technologies permit the development of 
unprecedented tools for exploitation in HTS. The conceivable advantages of using 
chip-based microdevices include some of the common benefits of miniaturization—
minimal reagent consumption, short processing time, small space requirement, low 
cost and portability. This chapter introduces important microfabrication techniques 
and microfluidic devices with applications in the pharmaceutical industry. For 
cell-based toxicity assays, the unique strengths of using microfluidic devices are 
increasingly being developed and employed, including the capability of creating in 
vivo-like microenvironments with relevant dimensions for cells and versatile fluid 
and concentration handling and manipulation. With effectively integrated detection 
methods, microchip-based technologies can be used to perform HTP experiments to 
speed up the drug discovery process. In addition, new advances in microbioreactors 
with controllable pH and DO, originally developed for applications in tissue engineering 
and bioprocessing, can be incorporated into future cell-based assay platforms.

An important trend in toxicity testing involves the concept of creating systemic 
interactions in vitro through different and interconnected organotypic cultures. These 
can also be used in testing drug absorption, distribution, metabolism and elimination. 
This poses unmet challenges in our understanding of both fundamental biology and the 
application of advanced engineering techniques. No doubt, microfabrication, microfluidics 
and the related detection methods are at the core of the technologies required to serve this 
concept. Therefore, in line with the theme of this book, we sincerely hope that this chapter 
serves as a primer that will help its readers, beginners and experts alike, to imagine the 
great possibilities ahead of us with the new technologies and to stimulate the desire to 
unleash the creativity to make them come true.
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Abstract:  Traditional toxicological tests generally provide descriptive information regarding 
the potential toxicity of chemicals, drugs and physical agents and are limited in their 
ability to assess risk to humans because they use model systems that are nonhuman 
in origin. Upon completion of the sequencing of the human genome, new tools were 
established that identify early biomarkers of toxicity and disease not only in model 
organisms but also in man. Gene expression profiling led to the development of a 
new subdiscipline of toxicology termed toxicogenomics. This new subdiscipline 
combines the emerging technologies of genomics, proteomics and bioinformatics to 
identify and characterize mechanisms of action of known and suspected toxicants. 
This chapter describes some advances in the area of toxicogenomics and discusses 
several models to study chemical-induced liver injury.

INTRODUCTION

The completion of the sequencing of the human genome not only provides us with 
the potential knowledge to understand all of the possible disease consequences to which 
humans may be susceptible, but also provides us with the technologies for deciphering these 
consequences. This accomplishment marks the first step toward using the information for 
diagnosis, treatment and prevention of human disease, as well as for determining the etiology 
of human diseases. One such genomic technology, DNA microarray, is a tool that is used to 
evaluate simultaneously the relative expression of thousands of genes. This technology has 
developed rapidly and has been suggested as the presently preferred technology to identify 
early biomarkers of toxicity and disease in model organisms and in man.1
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Toxicogenomics is a new subdiscipline of toxicology that combines the emerging 
technologies of genomics (gene structure and function), proteomics and bioinformatics 
to identify and characterize mechanisms of action of known and suspected toxicants. 
One goal of this subdiscipline is to identify specific sets of genes that may be candidate 
biomarkers of specific toxic effects. The responses may be a result of exposure to certain 
chemicals or classes of chemicals, or may be more related to a specific organ’s response 
to the insult. The enormous worth of these technologies is that they provide similar tools 
that can be applied to model in vitro and in vivo systems used as human surrogates and 
also directly to humans. This provides toxicologists with a greater degree of confidence 
in the use of the systems presently available to estimate human risk of exposure to 
chemicals and/or to allow development of new surrogates that may have greater relevance 
for predicting human responses.

Gene expression profiling using DNA microarrays has been widely applied to 
elucidate a variety of biological processes since their introduction in 1995.2 The field 
of toxicology was among the first to recognize the promise of this new technology for 
understanding mechanisms of toxicity and for identifying biomarkers of exposure and 
effect, as well as for defining the fundamental cellular processes involved in disease. As 
one can imagine, these tools have been applied to in vitro and in vivo systems already 
in use to define toxicity. For example, Hu et al3 have identified gene expression profiles 
that discriminate indirect-acting genotoxins from direct-acting genotoxins in the L5178Y 
TK�/– mouse lymphoma cell system, by using the protocol suggested for identifying 
mutations at the thymidine kinase locus. Early understanding of the relevance of positive 
genotoxic responses is expected to result in a more efficient and less costly process of 
drug development and perhaps provide us with better tools to determine the safety of 
newly developed nutriceuticals, dietary supplements and nutrients in food. Ackerman 
et al4 examined molecular pathways affected by a DNA damaging agent in the TK6 human 
lymphoblastoid cell line. They found minimal effects on gene expression when the cells 
were exposed to low concentrations of the genotoxic polycyclic aromatic hydrocarbon 
benzo[a]pyrene diol epoxide, while relatively large changes occurred at doses associated 
with cellular toxicity and mutation. Several of the genes affected included those involved 
in apoptotic pathways, detoxification and mutation.

Although toxicogenomic techniques have been used in a variety of in vitro systems, 
many of the in vivo studies published to date have been limited to understanding normal 
and altered gene expression in the liver. Desai et al5 assessed basal gene expression in 
the liver of rats as a function of time of day, because of the possibility that circadian 
rhythms would confound the interpretation of the toxicogenomic data. They found that 
more than 60 genes were significantly altered, representing genes in drug metabolism, 
signal transduction and the immune response. Boormann et al6 were also interested in 
the effects on gene expression in rat livers of time of day and day versus night. Their 
DNA microarray analysis identified differential expressions in their comparisons. 
They discovered numerous periodically expressed genes, including period genes, 
clock-controlled genes and genes involved in metabolic pathways. Both of these studies 
demonstrated a prominent circadian rhythm component in gene expression in the rat, 
which should be a critical factor in planning toxicogenomic experiments. Interestingly, 
Desai and Fuscoe7 and Desai et al8 developed a novel MitoChip microarray that can be 
used for transcriptional profiling to understand the basis of mitochondrial involvement 
in disease and toxicity. The array contains 542 oligonucleotides that represent genes 
from the nuclear and mitochondrial genomes associated with mitochondrial structure 
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and function. The authors are validating the MitoChip by evaluating the expression of 
mitochondrial genes in the livers of p53 haplodeficient and wild type C3B6F1 female 
mice exposed to several HIV therapeutic drugs. They have found that a majority of the 
mitochondrial genes were differentially expressed during antiretroviral treatment. These 
results appear to confirm our present understanding of the pathology associated with 
rodents and humans exposed to antiretroviral drugs.9

Cornwell et al10 studied hepatic gene expression in rats treated with fibric acid analogs. 
This class of drugs is used to treat humans suffering from dyslipidemias. Although fibrates 
are known to have beneficial effects and are relatively safe, there are known adverse 
effects, including liver and muscle toxicity. Cornwell et al10 exposed rats to multiple doses 
of several fibrates and found that the expression of 1288 genes were related to dose or 
length of treatment and correlated well with the observed hepatocellular hypertrophy. 
The gene list included changes that were consistent with increased mitochondrial and 
peroxisomal �-oxidation, increased fatty acid transport, increased hepatic uptake of 
LDL-cholesterol, decreased uptake of glucose, decreased gluconeogenesis and glycolysis. 
The authors concluded that the results indicated that the hepatomegaly response was due 
to PPAR� activation, although signaling through other receptors or through nonreceptor 
pathways cannot be excluded.

Huang et al11 investigated gene expression changes associated with hepatotoxicity. 
They exposed rats to several hepatotoxicants, including acetaminophen, methotrexate and 
methapyrilene and evaluated altered gene expression at 684 target genes. Using principal 
component analysis, they were able to distinguish clear differences in expression for each 
compound. They concluded from their study that expression profiling could be used to 
distinguish different hepatotoxicity endpoints, predict the development of toxicity and, 
most importantly, develop hypotheses regarding mechanisms of toxicity.

IN VITRO MODELS TO STUDY CHEMICAL-INDUCED LIVER INJURY

Liver injury is the most commonly reported clinic liability associated with the 
development of pharmaceutical agents. The remainder of this chapter will be focused on 
several ex vivo and in vitro liver models to assess this phenomenon and the presentation 
of some data derived by using a variety of gene expression profiling techniques. For an 
excellent early review of model liver injury systems, including the isolated perfused liver, 
liver slices and isolated hepatic cells, see reference 12. The present review will mainly 
be concerned with isolated primary cultured rat and human hepatocytes, as well as cell 
lines that act as surrogates for in vitro human hepatocytes.

Currently, primary cultures of hepatocytes are the in vitro model of choice to study 
drug metabolism and the hepatotoxicity of chemicals, especially new drugs. These systems 
are useful, because they retain, under defined culture conditions, many of the functions 
of the tissue of origin. Casciano,13,14 Harris et al15,16 and Harris and Casciano17 discussed 
several rat and mouse liver perfusion techniques, as well as other methods used in their 
laboratory to study metabolic activation, DNA damage and repair, gene expression and 
in vitro toxicity, in rodent and human hepatocyte cultures.

The initial efforts of isolation and culturing of rat hepatocytes involved the two-step 
in situ technique, as modified by Bonney et al.18,19 This technique, a modification of 
that of Seglen,20 used canulation of the inferior vena cava instead of the portal vein. 
Perfusing retrograde via the vena cava was preferred, because it was easier to canulate and 
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reproducibly resulted in the isolation of a much larger number of viable cells. Retrograde 
perfusion usually resulted in 1-1.5 
 109 viable cells from a 10 g rat liver, whereas only 
approximately 3 
 108 viable cells were isolated when perfusion was through the portal 
vein. The former number represents about 50% of the hepatocytes of a liver, assuring the 
recovery of a large proportion of the heterogeneous cell population of the liver. Recovery 
of smaller numbers usually represents those that have survived the collagenase perfusion 
process, which itself may represent a selection mechanism that most probably results in 
an inadequate cellular representation of the cellular populations that reside in the liver.

The cells are usually cultured in plastic vessels. Casciano13 found that a higher 
percentage of viable cells attached to the plastic substratum if the cells were placed in 
��	������	���������	������������	����	�����������	���	��������¦�«���#����������	��	��
that the cells retained residual protease (a constituent of the collagenase) on their surface 
and that the cold environment, as well as the serum contained in the medium, inhibited 
further proteolysis, thus allowing the cellular membrane to repair and resulting in a higher 
percent attachment. It is well established that primary cultures of rat and human hepatocytes 
cultured on plastic surfaces and allowed to form a 2-dimensional monolayer, lose much 
of their initial CYP450 activity in the first 24-hr period, but also have a tendency to lose 
other liver-specific functions.21,22 Several novel culture conditions have been described 
that allow rat hepatocyte primary cultures to retain stable differentiated liver functions, 
such as Phase I and Phase II metabolizing enzymes and responsiveness to chemicals and 
drug, for greater periods of times.23,24 These culture conditions included the use of an 
extracellular matrix or other complex substrata (e.g., collagen and/or Matrigel). Davila 
and Morris23 found that, when rat hepatocytes were overlaid with Matrigel (a solubilized 
basement membrane preparation extracted from a mouse sarcoma tumor rich in extracellular 
matrix proteins), the cells acquired a 3D configuration and were reorganized as acinar 
structures with the cells becoming more cuboidal and with a distinctive canalicular 
network. Using these culture conditions, they found that basal levels of a variety of liver 
genes are maintained and can be stabilized or induced by xenobiotics to levels attained 
in the liver in vivo.

Although in vitro rodent hepatocyte systems are of use in toxicology, the species 
of greatest value in predicting liver metabolism and toxicity in the human is the human 
primary cultured hepatocyte system. Currently, primary human hepatocytes are the system 
of choice to predict human risk before new molecular entities are evaluated in Phase I 
clinical trials by the pharmaceutical industry. Since these cells are generally in limited 
supply and suffer to the same extent as other primary cells in culture with regard to the 
retention of the functions of the tissue of origin, as well as from variability in genotype 
and phenotype amongst donors, it is necessary to carefully define culture conditions that 
result in the highest retention of basal functions and stability in culture.

GENE EXPRESSION IN MODEL IN VITRO HEPATIC SYSTEMS

To determine whether a specific in vitro cell system is useful for predicting a particular 
organ response, one should measure functions that are somewhat specific to that organ in 
vivo. Harris et al14 investigated differentially expressed genes in Fischer 344 (F344) rats 
exposed to aflatoxin B1 (AFB1) and in hepatocytes isolated from control rats and treated 
with AFB1 in primary cell culture. They were also interested in identifying additional 
mechanisms of AFB1-induced carcinogenesis and toxicity. Table 1 indicates the genes 
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whose mRNA was increased in cultured primary rat hepatocytes and F344 rats after 
AFB1 treatment, which included the genes for corticosteroid binding globulin (CBG), 
cytochrome P450 4F1 (CYP4F1), alpha-2 microglobulin, C4b-binding protein (C4BP), 
serum amyloid A-2 and glutathione S-transferase (GST). There were reduced mRNA 
levels for transferrin and a small CYP3A-like cDNA after AFB1 exposure. When liver 
mRNA from AFB1-exposed male F344 rats was evaluated for transferrin, CBG, GST, 
CYP3A and CYP4F1 expression, a decrease in transferrin mRNA and increases in CBG, 
GST, CYP3A and CYP4F1 mRNAs were also seen.

Representatives of both Phase I and Phase II drug metabolizing enzymes were found 
to be responsive in both AFB1-treated animals and primary hepatocytes, indicating that 
this in vitro system captures important biological responses attributable to the liver in the 
intact animal. CYP3A has been reported to metabolically activate AFB1 to a DNA reactive 
species in rodents and humans.25-28 Harris et al15 found that AFB1 caused an increase in 
CYP3A mRNA levels in both primary rat hepatocytes and AFB1-treated rats, indicating 
that CYP3A P450s also play a major role in AFB1 activation under these experimental 
conditions. It was also intriguing that they found that CYP4F1 was upregulated by AFB1 
in both model systems. Chen and Hardwick29 identified CYP4F1 as a member of the 
CYP4 superfamily. They showed that CYP4F1 mRNA was constitutively expressed in 
rat liver and upregulated in an AFB1-induced transplantable tumor. In this same study, 
they also showed that CYP4F1 mRNA was not present in tumors induced by other liver 
carcinogens. The function of CYP4F1 is unknown, but it is intriguing that induction of 
this mRNA has been observed in acute AFB1 exposure in cultured primary rat hepatocytes 
and after chronic exposure in F344 male rats (Fig. 1). Perhaps AFB1 serves as a substrate 
for this enzyme in addition to CYP3A and contributes to the metabolic activation of this 
potent rodent and human mutagenic carcinogen.

Another interesting response to AFB1 reported by Harris et al14 was the induction 
of CBG in vitro and in vivo. CBG content is regulated in the blood by the concentration 
of the corticosteroids contained therein. The dynamic equilibrium dictates the free 
corticosteroid in the blood: When corticosteroid concentrations are high, corticosteroid 
is bound by CBG so it is not available to tissues. When corticosteroid concentrations are 
low, corticosteroid is released from CBG and becomes available to tissues. Since AFB1 
and corticosteroids are planar molecules with similar ring structures, it is interesting to 

Table 1. In vitro hepatocyte gene expression changes induced by aflatoxin B1

Genes with Increased Expression
Genes with Decreased 

Expression

Serum amyloid A-2 Transferrin*

Cytochrome P-450 4F1* Cytochrome P450 3A-like

Cytochrome P450 3A*

Alpha-2-microglobulin

Glutathione S-transferase Yb2*

C4b- binding protein alpha chain

Corticosteroid binding globulin*

*gene changes also detected in vivo
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hypothesize that AFB1 or an AFB1 metabolite upregulates CBG and binds to the protein, 
making it unavailable for transfer into the nucleus to cause mutagenic damage to DNA, 
or that CBG binds AFB1 or a metabolite and the adducted molecule is excreted into the 
blood, thus serving as a detoxification mechanism.

GENE EXPRESSION COMPARISONS IN CULTURED PRIMARY HUMAN 

HEPATOCYTES AND HepG2 CELLS

Several in vitro cell culture systems have been proposed as useful surrogates to 
predict possible adverse outcomes when humans are exposed to chemicals or drugs. 
Primary human hepatocytes in culture and the hepatocarcinoma cell line HepG2 are 
two systems that have been used to measure metabolism, gene expression and toxicity. 
HepG2 cells were derived from a liver hepatoma of a 15-year-old Caucasian male.30 
Wang et al31 have shown that this cell line retains some Phase I and Phase II metabolic 
functions, although the metabolism is generally lower than that seen in primary cultures 
of human hepatocytes. Primary cultured human hepatocytes are considered to be the 
in vitro system of choice for the study of human metabolism. However, there are 
some issues that require further investigation, including the degree of variability of 
hepatocytes derived from individual donors; the extent of differential gene expression 
between human hepatocytes and HepG2 cells and the identification of differences in 
responses to external stimuli between the two cellular models.

Figure 2 shows a phase-contrast microphotograph of HepG2 cells in culture at 
varying times in the growth cycle. The various panels indicate HepG2 at 2, 22 and 72 

Figure 1. Left panel: CYP4F1 expression in rat hepatocytes isolated from three different F344 rats 
treated with 1 �M AFB1 for 16 hours. Right panel: CYP4F1 mRNA levels in control and AFB1-treated 
F344 rat liver. RNA was from male rats fed 0, 0.04 or 0.4 ppm AFB1 intermittently for 12 weeks (4 
weeks on, 4 off, 4 on).
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hours after culture initiation and when they are near confluence. As can be seen, this cell 
line appears to grow in patches or as aggregates and the cells never completely cover 
the surface of the substratum, but may exhibit contact inhibition at near confluence. 
It is probable that different gene expression profiles would be found at these different 
growth phases, thus distinguishing HepG2 cells in different stages of a growth cycle. For 
instance, during cell replication, the genes expressed would be mainly those associated 
with mitosis; at contact inhibition, one would find genes expressed in the resting cell 
population that may resemble the resting liver and not an abnormal in vitro cell line. 
Therefore, the same cell line would look very different because of regulation of gene 
expression at different phases of the growth cycle and if one didn’t know this, one 
would not conclude that the expression profiles were from the same cell. Therefore, it 
is important to define the culture conditions and cellular kinetics when one compares 
HepG2 cell cultures with static, terminally-differentiated primary hepatocyte cultures. 
Also obvious is the fact that HepG2 cells replicate, in stark contrast to the hepatocytes 
they are supposed to mimic. Therefore, one would expect dramatic differences in gene 
expression responses because of comparison of an abnormal cancer cell with a normal 
hepatocyte cell and take into considerations the genes that are associated with replicating 
cells as opposed to terminally-differentiated cells.

For gene expression studies, it is important to identify the culture conditions that 
best reflect the basal expression and response in vivo. Harris32 investigated basal gene 
expression in human hepatocytes cultured on collagen and Matrigel (Fig. 3). The 
expression profiles obtained were compared with gene expression profiles derived from 

Figure 2. Phase-contrast microscope images of viable HepG2 cells at various phases of the growth 
cycle (100X).
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hepatocytes freshly isolated from the human liver. The results indicated that the cells 
on the Matrigel substratum more closely resembled the in vivo profile. The following 
discussion is, therefore, based on data derived from human hepatocytes cultured on 
Matrigel. There were 10 genes with expression patterns that consistently increased in 
human hepatocytes cultured on collagen, but not on Matrigel. Three of the genes coded 
for molecular chaperones, indicating that the cells cultured on collagen were compensating 
for a cellular stress not evident in hepatocytes plated on Matrigel. Interestingly, when 
Harris32 compared primary rat hepatocytes cultured on collagen or Matrigel, there were 
no apparent differences in gene expression.

Harris et al16 also investigated basal gene expression profiles in cultured primary 
human hepatocytes and HepG2 cells. Their initial efforts were directed toward evaluating 
the expression profile from 5 different male donors. The donors varied in age from 
38 to 56 years of age and several of them had some confounding factors derived from 
alcohol or drug use. Figure 4 indicates the expression of totals of 1690, 1939 and 951 
genes (out of the 31,104 genes spotted on the arrays) that were detectable in three of 
the donors. Of the identified genes, 867 were detected in primary hepatocytes from 
these donors, while 631 genes were unique to a single donor. For instance, 160 genes 
derived from donor 1 were not detectable in either donor 2 or donor 3. It appeared 
that the gene expression profiles from donors 1 and 2 were the most similar, as 
they shared 651 genes in addition to the 867 genes that were identified in all three 
donors. Although some of the observed variations could have been due to unknown 
experimental factors, such as hepatocyte isolation and plating, individual array effects, 
target labeling efficiency and/or the choice of cutoff for nondetectable expression, 
it is suggested that individual human variation in gene expression profiles should be 
factored into the experimental design and data interpretation.

When the basal gene expression of cultured primary human hepatocytes was compared 
with expression profiles in HepG2 cells, the data depicted in Figure 5 were generated. 

Figure 3. Phase-contrast microscope images of viable human hepatocytes plated in collagen (left panel, 
100X) or Matrigel (right panel, 100X).
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The expression of 2974 genes was identified in the HepG2 cells, including the 867 genes 
expressed in the cultured human hepatocytes (Fig. 4). Another 920 genes were detected 
as being exclusively in HepG2 cells. It is of interest to note that only a few genes were 
detected in primary human hepatocytes alone and not in HepG2 cells (Fig. 5). Although 
HepG2 cells appear to express a majority of the genes that were identified in cultured 
primary human hepatocytes, 31% of the HepG2 transcriptome examined was unique 
to these cells. HepG2-specific gene pathways included RNA processing, nucleotide 
metabolism, transcription factors, histone associated proteins, cell cycle control, cell 
signaling, DNA repair, growth factors and receptors, cellular defense, oncogenes and 
tumor suppressor genes, metabolism, aminopeptidases, protein transport, protein kinases 
and phosphatases, transporters, cytoskeletal proteins, cell adhesion, neuronal genes, 
steroid lipid metabolism and expressed sequence tags (ESTs) with unknown functions. 
Presumably, a large number of the genes solely expressed in HepG2 cells represent 
functional changes associated with the transformed phenotype of this cell line and the 
data of Harris et al15 would suggest that this may not be a good model for the normal 
human hepatocyte.

CONCLUSION

Toxicogenomics is a relatively new discipline in the field of toxicology. DNA 
microarrays and bioinformatics tools are being used to increase understanding of the 
effects of toxicants on in vivo and in vitro models and to better evaluate the relevance 

Figure 4. Venn diagram illustrating shared and variable gene expression in cultured primary human 
hepatocytes from three donors, cultured in Matrigel for 16 hours.
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of the in vitro models commonly used in toxicological studies. These tools are already 
successfully being introduced into the regulatory arena1 and their continued refinement 
will result in the identification of human biomarkers of exposure to chemicals and drugs, 
thus providing regulators and toxicologists with the confidence required to determine the 
safety of these molecular entities.
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Abstract:  There is increasing concern that insurmountable differences between humans and 
laboratory animals limit the relevance and reliability for hazard identification and risk 
assessment purposes of animal data produced by traditional toxicity test procedures. 
A way forward is offered by the emerging new technologies, which can be directly 
applied to human material or even to human beings themselves. This promises to 
revolutionise the evaluation of the safety of chemicals and chemical products of 
various kinds and, in particular, pharmaceuticals. The available and developing 
technologies are summarised and it is emphasised that they will need to be used 
selectively, in integrated and intelligent testing strategies, which, in addition to being 
scientifically sound, must be manageable and affordable. Examples are given of 
proposed testing strategies for general chemicals, cosmetic ingredients, candidate 
pharmaceuticals, inhaled substances, nanoparticles and neurotoxicity.

INTRODUCTION: RECOGNISING THE PROBLEMS

A variety of stakeholders, including industrialists, scientists, consumers, patients, 
workers and politicians are faced with the need to evaluate the benefits of chemicals and 
chemical products of many kinds, in the light of the hazards they may represent and the 
risks which may result from exposure to them. This has resulted in a vast and complex array 
of laws, regulations, guidelines and practices and many of the mandated test procedures in 
place require the use of laboratory animals. This is a cause of concern, not only because 
of increased public awareness of animal welfare issues, but also because insurmountable 
differences between humans and laboratory animals exist. These differences exacerbate 
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interspecies extrapolation, because animals and humans can differ substantially in their 
responses to the same chemical. In cases where the animal model is oversensitive, 
such problems can inhibit the authorisation of new chemicals and their incorporation 
into useful new products, or can limit the discovery, development and approval of new 
treatments against disease. On the other hand, where the animal model is too insensitive, 
this can lead to failure to detect adverse effects at the right time in product development 
and approval for marketing and use. Another serious problem is that the regulations and 
the ways in which tests they specify are required and in which the data they produce are 
applied, are now so very complicated that only those directly involved, as manufacturers 
or regulators, can hope to understand them. Members of the general public are not alone 
in failing to recognise what is meant by “safe”.

The problems which currently cause concern involve many different kinds of 
products—we cannot consider all of them, so we will mainly confine our discussion to 
two of the most important of them, namely, chemicals and pharmaceuticals, while also 
taking into account the other chapters in this book. Our emphasis will be principally 
on the evaluation of toxic hazard and the prediction of risk to humans, which should 
be focused on the following: (a) the evidence that a given chemical or drug can cause 
adverse effects; (b) the frequency of incidence of those effects in a given population; 
(c) the degrees of severity of the effects; (d) variations in susceptibility to and in the 
expression of the effects within the population and between populations; and (e) the 
epigenetic factors which can modulate them.

CHEMICALS

Chemicals are regulated with regard to their manufacture, marketing and transport 
and their use in many thousands of different products, including cosmetics, household 
products, medical devices and pesticides. Their entry into the body is not usually intended, 
but can occur as a result of accidental, environmental or occupational exposure. The 
population exposed to a given chemical usually cannot readily be identified and levels of 
exposure must be predicted, as they are usually unknown and are relatively uncontrollable.

There are a vast number of regulatory requirements, which are laid down and applied 
at national (e.g., Japan, USA), regional (e.g., EU) and international (e.g., UN) levels. 
It is important to recognise the differences between requirements concerned with the 
timing of testing, what tests should be done, how they should be conducted and how the 
results obtained should be reported (e.g., in submissions to the appropriate authorities) 
and acted upon (e.g., via classification and labelling, restrictions on use, the issuing of 
hazard warnings and the setting of acceptable daily intake [ADI] levels).

Nowadays, the issue of chemicals regulation is dominated and complicated by the 
EU REACH (Registration, Evaluation, Authorisation and Restriction of CHemical 
Substances) system, which came into force in June 2007 and is backed by EU legislation 
agreed in 2006 and managed by the European Chemicals Agency (ECHA) in Helsinki, 
Finland.1 The ECHA operates in collaboration with the Competent Authorities in the 
Member States, e.g., the Health and Safety Executive in the UK.2 In the USA, chemicals 
are regulated by the Environmental Protection Agency (EPA), according to the Toxic 
Substances Control Act 1976,3 while in Japan, they are regulated by the Ministry of the 
Environment, according to the Chemical Substances Control Law 1973, as amended 
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in 2009.4 Over the last few years, many other countries have been in the process of 
strengthening their own requirements.

The regulations are focused principally on the prediction of hazard and the methods 
used have traditionally been dominated by the use of laboratory animal models. Testing 
is conducted according to internationally-agreed guidelines, primarily the OECD Health 
Effects Test Guidelines (TGs).5 Data produced according to these TGs (primarily for 
the manufacturers of chemicals) are then incorporated into the submissions made by 
the manufacturers and downstream users of chemicals to the national and international 
regulatory authorities responsible for the protection of human health and of the environment 
in general from the effects of exposure to hazardous chemicals. This should involve 
assessments of the likely routes, types and scales of exposure, but all too often, there is 
a routine, all-embracing check-list approach, as favoured by regulators, which can lead 
to unnecessary testing. The complicated processes involved in approving and updating 
the TGs are a matter of concern.6

Given the progressive globalisation of manufacturing and marketing, differences 
between regulations and how they are applied can lead to serious difficulties for companies 
and governments. A number of steps have been taken in attempts to resolve this problem. 
For example, the Globally Harmonised System of Classification and Labelling of Chemicals 
(GHS) is an internationally-agreed system to replace the various different classification 
and labelling standards used in different countries.7 This is most encouraging, but serious 
differences remain, e.g., between the EU REACH and US TCSA systems.8

The implications of the original REACH proposals caused great alarm to both 
chemical manufacturers and their downstream user customers. In addition, animal welfare 
organisations and scientists spoke out against the proposed check-list approach to hazard 
prediction based on tonnage, which would fail to take sufficient account of the nature of 
the chemicals themselves or of likely human exposure to them. There have been many 
political and administrative developments in relation to the REACH system proposals 
since they were first put forward in 2001 and there is now a vast and burgeoning literature 
on the subject, including thousands of pages of guidance from the ECHA.

One major problem with the REACH system is the requirement to identify 
Substances of Very High Concern (SVHC), i.e., CMR chemicals (those which are 
carcinogenic, mutagenic and/or reprotoxic), or are PBT chemicals (those which are 
persistent, bioaccumulative and toxic), or are identified as SVHCs on a case-by-case 
basis from scientific evidence.9 Attempts to identify potential human carcinogens are 
very unsatisfactory, since they rely on the lifetime, two-species rodent bioassay, which is 
fundamentally flawed, since it cannot be trusted to accurately identify rodent carcinogens, 
let alone human carcinogens.10 It is estimated that at least 60% of the animal testing 
required by the REACH system will be for reproductive toxicology and there is pressure 
from some traditional toxicologists and regulators to have this testing based on the 
two-generation test in rats, sometimes with additional testing in a second species, such 
as the rabbit. However, whether such an approach can be justified on scientific grounds 
is highly questionable, as it is unlikely that it would be successful in identifying the very 
small number of human teratogens likely to be found among the 10,000 or so “existing” 
chemicals which are of potential CMR concern.11 The development of human-oriented 
strategies for identifying reproductive toxins and chemical carcinogens, involving in 
vitro and in silico procedures, should therefore be a matter of the highest priority.

These issues were discussed in detail by Hartung, who said that the difficulties 
introduced by the REACH system were so very great that they could lead to the more-active 
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search for non-animal tests and testing strategies and the application of evidence-based 
toxicology approaches.12 We have long been calling for a revolution in toxicity testing 
based on the intelligent use of new technologies.13 That is also the theme of the 2007 report 
of the US National Academy of Sciences on behalf of the EPA, entitled Toxicity Testing 
in the 21st Century: A Vision and a Strategy, which spells out a much more intelligent 
approach than that currently being followed in Europe. It emphasises the need to benefit 
from experience in the pharmaceutical industry and to benefit from the emerging fields 
on systems biology and bioinformatics.14

PHARMACEUTICALS

Unlike most chemicals and chemical products, medicines are designed to be 
deliberately taken into the body, there to exert powerful effects on the body’s cells, 
organs and systems, in order to assist in the diagnosis, treatment or prevention of disease. 
Given the complexity of the body and its control systems, it is not surprising that they 
can also induce adverse and serious side-effects. The principal aim in drug discovery 
and development is to identify compounds which will evoke the maximum desired 
therapeutic response according to dosing regimens which induce only minimal and 
manageable adverse effects.

In the EU, medicines can be licensed in two ways—via the national control agency 
(the Medicines and Healthcare products Regulatory Agency [MHRA] in the UK15) or 
via the EU authority, the European Medicines Agency (EMA), based in London, UK.16 
Licensing via the EU is also accepted in some non-EU European countries. The equivalent 
authority in the USA is the Food and Drug Administration (FDA),17 and, in Japan, it is 
the Ministry of Health, Labour and Welfare (MHLW).18

On the whole, whereas definitive guidelines are laid down by the regulatory authorities 
for chemicals and many other chemical products, pharmaceutical companies tend to be 
able to discuss a promising new compound with the appropriate medicines control agency 
or agencies, before all the testing has been completed. In addition, since its inception 
in 1990, the International Conference on Harmonisation of Technical Requirements for 
Registration of Pharmaceuticals for Human Use (ICH) has been bringing together the 
regulatory authorities and pharmaceutical industries of Europe, Japan and the USA, to 
discuss scientific and technical aspects of drug registration.19 The ICH is concerned with the 
design, conduct, safety and reporting of clinical trials and has produced a comprehensive 
set of safety guidelines to uncover potential risks such as carcinogenicity, genotoxicity 
and reprotoxicity.20 The process does not always work smoothly, as, for example, there 
appear to be regional differences in the value of using nonclinical data in assessing the 
risk of delayed ventricular repolarisation (QT interval prolongation), which has been one 
of the most important causes of drug withdrawal in recent years.21

The pharmaceutical industry is currently in a state of crisis, because of the increased 
costs of drug discovery and development and the fact that, despite the increased numbers 
of candidate compounds in the development pipeline, the rate of entry to the market 
has steadily decreased, while the rate of postmarketing withdrawal, because of lack of 
efficacy or unpredicted adverse effects, has increased.

A variety of causes have contributed to this unsatisfactory situation. The new 
pharmacological targets to be tackled are more difficult than those tackled in the past and 
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there is insufficient understanding, not only of diseases themselves or of the mechanisms 
of the pharmacological and toxicological responses and effects involved, but also of the 
influence of human polymorphisms and the effects of a variety of contributory epigenetic 
factors. There has been a growing recognition that differences among patients can affect 
not only the efficacy or safety of a drug, but even the results of clinical trials (since a 
sizeable cohort of nonresponders or idiosyncratic responders can throw doubt on the 
efficacy of a drug which is effective for the majority of the individuals in the trial).

A further complicating factor is that the currently-available nonclinical tests and 
testing strategies, which are heavily dependent on laboratory animal tests, have failed to 
correctly predict adverse clinical effects, including the main causes of late drug withdrawal, 
namely, damage to the cardiovascular system, the liver and the respiratory system.22 This 
is partly because the animal models used in various testing strategies are not sufficiently 
closely-related to what is being modelled and therefore cannot be expected to provide a 
sufficiently relevant or reliable basis for making important decisions.

As a result of this, the need to fundamentally reappraise the value of animal studies as 
an essential and required background to human studies is increasingly being emphasised. 
The US Food and Drug Administration (FDA) put it like this in 2004, in Challenge and 
Opportunity on the Critical Path to New Medicinal Products:

Despite some efforts to develop better methods, most of the tools used for 
toxicology and human safety testing are decades old. Although traditional 
animal toxicology has a good track record for ensuring the safety of clinical 
trial volunteers, it is laborious, time-consuming, requires large quantities of 
product and may fail to predict the specific safety problem that ultimately halts 
development. Clinical testing, even if extensive, often fails to detect important 
safety problems, either because they are uncommon or because the tested 
population was not representative of the eventual recipients. Conversely, some 
models create worrisome signals that may, in fact, not be predictive of a human 
safety problem.23

This remarkable FDA initiative presents a great challenge and an enormous opportunity, 
which should be welcomed and responded to by all concerned, in the interests of good 
science and human benefit, as well as animal welfare. Those who have a tendency to 
want to protect the status quo at all costs, should note that phrases such as “animal 
toxicology … may fail to predict the specific safety problem that ultimately halts [drug] 
development” and, elsewhere in the document, “currently available animal models … 
have limited predictive value in many disease states” have also been used by the FDA 
and not by animal rights protagonists alone.

Meanwhile, in Europe, the Innovative Medicines Initiative (IMI) has been established, 
as a joint undertaking between the European Union and the European Federation of 
Pharmaceutical Industries and Associations (EFPIA), with the aim of improving the 
drug development process by supporting more-efficient drug discovery leading to the 
development of better and safer medicines for patients.24 The IMI supports collaborative 
research projects and builds networks of industrial and academic experts in Europe. The 
focus is on the development and use of in silico and in vitro methods and omics and 
imaging approaches, so that the new technologies can be used for the benefit of patients, 
as a result of dynamic interactions between what takes place in the laboratory and in 
the clinic.
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OTHER PRODUCTS

The following other kinds of products are important in different ways, as they raise 
issues which are different from those encountered with chemicals and pharmaceuticals.

Cosmetics

In the EU, the term cosmetic covers substances or preparations intended to be placed 
in external contact with parts of the human body or with the teeth or mucous membranes 
of the oral cavity, to clean or perfume them, change their appearance, correct body 
odours and/or protect them and keep them in good condition. It excludes products with 
pharmacological effects, but new types of preparation are now appearing, which could 
be called cosmeceuticals, which, while principally intended to be used for cosmetic 
purposes, do have biological effects on body tissues.

The crucial question is whether the uptake of a cosmetic ingredient could lead to 
a level in the body which approached the thresholds of toxicological concern (TTCs) 
for various possible toxic effects and the concept of a margin of uptake (MoU), i.e., 
the difference between likely uptake into the body and a level which could be a cause 
for concern (i.e., above a TTC), is worth serious consideration.25 The goal is to ban the 
animal testing of cosmetic ingredients to be manufactured or marketed in the EU, but its 
achievement has been repeatedly delayed by political and scientific considerations.26,27

Medical Devices

The term medical device covers a very wide range of products, including implants, 
which, like cosmetics, are intended to be brought into contact with the human body, but 
are not designed to affect the body’s cells, tissues and systems in ways comparable with 
those for which medicines are designed and used. They tend to be biologically inert, 
but their biocompatibility needs to be evaluated. In a sense, the question is not what the 
medical device will do to the body’s cells and tissues, but what the body’s cells and tissues 
will do to a medical device. This is exemplified by dental implants, which are usually 
made of pure titanium and are screwed into the jaw bone, whereupon osteocytes migrate 
to and adhere to or enter the surface of the implant, before laying down new bone by a 
process known as the osseointegration of the implant. This is another area where more 
should be done to obviate the need for animal tests.28

Pesticides

Pesticides are substances or mixtures of substances intended to repel, control or 
destroy living organisms regarded as pests. They can be classified in various ways, but 
most usefully, according to target organism. The regulations require that pesticides and 
their individual ingredients must be tested for safety, but, despite extensive testing in 
animals, many pesticides have been withdrawn because they caused acute or delayed 
health effects and/or accumulated in the environment and found their way into water or 
food. The best-known example of this is DDT, an organochlorine insecticide, which was 
widely used as an agricultural pesticide from the 1940s and in the fight against malaria 
in the 1950s. Although it helped millions of people to avoid malaria, concern about its 
range of toxic effects in humans gradually increased and it was progressively banned 
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from use, first in Hungary in 1968, then in Germany and the USA in 1972 and in the UK 
in 1984. It continues to be used in some countries, e.g., India and North Korea. Serious 
problems have also arisen as a result of accidents, such as that in Bhopal in 1984. Pesticides 
represent a class of useful chemicals which must always be handled with great care and 
their application must be kept under continuous review.

Biological Products

The US Public Health Service (PHS) Act defines a biological product as a “virus, 
therapeutic serum, toxin, antitoxin, vaccine, blood, blood component or derivative, 
allergenic product, or analogous product, applicable to the prevention, treatment, or cure 
of a disease or condition of human beings.” This includes somatic cells and tissues and 
gene therapy products, including recombinant therapeutic proteins. They can be isolated 
from natural sources, but increasingly are produced by biotechnology procedures.

The efficacy and safety testing of biologicals involves procedures and regulations which 
are different from those which apply to chemical-based pharmaceuticals. Nevertheless, 
the issues raised in the remarkable FDA initiative referred to above,23 present no less a 
challenge and an opportunity in relation to biologicals. These issues were brought sharply 
into focus by the very serious situation which arose in March 2006, when eight healthy 
male volunteers took part in a Phase I trial on an anti-inflammatory monoclonal antibody, 
TGN1412.29 Six of the volunteers rapidly developed multi-organ failure, one of whom will 
suffer long-term disability. Preclinical studies had been conducted with a number of animal 
models, including monkeys, but no effects were seen which discouraged the manufacturer 
from proceeding to seek permission to conduct the Phase I trial, or the regulatory authority 
from granting its permission. The problem appears to have stemmed from the fact that the 
antibody was fully humanised, i.e., it was an antibody with human-specific properties, 
derived by protein engineering from an antibody produced in a nonhuman species. It could 
be said that the assumption that animal models could be used to establish the safety of 
such a product is a supreme example of the danger of the high fidelity fallacy. It seems 
likely that this tragic event will lead to fundamental changes in the way that preclinical 
and clinical studies on new medicines will be conducted in the future, especially as more 
and more “humanised” biological products are likely to be developed.30

Nanomaterials

Nanotechnology involves the creation and use of materials with a length or diameter 
of 1 nm, which are most-commonly carbon-based or metal-based. Nanomaterials have 
a variety of potential applications in industry and in medicine as tools in diagnosis, 
monitoring or drug delivery. The extent to which they may pose risks to human health 
is not yet known, but it is unlikely that animal tests designed for the application of high 
doses of macroparticles, will have any meaningful role to play.31 The focus is therefore 
likely to be on in vitro test systems, as discussed in this book by Schrand et al,32 by using 
procedures which will themselves take advantage of other technological developments, 
including ultrahigh resolution light microscopy and various physical and biochemical 
techniques, to characterise the nanomaterials themselves and investigate their effects on 
cells. These are early days, but it can be expected that the knowledge about the mechanisms 
of nanomaterial toxicity which is gained, will also offer insights into the mechanisms 
involved in the toxicity of larger particles.
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THE PROMISE OF THE NEW TECHNOLOGIES

The FDA’s Critical Path document goes on to say that:

There are currently significant needs, but also significant opportunities, for 
developing tools that can more reliably and more efficiently determine the 
safety of a new medical product. … Proteomic and toxicogenomic approaches 
may ultimately provide sensitive and predictive safety assessment techniques; 
however, their application to safety assessment is in early stages and needs to 
be expanded. Targeted research aimed at specific toxicity problems should be 
undertaken. … As biomedical knowledge increases and bioinformatics capabil-
ity likewise grows, there is hope that greater predictive power may be obtained 
from in silico (computer modelling) analyses such as predictive toxicology. Some 
believe that extensive use of in silico technologies could reduce the overall cost 
of drug development by as much as 50%. … FDA’s files constitute the world’s 
largest repository of in vitro and animal results that are linked with actual human 
outcomes data. Further data mining efforts that effectively protect proprietary 
data could form the basis for useful predictive safety models.23

What are these developing tools and how could they best be used to provide better 
and safer chemicals and products of many different kinds? Happily, many of them are 
based on human material or human experience, so the scientific limitations of nonhuman 
models because of species differences and the ethical questions they raise, can be avoided.

The use of computers will be essential in virtually every aspect of the further 
development and use of the new technologies, as a means of collecting, storing, organising 
and analysing data and detecting associations and correlations which deserve further 
attention. Therefore, while recognising the interdependence of most, if not all, the 
new technologies, we will use in silico as a term to distinguish certain computer-based 
approaches from approaches described by older terms, e.g., in vivo, ex vivo and in vivo. 
In the same way, while informatics applies broadly to the application of all the other 
technologies, it has more-precise uses in bioinformatics and chemoinformatics.

Descriptions of the available and developing technologies which can contribute 
to the replacement of animal procedures, could be based on various classifications and 
subdivisions (Table 1). There is a vast and rapidly-expanding literature on this subject and 
all we can do here is to give a few examples, including some recent and comprehensive 
reviews.33-35

1. The use of existing knowledge. The consideration of any novel compound or 
preparation should always begin with a search of the literature and the consultation 
of in-house data banks and other, more-widely available, resources.

2. In chemico analysis and chemical interactions. The physicochemical properties 
of molecules are significant and measurable, including stability under various 
conditions, volatility and acidity/alkalinity. For example, compounds with a low 
or high pH can cause severe and direct damage to the eye or the skin because 
of this, irrespective of the properties of the eye or skin themselves, so it is not 
necessary to test them with living material, in vivo or in vitro. The covalent 
binding of xenobiotic molecules, including drugs, to biological macromolecules, 
such as proteins, can affect their uptake into the body, their passage across 
membranes and their half-lives in the blood or body tissues.
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3. In silico methods. There are many computer-based analytical approaches, from 
(quantitative) structure–activity relationships ([Q]SARs) to category formation and 
read-across, which are combined with database compilation and the integration of 
information from different sources. The use of in silico methods in drug discovery 
was discussed in detail by Ekins et al, who stressed the importance of integrating 
computational and experimental data.36-37 In silico methods are increasingly used in 
toxicology, and Combes has discussed how they are developed, with an emphasis 
on the importance of the applicability domain concept, the need for their validation 
and their use in intelligent testing strategies relevant to the REACH system.38 A 
comprehensive consideration of principles and applications in in silico toxicology 
has recently been published, which deals, inter alia, with the development of QSAR 
and other models and the procedures for assessing their quality and applicability 
for the prediction of toxic hazard.39

4. In vivo studies on lower organisms. Many types of organism undoubtedly have value 
for studies at the basic research level, including plants such as onion (Allium cepa) 
and garlic (Allium sativum), bacteria such as Escherichia coli, fungi such as yeast 
(Saccharomyces cerevisiae), coelenterates such as hydra (Hydra magnipapillata), 
nematode roundworms such as Caenorhabditis elegans, insects such as Drosophila 
melanogaster, lower vertebrates, including fish such as the zebrafish (Danio rerio) 
and amphibians such as the South African clawed toad (Xenopus laevis). These 
organisms are being extensively used in research on cell and molecular biology, cell 
death, ageing, developmental biology, immunobiology and neurobiology. However, 
although some pharmacotoxicological test systems involving lower organisms and 
aimed at predicting effects in humans have been proposed, they are unlikely to 
provide satisfactory solutions, because the differences between these organisms 
and humans are too great for tackling other than certain highly specific questions 
(e.g., to find out what is involved in DNA damage and repair).

Table 1. New technologies and approaches which can contribute to drug discovery and 
development

Use of existing knowledge
In chemico analysis and chemical interactions
In silico structure–activity methods
In vivo studies on lower organisms
In vitro methods (Table 2)
High-throughput screening
High-content screening
Omics approaches
PBPK models
Virtual tissue models
Human volunteer and clinical studies
Virtual patient populations
Biomarkers
Clinical imaging
Informatics
Systems biology
Integrated testing strategies
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5. In vitro systems. As is clear, not least from other chapters in this book, a wide 
variety of in vitro systems are now available, which range in complexity from the 
use of isolated cell fractions over a few hours to the long-term culture of cells and 
tissues in multi-organ bioreactors (Table 2). By definition, “culture” is applied to 
cell, tissue or organ preparations which can be maintained in vitro in a nutrient 
medium for more than 24 hours. Further dramatic developments can be expected. 
The trend is toward greater sophistication, greater humanisation and greater 
miniaturisation, which leads to greater physiological and pharmacotoxicological 
relevance, but also to higher and higher costs in terms of time and human and 
economic resources.40-44

 Stacey45 has described developments in terms of culture vessels and the culture 
environment and the availability of stem cell lines and immortalised primary 
cell culture and recombinant cell lines, with an emphasis, based on his own 
experience and responsibilities, on the importance of Good Cell Culture Practice.

 Stummann and Bremer46 have discussed progress in human embryonic stem 
cell (hESC) technology and the development of methods for screening for 
embryotoxicity, cardiotoxicity and hepatoxicity. Also of great importance are 
the emerging procedures for producing pluripotent stem cells from adult somatic 
cells, i.e., what are known as induced pluripotent stem cells (iPSCs). The use of 
iPSCs avoids the ethical issues related to obtaining hESCs and, in the future, it 
may be possible to use iPSCs from an individual patient to provide replacement 
tissues for that same patient.

 In relation to drug discovery and development, the use of iPSCs opens up the 
possibility of producing normal and damaged differentiated cells of various types 
from individual humans, both before and after drug treatment. This would permit 
the performance of detailed studies on the desired and/or adverse effects of the 
drug, as a means of studying genetic predisposition, dose–effect relationships and 
the effects of epigenetic variables, such as treatment with other drugs, life-style 
and occupational factors, and infections.47-51

Table 2. In vitro systems which can contribute to the replacement of animal experimentation

Cell fractions (including postmitochondrial supernatant [S9], cytosolic [S100]  
and microsomal fractions for biotransformation studies)

Primary cell monolayer or suspension cultures
Continuous cell lines
Immortalised cell lines
Stem cells
Genetically-engineered cells
Co-cultures
Organotypic cultures
Precision-cut slices
Perfused cultures
Reconstituted tissue equivalents
Engineered tissues
Dynamic bioreactors
Multi-organ systems
Cell-/organ-/human-on-a-chip
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 The development of dynamic bioreactors, described by Marx,40 which began 
with liver bioreactors, has now been extended to the creation of the human 
artificial lymph node and organ-on-a-chip and lab-on-a-chip systems, where 
micro-technologies and nano-technologies are leading to multi-organ systems and 
micro total analysis systems (�TASs) and, given time, the human-on-chip. Wen 
et al41 have also considered the use of microfabrication and chip-based technology 
to provide for medium to high throughput screening, for which biochips and 
microplate-based assays are already available for cytotoxicity, cardiotoxicity, 
neurotoxicity, embryotoxicity, absorption and metabolism. The use of tissue 
engineering strategies, as described by Shakesheff and Rose,43 is contributing 
to these developments, by offering tissue scaffolds and microenvironments 
which recreate the conditions under which cells form functional tissues. Their 
examples include the skin, liver, nerves, cardiovascular tissues, skeletal muscle, 
the gastrointestinal tract, the cornea and the airway epithelium.

 The features of in vitro systems emphasised by Sbrana and Ahluwalia are 
somewhat different. They say that:

 Researchers have only just begun to appreciate that the intricate 
interconnectivity between cells and cellular networks as well as with the 
external environment is far more important to cellular orchestration than are 
single molecular events inside the cell. For example many questions regarding 
cell, tissue, organ and system response to drugs, environmental toxins, stress 
and nutrients cannot possibly be answered by concentrating on the minutiae of 
what goes on in the deepest recesses of single cells. New models are required 
to investigate cellular cross-talk between different cell types and to construct 
complex in vitro models to properly study tissue, organ and system interaction 
without resorting to animal experiments.41

 They then describe how tissue and organ models can be developed by using 
the multi-well plate scale Quasi-Vivo® system and discuss how they can be 
used in drug toxicity studies. This system is based on the Multi Compartmental 
Bioreactor (MCB) and cell ratios and medium passage times are scaled to provide 
more-meaningful physiological relationships, avoiding some of the problems 
encountered when microfluidics, microfabrication and miniaturisation are pushed 
too far. Various cell types have now been incorporated, including hepatocytes, 
lung epithelial cells, intestinal epithelial cells and endothelial cells.

6. High-throughput screening. Made possible by advances in robotics and 
computer technology, high-throughput screening (HTS) involves the rapid 
testing of huge numbers of compounds for selected activities or interactions 
with specific proteins, receptors or other cell components. Methods including 
drop-based microfluidics can now permit 100 million reactions to take place 
in 10 hours.44 In drug discovery, selection on the basis of HTS can be followed 
by lead optimisation, which can involve the synthesis of new analogues with 
improved potency, reduced off-target activity and properties indicative of 
manageable in vivo pharmacokinetics, as well as in silico analyses.

7. High-content screening. Originally developed as a drug discovery method, 
high-content screening (HCS) permits the evaluation of multiple biochemical 
and morphological parameters in cells.52,53 For example, fluorescent tags or 
fluorescent antibodies can be used to detect proteins of interest via the parallel 
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use of spatially or temporally resolved methods to provide multiple sources of 
quantitative information suitable for integrated analyses. Changes in cells in 
response to potential drugs or toxicants can be detected with high resolution 
in automated systems. HCS can be used, for example, to look at test item–cell 
surface interactions, signal transduction cascades and effects on the cytoskeleton 
and can be linked through phenotypic/visual screening to various omics and 
other approaches relevant to target identification and responses, and to genetic 
polymorphism. Although slower than HTS, HCS provides much more information.

8. Omics approaches. The sequencing of the human genome and the development 
of a wide range of methods for application in molecular and cellular genetics 
has opened up dramatic new possibilities for increasing our understanding of 
human diseases and devising effective and relatively safe ways for managing 
them.54 Hence, pharmacogenetics, a rather descriptive approach to differences 
between individuals in terms of disease and their responses to drugs, has been 
supplanted by pharmacogenomics, a dynamic approach to obtaining and using 
genetic information at the population level as a basis for drug design and 
development, then as a basis for the management of drug therapy by choice of 
drug and selection of dosing regimen, followed by monitoring of positive and 
adverse effects in the individual patient. The omics approaches themselves afford 
a wide range of tools with special uses, but which must be used in integrated 
and intelligent strategies. There seem to be an ever-expanding number of omics, 
including:

�� cellomics (about phenotype and functions at the cellular level);
�� cytomics (distinguishable from cellomics by its application at the single 

cell level);
�� epigenomics (about the parts of the genome, other than the DNA code, 

which modulate the operation of the genome);
�� interactomics (about interactions and their consequences among proteins 

and other molecules within a cell);
�� metabolomics (about the chemical processes involving metabolites), which 

is related to:
�� metabonomics (about quantitative, dynamic and multiparametric metabolic 

responses);
�� pharmacogenomics (a generic term, as referred to above);
�� phenomics (about the functional biochemical and physiological 

characterisation of cells, tissues and organisms in response to genetic 
changes and environmental influences);

�� proteomics (about the proteome, the entire complement of proteins and 
about their individual production, modification and functions);

�� toxicogenomics (about responses to toxic substances); and
�� transcriptomics (about all the types of RNA, including mRNA, rRNA and 

tRNA, as applied to the total set of transcripts or a specific subset).

 The omics approaches are particularly important as ways of linking information 
obtained from in silico and in vitro systems to clinical situations and especially 
to bioinformatics and to the identification of much-needed biomarkers of 
susceptibility, response and effect in, for example, new drug development, as 
in the case of drug-induced liver injury described by Casciano.54
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9. Physiologically-based pharmacokinetic (PBPK) models. In vitro tests, in 
silico modelling and the omics-based systems tend to concentrate primarily on 
potential pharmacodynamic and toxicodynamic events. However, if drugs are to 
be developed and chemicals and chemical products are to be used and patients, 
workers and consumers are to benefit and be protected, the information provided 
by these approaches is of little value, unless major biokinetic processes and, 
in particular, absorption, distribution, metabolism and elimination (ADME), 
are fully taken into account. These questions are now approached through the 
use of biokinetic models, especially PBPK models, a term which is used to 
cover toxicokinetic models as well.55 PBPK model development takes account 
of ADME on the basis of interrelationships among the critical determinants 
of these processes, such as tissue volumes, flow rates, rates of absorption, 
diffusion across membranes, tissue:blood partitioning and rates and affinities for 
biochemical reactions. PBPK models are designed to provide a representation 
of the intact organism, including routes of entry or uptake (via gastrointestinal 
tract, skin, lungs or blood), distribution (via bloodstream), target organs (e.g., 
liver, kidneys, brain) and storage sites (e.g., adipose tissue). Account can be taken 
of the differences between rapidly-perfused tissues (liver, kidneys, brain) and 
slowly-perfused tissues (muscle, skin). Equations can be derived for describing 
features such as tissue influx and efflux, hepatic metabolism and renal clearance. 
The data on which the model is developed are obtained from the literature, from 
physicochemical considerations, from in silico approaches and in vitro tests and 
from experiments on animals and, where ethically acceptable, from studies on 
humans or human preparations and tissues obtained from organ donors. PBPK 
models can be used to guide dose selection, as well as to signal responses to 
be looked for in later stages of the drug development process. By using PBPK 
modelling, the internal concentration at the target(s) can be determined for any 
given chemical, route of administration and dosing regimen, and for any species. 
This information can then be used to assess the effects of “in vivo equivalent” 
concentrations of chemicals in in vitro tissue culture, ideally by using human 
cells of the target tissues(s).

 Lipscomb et al55 have described how PBPK models are developed, evaluated 
and applied in toxicity testing and health risk assessment, emphasising the 
importance of using a systems approach to provide much-needed improvements 
in understanding of the exposure–dose–response relationship. Thomas56 assessed 
the challenge of using physiologically-based simulation modelling to reduce and 
replace the use of laboratory animal in the discovery of new pharmaceuticals. 
The failure of animal studies to predict adverse effects in humans is one of the 
reasons for the postmarketing withdrawal of drugs, but 60–80% of the animals 
used in drug discovery and development are used in lead identification and lead 
optimisation. He concluded that PBPK models are versatile simulation models, 
which could be ideal replacements for animal studies for predicting ADME in 
humans, resulting in improvements in the prediction of human pharmacokinetics.

10. Virtual tissue modelling. The first mathematical model of the working heart 
was produced by Denis Noble in 1960.57 A number of other models are now 
available, in which the virtual tissues are biophysically and anatomically 
detailed and provide quantitatively predictive models of the physiological 
and pathophysiological behaviour of the tissues within the isolated organ. For 
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example, Holden has described a model of the heart involving the reconstruction 
of the electrical activities of cardiac tissues by producing computer models in 
the form of virtual tissues and also a model of uterine tissues that may identify 
possible mechanisms involved in premature labour.58

11. Human volunteer and clinical studies. The ethical and strictly-controlled use of 
human volunteers and patients can provide samples of body fluids from individuals 
with and without particular diseases, as well as subjects to be involved in clinical 
trials. The samples are essential for the application of the omics approaches and 
in vitro systems, but problems with the safe and ethical provision of cells and 
tissues for use in the in vitro approaches summarised in Table 1 can be a limiting 
factor for progress with this type of replacement alternative.

12. Virtual patient populations. This novel approach can be used to conduct virtual 
clinical trials for efficiently screening drug candidates and for evaluating the 
prospect that they could be brought to the market successfully.59

13. Biomarkers. As used in pharmacotoxicology, biomarkers are objectively 
measured and evaluated indicators of normal biological processes, pathogenic 
processes and (desired) responses to, or (adverse) effects of, deliberate, incidental 
or accidental exposures to chemicals, drugs and other chemical products or to 
pathogens and biological products, such as vaccines. It is useful to distinguish 
between disease-related biomarkers and drug-related biomarkers, which can 
also be subdivided into various categories, such as biomarkers of susceptibility, 
of exposure, of drug efficacy, of toxicity, or of patient response, or as diagnostic 
biomarkers. Another distinction is between imaging biomarkers and molecular 
biomarkers. They should be specific to particular circumstances and processes, 
reliably measurable and fit for use for a defined purpose. They can provide vital 
and exploitable links between all the elements in the new pharmacotoxicological 
technologies, from computer-aided drug design, via in silico modelling for efficacy 
and toxicity, through the use of the omics and medium throughput and high 
throughput screening, along with the use of in vitro systems at various levels of 
sophistication, to PBPK and PBPD modelling and eventually to the investigation 
of polymorphisms within the human population, as a basis for planning and 
monitoring therapies designed for the individual patient or protecting workers and 
consumers from damage caused by exposure to harmful chemicals and products. 
The principal way of discovering biomarkers is by the application of the omics 
approaches in the toolbox, linked with bioinformatics, but most importantly, also 
with clinical observations and analyses. Their development involves five main 
stages: target biomarker identification (relevant to a given disease or drug therapy); 
clinical characterisation (in people with/without the disease or using/not using the 
drug); retrospective repository studies (on samples relevant to the disease or the 
use of the drug); prospective screening studies (to predict the occurrence of the 
disease or the effects of using the drug); and clinical use (in control of the disease 
or management of the use of the drug). For example, Vasan60 and Corrias et al61 
have discussed biomarkers in relation to cardiovascular disease and cardiotoxicity 
and the FDA has formally accepted seven renal safety biomarkers for use in the 
nonclinical and clinical stages of drug development.62

14. Clinical imaging. The application of clinical imaging techniques to patients 
is likely to be of increasing value, as they are non-invasive and can produce 
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multi-dimensional results, which can be both qualitative and quantitative, and 
which can used in association with information obtained by applying other 
technologies.63 X-ray computed tomography (CT) has great promise, since, for 
example, it can produce a 3D image of the heart and its blood supply from a series 
of 2D images. Magnetic resonance imaging (MRI) can also be used to visualise 
internal structures and is especially useful in showing what is happening in the 
brain tissues. Optical coherence topography (OCT), now typically employing 
near infrared spectroscopy, can provide detailed images from within the retina; 
this can be used to assess axonal integrity in multiple sclerosis and to visualise 
lipid-rich plaques in coronary arteries. Positron emission tomography (PET) is 
another way of producing images of what is taking place within the body. Used 
with the glucose analogue, fludeoxyglucose, PET can be used to measure which 
cells in the body take up glucose and this can throw light on sites of inflammation 
and early tumour development. Thus, by applying clinical imaging techniques, 
the nature and progression of events can be followed at the molecular level, 
within the human body. In drug development, it is possible to develop PET 
imaging strategies to visualise drug interactions with the targets on cells.

15. Informatics. In its broadest sense, informatics encompasses information science 
and information technology (IT) and is essential to the successful management of 
human activities of virtually all kinds, given the enormous amounts of information 
now available on all kinds of topics, not least through the Internet. At least three 
kinds of informatics technologies are involved in drug discovery, development 
and use: cheminformatics, the application of computer and IT techniques to 
problems in the field of chemistry; health informatics, where computer science 
and IT meet health care and which includes biomedical informatics and clinical 
informatics; and bioinformatics, the application of computer science, IT and 
statistics in molecular biology, especially in the management and analysis of 
data provided by the omics approaches. Bioinformatics involves the use of 
computer-intensive techniques to search through vast amounts of data on, for 
example, DNA sequences and protein sequences and structures, in order to 
increase understanding and facilitate problem solving, by identifying patterns 
and correlations and creating algorithms (mathematical formulae consistent with 
expressions of finite lists of well-defined instructions as a basis for guiding data 
processing and automated reasoning). This can provide, for example, a basis 
for the comparative analysis of genome content, of gene expression, of gene 
mutation, of gene regulation, of protein expression, of network modelling and 
of molecular design, in ways which facilitate the identification of applicability 
domains and prediction models in in silico modelling and in vitro testing.64

16. Systems biology. Discussions on drug development frequently mention a systems 
biology approach, i.e., a multidisciplinary approach to considering the interactions 
between the components of a biological system and combining this knowledge to 
increase understanding of the organism or of the phenomenon being considered.65 
In a way, this represents a holistic approach to combining the data provided by a 
variety of confirmatory or complementary reductionist approaches. Relatives of 
systems biology are meta-analysis, which combines parts of the results of several 
studies, and evidence-based medicine and evidence-based toxicology.66
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THE DEVELOPMENT AND USE OF TESTING STRATEGIES

Given the great number and variety and the ongoing development and expansion 
of the new technologies, their employment in the development and evaluation of new 
chemicals, pharmaceutical and other products will involve their selective use according 
to integrated and intelligent strategies, which, no less than the methods to be employed, 
will themselves need to be subjected to independent and critical evaluation, not least in 
terms of their manageability and affordability.67

The process begins with a consideration of the comparative nature and value of the 
chemical or product which is to be evaluated. Will the aim be to select a small number 
of the most promising candidates from among a much larger number? Is the objective to 
determine how a new chemical, to be used in an industrial process, should be classified 
and labelled and what precautions should be used to control exposure to it? Is the purpose 
to ensure that a cosmetic ingredient is sufficiently safe for use under normal conditions of 
exposure? Is the intention to seek approval for the clinical testing of a new drug? What is 
to be done will depend on the test item and its proposed usage. The compounds subjected 
to HTS have very little individual value, but the value of a selected lead pharmaceutical 
compound steadily increases as it progresses through development toward the clinic.

What must also be made clear is that no test should be conducted for regulatory 
purposes, unless its relevance and reliability have been established for a particular purpose 
(i.e., unless it has been validated). Each test should give clear answers to a limited number 
of precise questions, appropriate to its applicability domain, with the outcome expressed 
in clear terms, according to prediction models, as a basis for making justifiable decisions. 
These stipulations apply equally to animal tests and non-animal tests.

Individual tests can be duplicative or confirmatory (i.e., the result of one test can 
be used with a comparable result from another test to strengthen the conclusion reached 
about a particular toxic hazard), or they can be additive or complementary (i.e., they can 
provide different kinds of information which, taken together, can support a particular 
conclusion, perhaps as part of a weight-of-evidence [WoE] approach). This is especially 
the case, where tests involve different mechanisms which produce the same toxicity 
endpoint. Sometimes, when other considerations have to be taken into account, such as 
the patent life of a new chemical entity, tests may be conducted in parallel rather than in 
sequence. Here, the time factor would affect the affordability of this kind of application 
of the testing strategy.

Integrated Testing Strategies

We have proposed several integrated testing schemes (ITS) for toxicity testing,68 
based on the recommendations made by the authors of the various chapters in the book, 
as well as on previously published ITS that were developed as part of a research project 
to generate testing strategies for prioritisation of chemicals for further evaluation in the 
EU REACH legislation.69-77 These schemes are for: general chemicals (Fig. 1); cosmetic 
ingredients (Fig. 2); candidate pharmaceuticals (Fig. 3); inhaled substances (Fig. 4); 
and nanoparticles (Fig. 5). While some of the information required concerning potential 
hazard is common to all these chemicals or products, other considerations affect the order 
in which the tests should be conducted, mainly due to the relative importance of likely 
target organs and the toxicity endpoints concerned.
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Figure 1. An ITS for general chemicals. This ITS scheme could be used, for example, for compliance with 
the EU REACH system and US HPV system, to provide the required comprehensive set of information 
for new chemicals and so-called ‘missing’ information for existing chemicals. It is based on proposals 
made during the FRAME/Liverpool John Moores University/Defra REACH project,69–77 and some of the 
other chapters in this book, and incorporates some of the ITS proposed as part of that project. These 
individual ITS schemes, which can be downloaded free from www.frame.org.uk, include animal tests, but 
these should only be used as a last resort (as explained in box 13, above). The scheme was adapted, with 
permission, from Altern Lab Anim—ATLA 2011; 39(3):213-225.68
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Each ITS is characterised by a first step which involves an assessment of prior data 
which might or might not allow a decision to be made as to whether or not to continue 
testing, or to reject the chemical as being likely to be too hazardous. The schemes have 

Figure 2. An ITS for cosmetic ingredients. This ITS scheme could be used, for example, for compliance 
with legislation such as the EU Cosmetics Directive. It is based on proposals made during the FRAME/
Liverpool John Moores University/Defra REACH project,69–77 and some of the other chapters in this book, 
and incorporates some of the ITS proposed as part of that project. These individual ITS schemes, which 
can be downloaded free from www.frame.org.uk, include animal tests, but these should only be used as 
a last resort (as explained in box 10). Three important issues should be taken into consideration. Firstly, 
most cosmetic ingredients are also used in other products and, if they are produced on anything other 
than a very modest scale, they will have had to be tested in compliance with the regulations for industrial 
chemicals in general. Secondly, additional testing for chemicals to be used in cosmetics should only be 
required, if they are scientifically justified by the special nature of cosmetics and the ways in which they 
are used. In particular, testing according to boxes 5–9 in the scheme should not be required, if the internal 
systemic or target organ concentrations are not likely to approach TTCs (thresholds of toxicological 
concern), as predicted from previous testing.25 Thirdly, for ingredients that are only used in cosmetics, as 
with cosmetics finished products, there is legislation in several countries banning the use of animals for 
testing. The scheme was adapted, with permission, from Altern Lab Anim—ATLA 2011; 39(3):213-225.68



239THE USE OF INTEGRATED AND INTELLIGENT TESTING STRATEGIES

Figure 3. An ITS for candidate pharmaceuticals. This ITS scheme could be used for compliance with 
legislation such as the EU, US and Japanese regulations on pharmaceuticals. It is based on proposals 
made during the FRAME/Liverpool John Moores University/Defra REACH project, 69–77 and some of the 
other chapters in this book, and incorporates some of the ITS proposed as part of that project. These 
individual ITS schemes, which can be downloaded free from www.frame.org.uk, include animal tests, 
but these should only be used as a last resort (as explained in box 11). The scheme begins with the 
screening of large numbers of chemicals for potential utility, but the tests become more sophisticated, 
more important and more expensive, as the number of candidate compounds steadily decreases through 
the drug discovery phase and into the drug development stage, before a very small number of candidates 
are assessed in clinical trials. Evaluations for comparative potential toxicity are conducted in parallel 
with evaluations for comparative potential efficacy, along with other considerations, such as stability. 
Because many drugs have had to be withdrawn in the later stages of drug development and even after 
approval for use in patients, partly due to the inability of animal models to predict potential efficacy 
or serious manifestations of toxicity (e.g., cardiotoxicity, hepatotoxicity and respiratory toxicity) with 
sufficient accuracy, all possible steps must be taken to use procedures which are directly relevant, 
not only to humans, but also to variant human subpopulations. bMTS � medium-throughput screening; 
HTS � high-throughput screening; BBB � blood–brain barrier. The scheme was adapted, with permission, 
from Altern Lab Anim—ATLA 2011; 39(3):213-225.68
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a number of WoE stages, at which such a decision can be taken, as and when sufficient 
data have been accumulated to inform the process. The second step in the ITS schemes 
is usually an assessment of bioavailability to determine the extent to which the chemical 
can enter biological systems; for example, via percutaneous absorption, gastrointestinal 
uptake, or passage across the blood–brain barrier (BBB). It is often possible to predict 

Figure 4. An ITS for inhaled chemicals. This ITS scheme is based on the report of a FRAME workshop,82 
with input from Dr Kelly BéruBé. Animal models cannot reliably reflect the responses and effects that 
occur in humans and in any case, such studies are very expensive and time-consuming and can only 
offer a very low rate of throughput. Given the serious burden of respiratory disease and the demands of 
regulations such as those of the REACH system and in view of the ethical limitations on human volunteer 
studies, it is imperative that non-animal ITS are developed, validated and accepted as rapidly as possible.86 
bFigure 5; cALI � air–liquid interface. dEmploying appropriate methods for application to volatiles, dusts, 
etc. The scheme was adapted, with permission, from Altern Lab Anim—ATLA 2011; 39(3):213-225.68
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bioavailability by using relevant algorithms or, as in the case of the BBB, via the use 
of a coculture system. Once inside the body, the main target organs, as well as likely 
internal concentrations at these sites, in relation to applied doses, can be predicted by 
PBPK modelling.55

The next stage of the ITS strategies is to undertake SAR/QSAR and expert system 
modelling, by using the information from the previous steps to focus on predicting 

Figure 5. An ITS for nanoparticles. This ITS scheme is based on those in the chapter by Schrand et al32 
and in BéruBé et al.82 The toxicity testing of nanoparticles presents a significant new challenge, which 
is unlikely to be met via conventional laboratory animal tests, which were designed for the testing of 
high doses of macroparticles. Abbreviations: GSH � reduced glutathione; ROS � reactive oxygen species; 
MTT � (3-(4,5-dimethylthiazol-2-yl)-2,5- diphenyltetrazolium bromide; LDH � lactate dehydrogenase; 
DCFH � 2’,7’-dichlorofluorescein; BrdU � bromodeoxyuridine. bFigure 4. The scheme was adapted, 
with permission, from Altern Lab Anim—ATLA 2011; 39(3):213-225.68 Suggestions made by Dr Kelly 
BéruBé are gratefully acknowledged.
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target organ toxicity, as well as structural alerts for hERG K� channel affinity, related 
to QT prolongation interval, by using the rulebase in DEREK.38 Apart from the testing 
of candidate pharmaceuticals, it is likely that this stage will involve the use of a series 
of models for noncongeneric series of chemicals that have overlapping applicability 
domains and are based on different mechanisms of toxicity. It is suggested that, for 
general chemicals and cosmetic ingredients, SAR/QSAR modelling should start with the 
use of the freely-available decision-tree system called Toxtree.39 In addition, it might be 
possible, based on the information obtained, to predict hazard for the chemical concerned 
by performing read-across.39

It is suggested that the SAR/QSAR modelling stage of the ITS strategies is followed 
by an estimation of mutagenicity using a published ITS for this endpoint.71 This is because 
positive genotoxicity is of great importance for risk assessment, as it is generally assumed 
that such chemicals can exert genotoxicity in the absence of a threshold dose. In addition, 
genotoxicity implies the potential for carcinogenicity. However, it is suggested that, in the 
absence of genotoxicity, the carcinogenicity of the chemical is investigated by following a 
published ITS for carcinogenicity.71 A positive result would suggest that the chemical could 
be a nongenotoxic carcinogen, with a threshold dose, and this should inform subsequent 
decisions as to continuation of testing, chemical rejection or classification and labelling.

It is important to note that, as with all of the other published ITS strategies, the emphasis 
with the use of both of the genotoxicity and carcinogenicity schemes should be on the 
avoidance of laboratory rodent tests, as far as possible, and that any whole organism testing 
should be undertaken on the basis of all prior information, in the context of the overall ITS 
now being proposed.

In the case of the scheme for general chemicals, in vitro carcinogenicity testing is 
followed by relevant in vitro target organ toxicity tests, according to published ITS strategies, 
with the above corollary. These tests are to be selected and used in relation to previous 
data on target organs and are as follows: acute systemic toxicity;70 skin sensitisation;76 skin 
corrosion and irritation;75 eye irritation;73 and developmental and reproductive toxicity.72 In 
addition, the chemical needs to be tested for environmental toxicity.77

In each of these individual ITS strategies, testing should begin at the stage immediately 
following the use of in silico modelling and is usually based on the use of monocultures 
of mammalian cells in culture.

These initial tests are succeeded by supplementary in vitro methods, involving 
the use of more-complex and in vivo-like systems, such as 3D-organotypic coculture 
systems, particularly as models of likely or known target organs. In addition, exposure 
of the cells is achieved by using methods designed to simulate the in vivo situation as far 
as possible, such as air–liquid interface (ALI) models. These systems include complex 
whole organ models in which different cell types exist, retaining their specific in vivo 
functions. Some of these systems could be based on whole organ cultures, such as the 
liver, developed by tissue engineering techniques, including the use of tissue scaffolds, 
anchorage to extracellular matrix (ECM) and specific growth factors to stimulate cells, in 
an attempt to recreate the conditions under which functional tissues are formed in vivo.43

Further testing then involves assessing repeat-dose toxicity by using long-term culture 
systems, such as hollow fibre and perfusion cultures, in which cells can be grown for 
extended periods of time with chronic dosing of the test chemical and in which recovery 
from initial toxicity can be measured.

It will be noted that, as far as possible, hazard data are obtained from the use of human 
cells and cell tissue systems, increasing the relevance of the information for protecting 
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human populations.40 These human cells can be used as primary cultures, be derived from 
immortalisation or be obtained through the specific development of stem cells.45,46 The 
exception to this is the ITS strategies for environmental toxicity, where target organisms 
are used as much as possible, for obvious reasons.77

The ITS for candidate pharmaceuticals assumes that a high number of structures are 
being screened both for efficacy and for toxicity via HTS and MTS (medium throughput 
screening systems) and, as such, relies heavily on genomic and proteomic analyses, 
as well as bioinformatics,54 as a result of which a high rate of attrition is expected.43 
This part of the ITS could also be supplemented with several other emerging methods 
described in this volume, particularly if a series of candidates are being developed with 
respect to a specific target organ, to provide an HTS platform by which to test both 
efficacy and toxicity. Examples of such methods include the dynamic bioreactor tissue 
culture system—‘organ-on-a-chip’—described by Marx.40 This provides an in vivo-like 
micro-environment for cells and has been designed for use in a 96-well format. Likewise, 
the Quasi-Vivo® multi-compartment reactor, which is designed to mimic cross-talk 
between cells and tissues to represent a more realistic physiological environment and is 
described by Sbrana and Ahluwalia,41 is also available for use in a 96-well format and 
could be used to study hepatoxicity and liver biotransformation in liver cell cultures. In 
addition to these systems, other HTS chip-based methods involving micro-scale tissue 
culture systems of target organs of interest could be developed by using micro-fabrication 
and micro-fluidic technologies, as discussed by Wang et al.42

Figure 6 presents a scheme for neurotoxicity testing, which is an expanded part of 
the ITS for candidate pharmaceuticals that can also be incorporated into any of the other 
ITS strategies, where effects on the neural system are to be investigated. It will be seen 
that the neurotoxicity strategy, which is based on previously-suggested schemes,78,79 
follows the same principles as those for the other ITS schemes, with measurements of 
cytotoxicity and specialised functions, including neurite growth and production of glial 
fibrillary acidic protein (GFAP). However, the scheme also includes a range of other 
studies, such as metabonomics, to measure effects on neural-specific metabolites, as well 
as the use of invertebrate and vertebrate models to study effects on intact nervous systems. 
There is also the possibility of undertaking HTS for neurotoxicity by using, for example, 
rat hippocampal brain slice cultures in multi-electrode arrays in conjunction with growth 
on silicon chips.42 Also, developmental neurotoxicity (DNT) can be studied by using 
these models as well as by investigating effects on the activities of neural stem cells.

Once all of the non-animal data have been obtained from performing an ITS scheme, 
they are evaluated with a view to deciding on whether to continue testing and, if so, which, 
if any, whole organism studies would be appropriate and scientifically-justified. The 
emphasis here is on maximising the use of any pre-existing human data from occupational 
exposures and volunteer studies, but only to confirm the negative results obtained from 
earlier experiments. In the case of testing of pharmaceutical candidates, which are 
nongenotoxic, it is suggested that first studies in humans could involve microdosing,80 in 
which very low dose levels of a chemical are administered and metabolic fate is followed by 
using extremely sensitive analytical techniques. In addition, extreme care should be taken 
when selecting human subjects for clinical testing, to avoid the problems that occurred 
with TGN1412.29 The use of laboratory animal tests should only be required where the 
other available information is insufficient to justify human studies or where it is unable 
to provide a basis for making a decision as to whether to reject the chemical or make a 
regulatory decision. Even then, it should be specifically and scientifically established 
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that the proposed animal testing is likely to provide the information that is required. In 
addition, any whole organism testing should make full usage of the most-modern analytical 
and diagnostic techniques, such as biomonitoring for biomarkers of exposure and effect 
and the use of molecular labelling methods, such as quantum dots.81

Figure 4 presents an ITS scheme for inhaled chemicals. This is based on the 
discussions held at a FRAME workshop in 2007, in which methods for assessing the 
toxic and health effects of chemicals entering via the inhalation route were discussed.81 
A key stage of the scheme involves airway deposition monitoring, information which is 
used to select suitable cellular models for further studies, depending on the area of the 
respiratory system targeted. For purposes of the strategy, three scenarios determine the 
overall course of testing of an inhaled substance, depending on whether it is a general 
chemical, a drug (intended to be delivered by the nasal route) or a nanoparticle. In the 
first two cases, the scheme follows the respective ITS, but involves the use of respiratory 
cells and cellular systems as far as possible. In the latter case, the ITS follows a strategy 

Figure 6. An ITS for neurotoxicity. This ITS scheme is based on those of Coecke et al.79 Neurotoxicity 
is one of the most serious effects of exposure to high doses of chemicals and is a major cause of acute 
toxicity. Developmental neurotoxicity to humans is very difficult to assess by using animal models; in 
vitro methods employing human stem cells are extremely useful. bGFAP � glial fibrillary acidic protein. 
The scheme was adapted, with permission, from Altern Lab Anim—ATLA 2011; 39(3):213-225.68
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devised specifically for nanoparticles (NPs; Fig. 5) and is based on tests and results 
described by Schrand et al.32 The scheme involves the characterisation of the NP in 
question, by using a range of criteria, some of which were discussed elsewhere.82 The 
resulting information is then used to choose the most appropriate in vitro and biochemical 
tests and toxicity endpoints to measure. Choice of target cells depends on whether the 
NP is carbon-based or metal-based.

It is important to note that the testing of a chemical can be stopped at the point where 
it can be classified and labelled in accordance with the requirements of the regulatory 
authority concerned. If, at the target organ/system testing stage, an effect on one organ 
or system (e.g., the liver or the nervous system) meant that the chemical must be given 
a certain label, there may be no need to test its effects on other organs or systems (e.g., 
the kidney or the reproductive system).

The testing requirements for pharmaceuticals are very different and lend themselves less 
readily to generalisation. Both efficacy and toxicity have to be evaluated in a cost–benefit 
approach. While toxicity to the liver might be a reason for halting the development of a 
drug, concluding that the hepatotoxicity was acceptable and manageable in the light of its 
benefits would not be sufficient, since its adverse effects on, say, the cardiovascular system, 
the respiratory system or the nervous system might be more serious than those on the liver.

The challenge to effectively harness the new technologies in drug development is 
particularly acute. The question is whether sufficient knowledge of sufficiently high 
quality, of sufficient breadth and depth and of sufficient direct relevance to humans, 
about both desired and adverse effects, can be gathered, scientifically, efficiently and 
acceptably in terms of time and cost, so that a convincing case can be presented for 
embarking on clinical trials. The pressing need is to devise better ways of determining, 
during drug development, the probability that these predicted benefits and adverse effects 
would actually occur.

THE INTELLIGENT USE OF ITS

There has been much recent interest in promoting so-called intelligent integrated testing 
strategies, which involve the sequential use of non-animal and in vivo tests, especially as 
a means of addressing the testing requirements of the EU REACH legislation.39 While 
intelligent testing strategies are based on integrated schemes, they are designed to encourage a 
bottom-up approach to risk assessment, starting with exposure information, in order to avoid 
the use of strategies based on collecting all possible hazard data (nonscientific check-list 
testing). Intelligent testing schemes are based on the assumptions that: (a) there is no risk 
without exposure; and (b) that testing should be dictated primarily by the bioavailability 
of the test substance. Therefore, only the hazard data needed to make a regulatory decision 
are required, with the cessation of testing when such a decision can be taken.

The ITS schemes we have developed are in a decision-tree style, whereby, at certain 
stages in each scheme, a decision on whether to classify and label and/or to undertake a 
risk assessment with respect to the test substance is made via a WoE process. Essentially, 
WoE evaluation, as used here, refers to the process of achieving a consensus decision as 
to the hazard and/or risk associated with a certain type of exposure to a chemical, after a 
detailed scientific assessment of all of the available evidence, based on any considerations 
of the strengths and weaknesses of the information. It is assumed that the WoE process 
will: (a) be transparent; (b) take into account the scientific validity, quality and relevance 
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of the data; (c) be undertaken by a group of individuals with relevant expertise by using 
their professional judgement; and (d) be iterative, so that new data can be taken into 
account, as and when they appear. It is further recommended that those undertaking 
WoE evaluations should, wherever possible, discuss them with the relevant authorities 
at the prenotification stage. However, even with such stipulations, it is clear that WoE 
evaluation is open to considerable variability, requires harmonisation and should include 
the application of consistent criteria for the acceptance and rejection of pre-existing data.83 
Ideally, decisions as to whether to stop or continue testing in any ITS scheme, should 
be taken at every step. However, most of the schemes include several steps, the order of 
which is arbitrary and between which it is difficult for a decision to be made.

Tests for chemicals and certain chemical products that have been validated and 
approved for regulatory use, are indicated by inclusion of the respective OECD Test 
Guideline (TG) number in the original publications of the individual ITS strategies. It will 
be noted that we have included many tests that have not been formally validated according 
to internationally accepted criteria, even though most of these have standardised and 
optimised protocols. While we are firmly committed to the validation process, particularly 
for regulatory toxicology, we justify the inclusion of such nonvalidated test methods 
on the basis that they are able to produce data that can be used in WoE evaluations, 
particularly for classification and labelling purposes. Also, the methods are particularly 
useful for prioritising chemicals for further safety assessment. This is especially the case 
for the chemical methods (in silico prediction and read-across approaches) which are 
an integral part of all of the ITS schemes. We do, however, caution that nonvalidated 
methods should be used judiciously, especially the chemical methods, in view of their 
important limitations at the present time.84 The ITS also serve to show what tests are 
potentially available for inclusion in testing strategies. We urge that those tests that are 
nonvalidated are subjected to formal validation as rapidly as possible, so that this can 
lead to the eventual validation of the ITS strategies themselves.85

A general theme in the decision-tree schemes concerns making the data from in 
vitro tests more-relevant to predicting toxicity in vivo. The main possible approaches to 
this problem are to use: (a) cells of target organisms (e.g., human cells or fish cells); (b) 
cells in culture from target tissues; (c) metabolising systems from target organisms and 
tissues; (d) organotypic 3D coculture systems, sometimes involving the use of whole 
organ cultures; and (e) test substance concentrations adjusted for levels predicted to 
arise at target tissue sites in vivo from biokinetic modelling and metabolism prediction.

Lastly, our proposals focus on whole organism testing, with the emphasis on obtaining 
as much information on human exposure and effects from both occupational exposure 
and volunteer studies, by using modern and sensitive analytical techniques, without 
compromising human safety and rather than relying on traditional laboratory animal 
testing. We consider that it is time to abandon the existing paradigm for risk assessment 
and regulatory toxicology, which, we firmly believe, is too rigid and outdated, particularly 
as most of the in vivo test guidelines are outdated and in urgent need of revision.6

A SPECIFIC EXAMPLE: DRUG-INDUCED LIVER INJURY

Drug-induced liver injury (DILI) is an excellent example of a problem which 
desperately requires the intelligent application of the new biotechnologies. It is one of 
the leading causes of termination of clinical trials of new therapeutic compounds and of 
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refusal of market approval.87 DILI is also a major cause of the withdrawal of drugs from 
the market, well after they have been approved for population-scale use with patients. 
The failure to detect DILI at a sufficiently early stage results in both a huge financial 
cost for the pharmaceutical industry and a real human cost for the patient—75% of 
the individuals who suffer idiosyncratic liver injury either die or require a transplant. 
Clearly, the traditional preclinical animal testing used in drug discovery and development 
fails to identify the potential for DILI in humans—indeed, the concordance between 
animal toxicity and adverse effects in humans is so poor that animal studies do not 
contribute effectively and accurately to the decision-making process.88 This is partly 
because of irreconcilable differences between the enzyme complements involved in drug 
metabolism in animals and in humans.89 However, variation among humans is another 
important contributory factor, which affects drug efficacy as well as susceptibility to 
adverse effects and their consequences and which therefore affects the usefulness of 
clinical trials as a background to population-scale use.90

Advances in computer modelling and in vitro systems, as well as improved ADME 
techniques, have made significant contributions to toxicology over the last decade. 
However, the ability to predict DILI remains a frustratingly elusive target, although 
some progress is being made in identifying structural alerts for hepatotoxicity as a 
basis for predictive expert systems.91 DILI is therefore a key area of focus, not only for 
the FDA and the IMI, but also for a number of academic and research institutions and 
international collaborations. For example, the EU Vitrocellomics project92 involves 
the development of systems for preclinical predictive drug testing for metabolism and 
hepatotoxicity, based on in vitro models derived from hESCs and human hepatocyte 
cell lines, and DILI is a main focus of research at the Hamner–UNC Institute for Drug 
Safety Sciences, Research Triangle Park, NC, USA,93 and at the MRC Centre for Drug 
Safety Sciences, University of Liverpool, UK.94 Another important collaboration is 
the International Drug-induced Liver Injury Consortium (iDILIC), which is studying 
genetic susceptibility to idiosyncratic drug-induced liver injury, with a UK arm of the 
study, DILIGEN, funded by the Department of Health. One initiative involves collecting 
DNA from DILI cases and suitable controls for a Genome Wide Association Study 
(GWAS), with the aim of identifying polymorphisms predictive of the development of 
drug-related liver injury, which will open up the possibility of prevention by identifying 
patients at high risk of developing DILI, by means of a simple test performed before 
treatment with a particular drug begins.95,96 One encouraging aspect of this initiative is 
that the data obtained are being made publicly available through the Genevar (GENe 
Expression VARiation) database (www.sanger.ac.uk/resources/software/genevar/), so 
that they can be used by other academic and industrial institutions.97

The new technologies offer the prospect of solutions to these problems, via directly 
human-based approaches.98 For example, human polymorphisms could be revealed and 
studied in omics systems, leading to the identification of biomarkers of susceptibility and 
effect.99 It would be particularly useful, if hepatocytes could be routinely produced from 
iPSCs, since, not only could this provide a readily-available source of hepatocytes on a 
large scale, for use in pharmaceutical research and testing in general, but also, some of the 
iPSCs could be derived from human sub-populations with a greater susceptibility or greater 
resistance to DILI, or from patients who had already suffered adverse effects in the liver.

The importance of two-way interactions between what happens in the laboratory 
and in the clinic could not be exaggerated. However, hitherto, there has been no 
commonly-adopted system for classifying drugs according to their DILI potentials. 
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However, Chen et al100 have now proposed a systematic and objective classification scheme, 
based on 287 drugs representing a wide range of therapeutic categories and daily dosages, 
that have been marketed for 10 years or more. These authors have provided a method for 
consistently and constantly annotating the ever-increasing number of drugs in the future, 
which promises to be of great value in drug discovery and biomarker development.

CONCLUSION

Those with the responsibility for considering the potential benefits and costs of 
human exposure to chemicals and chemical products are now faced with an increasing 
complexity and variety of methods based on mechanisms of action and modes of action 
at the molecular, cellular and tissue/organ/system/organism levels.

For the pharmacotoxicologist, the challenge is to tackle the problems confronting the 
pharmaceutical industry and especially that of providing new and relatively safe ways 
of dealing with a number of serious and complex diseases which threaten the quality of 
life in ageing human populations. The reliability of predictions made for a drug accepted 
for clinical use is progressively revealed by experience in the clinic and postmarketing 
surveillance. Indeed, it is the stark revelation of the truth about the inadequacy of preclinical 
animal testing which has led to great concern and to some dramatic new initiatives.22-24 
While generalised ITS may be appropriate for chemicals and certain kinds of products, 
it is hard to see how they can be appropriate for pharmaceuticals, where unique ITS 
specifically designed for particular circumstances are undoubtedly more appropriate. 
This is partly because of the need to balance likely benefit and potential harm, but also 
because the human population to be treated can be precisely known, so that factors such 
as predisposition, disease states and stages, other drugs, age and lifestyle factors can more 
easily be taken into account. Also, rather than a linear progression from in silico to in vitro 
to in vivo, with all kinds of uncertainties and unsatisfactory extrapolations, highly-relevant 
and detailed information, ethically and safely obtained from human subjects themselves, 
can be applied directly to the tools in order to facilitate their most-meaningful application.

The situation with regard to industrial chemicals and chemicals products such as 
pesticides, is much less straightforward, since exposure levels and exposed populations 
are not so predictable and the truth emerges over time, as a result, for example, of 
epidemiological and occupational evidence, if it ever emerges at all. Here, given the 
enormous number of chemicals to be evaluated, a more standardised approach is not 
only unavoidable, but essential.

Cosmetic products represent an in-between situation, as they are intended to be 
applied to, but not taken up by, the human body, and their ingredients should be relatively 
biologically inert. However, that situation is becoming more complicated, since cosmetics 
companies are now developing ‘cosmeceuticals’, i.e., products which have biologically 
active ingredients and medical or drug-like benefits. In the USA, they are regarded as 
pharmaceuticals, whereas in Europe, they are still seen as cosmetics. A crucial question is 
the extent to which cosmetic ingredients cross the skin or other barriers and whether they 
accumulate in certain tissues at levels which can approach TTCs. One important route 
of entry, e.g., for aerosols, is via the respiratory system, for which there are no adequate 
animal models of the human situation. Happily, there are encouraging opportunities for 
applying the new technologies with human tissues.82,86
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The new technologies offer a variety of tools, which tend to reflect the reductionist 
approach on which progress in science is usually based: understanding a problem usually 
involves breaking it down into its component parts, then using the information gained to 
reconsider the whole issue or reconstruct the object of focus or concern. The available 
biotechnology tools certainly reflect this. Most of them are concerned with measurements 
on biological material at a lower level of organisation than the intact human body and 
they can offer answers to only a limited number of specific questions. Thus, as when 
any craftsman is faced with a full toolbox of complementary tools, it is essential to use 
them intelligently, according to a scheme which reflects what they individually can or 
cannot offer, to progress toward the completion of the job to be done, which itself has 
been clearly defined.

The new technology tools are sophisticated and scientifically advanced, offering 
the prospect of a mechanistic understanding of the questions being asked. It is vital that 
the high-quality information they can provide is not seen as a mere prelude to what are 
really important—the traditional tests in rodents, dogs and nonhuman primates. Animal 
tests should never be used in attempts to “confirm” the predictions from the non-animal 
tests and evaluations. In particular, they should never be done because they always have 
been, or because regulators and company lawyers want to see them done.

The keys to success will be the use of the systems biology approach, backed by 
bioinformatics, to support the integrated use of in silico and in vitro systems, the omics 
approaches, and evaluations of epigenetic factors, to permit the use of biomarkers of 
susceptibility, response and effect to optimise the management of chemicals and chemical 
products and to promote the well-being and protection of individual patients, workers 
and citizens.

In the case of medicines, where much of the new effort is focused, e.g., by the FDA 
and the IMI, the translation of the new technologies from the laboratory to the clinic 
and back to the laboratory will be vital to their successful application. In the future, 
population-based treatments, such as the universal use of a small number of antibiotics 
with a very large number of patients, will progressively be replaced by individualised 
treatments, e.g., for cancer or cardiovascular disease patients. The drugs developed will 
be based on precise knowledge, rather than on intuition, and the markets for them will 
be smaller and themselves more targeted.The days of the animal-models-tell-us-all and 
one-drug-suits-all philosophies are over.
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