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Preface

Nanorobotics is an emerging interdisciplinary technology area raising new scientific
challenges and promising revolutionary advancements in applications such as
medicine, biology, and industrial manufacturing. Nanorobots could be defined as
intelligent systems with overall dimensions at or below the micrometer range
that are made of assemblies of nanoscale components with individual dimensions
ranging between 1 and 100nm. Nanorobots would be able to perform at least
one of the following actions: actuation, sensing, signaling, information processing,
intelligence, swarm behavior at the nanoscale. In an effort to disseminate the
current advances in nanorobotics, and to stimulate a discussion on future research
directions in this field, this book addresses the current state of the art and the
growing interest of the robotics community. The editors believe that this book can
invigorate new research interests in the development of nanorobotic systems and
their use in different applications. The various chapters demonstrate that the area of
nanorobotics can attract multidisciplinary teams of researchers, assembling skills
and expertise from different disciplines, such as biology, robotics, engineering,
medicine, nanotechnology, chemistry, and computer science.

The present book “Nanorobotics: Current Approaches and Techniques” is a
collection of 21 excellent chapters that represent the large variety and high quality
of nanorobotics research in terms of robot design and fabrication, actuation and
sensing, manipulation, and control at the nanoscale. The editors have classified the
authors’ contributions into five main application domains. The volume begins with
a part of six chapters introducing the vision and applications of nanorobotics. These
chapters provide an overview of the state-of-the-art methodology and the foreseen
applications of nanorobotics, such as space, environmental, biological, or medical
applications. The next four parts are focusing on the various types of nanorobotic
systems and their applications.

Section 2, “Nanomanipulation and Industrial Nanorobotics,” collects three chap-
ters addressing the problem of robotic manipulation at the nanoscale for industrial
processes. These chapters are relevant to industrial nanorobotics (or otherwise
called nanomanipulators) that can be used in the fabrication, manipulation, control,
and assembly at the nanoscale. Techniques of nanomanipulation of 1D and 2D
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vi Preface

nanomaterials through an imaging atomic force microscope (AFM) device or a
scanning electron microscope (SEM) device are presented. Finally, mass transport at
attogram (10�18g) level using carbon nanotubes is introduced for the manipulation
and assembly tasks in nanofluidics.

Section 3, “Nanomanipulation in Biomedical Applications,” addresses the in-
creasing interest in handling, understanding, and integrating biological systems,
important to the fields of biomedicine, process industry, pharmacy, and biomaterial
research. Three chapters demonstrate the nanomanipulation and nanohandling
capabilities of nanorobots in a wide variety of biological materials such as cells,
viruses, proteins, DNA, and RNA. Techniques related to noncontact manipulation
(including fluidic force, magnetic force, electrical force, and optical tweezers)
and contact manipulation (atomic force microscope probes, nano-grippers) are
presented.

Section 4, “Inside the Body Nanorobotic Applications,” describes different tech-
nologies for developing nanorobotic drug carriers including nanotubes, nanowires,
nanoparticles, or biological bacteria. A major issue is the powering and steering
control of these untethered devices in order to allow in vivo interaction with
the human body. Three chapters describe wireless magnetic control of nano-drug
delivery systems and, in particular, the generation of the required magnetic fields
in dedicated magnetic setups or magnetic resonance imagery (MRI) systems. The
advantages and limitations of both synthetic relying on magnetism and bacterial
carriers relying on a self-propelling flagellated system are described and the
advantages of combining both approaches for navigation in the vascular network are
demonstrated. Finally, two other chapters describe the sensing strategies for early
diagnosis of cancer by using different visual modalities.

Section 5, “Bio-Nano Actuators for Nanorobotics,” presents bio-inspired mecha-
nisms, actuators, sensors, and systems using biological elements. Four chapters ex-
pose the recent advances in protein, bacterial flagellar, and DNA-based nanorobotic
systems.

It is difficult to cast a vision for the future of this newly sprung field. We hope
that such ventures will be facilitated by this volume. We would like to express
our gratitude to the authors for providing excellent contributions and descriptive
illustrations. We would also like to acknowledge the tremendous efforts of the
reviewers to complete this task on time. Finally, we would like to thank Alison
Waldron, Senior Editor, and Merry Stuber, Editorial Assistant of Springer, for
their enthusiastic support for this book, their continuous patience, and their skillful
handling of technical issues related to publication of this book.

Boston, MA, USA Constantinos Mavroidis
Bourges, France Antoine Ferreira
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Contents ix

20 Local Environmental Control Technique for Bacterial
Flagellar Motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411
Toshio Fukuda, Kousuke Nogawa, Masaru Kojima,
Masahiro Nakajima, and Michio Homma

21 Protein-Based Nanoscale Actuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425
Gaurav Sharma, Atul Dubey, and Constantinos Mavroidis

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457





Contributors
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Nanorobotics: The Vision and Applications



Chapter 1
Nanorobotics: Past, Present, and Future

Constantinos Mavroidis and Antoine Ferreira

Abstract This chapter focuses on the state of the art in the field of nanorobotics by
presenting a brief historical overview, the various types of nanorobotic systems, their
applications, and future directions in this field. Nanorobots are basically any type of
active structure capable of any one of the following (or any of their combination):
actuation, sensing, manipulation, propulsion, signaling, information processing,
intelligence, and swarm behavior at the nanoscale (10�9 m). The following four
types of nanorobotic systems have been developed and studied so far (a) large size
nanomanipulators with nanoscale manipulation capability; (b) protein- and DNA-
based bionanorobotic systems; (c) magnetically guided nanorobotic systems; and
(d) bacterial-based nanorobotics. Nanorobotic systems are expected to be used in
many different areas that range from medical to environmental sensing to space
and military applications. From precise drug delivery to repairing cells and fighting
tumor cells, nanorobots are expected to revolutionize the medical industry in the
future.

1.1 Overview and Brief History of Nanorobotics

Robotic devices able to perform tasks at the nanoscale (i.e., scale of a nanometer) are
called “NanoRobots.” A nanometer is a billionth of a meter, that is, about 1/80,000
of the diameter of a human hair, or ten times the diameter of a hydrogen atom.

C. Mavroidis (�)
Department of Mechanical and Industrial Engineering, 334 Snell Engineering Center,
Northeastern University, 360 Huntington Avenue, Boston, MA 02115, USA
e-mail: mavro@coe.neu.edu

A. Ferreira
Laboratoire PRISME, Ecole Nationale Supérieure d’Ingénieurs de Bourges, 88 Boulevard
Lahitolle, 18000 Bourges, France
e-mail: antoine.ferreira@ensi-bourges.fr

C. Mavroidis and A. Ferreira (eds.), Nanorobotics, DOI 10.1007/978-1-4614-2119-1 1,
© Springer ScienceCBusiness Media New York 2013

3



4 C. Mavroidis and A. Ferreira

The size-related challenge is the ability to measure, manipulate, and assemble matter
with features on the scale of 1–100 nm. The field of nanorobotics studies the design,
manufacturing, programming, and control of nanorobotic systems. Nanorobots are
also referred to as nanobots or nanites by some enthusiasts of the field, although
these terms do not accurately represent the engineering aspects of the system.

Nanorobotics is a relatively new field that grew out of the merging of robotics
and nanotechnology during the late 1990s and early 2000s. This came as a natural
evolution of the microrobotics field that grew rapidly in the 1990s and of the
nanotechnology field that exploded in the 2000s. The term NanoRobot started being
used by the robotics community in the late 1990s. Some of the earliest appearances
of the term occur (a) in 1998 in the paper by Requicha et al. that focused on
NanoRobotic Assembly [1]; (b) in Sitti and Hashimoto’s paper on Tele-Nanorobotics
[2]; and (c) in 1999 in Freitas’ book on NanoMedicine where one can find a nice
historical presentation of the nanorobotic concept for medical applications [3]. Prior
to 1998 we rarely meet the term nanorobot although the concept of a nanorobot has
been clearly described by several researchers and was referred to as “molecular
machine” or “nanomachine” or “cell repair machine” [4, 5].

Two of the pioneers in the nanorobotics field are Eric K. Drexler and Robert
A. Freitas. Drexler described the concept of molecular machinery and molecular
manufacturing [6–8] while Freitas developed in great detail the concept of medical
nanorobotics [3, 9, 10]. Prior to late 1990s the limited amount of scientific work
on nanorobotics was mostly focused on concept generation, design, and modeling.
Thorough computational and experimental studies on nanorobotics started being
published only after the late 1990s. Nowadays, the nanorobotics field keeps
expanding and many laboratories around the world are focusing their activities on
this topic.

As with the robotics field, nanorobotics became known to the large audience
through science fiction movies, TV series, and books. For example, Isaac Asimov
in his 1966 book “Fantastic Voyage” (following the completion of the science fiction
movie with the same name at the same year) described a miniscule submarine able
to travel through the human bloodstream [11] while Michael Crighton in 2002 in
his popular book “Prey” introduced a swarm of intelligent nanorobots that threaten
humankind [12]. Although the nanorobotic concept being described in these fiction
stories is far from being close to what a nanorobot is or will be for the scientific
community, it helped generate public interest in this topic which is very important
for the future growth of the field.

The term NanoRobot is being used by the scientific community in the broadest
possible way. This term basically includes any type of active structure capable
of anyone of the following (or any of their combination): actuation, sensing, ma-
nipulation, propulsion, signaling, information processing, intelligence, and swarm
behavior at the nanoscale. For example, the term nanorobot includes large-scale
manipulators with nanoscale precision accuracy and manipulation capabilities
and microscale robotic devices with at least one nanoscale component [13].
It also includes molecular machines that are based on biological entities such as
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NanoRobotics

Fig. 1.1 Nanorobotics—a multidisciplinary field

proteins and DNA [14] and magnetic nanoparticles that can be guided by an external
magnetic field [15].

In addition to the capabilities described above, in the future it is desirable that
nanorobots have the following unique characteristic abilities associated with their
nanoscale size and their presence in large numbers in a remote environment:

1. Swarm intelligence ([16, 17], Chaps. 3 and 17 of this book).
2. Self-assembly and replication—assemblage at the nanoscale and “nanomainte-

nance” [18, 19].
3. Nano- to macro-world interface architecture—an architecture enabling instant

access to the nanorobots and its control and maintenance including haptics and
virtual reality [20].

Nanorobotics is a field which calls for collaborative efforts between physicists,
chemists, biologists, computer scientists, engineers, and other specialists to work
towards this common objective as shown in Fig. 1.1 (this is just a representative
figure and not exhaustive in nature).

Fully functional, autonomous nanorobots with completely artificial nanocompo-
nents have not been realized yet. This is an open problem for the nanorobotics com-
munity that could easily be characterized as the “Mount Everest of Nanorobotics”
paraphrasing Ferdinand Freudenstein who characterized in a similar way some
important open kinematic problems of his time [21]. So far the nanorobotics
community was able to develop large-scale manipulators with nanoscale precision
and manipulation capability called nanomanipulators. The community was also able
to demonstrate experimentally the development of several nanocomponents such
as various types of nanostructures, nanosensors, nanomotors, nanocomputers, etc.
that eventually could be used in the assembly of nanorobots. Finally, simple

http://dx.doi.org/10.1007/978-1-4614-2119-1_3
http://dx.doi.org/10.1007/978-1-4614-2119-1_17
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nanorobots based on molecular machines and nanoparticles have also been devel-
oped and successfully tested. We believe that the time is right to try to assemble the
first ever fully functional and autonomous nanorobot.

1.2 Types of NanoRobotic Systems

In this section, we present the various types of nanorobotic devices that have been
developed so far by scientists and engineers. These nanorobotic types are very
different than the science fiction concept of nanorobots that are usually presented
as nano-bugs as shown in Fig. 1.2 or such as the nanobots described in [22].

1.2.1 NanoManipulators

The first nanorobotic systems were not “nano” at all. Instead, they were large
manipulator-like structures that had the capability of nanopositioning. The robotics
community was not the first to get involved in the nanomanipulation field but was
preceded and got inspired by the work of their colleagues from the physics and
chemistry fields that used scanning probe microscopes (SPM) such as scanning
tunneling microscopes (STM) and atomic force microscopes (AFM) to nanomanip-
ulate atoms and molecules [23]. The first example of atom nanomanipulation using

Fig. 1.2 Fictional concept of swarms of nanorobots inside the blood vessels. These nanomachines
would detect and treat the effected cells. They would also deliver the targeted drug to the specific
cells
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Fig. 1.3 STM manipulated zenon atoms form the word IBM [24] (image originally created by
IBM Corporation, STM Image Gallery, http://www.almaden.ibm.com/vis/stm/library.html)

an STM was performed by Eigler and Schweizer in [24] where they nanopositioned
35 Zenon atoms to write the name of IBM, their employer (see Fig. 1.3).

As Requicha points out in one of the first reviews published on nanomanipulation
from the robotics community in 1999 [25] initially a SPM is like a three degree-
of-freedom (DOF) robotic manipulator, having x–y–z positioning capability at its
tip but with no orientation capability. The manipulation capability of a SPM is
based on the inter-atomic forces developed between the SPM’s tip and the atoms
to be manipulated. The SPM’s tip serves as the manipulator end-effector and
is the main nanocomponent of the nanomanipulator. At that time, there was no
possibility for direct feedback for the SPM’s tip positioning while the task is
performed so the SPM played a dual role of manipulator and sensor at the nanoscale.
Requicha in his prophetic review of 1999 describes a number of research topics
that should be studied by the robotics community to improve the state of the art of
nanomanipulation. For example, Requicha describes the needs for (a) developing
6 DOF nanomanipulators; (b) providing real-time feedback from the task space
while the nanomanipulator is performing the task; (c) developing nanogrippers; (d)
performing nanomanipulation tasks in liquid environments; (e) enhancing SPM’s
performance by the development of clever nanomanipulation strategies; (f) coupling
of SPM manipulation with self-assembly properties for building nanostructures, etc.
Since then, all these topics have been studied thoroughly by the robotics community
in the context of nanomanipulation.

As the robotics community was getting more and more involved in the nanoma-
nipulation field, we have observed the development of new nanorobotic manipu-
lation systems that presented more capabilities, similar to those that are met in
industrial manipulators. These new systems that are called nanorobotic manipulators
(NRM) present higher number of DOFs at their end-effectors, higher end-effector
dexterity, higher positioning accuracy, and higher end-effector tool possibilities.
To increase positioning accuracy of the NRM and to improve the efficiency of its
control and planning algorithms, NRMs were placed inside electron microscopes,
such as scanning electron microscopes (SEMs) and transmission electron micro-
scopes (TEMs). One of the first multi-degree-of-freedom NRMs was developed by

http://www.almaden.ibm.com/vis/stm/library.html
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Fig. 1.4 DCG Systems’ nProber Solution (http://www.dcgsystems.com). Eight probe nanomanip-
ulator encoded positioners may be placed with 2nm resolution probe steps. The XYZ encoded
center stage provides step and repeat capability, while allowing the probes to remain in registration
while the sample is moved to the next bit (published with permission from DCG Systems, Inc.,
http://www.dcgsystems.com)

Dong, Arai, and Fukuda in 2001 where they demonstrated successful operation
of a 10-DOF NRM system [26]. They then developed a 16-DOF NRM system
[27] equipped with a SEM for real-time imaging of the manipulation task and a
nanofabrication system based on electron-beam-induced deposition [28].

Nowadays, multi-DOF NRM systems are commercially available. Examples
are the DCG Systems NanoManipulators (formerly the Zyvex NanoManipulators;
http://www.dcgsystems.com/product.line.NI.html) shown in Fig. 1.4 and the Klocke
Nanotechnik nanorobotic systems (http://www.nanomotor.de/m nanorobotics.htm).

During the last 10 years, there have been several review papers that covered in
great detail the subjects of NanoManipulation and NanoRobotic Manipulators [13,
29–31] including Chaps. 2, 7–12 of this book. The reader is referred to these papers
and chapters for further information on this topic.

http://www.dcgsystems.com
http://www.dcgsystems.com
http://www.dcgsystems.com/product.line.NI.html
http://www.nanomotor.de/m_nanorobotics.htm
http://dx.doi.org/10.1007/978-1-4614-2119-1_2
http://dx.doi.org/10.1007/978-1-4614-2119-1_7
http://dx.doi.org/10.1007/978-1-4614-2119-1_12
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1.2.2 BioNanorobotics (DNA- and Protein-Based NanoRobotic
Systems)

During the same period that nanorobotic manipulators were developed and studied,
a second type of nanorobotic system, that of BioNanorobotics, appeared and grew
independently of the first. The term bionanorobotics, that was first introduced in
2003 [32, 33], denotes all nanorobotic systems that include nanocomponents that
are based on biological elements such as proteins and DNA. Bionanorobotic systems
are different than medical nanorobots in that even though bionanorobotic systems
include components based on biological elements they may not be used in medical
applications. Bionanorobotics is a subset of a more general field that of molecular
machines and machine components that grew rapidly during the last decades [34].

The main goal in the field of bionanorobotics is to use various biological
elements—whose function at the cellular level creates motion, force, or a signal—
as nanorobotic components. These components perform their preprogrammed
biological function in response to the specific physiochemical stimuli but in an
artificial setting. In this way, proteins and DNA could act as motors, mechanical
joints, transmission elements, or sensors. If all these different components were
assembled together in the proper proportion and orientation they would form
nanorobotic devices with multiple degrees of freedom, able to apply forces and
manipulate objects in the nanoscale world. The advantage of using nature’s machine
components is that they are highly efficient and reliable. Just as conventional macro-
robotic systems are used to generate forces and motions to accomplish specific
tasks, bionanorobots could be used to manipulate nano-objects; to assemble and
fabricate other machines or products; to perform maintenance, repair, and inspection
operations. Figure 1.5 shows one such concept of a bionanorobot, with its “feet”
made of helical peptides and its body using carbon nanotubes while the power unit
is a biomolecular motor.

A plethora of molecular machines and machine components that could be used
in nanorobotics has already been developed by scientists coming from the fields
of physics, chemistry, biology, chemical and biomedical engineering [14, 19, 34].
Some very well-known examples are (a) the work of Ned Seeman’s group in
DNA-based nanomachine components including the development of a DNA bipedal
walking device [35]; (b) the work of Carlo Montemagno’s group that developed
several protein-based nanomotors that rely on an energy-rich molecule known as
adenosine triphosphate (ATP) [36, 37]; (c) Yurke et al. DNA-based nanotweezers
[38]; and (d) the recent DNA-based nanorobot, shown in Fig. 1.6, for payload
transport and delivery to cells by George Church’s group [39]. Although these
bionanorobots and components are important scientific achievements, all of them
are lacking one major factor: the robotics science and engineering in their design,
fabrication, control, and planning.

In an effort to bridge the gap between physicists, chemists, and biologists devel-
oping bionanorobotic systems and components on one side and the robotics com-
munity on the other, Dinos Mavroidis’ group in US and Antoine Ferreira’s group
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Fig. 1.5 Biological elements will be used to fabricate robotic systems. A vision of a bio-
nanorobotic organism: carbon nanotubes form the main body; peptide limbs can be used for
locomotion and object manipulation; a biomolecular motor located at the head can propel the
device in various environments

Fig. 1.6 CAD drawing of DNA nanorobots carrying protein-based payloads for targeted drug
delivery [39] (published with permission from George Church)

in France proposed several new bionanorobots based on a bottom-up approach
inspired by equivalent approaches in the macro-robotics field [40]. The Mavroidis’
group focused on two different protein-based nanomotors: (a) a viral-based linear
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nanomotor called VPL [41] and (b) a protein-based nanogripper [42–44]. For the
latter experimental validation was presented in [45]. More details about these two
protein-based nanomotors could be found in Chap. 21 of this book. Ferreira’s
group focused more on the design, modeling, and virtual reality problems of
bionanorobotic systems [46–49].

To complete successfully the activities described above, virtual prototyping
tools based on molecular dynamics (MD) simulators had to be developed in
order to understand the protein molecular mechanics and to develop dynamic and
kinematic models to study the bionano-system performance and control aspects.
The ability to visualize the atom-to-atom interaction in real time and observe the
results in a fully immersive 3D environment was an additional feature of such
simulations [46–49]. Virtual reality (VR) technology was applied in these MD
simulators, which not only provided immersive visualization but also gave an
added functionality of CAD-based design, simulation, navigation, and interactive
manipulation of molecular biological components. The simulation system shown
in Fig. 1.7 allows manipulation, connection, and assembly of bio-nanorobotic
components in molecular dynamic simulations using real-time VR devices such as
stereo glasses, 3D trackers, force-feedback devices, and 3D graphical display.

Research in the field of bionanorobotic system continues. However, it is clear
that there is still a lot more that needs to be done in order to bring together
the two scientific communities involved with the development of bionanorobotics.
Additional information about this topic could be found in Chaps. 18, 19, and 21 of
this book and in [50].

1.2.3 Magnetically Guided NanoRobotic Systems

The third type of nanorobotic system developed so far is much simpler than the
previous two types but closer to the concept of a full nanoscale robotic system as
the one shown in Fig. 1.2 in the sense that its dimensions are at the nanoscale and
it is composed of artificial nanocomponents. This nanorobot is basically a simple
nanoparticle comprising a ferromagnetic material. The obvious question of course
is, “how can a nanoparticle be considered as a nanorobot?” The answer to this
is that all components and functions that constitute a robotic system have been
moved outside of the robot structure. Actuation and propulsion could be achieved
using an external magnetic field and its gradients that could apply a six degree-of-
freedom magnetic force on the nanoparticle(s) (see Fig. 1.8). Sensing and tracking
of the nanoparticle motion could be done using external imaging modalities such
as microscopes or magnetic resonance imaging (MRI) scanners (see Fig. 1.8). Once
the actuation and sensing has been achieved using the external magnetic field and
imaging modalities then it is possible to implement a closed loop control algorithm
as shown in Fig. 1.8 that will guide the nanoparticle/nanorobot at the desired
location. A nice literature review on this topic can be found in [51].

http://dx.doi.org/10.1007/978-1-4614-2119-1_21
http://dx.doi.org/10.1007/978-1-4614-2119-1_18
http://dx.doi.org/10.1007/978-1-4614-2119-1_19
http://dx.doi.org/10.1007/978-1-4614-2119-1_21
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Fig. 1.7 Top: Basic concept of virtual environment and haptics technology coupled to multi-
physics computational methods for drug delivery nanovector simulation. Bottom: Experimental
interactive simulation platform using virtual reality interfaces. In the virtual molecular dynamics
(VMD) environment, the user applies forces to simulated bio-nanorobotic structures via a force-
feedback haptic interface while manipulation is performed through a virtual hand. The headtracker
is mounted on a pair of shutter glasses for operator immersion
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Fig. 1.8 General concept of closed-loop system for propulsion and guidance of magnetically
driven nanoparticles using external magnetic fields and imaging modalities (published with
permission from Panagiotis Vartholomeos)

Research in this field has been pioneered since 2003 by Sylvain Martel at
the Ecole Polytechnique de Montréal [52–55]. He has used clinical MRI to
navigate an inflow of 10.9-�m magnetic microparticles into a branch of a Y-shaped
microchannel [54] and was the first to perform in vivo experiments on a living
animal where he demonstrated propulsion and navigation of an untethered device
in the blood vessel [55]. His analytical and experimental research results have been
limited to millimeter- and micrometer-sized nonfunctionalized magnetic particles.

A systematic approach towards MRI-based guidance of nanoscale functionalized
robotic capsules began for the first time, in the summer of 2008 in the context
of the European Project NANOMA. Researchers of the NANOMA team have
successfully developed a process for producing agglomerates of ferromagnetic filled
multi-walled carbon nanotubes (FMWCNT) that were able to be steered in a MRI
system. Their process is capable of producing vertically aligned multi-walled carbon
nanotubes filled with high aspect ratio nickel (Ni), iron (Fe), and cobalt (Co) with
a sufficient magnetic susceptibility artifact [56, 57] to be detected by the MRI
modality. The direction and magnitude of the forces that are applied on the magnetic
microparticles are generated according to a control law, where the feedback (i.e., the
endovascular position of the microparticles) is calculated by the processing of the
MRI data [58, 59]. Navigation techniques in combination with appropriate chemical
modification of the nanoparticles’ surfaces yield a more localized and controlled
treatment as well as controlled drug-release mechanisms [60].
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One of the limitations of MRI scanners for being used in the guidance of
magnetic nanoparticles is the generation of weak magnetic gradients that are much
smaller than those required to produce adequate propulsion forces that can move
and guide the nanorobots at the nanoscale [51]. One way to resolve this challenge
is to develop specially designed electromagnetic systems that can generate strong
external magnetic fields with high magnetic gradients that can be used in the
manipulation of magnetic nanoparticles at the nanoscale. Towards this goal, a
five degree-of-freedom electromagnetic manipulator has been developed in Brad
Nelson’s laboratory [61] that in its newer version can steer and control magnetic
drug delivery nanoagents [62].

Research in this field is currently showing a rapid expansion. The reader may find
additional information regarding magnetically guided nanorobots in Chaps. 13–15
of this book.

1.2.4 Bacterial-Based Nanorobotics

The fourth type of nanorobotic system that exists today is based on the way
that bacteria move in a fluidic environment [63]. This is a “biomimetic” type of
nanorobot as it uses systems or concepts developed by nature but it is also a very
“unusual” type of nanorobot from an engineering point of view. The bacterial-based
nanorobotic systems and some of their versions could also be considered (depending
on their fabrication technique and actuation) as either a bionanorobotic system or a
magnetically guided nanorobotic system as presented earlier. However, because of
the uniqueness in their design, control, and guidance we consider them to be an
independent type of nanorobotic system.

Unicellular organisms such as E. coli and other bacteria have an interesting mode
of motility [64, 65]. They have a number of molecular motors, about 45nm in
diameter, that drive their “feet” or the flagella that help the cell to swim. Motility is
critical for cells, as they often have to travel from a less favorable to a more favorable
environment. The flagella are helical filaments that extend out of the cell into the
medium and perform a function analogous to what the oars perform to a boat. The
flagella and the motor assembly are called a flagellum. The flagella motors impart a
rotary motion into the flagella [66]. The flagella motors allow the bacteria to move
at speeds that can reach 25 �m/s while their torque output could range from 2,700
to 4,600 pN-nm making them one of the most powerful nanomotors found in nature.

There are two different approaches in developing bacterial-based nanorobotic
systems. The first approach is using living bacteria to serve as the nanorobotic
system that will move in the fluidic environment and manipulate objects in it.
The other approach is developing fully artificial bacteria-like nanorobots that are
powered using an external magnetic field.

The first approach is trying to take advantage of the biological engineering
already in place in living bacteria and most importantly their propulsion capability
through their flagella motors. From the robotics point of view, the goal is to use

http://dx.doi.org/10.1007/978-1-4614-2119-1_13
http://dx.doi.org/10.1007/978-1-4614-2119-1_15
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Fig. 1.9 Artificial bacterial microswimmers developed at ETH Zurich. By adjusting the rotating
speed and direction of the external magnetic field, velocity and direction of the motion of the helical
swimmers can be tuned in a controlled fashion (published with permission from B.J. Nelson, ETH
Zurich, http://www.iris.ethz.ch/)

a team of bacteria to move forward a small object (e.g., a tiny bead) in a fluidic
environment and be able to control this process, i.e., control the speed, direction,
amount of displacement, and on demand stop and resume of this process. So far
it was shown that bacteria can move a micro-object in a random, i.e., uncontrolled
direction [67] while the stop and resume phases of this process could be controlled
either by light [68] or chemically [69, 70].

A special type of bacteria called magnetotactic bacteria (MTB) offer more
possibilities for manipulation of objects at the micro and nanoscale. MTB are
bacteria that possess magnetic nanoparticles on their membrane. A direct result
of this is that their main functional characteristic is magnetotaxis, i.e., they can
orient along the Earth’s geomagnetic field lines [71]. Using the naturally embedded
magnetic nanoparticles of MTBs, it was shown that well-controlled manipulation of
micro-objects could be performed by MTBs once an external magnetic field is used
to generate a torque for MTB steering control [72, 73].

The second approach in developing bacterial-based nanorobotic systems is a
biomimetic one, i.e., the goal is to create completely artificial nanoswimmers by
copying nature’s design from bacteria. Inspired by the motion of spermatozoa,
Dreyfus et al. [74] developed a microswimmer consisting of a thin paramagnetic
filament that attached itself to a blood cell. By applying an oscillating magnetic field
the swimmer propelled the cell through continuous deformation of the filament in
a manner somewhat similar to a eukaryotic flagellum. Recent examples of artificial
flagellum in the form of a nanocoil that has been propelled using a rotating magnetic
field have been proposed by Brad Nelson’s group [75] (see Fig. 1.9). The self-
scrolling fabrication technique to fabricate helical swimmers of a size comparable
to E. coli which are capable of swimming in both water and paraffin oil [76] has
recently been performed as well by the same group.

http://www.iris.ethz.ch/
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It is clear that a lot needs to be done in this area of nanorobotics. Most of the
work that has been done so far is still in a preliminary phase and the systems that
have been developed are far from being ready to be used in a real application. The
reader may refer to Chaps. 14, 16, and 20 for more detailed presentation on bacterial
nanorobots.

1.3 Applications of NanoRobotic Systems

One of the more frequent questions that a nanorobotic engineer or researcher has to
answer is the following: “Where nanorobotic systems could be used commercially
and how soon could a nanorobotic product be on the market?” This is a very
important question and a very difficult to respond if we have to be realistic.

In general, nanorobotic systems are expected to be used in many different areas.
Their possible uses range from medical to environmental sensing to space and
military applications. Molecular construction of complex devices could be possible
by nanorobots of the future. From precise drug delivery to repairing cells and
fighting tumor cells, nanorobots are expected to revolutionize the medical industry
in the future [3, 9].

All these potential, future applications of nanorobotic systems stay mostly in the
area of “science fiction” for the time being as a lot of basic research still needs to
be performed. An exception is the large size nanomanipulator type of nanorobotic
systems where, as we described earlier in this chapter, several commercially
available models exist. However, strictly speaking, true nanoscale size robotic
systems developed so far are at a very preliminary phase of their development, and
their commercial use is many years away.

One indication for the present lack of commercialization of nanorobotic systems
is the limited number of currently issued patents in this area. A simple search within
US patents issued up to the moment when this chapter was being written revealed
that only three patents exist that use the word “nanorobot” [77–79]. One of them
issued in 2005 presents a nanomanipulator system [77] while the most recent ones
(issued in 2011 and 2012) focus on nanoscale systems such as nanoelectronics
for nanorobotics [78] and swarms of magnetically driven nanosensors for in situ
spinal cord imaging [79]. We would also like to mention a recent patent by Sylvain
Martel’s group on MRI guided microrobots in a blood vessel, even if the systems
covered by this patent are at the microscale [80]. In addition, there are many patent
applications under consideration and it is expected that the number of patents issued
in the area of nanorobotics will increase in the near future.

In general, nanorobotic systems should be used to perform tasks at the nanoscale
that cannot be performed with other means, that are of high importance for
humankind, and that present a significant business opportunity for future investors.
In addition, the nanoscale environment could be considered as a remote, difficult to
reach, and sometimes hazardous location for the humans and these site limitations
add additional technical challenges for their successful deployment. Given these

http://dx.doi.org/10.1007/978-1-4614-2119-1_14
http://dx.doi.org/10.1007/978-1-4614-2119-1_16
http://dx.doi.org/10.1007/978-1-4614-2119-1_20
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constraints, we foresee the following generic tasks at the nanoscale that nanorobotic
systems should perform (a) in situ sensing; (b) manipulation of nano-objects; and
(c) accurate nanopayload (e.g., drug) transportation and delivery.

In the rest of this section, we will try to present potential applications of
nanorobotic systems that we believe are very promising for developing new
commercial products in the years to come and for which there was substantial
research activity recently. We would like to emphasize that we will not be exhaustive
in our listing of applications but rather we will present the ones that we believe are
the more promising at the moment for commercial use.

1.3.1 Medical Applications

Medicine has been a major application field for nanotechnology. In a similar way,
medicine will be one of the most important applications areas for nanorobotics.
Performing tasks inside the human body requires in many cases the use of
nanosystems. For example, any task performed inside a cell will require nanoscale
components. Furthermore, studies have shown that only objects 30–300nm in
size can be circulated through the thinnest sections of the vasculature system.
Therefore, nanorobotic systems will be needed to perform important tasks in these
tiny locations inside the body.

One of the most representative medical tasks that nanorobots could perform is
schematically shown in Fig. 1.10. This is the task of targeted drug delivery for
localized therapy with improved efficiency and minimization of side effects. As
shown in the figure, numerous nanorobotic agents carrying a drug for cancer therapy
could be injected inside the body. The nanorobotic agents using their propulsion and
guidance capabilities travel to the cancer location and deliver at that location only
the drug that they are carrying. In a similar scenario, the nanorobotic agents could
be equipped with nanosensors for in situ sensing and monitoring. A large number
of technical papers have been written to describe how such a scenario (or similar
scenarios for many other diseases that require targeted drug delivery) could become
a reality [3, 9, 81–84].

There are several studies that tried to demonstrate experimentally the validity
of the scenario described in Fig. 1.10. Most of the nanorobotic types presented
earlier such as bionanorobotics, magnetically guided nanorobots, and bacterial-
based nanorobotics have been developed for a medical application along the lines
described above even if they are still at a preliminary development phase. We would
like to highlight the application of nanorobotics in delivering a drug in the brain by
bypassing the blood–brain barrier [85]. This is a very challenging task that cannot
be performed with conventional ways and is an excellent example in medicine
of where nanorobots are actually needed. Recently, intraocular microrobots have
been employed for targeted drug delivery and for procedures such as retinal-vein
cannulation that require a high degree of dexterity as shown in Fig. 1.11 [86, 87].
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Fig. 1.10 Nanorobotics for targeted drug delivery (Opensource Handbook of Nanoscience and
Nanotechnology)

Fig. 1.11 Intraocular
microdevices for retinal-vein
canulation, drug delivery, or
oxygen sensing (published
with permission from B.J.
Nelson, ETH Zurich, http://
www.iris.ethz.ch/)

It is clear that nanomedicine is a perfect application area for nanorobotics.
We definitely expect commercial products in this area in the near future (even
if this near future is at least a decade), most probably relevant to nanosensing
and targeted drug delivery. Most of the chapters in this book discuss one way or
other medical applications of nanorobots. Specifically Chaps. 10–21 are focused on
medical applications.

http://www.iris.ethz.ch/
http://www.iris.ethz.ch/
http://dx.doi.org/10.1007/978-1-4614-2119-1_10
http://dx.doi.org/10.1007/978-1-4614-2119-1_21
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Fig. 1.12 A realistic scenario where the Networked TerraXplorers (NTXp) are employed. These
meshes will be launched through the parachute and these will be spread open on the target surface.
These NTXps could be launched in large quantities (hundreds) and hence the target terrain could
be thoroughly mapped and sensed. A single NTXp could run into miles and when integrated with
other NTXps could cover a vast terrain

1.3.2 Space Applications

Another application area where nanorobotics could be of great use is space. It
is well known that the smaller a system launched in space is the smaller the
mission cost is as well. In addition, for planetary exploration, due to the hazardous
environment there is a need to deploy redundant systems for fault tolerance. The
smaller and hence cheaper systems are much better for planetary deployment in
large numbers. Nanotechnology and nanorobotics could provide solutions in the
problem of miniaturization of space systems [88–90]. As an example of a possible
future space application of nanorobotics we will present a concept developed by
Dinos Mavroidis’ group at Northeastern University during a NASA-funded project
that targeted the development of revolutionary space systems [91].

Mapping and surveying a vast planetary terrain is a very difficult task. Some of
the difficulties faced are limited area of landing for sophisticated planetary probes
and rovers. It has been estimated that only a very small percentage of a planet’s area
is suited for landing. The planetary terrains and the atmospheric conditions pose
a lot of difficulties for surface as well as air probes. Hence, only limited mobility
could be achieved. Also, the investment required will be enormous for designing
such rovers with capabilities of exploring the vast and difficult terrains.

Networked TerraXplorers is a concept shown in Fig. 1.12 in which various
advantages of nanorobotic systems are being exploited such as their extremely light
weight, low cost of manufacturing, mass scale production and bulk usage (billions),
and their ability to self-assemble and self-organize. NTXp is a network of channels
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containing the nanorobots having enhanced sensing and signaling capabilities. This
essentially is a static device, which could be easily projected onto a planetary
surface, which is intended for exploration. The length of this device could be in
miles, and yet it will be very light in weight. These could be easily packaged into
small volumes appropriate for space missions. Also the power consumption for this
device will be considerably less. The main consumption of power will be to maintain
gradients for transporting the nanorobotic components inside these channels and for
signaling and communicating with the main receiver.

The nanorobots will move inside the channels of the network and will have “lim-
ited” window of interaction through special valves with the outside environment.
They will interact with the outside terrain and chemically sense the presence of
water or other targeted resources/minerals. They will also act like a position sensor
on the surface of the terrain enabling it with the capability to map the terrain
geometrically. They will communicate with their main nodes and will pass the
information about the terrain through them to the main receiver (which could be an
altitude orbiter). These networks could be spread throughout the terrain irrespective
of the topological constraints. Their mass production will be cheap as compared to
any technology available now, which could be used to map a terrain. Furthermore,
these networks could be used by future rovers or human explorers for tracing out the
vast terrain and thereby guiding them to the direction they should follow. Discovery
of caves and low-lying surfaces could be possible with the help of these networks.
This information will be very crucial for future human explorations to any planetary
terrains.

Chapter 5 discusses in more detail the use of nanorobotics in space applications.

1.3.3 Subterranean Exploration of Oil Reservoirs

The next application is an “unusual” one for nanorobotics: exploration of subter-
ranean oil reservoirs and maximization of hydrocarbon recovery [92].

Although found in the subsurface, hydrocarbon is essentially located in a
complex mix of water and in the pores of the “reservoir rock.” A large amount
of the removed oil is embedded in reservoir rock (most commonly limestone or
sandstone) much like water in a sponge. The challenge is determining the reservoir
rock’s 3D geometry. Because of the reservoir rock’s unpredictable shape and size,
large amounts of oil are unaccounted because “pockets” are created rich with oil.
Current technologies are restricted to analyzing the rock’s properties within a 2 m
radius around the drilled hole or from hundreds of meters above (at the surface)
which tends to give vague results. Removing oil from the reservoir rocks is usually
compared to “squeezing water out of a sponge.” Due to the limitations in the current
methods and technologies, large amounts of oil remain stranded in the already
drilled wells. The August 2006 issues of the World Oil Magazine reported that an
estimated 374 billion barrels (approximately 66 %) of the discovered oil remain
stranded in the wells. Oil recovery can be substantially improved and facilitated

http://dx.doi.org/10.1007/978-1-4614-2119-1_5
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if an accurate mapping of the oil reservoir “tubing” is known, i.e., getting 3D
representation of the oil pathways (i.e., cracks in the rocks) in the reservoir. The
network of cracks in the reservoir rocks and its properties is usually referred to
as the “reservoir permeability field.” Therefore, detection, mapping, and predictive
modeling of high permeability pathways in oil reservoir are of primary importance
for efficient oil recovery.

Recently, nanotechnology has been proposed as a new technology field for assist-
ing the oil industry in oil discovery, recovery, and processing. The Advanced Energy
Consortium (AEC) was recently created by the Bureau of Economic Geology at the
University of Texas in the Austin Jackson’s school of Geosciences (http://www.beg.
utexas.edu/aec/index.htm) with the goal to improve energy production using micro
and nanoscale technologies. The consortium includes members such as BP, Baker
Hugnes, Conoco Phillips, Halliburton, Marathon, Occidental, and Schlumberger.
Nanorobotics could be an important tool in this endeavor as it is shown by Saudi
Aramco’s initiative on the development of nanoscale Resbots, i.e., reservoir robots
[92, 93]. More information on this subject can be found in Chap. 4.

1.4 NanoRobots: The Future

In this chapter we presented an overview of the nanorobotics field. This is a
relatively new field where the robotics community started to be involved in a
systematic way less than 15 years ago. Starting from large-scale manipulators that
have nanoscale manipulation capability the robotics community quickly expanded
into magnetically guided nanoparticles and protein, DNA, and bacterial-based
nanorobotics. Definitely, we are still in a preliminary phase of the field and
commercial applications have not been realized yet. However, it is clear that the
future of nanorobotics is bright. We are at the dawn of a new era in which many
disciplines are merging including robotics, mechanical, chemical and biomedical
engineering, chemistry, biology, physics, and mathematics so that fully functional
nanorobotic systems will be developed and used in important applications for
humankind.

We foresee two major future research directions in this field. The first will
focus on developing fully functional nanorobotic systems where all technological
challenges due to the nanoscale environment will be resolved. The second research
direction will focus more on applications where new nanorobotic products will be
commercially available and new applications fields will be added.

There is no doubt that future technology development in nanorobotics will
target to the development of fully functional and autonomous systems. Figure 1.13
shows a generic, futuristic, concept of a nanorobot in the form of a fish-like
nanocapsule so that it can move in a fluidic environment. All the components needed
for autonomous functionality of such a nanorobot are on-board. Most notably,
propulsion, power generation, various types of sensing, wireless communication,
and some computing power for limited intelligence have to be integrated into a small

http://www.beg.utexas.edu/aec/index.htm
http://www.beg.utexas.edu/aec/index.htm
http://dx.doi.org/10.1007/978-1-4614-2119-1_4
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Fig. 1.13 Detailed view of a fully functional, autonomous nanorobot for in situ monitoring and its
individual components

and strong structure so that the nanorobot could move in the fluidic environment
using its own resources and be able to perform its task that in this case will be in
situ monitoring.

Some of the components needed to materialize this concept exist today while
others still need to be developed or improved before being used in a nanorobot.
Manufacturing nanostructures, nanosensors of different types, and nanomotors are
in an advanced development phase so we may consider that these components are
one way or another available for integration in a nanorobot. However, onboard
power generation, wireless communication, and computing capability have not been
developed yet at a state where they could be used in a nanorobot even if some
preliminary proof-of-concept prototypes for each one of these components have
already been developed. Therefore, the robotics community in collaboration with
the nanotechnology community should focus their near future efforts on improving
the state of the art on onboard power, computing, and communication capabilities.

Furthermore, it is expected that the nanorobotics community will be actively
working on new applications. Not only nanorobotic systems for the applications
named earlier in this chapter (medical, space, oil industry) will be expanded and
improved but new nanorobots for new applications will also emerge. Food industry,
environmental monitoring and cleaning, military and counterterrorism systems, and
industrial manufacturing are some of the applications areas where new nanorobotic
systems are expected to be developed.
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“There is plenty of room at the bottom” said Richard Feynman in his famous
speech in 1959 at the California Institute of Technology raising for the first time
the problem of manipulating and controlling objects at the nanoscale and setting
this as one of the goals to achieve for future generations of scientists and engineers
[94]. As a true prophet of the nanorobotics field he described in his talk for the
first time ever his “small machines” being able to move in the blood vessel and
perform surgeries. He raised numerous questions that relate to the manufacturing
and operation of these “small machines” at the nanoscale. How can these “small
machines” be manufactured? How can they be tele-operated in a “master–slave”
configuration? How can power be generated for these small machines? “What would
be the utility of such machines?” How do we perform assembly in a high viscosity
nanoscale environment? All these very important questions raised over 50 years ago
by an impressive pioneer of science are now ready to be answered by the current
generation of nanoroboticists. But above all, as Richard Feynman suggested, let’s
“ : : : have some fun” while we develop the next generation of nanorobotic systems!!
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Chapter 2
Nanomechanical Cantilever-Based Manipulation
for Sensing and Imaging

Nader Jalili

Abstract This brief chapter provides an overview of nanomechanical cantilever
(NMC) systems with their applications in cantilever-based imaging and manipu-
lation platforms such as atomic force microscopy (AFM) and its varieties. Some
new concepts in modeling these systems are also introduced along with practical
applications in laser-free imaging and nanoscale manipulation and positioning. In an
effort to keep this chapter focused, only a brief overview of these topics is presented
in this chapter. Finally, the outlook in NMC-based imaging and manipulation is
given.

2.1 Classification of Control and Manipulation
at the Nanoscale

Advancement of emerging nanotechnological applications such as nanoelectrome-
chanical systems (NEMS) require precise modeling, control and manipulation of
objects, components and subsystems ranging in sizes from few nanometers to
micrometers. The added complexity of uncertainties and nonlinearities at nanoscale
combined with the sub-nanometer precision requirement calls for the development
of fundamentally new techniques and controllers for these applications. This area
of research has recently received widespread attention in different technologies
such as fabricating electronic chipsets, testing and assembly of MEMS and NEMS,
micro-injection and manipulation of chromosomes and genes [1]. For example,
in nanofiber manipulation, the ultimate goal is to grasp, manipulate and place
nanofibers in certain predefined arrangement (see Fig. 2.1). Other applications
could include defining materials properties, fabricating electronic chipsets, testing
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Fig. 2.1 (Left) Manipulation of nanofiber using MM3A
®

Nanorobot from Kleindiek
®
, (right)

schematic representation of automated weaving process; (1) placement of the fibers and folding
in the warp direction, (2) fiber placement in the weft, and (3) unfolding of the warp. Reprinted
with permission

microelectronics circuits, assembly of MEMS and NEMS, teleoperated surgeries,
microinjection, as well as manipulation of chromosomes and genes.

In general, nanoobject manipulation is defined as grasping, manipulating and
placing nanoobjects in certain predefined arrangement. The strategies for control
and manipulation at the nanoscale can be divided into the following two general
categories:

1. Scanning probe microscopy (SPM)-based techniques
2. Nanorobotic manipulation (NRM)-based techniques

Under the first category, the following platforms can be utilized: scanning
tunneling microscope (STM) and nanomechanical cantilever (NMC)-based systems
(e.g., atomic force microscopy, AFM). On the other hand, NRM-based systems are
more flexible and versatile in nanoscale manipulations. However, due to complexity
and difficulty in sensing requirements (e.g., low-speed imaging acquisition and cap-
turing in scanning electron microscopy (SEM) systems), control and manipulation
using these systems might be limited, and hence, not discussed here.

2.1.1 Scanning Probe Microscopy-Based Control
and Manipulation

In SPM systems, a probe is scanned over the surface at a small distance, where
an “interaction” between the probe and the surface is present. This interaction
can be of various nature (e.g., electrical, magnetically, mechanical) and provides
the measured signal (tunnel current, force, etc.), see Fig. 2.2. SPM systems have
numerous applications in a variety of disciplines and fields such as materials science,
biology, chemistry, and many more areas.

As mentioned earlier and depicted in Fig. 2.2, under SPM-based control and
manipulation techniques, STM and AFM platforms are referred to as the two most
widely accepted techniques. As a matter of fact, early efforts on nanomanipulation
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Fig. 2.2 Generalized
schematic of scanning probe
microscopy (SPM) system.
Reprinted with permission

were initiated by both STM [2] and AFM [3]. Other techniques such as optical
tweezers [4] and magnetic tweezers [5] have been also used for this purpose.
Although this chapter focuses on NMC-based imaging/manipulation platform, other
techniques are briefly reviewed to provide a comparative basis.

2.1.1.1 Scanning Tunneling Microscope, an Electrical SPM-Based Control
and Manipulation

The STM, invented in 1982 by Binnig and Rohrer [2], was originally designed to
perform real space atomic resolution imaging of a material’s surface. The ability
to obtain atomic resolution images with the STM arises from its unique operating
principles. The microscope uses a sharp, metallic tip that is placed only a few
Angstroms (10�10 m) from a conducting surface. At this distance, the tip conducts
tunneling electrons or “tunnel current” from the surface and probes the surface
electron density at that point. The electron density is exponentially dependent on the
tip-surface separation, which makes the tunnel current a highly sensitive measure of
this relative distance.
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The strong interactions that can exist between a scanning tip and atoms/molecules
at the surface can lead to alterations in surface chemical structure and, if controlled
properly, can be used to move atoms or molecules and build nanoscale structures.
It is this feature of the STM that forms the basic concept in nanomanipulation,
i.e., due to its ultrahigh imaging resolution, nanoparticles as small as atoms can be
manipulated.

2.1.1.2 Atomic Force Microscope, an Electromechanical SPM-Based
Control and Manipulation

As mentioned earlier, AFM systems belong to the category of NMC-based systems,
a subcategory of SPM systems. A typical AFM system consists of a micromachined
cantilever probe with a sharp tip that is mounted to a piezoelectric actuator with a
position-sensitive photo detector that receives a laser beam reflected off the back
of the AFM tip. Roughly speaking, AFM is operated by moving the sample under
the AFM tip and then recording the vertical displacement of the tip as the samples
moves. As the AFM tip hovers across the surface of the sample, the tip moves up
and down with the contour of the surface. A laser beam, deflected off the back of the
AFM tip, is captured by a detector. This laser/detector configuration could provide
displacement measurements that are utilized to generate topographical images and
to control the piezoelectric actuators.

The AFM system has evolved into a useful tool for direct measurements of
microstructural parameters and the intermolecular forces at the nanoscale level.
Similar to STM, AFM system can also be used for manipulation at the nanoscale.
In manipulation via AFM in non-contact mode, the image of nanoparticle is taken,
the tip oscillation is removed and the tip is approached to particle while maintaining
contact with the surface. In manipulation via AFM, larger forces can be applied
to the nanoparticle and any object with arbitrary shape can be manipulated in 2D
space. However, the manipulation of individual atoms or nanofibers with an AFM
is still a major challenge and practically difficult task [6].

2.1.2 Nanorobotic Manipulation-Based Control
and Manipulation

In manipulation via NRMs, much more degrees of freedom (DOFs) including
rotation for orientation control of nanoparticle are feasible. For this reason, NRMs
can be used for manipulations in 3D space. However, the relatively low resolution
of electron microscope in manipulation with NRMs is a limiting factor in this
nanomanipulation. A NRM system generally utilizes nanorobot as the manipulation
device, microscopes or CCD camera as visual feedback, end-effectors including
cantilevers and tweezers or other type of SPM and some sensors (e.g., force,
displacement, tactile and strain) to manipulate nanoparticles [6].
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Fig. 2.3 MM3A
nanomanipulator [7],
reprinted with permission

Fig. 2.4 MM3A manipulating nanofibers under scanning electron microscope (SEM). Source: [7],
reprinted with permission

Among the variety of available NRM-based configurations, an attractive platform
is a 3DOF nanomanipulator. This nanomanipulator, named as MM3A

®
and depicted

in Fig. 2.3, consists of two rotational motors and one linear Nanomotor
®

[7]. The
MM3A travels a distance of 1 cm within a second, with up to 1nm step precision.
Using a single drive system, it integrates both coarse and fine manipulations [5].
It also offers a high degree of flexibility, that is, the nanomanipulator is capable of
approaching a sample at any angle along the X, Y and Z-axes [7, 8].

As mentioned earlier, one attractive application of NRMs is to manipulate
nanofibers, weave and utilize them in a variety of textile-related applications (see
Fig. 2.4). The MM3A nanomanipulator combined with a novel fused vision force
feedback controller can be utilized to address such a critical need in nano-fabric
production automation [8–11].

2.2 Nanomechanical Cantilever-Based Imaging

As mentioned in the preceding subsection, AFM serves as one of the most effective
tools in imaging at the nanoscale. In an effort to reduce the cost and improve the
speed of AFM in molecular scale imaging of materials, a laser-free AFM proposition
augmented with an accurate control strategy for its scanning axes is presented here.
To replace the bulky and expensive laser interferometer, a piezoresistive sensing
device with an acceptable level of accuracy is employed. Change in the resistance of
piezoelectric layer due to the deflection of microcantilever, caused by the variation
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Fig. 2.5 Piezoresistive cantilever-based laser-free AFM setup. Source: [13], reprinted with
permission

of surface topography, is monitored through a Wheatstone bridge. Hence, the
surface topography is captured without the use of laser and with nanometer scale
accuracy.

2.2.1 A NMC-Based Laser-Free AFM System for Fast Imaging

Figure 2.5 depicts the proposed laser-free AFM setup. The sample to be imaged
is mounted on the double-axes parallel piezo-flexural stage, while a piezoresistive
microcantilever is mounted on another piezoelectric z-stage for acquiring sample
topography. The z-stage is used only for the initial adjustment and to bring the
cantilever into a desired contact with the sample. During scanning, z-stage does not
move; hence, the cantilever deflection corresponds to the surface topography (see
Fig. 2.6 for the schematic view of laser-free AFM setup).

A self-sensing microcantilever, PRC-400, is utilized here for imaging purpose.
Figure 2.7 depicts the piezoresistive cantilever image under a 100� magnification
light microscopy consisting of a silicon microcantilever with a piezoresistive layer
on its base, a sharpened tip, and a piezoresistive reference lever. The piezoresistive
layers on cantilever and reference lever are utilized as resistances in a Wheatstone
bridge. Due to the external force on the piezoresistive cantilever’s tip, it bends
and results in a change of resistance in the piezoresistive layer. This change of
resistance can be monitored utilizing the output voltage of the Wheatstone bridge.
Figure 2.7 depicts a schematic of the PRC-400 self-sensing cantilever, with external
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Fig. 2.6 Schematic
representation of laser-free
AFM setup. Source: [13],
reprinted with permission

Fig. 2.7 Piezoresistive microcantilever with Weston bridge circuit. Source: [12], reprinted with
permission

Wheatstone bridge and amplifier. The relation between the cantilever deflection
and output voltage of the Wheatstone bridge is typically linear [12]. Thus, the
cantilever deflection can be estimated through the deflection-to-voltage gain of the
piezoresistive cantilever.

At the tip/sample contact point, the magnitude of the force applied to the
cantilever tip is equally the same as the magnitude of the force applied to the
sample surface. Cantilever’s dimensions are, however, extremely small, and it only
undergoes bending. Hence, the high flexibility of the cantilever is realized compared
to the sample that distributes the force around the contact point and resists against
it. As a result, the vertical deformation of sample at the contact point becomes
negligible compared to that of the cantilever. This assumption is valid unless
ultrasoft samples (e.g., liquids, soft biological species or ultrathin polymeric layers)
are under study. Within the scope of this chapter, only stiff enough samples are
addressed. Imaging ultrasoft samples requires further experiments to identify the
local stiffness of the material, and is better done using non-contact or tapping AFM
modes. On the other hand, the variation of surface topography in contact mode AFM
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Fig. 2.8 3D image of an AFM calibration sample with 200nm steps captured by the developed
laser-free AFM setup at 10 Hz raster scanning. Source: [13], reprinted with permission

should not exceed a certain value beyond which the cantilever would experience
plastic deformation or yield. Since the length of a typical AFM cantilever is in the
order of several hundred micrometers, it can safely bend for few tens of microns.
This flexibility is sufficient for most of the current AFM applications with micro-
and nano-scale topographical variations.

2.2.2 Development of a Robust Adaptive Controller
for Laser-Free Imaging

Utilizing a robust adaptive controller for x–y nano-positioner, an AFM calibration
sample with 5 � 5 �m2 cubic pools with 200nm depth, uniformly distributed on its
surface, is considered for the experimental implementation of the proposed laser-
free AFM setup. Figure 2.8 demonstrates the 3D image of the sample within a
16 � 16 �m2 scanning area at 10 Hz scanning frequency. It is particularly desired
to observe the quality of images acquired in different scanning speeds (or in the
other words, scanning frequencies). Figure 2.9 demonstrates the top view of images
at frequencies varying from 10 to 60 Hz with 10 Hz increments. It is seen that
as the frequency increases, the quality drops and images become more blurry.
This effect could have been originated from the increased transversal vibrations of
microcantilever due to facing with the steeper steps in the surface at higher speeds,
and/or the sensitivity reduction of piezoresistive layer due to the frequency increase.
Further information such as cross-sectional view (line scan) of the surface could
yield better judgment in this regard.
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10 Hz 20 Hz 30 Hz

60 Hz50 Hz40 Hz

Fig. 2.9 Effects of raster scanning frequency on the image quality of laser-free AFM. Source:
[13], reprinted with permission

As seen from Fig. 2.9, it reveals that at frequency of 30 Hz or less, the steep
topographical steps are captured clearly by the cantilever and its piezoresistive
sensor. However, when the frequency increases to 40 Hz and more, the stepped
edges seem smoother and the image loses accuracy around the step areas. Moreover,
at high frequencies, particularly at 60 Hz, the measured topography finds a
negative slope which leads to further accuracy loss. Both of these effects cannot
originate from the cantilever’s vibrations, neither can they come from cantilever’s
irresponsiveness. This is due to the ultrahigh natural frequency of microcantilevers
(in the order of several kHz) which significantly reduces their rise time and makes
them extremely responsive. Hence, we may conclude that the degradation of image
at high frequencies is due to the deficiency of the piezoresistive measurement at high
frequencies which sets the limit to the proposed laser-free AFM device. Hence, one
of the important future directions of piezoresistive-based AFMs would be improving
the accuracy of piezoresistive sensors through their manufacturing process and
electronics integration.

Nevertheless, acquiring high-quality images at frequencies up to 30 Hz could
imply the effectiveness of the proposed control framework in increasing the speeds
of current AFMs which typically suffer from the low speed of commonly used PID
controllers.

2.3 Nanomechanical Cantilever-Based Manipulation

A relatively common manipulation configuration using AFM is to maintain a desired
force, mostly constant, at the cantilever tip. Hence, the control objective is to
move the cantilever base in order to acquire this desired force at the tip. This



38 N. Jalili

Vin

S(t) d(t)
Vout

Nanostage

Piezoresistive
cantilever beam

Sample
cantilever beam

Laser
sensor

f(t)

f(t)

Controller

Fig. 2.10 Schematic of the NMC-based force sensing experimental setup. Source: [12], reprinted
with permission

is a highly demanding mission in nanomanipulation and imaging; for instance,
in contact imaging in AFM, there is a need to keep the force at the cantilever’s
tip in a constant value [12, 14]. Moreover, in almost all of the non-destructive
materials characterization and nanomanipulation tasks, there is a need to control
the interaction force between the cantilever’s tip and the surface or nanoparticle.

2.3.1 Nanoscale Force Tracking Using NMC-Based
Manipulation

Figure 2.10 depicts the schematic of such nanoscale force tracking using a piezore-
sistive cantilever with a PZT-actuated base. The objective here is to sense the
force acting on the piezoresistive cantilever’s tip utilizing the output voltage of
the piezoresistive beam and smoothly move its base to acquire the desired force
on the piezoresistive cantilever’s tip. The control objective is to obtain the desired
force at the cantilever’s tip, which is measured utilizing the output voltage of the
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Fig. 2.11 (Left) Experimental setup of pushing sample NMC with piezoresistive NMC, and (right)
the interaction force between sample and piezoresistive NMCs. Source (for the left figure only):
[12], reprinted with permission

piezoresistive layer, Vout. Acquiring the force acting on the tip, this force and
the desired value for the force are fed back to the controller that generates the
suitable control command and sends it to the nanostage as the input voltage Vin.

2.3.2 Controlled Tip Force-Based Manipulation

A set of experimental results are presented for tracking a desired nanoscale force at
the tip of NMC. For this, the piezoresistive NMC is brought close to a sample NMC
(see Fig. 2.11, left) and the output voltage from piezoresistive layer is utilized to
predict the force acting on the NMC’s tip. By comparing the predicted force with
the desired trajectory, the error which should be regulated can be easily determined.
However, in order to identify the actual force acting on the NMC and compare it
with the estimated force through the modeling, another measurement mechanism
is employed using a laser-based measurement technique, for instance. Figure 2.11,
right depicts the experimental results to identify the sample NMC’s stiffness. The
slope of the line depicted in Fig. 2.11, right in the contact region represents the force
acting on the sample NMC’s tip over the sample NMC’s deflection which is also the
sample NMC’s stiffness. Utilizing the sample NMC’s stiffness and its deflection, the
actual force acting on the NMC’s tip can be determined.

2.4 Summary

This chapter briefly provided a relatively general overview of NMC-based imaging
and manipulation systems with their applications in many cantilever-based systems
such as AFM and its varieties. It specifically presented some new concepts in
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imaging at the nanoscale using laser-free setup and highlighted the issues related
to nonlinear effects at such small scale, piezoelectric materials nonlinearity and
remedies for control at these scales. The concepts of NMC-based manipulation
and tip force-based control were presented with their applications in numerous
biological species manipulation, cell mechanics and ultrasmall mass sensing and
detection.
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Chapter 3
Swarms of Self-Organized Nanorobots

Ari Requicha

Abstract This chapter begins with a brief assessment of the state of the art in
nanorobot hardware. Then, it focuses on programming and coordination issues
that arise when large numbers of nanorobots are used for tasks such as building
prescribed shapes. The active self-assembly system developed at the University
of Southern California is discussed as an example of a proposed system that is
capable of constructing arbitrary shapes. The system compiles the desired shape into
a set of reactive, stateless rules to drive a large swarm of identical and identically
programmed robots. Extensive simulations show that the system self-organizes and
is capable of self-repair when numerous faults are present. The chapter concludes
with a brief discussion of the current limitations of nanorobotic swarms, and an
outlook on future developments.

3.1 Autonomous Nanorobots

A robot, at any spatial scale, is a system that can sense its environment, “think”
(i.e., process information), and act. One of the most important actions normally
associated with a robot is propulsion, but additional actions are required if the
robot is to perform a useful function. Ideally, one would like a robot to be
initially programmed and then go about its task autonomously, adapting itself to
any unexpected situation. In practice, the degree of autonomy of today’s robots is
relatively low, and varies widely among robots.

A nanorobot is usually defined as a robot with overall dimensions not exceeding
a few micrometers and built from nanoscale components. The nanoscale ranges
from 1 to 100nm. A nanorobot, therefore, has a size comparable to that of a small
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biological cell. This simple fact is expected to have major consequences, because
nanorobots should be able to intimately interact with cells, and this may bring about
a revolution in our understanding of biology and in medical applications. One can
even envision malfunctioning biological cells being replaced by robotic “artificial
cells.”

Human-made, artificial nanorobots do not yet exist. The nanoparticles currently
being developed at many laboratories for drug delivery are perhaps the closest
relatives of nanorobots that we have today. They can sense by molecular recognition
of surface markers on (for example) some cancer cells, and act by releasing drugs
in the neighborhoods of the cells. But these nanoparticles are not self-propelled,
and one would be hard pressed to attribute any thinking abilities to them. Clearly,
they are very primitive devices. Swarms of such nanoparticles require essentially
no coordination among particles’ behaviors, in contrast with some of the systems
discussed below.

Natural, biological nanorobots do exist. For example, certain cells in the human
immune system are capable of sensing bacterial intruders, following them, and
engulfing and destroying them. They sense and act, and have enough intelligence
to pursue the pathogens and kill them.

3.2 Nanorobot Hardware

Robots of any size need sensors, actuators (including means of propulsion), control
logic, power sources, and communication capabilities. Attempts to scale down
macro or even microscopic designs for robots or their components are often doomed
to failure, because the physics at the nanoscale is different from its counterparts at
larger scales. Inertia is largely irrelevant in the nanoscopic world, and one must
contend with Brownian motion and low Reynolds number flows, which often lead
to counter-intuitive situations.

Nanosensors are relatively well developed. For example, nanowire chemical
sensors (reviewed in [1]) are approaching acceptable performance for robotic
applications. How to ensure that the analytes reach the sensor’s active area is still an
issue. In addition, certain materials, e.g., mammalian proteins, are “sticky” and may
attach nonspecifically to the sensing wires. If the concentration of such materials is
high compared to that of the targeted analytes, reliable detection may be impossible.

The literature on nanoactuators is burgeoning. There are now many examples of
molecular machines, DNA-based machines, and larger actuators based on catalytic
reactions or carbon nanotubes—see for example [2–5]. However, to my knowledge,
none of these nanomachines has been used to build anything resembling an
autonomous nanorobot. Perhaps more promising, at least in the short term, are
approaches that use magnetic fields to rotate helicoidal propellers [6] or that involve
live magnetotactic bacteria propelled by flagella [7].

Closely related to actuation is the issue of power. How are these nanoma-
chines and robots to be powered? Ideally, they should scavenge energy from their
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environment, and that is precisely what the bacteria mentioned above do. The
helicoidal propellers are driven by an external magnetic field; this approach may
be acceptable for operation in a relatively small environment, for example, within
a human body. The other nanomachines briefly discussed above typically use a
chemical “fuel” or are driven by light. The chemical approach is ubiquitous in
nature, but is difficult to control; for example, to stop a nanomachine, one may have
to wait for it to run out of fuel; light-driven approaches seem to be more promising.

Control of the actuators and of the whole robot presumably could be accom-
plished using the nanoelectronic circuitry being developed at many laboratories,
worldwide. However, how the electronics interfaces with the other components and
how well it works in environments such as the human body, are unresolved issues.
It is worth noting here that sometimes very simple control schemes elicit relatively
complex behaviors, as demonstrated by the elegant Braitenberg’s vehicles [8] or
by chemotaxis in bacteria [9]. Steering of magnetic bacteria and propellers may be
accomplished by external magnetic fields.

Communication is essential for robot coordination and for exchanging in-
formation with the outside world, for example, for robots operating within the
human body. Outside communication might be relayed by larger embedded devices
(“mother ships”) that can muster significant power, and with which the nanorobots
exchange messages. Biological cells communicate primarily through chemical
signals, and recent research is addressing the topic of chemical communication for
artificial devices [10]. Communication by releasing chemicals relies on diffusion
and is very slow for distances beyond a micrometer or so. Stigmergy, i.e., indirect
signaling by writing and reading messages to and from the environment may be
useful. Recent work on plasmonic antennas shows that it may be possible for
nanorobots to communicate electromagnetically by carrying antennas with sizes
below the micrometer [11, 12]. The near infrared seems especially suitable for
communication within the human body, because it is not strongly attenuated and
there is little noise in the body at such frequencies. Nevertheless, the range achieved
by such an approach is likely to be very short, which implies that many hops will be
required for reaching macroscopic distances.

Attempts to integrate several of the components discussed above are virtu-
ally non-existent. One of the very few examples of integration is the work in
Lieber’s laboratory at Harvard that demonstrates a photovoltaic receptor powering a
nanowire sensor [13]. A biofuel cell that uses glucose as a fuel to power a nanowire
sensor has been demonstrated in [14].

3.3 Tasks for Nanorobot Swarms

A single nanorobot is likely to have severely limited capabilities because of its
minute size. Swarms of thousands or millions of nanorobots will be needed to
accomplish significant tasks. Programming and coordination of such swarms raises
a host of difficult problems. A decentralized approach to control is required to
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ensure that the swarm continues to operate in the presence of faults, which are to
be expected. There can be no “boss,” or the swarm will not accomplish its mission
if the boss fails. The environment in which the robots operate is likely to evolve,
and the ability to adapt to such dynamic environments is crucial. Robustness to
noise and failures of many sorts, plus the ability to self-heal (or self-repair) or
perhaps even self-reproduce are essential characteristics of nanorobot swarms. The
swarm must exhibit the desired, emergent behavior (a bit of an oxymoron : : : ) and
accomplish a global goal using only local rules. This is known as the “global-to-
local compilation” problem, and has only been achieved in a very small number of
proposed systems.

If we succeed in building a nanorobot swarm, what will we do with it? There
are only two tasks that have been investigated in some depth. The first involves
responding to a cell-size source releasing chemicals in a blood vessel [15]. A related
task would be to identify areas of a blood vessel that have large cholesterol deposits
and remove them.

The second generic task that has been investigated in detail is the construction
of specified shapes by robot swarms. The main research groups addressing this
problem are my own group at the Laboratory for Molecular Robotics (LMR) of
the University of Southern California (USC), Wei-Min Shen’s also at USC [16],
Radhika Nagpal’s at Harvard [17], Eric Klavins’ at the University of Washington
[18], and Marco Dorigo’s at the Free University of Brussels, Belgium [19]. Of this
research, only LMR’s addresses specifically the case of nanoscopic robots. The
various approaches that have been proposed make different assumptions and are
hard to compare.

The primary application of shape construction by robot swarms is in building
scaffolds of prescribed shapes for nanoelectronic or biomedical purposes. For exam-
ple, a scaffold could be built with nanorobots that together define a specific shape,
and that possesses attachment points for, say, metallic nanoparticles. Similarly,
scaffolds for biological cells could be constructed. Once a scaffold is available,
the desired structure itself would be built in parallel by traditional, passive self-
assembly. For example, gold nanoparticles in a liquid suspension could be flown
over a nanorobotic scaffold with suitable attachment sites.

Traditional tasks discussed in the distributed robotics literature, such as area
coverage or surveillance, may also be relevant at the nanoscale. A thorough
investigation of the tasks that might be tackled by nanorobot swarms has not yet
been done, as far as I know.

3.4 Simulation

Roboticists are understandably skeptical of robotic systems that have not been
validated experimentally. Given that physical nanorobot swarms do not yet exist,
what should we do? There are two main options. The first is to work with small
groups of macroscopic robots. With current technology and funding constraints,
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it is unfeasible to build swarms of more than a few dozen robots. This is too small
for convincing demonstrations. More pointedly, it is unclear what are the nanoscopic
implications, if any, of macroscopic demonstrations, because the physics at the two
scales are quite different, and this changes trade-offs, robot capabilities, strategies,
and algorithms.

The second option is to simulate the swarms in software. This is non-trivial
because of the large number of robots (ideally, a swarm should have tens of
thousands of robots, or even more), and because of the nanoscale physics involved.
Simulations over significant time periods (not nano or microseconds) are required.
For a faithful treatment of the relevant physics, one would need to consider a
variety of issues: collisions between robots; collisions between robots and obstacles,
including, for example, cells or molecules in the environment; temperature effects,
including random motion; robot energy levels; and so forth. In addition, one must
take into account failures of many types, from catastrophic robot failures to failures
of communication links. This is a tall order, and I do not know of any simulator that
correctly addresses all these issues.

Here I will discuss briefly the simulator built at the LMR, as an example of an
existing system. Our simulator is stochastic and driven by a priority queue. Entries in
the queue correspond to events, and each event is associated with the time at which
it will occur in the future. A lower time implies a higher priority. Events include
robot motion in either the current direction or a different one; receiving messages;
and decreasing the strength of the attachment between two robots. Initially, the
positions of the robots are determined by sampling a Gaussian random variable.
We also associate with each robot a “displacement” variable, which is a proxy for
the robot velocity, or its kinetic energy, and is also obtained by sampling another
Gaussian. Each robot has a time at which the next event involving that robot will
occur. These time values are also sampled values of yet another Gaussian variable.
When the time increments are small, the temporal density of the events increase, as
it would in a physical system at high temperature.

The simulation proceeds by removing from the queue the entry with highest
priority, i.e., containing the event with lowest associated time. The action specified
in the event is executed, and usually creates new events that are entered in the queue.
When the action is a motion, the displacement vector associated with the target robot
is added to the current position of that robot. The trajectory thus defined is compared
with the positions of all the other robots to determine if there are collisions. If so, the
motion is stopped at the collision point and the robots become attached to each other
with a given strength. The motion of the robot is assumed to be instantaneous and all
the other robots are kept stationary. This is physically wrong, but is very convenient
computationally. Robot attachment triggers a “decay” event that will decrease the
strength of the binding between the two involved robots as time goes by.

If the action is a message from an adjacent robot, the program of the receiving
robot (a set of reactive rules—see next section) is executed, and the strength of the
attachment between the two communicating robots is increased. A decay event is
scheduled as well. When the binding strength between two robots reaches zero, the
robots detach from each other.
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The discussion above is oversimplified but serves to point out a few interesting
characteristics of the simulator (for a detailed description, see [20]). Time does
not increase by a constant time step, but rather at distinct points when something
interesting is happening. Instead of implementing the correct physics, we make
simplifications (such as the instantaneous motion assumption above), and we replace
a complex behavior by a few stochastic actions. The random variable distributions
and the other various parameters involved in the simulation must be chosen
carefully, and, at the moment, this has to be done empirically, by trial and error.

3.5 The Active Self-Assembly Approach

I will now summarize the approach we have been pursuing at LMR, and which
we call active self-assembly. Our system is described in detail in [20], and earlier
versions are discussed in [21–25].

The global goal of the system is to construct a specified shape (a polygon) in the
plane. A global-to-local compiler, working off line, processes the input shape and
produces, fully automatically, a program to drive the robots.

The robots are assumed to be identical, and identically programmed by a set
of rules generated by the compiler. These rules are reactive, i.e., the robots have no
computational state. When a robot receives a message, it consults a table of rules and
executes the action that corresponds to that message. There are two main messages:
one corresponds to a rule to keep growing an edge of the polygon and another to
start a new edge at a vertex.

Initially, the robots are in random, Brownian motion. They could be moving
under their own power, or be driven by thermal agitation of the medium. When
two robots come into contact, they may exchange messages and physically connect
themselves. If there is no contact, no messages propagate; conversely, if no messages
are being exchanged between two adjacent robots, they will eventually detach from
each other.

The boundary of the given polygon is constructed by executing the growing
rules mentioned above. The interior of the polygon is built by a simple process
that emulates the behavior of a porous, unidirectional membrane. When a robot hits
the boundary under construction, it replaces the robot lying on the boundary, while
this latter moves to the interior side of the polygon.

Our earlier work with robots driven by finite state machines ran into severe
problems when we attempted to ensure that the system would repair itself in
the presence of various faults. In essence, we were unable to find a strategy
that would maintain consistency between the actual physical state of the robot
and its computational state. For example, a sensor’s faulty reading could indicate
that a robot was attached to the desired structure when in fact it was not. Such
inconsistencies almost invariably resulted in overall system failures.
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We decided to take a different approach and completely externalized the state.
In the current version of the active self-assembly system, robots have no internal
state. All the necessary information circulate in the messages exchanged between
adjacent robots. The new system is remarkably impervious to malfunctions—see
[20] for examples—and is self-repairing. It can even self-reproduce to a limited
extent. Robustness, however, came at a price: two sets of messages, grow and
acknowledge messages, must now circulate. The grow messages are propagated
forward, in the direction of the growth of the polygon’s boundary, whereas the
acknowledge messages move in the opposite direction.

The swarm algorithms and the simulation depend on a dozen or more parameters,
which range from the assumed time to process a message to the standard deviations
of the random variables used in the simulation. Some of these parameters can have
subtle effects. Currently, most of the parameter values are determined empirically,
by trial and error. This is clearly undesirable, but a better approach is yet to be found.

How well does our system perform? This is an important and simple question
that does not have a simple answer. Traditionally, computer science approaches such
questions by expressing the execution time of an algorithm as a function of the input
size. The execution time in our case can be measured as the number of simulation
time steps until the boundary of a polygon is completed or, perhaps, until some
given percentage of the entire polygon interior has been filled. But how is input size
to be measured? There are several possibilities, such as, for example, the number
of vertices of the polygon, the number of robots needed to complete the boundary,
or the total number of robots to fill the polygon. Our investigations indicate that
different measures lead to substantially different results. Even more pernicious is
the fact that the actual shape of the polygon has a strong impact on the performance
measures. For example, two polygons with the same number of vertices may have
very different execution times. In our initial work aimed at assessing the system’s
performance, we finessed input size issues by assuming that all the input polygons
were squares of varying sizes, with the size measured as the length of a square’s
edge [26]. We were still left with the thorny issue of what parameter values to use.
Given the large number of parameters and their nonlinear effects on performance,
we chose a set of parameter values that our experience suggested as reasonable. We
found that the time for completion of the polygon’s boundary was roughly linear
on the size of the input, but this result is subject to the numerous caveats discussed
above.

Even less understood is the assessment of self-repairing and self-reproducing
performance. Thus far, all we (and others) have been able to do is to present evidence
that for certain faults, the system repairs itself. A more systematic approach, with
quantitative measures of reliability, is needed. At a minimum, one might agree on a
set of benchmarks, although it may be difficult to conceive benchmarks that apply
to several systems, because the existing systems make different assumptions and are
largely incompatible.
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3.6 Outlook

We are currently limited by nanorobot hardware. Components such as sensors and
actuators are emerging from various labs, but integration of these into systems
is almost completely lacking. Power and communication are especially pressing
issues. Nevertheless, I believe that swarms of autonomous nanorobots will be built
in the not-so-distant future. The implications are staggering, and likely to go well
beyond what we can think about today.

If we manage to solve the communication and power problems we could begin
by building nanosensor networks. Deploying such networks in cell cultures, i.e.,
building instrumented cell systems would open new vistas in biological research
by providing unprecedented capabilities for acquiring data in many modalities with
high spatial and temporal resolutions. This might contribute to a dramatic increase
of our understanding of biology. Eventually, nanosensor nets would be deployed in
explants and the human body itself, yielding an Instrumented Body. Next, actuation
would be added to the sensors. A sensor/actuator network would be very close to a
robot swarm. It would be capable not only of supporting basic biological research
and early detection of disease but also its treatment.

Interesting nanoswarm algorithms and systems are being investigated. How
to simulate their execution with the correct physics, and how to assess their
performance are areas that need more research. Finally, potential connections with
developmental biology are extremely intriguing and, for the most part, not studied
thus far.
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Chapter 4
Reservoir Nanoagents for In-Situ Sensing
and Intervention

Mazen Y. Kanj

Abstract Nanotechnology is often associated with the alternate clean energy
technologies of tomorrow, from the super efficient solar and fuel cells to hydrogen
economy and the extreme lasting batteries. As only recently, the Oil and Gas
industry started uncovering the great potentials of this field for its use, upstream
E&P professionals need to be able to clarify facts from misconceptions and have a
basic understanding of the physical phenomena that govern the behavior of things
at the nanoscale. This chapter introduces the potentials of nanotechnology in E&P.
It highlights current and anticipated benefits in the upstream sector and explores
the feasibility of having molecular agents (Resbots) in the subsurface. The future
reality of reservoir nanoagents is demonstrated in a suite of nanofluid coreflood
experiments targeting stability and survivability of the nanoagents at reservoir
conditions.

4.1 Introduction

The promise of nanotechnology provides fertile grounds for much of the highly
thought after breakthroughs in many of the upstream E&P1 challenges of today. The
industry2 desires strong, stable, friction-resistant, and corrosion-combatant materi-
als in virtually all of its operations and processes (e.g., pipes, casings, drill strings,

1Upstream E&P is one of the major sectors of the petroleum (or oil and gas, O&G) industry. E&P
refers to Exploration and Production. The sector is concerned with the discovery of, the drilling
for, and the production and recovery of oil and gas from the subsurface.
2In this chapter, unless otherwise specified, the term industry refers to the O&G industry.
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production tubings, and drill bits). These requirements lend itself more favorably
to a bottom-up approach for material design and fabrication. Also, it is hoped
that by employing nanofabricated particles in drilling, completion, stimulation,
and injection fluids, one can drill faster, prevent or remove near wellbore damage,
mineback hydraulic fractures, plug water-thief zones, reduce waterflood fingering,
encourage oil production, and prevent water breakthroughs. The industry looks also
to capitalize on a new set of high-pressure/high-temperature small-scale sensors
that are disposable and more reliable and economical than their predecessors. It is
hoped that this may soon lead to the development and deployment of sensing and
intervention devices that can help delineate the waterflood front, identify bypassed
oil, and map super-permeability zones in-situ in the underground. The capabilities
become limitless with the possibility of having functionalized molecular agents that
“illuminate” the reservoir and intervene to alter adverse transport conditions. As
such, it has been stated on numerous occasions the prospect of nanotechnology
in different areas of upstream E&P from the reality of corrosion resistant alloys
and loss control materials to the vision of self-healing materials and look-ahead
drilling agents [1–3]. Potential dream applications for reservoir nanoagents (Res-
bots3) include mapping tortuosities in the rock, identifying bypassed oil location
and optimizing well placement, formulating realistic geological models of the
underground, optimizing well design, delineating the extent of the asset, and target
delivering chemicals to support enhanced oil recovery (EOR) objectives.

It is envisioned that waterflooding will be used to inject and displace functional-
ized hydrophilic nanoagents that can be interrogated for their 3D location and the
in-situ reservoir environment and condition (Fig. 4.1). Remote interrogation tem-
plates could include magnetic/electromagnetic contrast agents or acoustic/seismic
noise agents. Similarly, the process could postulate a nanoscale chemical delivery
system to alter wettability, reduce interfacial tension, and enhance oil recovery deep
into the reservoir. Means of activations in the latter case could include chemical,
pH, electrical, or thermal. As such, a number of Resbot types can be postulated
based on functionality and the breakups of the nanotechnology definition. The broad
categories are:

Passive agents These can be thought of as a form of advanced DNA tracers.
Passive agents are bar coded with the intent to cross-correlate injectors with
producers in the field. These are examples of the incremental nanotechnology
in upstream E&P.

Active agents These in-situ sensing agents are basically reservoir environment
markers. Active agents work to capture (sense and record) the reservoir envi-
ronment and perform fluid-typing activities during their journey between wells.
This category is part of the evolutionary nanotechnology in upstream E&P.

Reactive agents These are in-situ intervention agents that work to rectify un-
favorable hydrocarbon recovery conditions as they are encountered in the

3The term Resbots was coined at Saudi Aramco in 2006 to reflect on the futuristic reservoir
nanorobots concept.
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Fig. 4.1 Procedure for deploying nanoagents (Resbots) into the reservoir. It is hoped that these
will be interrogated (remotely) for their location and (directly or remotely) for the reservoir
environment and properties. The waterflood schematic is reworked from [4] (Adopted and
reworked with permission)

Fig. 4.2 A generalized
approach to MNT in
upstream E&P in the
petroleum industry

underground. For example, these may act as shear-thickening agents to optimize
hydrocarbon sweep efficiency or as nanocarriers to target deliver chemicals (e.g.,
surfactant) deeper into the reservoir. These could be classified under radical or
revolutionary nanotechnology in upstream E&P.

This classification is only one dimensional in the space domain envisioned for
micro-nanotechnology (MNT) applications in upstream E&P. It reflects the activity
dimension in the cube of Fig. 4.2. Figure 4.2 adds two additional dimensions: the
agents’ scale (e.g., micro vs. nano) and its information or reporting capability
(remote vs. direct interrogation). As such, sophisticated Resbots are active/reactive
agents that can be interrogated remotely about its status and the underground
environment. This complexity is yet magnified several folds with the capability of
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these agents to propel itself beyond the constraints of the hydrodynamics of the fluid
in which it resides; either by simple diffusion or via capitalizing on some form of
phoretic gradients in the environment.

This chapter addresses a critical step on the road to having in-situ reservoir
agents. It targets the limiting size of these devices and endeavors to reflect on
their transport mechanisms in the rock matrix. It also details an experimental
study on nanofluid coreflood experiments in the prolific carbonate reservoir rocks
of Saudi Arabia. The study aims to test the feasibility and future reality for
displacing molecular agents in the reservoir. It starts by a notion on the scaling
laws and progresses to demonstrate some physics-based effects that are commonly
overlooked in the macroworld but are greatly pronounced at the scale of these
entities.

4.2 Nanotechnology Efficiency Index

Unlike biotechnology or information technology, nanotechnology is a scale not a
domain technology. Naturally in this context, one ought to think about miniatur-
ization and scaling. A fundamental question in this regard is: “How a nanoscale
design is needed or justified?” or alternatively “What is the generated impact by
miniaturization on some engineering design parameters?” This calls for a nan-
otechnology efficiency index, ˛, to be introduced. The index basically characterizes
how the length scale influences the physical and mechanical properties at hand.
Ultimately, this involves looking into the impact of using one, two, or several orders
of magnitude change in the length scale, `, on the parameters in a given objective
function. (` is the characteristic length scale dimension and not a length value.) For
a given parameterQ, the change is introduced via a multiplier, �, according to:

Q.�`/ D ��˛Q.`/: (4.1)

Scaling laws with negative efficiency indices (positive exponents, �˛) become
more important as things get larger with � > 1 (e.g., � D 103). On the other hand,
scaling laws with positive efficiency indices become more important as things get
smaller with � < 1 (e.g., � D 10�3). In this context, we are assuming that the
same material properties are maintained over different length scales. For example,
the material density and the fluid viscosity do not change as the engineering design
is made smaller. The objective is to find “back-of-the envelop” means to effectively
estimate how the characteristics of something improve or inhibit performance as its
dimensions change. Scaling laws are intended simply as rules-of-thumb to help us
understand the behavior and the different modifications of physical effects in the
transition from the macro- to the micro- and ultimately to the nano-worlds [5, 6]. In
general, miniaturization brings on multifunctionality in the same volume, V / `3,
or weight,W / `3, of the material.

V.�`/ D �3V.`/: (4.2)



4 Reservoir Nanoagents for In-Situ Sensing and Intervention 55

For example, molecular electronics (or moletronics) may yield a 100-fold improve-
ment in the linear scale of the transistor (i.e., � D 0:01). Volumetrically, this
translates into a million-fold improvement in the number of circuitry. Macroscale
sensing and intervention assemblies can barely fit in the slim-sized oil and gas wells
of today. Similarly, the intricate micro and sub-micro scale pathways of the reservoir
are practically off-limits to anything exceeding few hundred nanometers in size.
This issue will be revisited in later sections in the chapter with more detail and
specificity.

At small scales, both the inertia effects and the object mass are small. Accord-
ingly, products can perform tasks faster at minimal power consumption. In addition,
the surface effects dominate at this level. This is true as the surface to volume
ratio, S=V , is inversely proportional to `. The surface to volume ratio is a mean
to predict power and energy consumptions of things. Scalewise, it is equivalent to
the total strength4 to weight ratio and reflects the power density, PD, of the object.
Accordingly,

PD.�`/ D ��1PD.`/: (4.3)

Using this logic, one may conclude that a group of one thousand cubical nanoma-
chines each having a side of 100 nm provides 10 times the power output of a single
1�m3 cubical micromachine though both groups occupy the same bulk volume in
space. Nanoscale electric motors may have an astonishing power density on the
order of 1MW/cm3 [7].

Some of the implications of scaling laws in porous media for the transport of
fluids maybe illustrated by examining Darcy’s equation (or alternatively the Hagen-
Poiseuille equation in fluid mechanics that addresses the flow of fluids in pipes).
This is a simple proportional relationship between the instantaneous discharge rate
through the porous medium and the pressure drop over a given distance.

q D � k
�

�P

L
: (4.4)

The total pore fluid discharge per cross-sectional flow area, q, is equal to the
product of the hydraulic permeability of the rock medium, k, and the pressure
drop, �P , all divided by the fluid dynamic viscosity, �, and the length, L, the
pressure drop is taking place over. This value of flux can be related to the pore
fluid velocity through the intrinsic porosity of the formation. Thus, �P=L / `�2
and reducing the average pore throat radius by a factor of 10 (i.e., � D 0:1)
leads to 100-fold increase in pressure drop per unit length (as ˛ D 2). This is
an important design problem and the reason that engineers have devised alternative
methods of pumping at the micron and submicron scales (e.g., electrohydrodynamic
pumping including electro-osmotic and electrophoretic pumping such as the one
demonstrated in Fig. 4.3).

4Given constancy of stress and material strength, the strength of a structure and the force it applies
scale with the object’s cross-sectional area (i.e., Strength / `2).
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Fig. 4.3 A 3D electroosmosis micropump. The design allows high-speed flows through
microchannels with an input of only a few AC volts of electricity [8] (Adopted with permission)

4.3 Some Physics-Based Effects

At the nanoscale, different forces become dominant over those experienced in
everyday life at the macroscale. The effects that become dominant at the small scale
include laminar flow, diffusion, stickiness, surface area to volume ratio (�sv), and
surface tension [9]. Also, electromagnetic rather than either inertia or gravity effect
dominates, and overall quantum rather than classical mechanics applies.

4.3.1 Low Reynolds Number

At the nanoscale, the Reynolds number, Re, is extremely small. The Reynolds num-
ber is the dimensionless ratio of inertial forces to viscous forces, and consequently,
it quantifies the relative importance of these two forces for given flow conditions.
At small scales, viscous forces dominate.5 Smaller objects generate smaller inertia
forces and are less capable to drive adjacent layers of fluid past each other. In fact,
it can be easily shown that Re / `2. Relying on the previously defined scaling
equation (Eq. 4.1), one concludes that, for example, while the Reynolds number
for a human being might be 104, this number goes down for a small goldfish to
about 100 and for a bacterium to a mere 10�4. A bacterium is roughly a million
times smaller than a human being. A bacterium feels water a million times more
viscous than what a human being would feel it like. And water to a bacterium feels
like molasses or treacle to a human being. This is why at this scale, bacteria and
viruses do not have arms and legs to swim. They have flagella with a corkscrew-like
propulsion system which is more efficient in this medium for their size.

5Typically, Re is much less than 1 at the nanoscale [10] and much less than 100 at the
microscale [11].
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4.3.2 Brownian Universe

Although a nanoscale entity (nanoagent) cannot swim freely and steer itself in the
reservoir medium, this does not mean that it stays stationary in the fluid. It will be
constantly undergoing random jolts called the Brownian motion effect. This effect
is discovered by a botanist named Robert Brown in 1827. He noted that tiny objects
(pollen particles floating in water) appear to be undergoing continuous random
motion jiggling. This is due to the constant bombardment of a microscopic object
by atoms and molecules in the fluid medium. Brownian motion is inescapable at
the nanoscale. Most importantly, one cannot engineer around this effect, as it is a
property of the medium not the object.

4.3.3 Stickiness

At the nanoscale, electromagnetic (EM) forces of adhesion are dominating in
importance. Various manifestations of these forces are known as van der Waals
forces, London dispersion forces, and Casimir effect. These are negligible at the
macroscale but dominating at the nanoscale. van der Waals forces arise between
molecules that are nanometer apart. London dispersion forces (part of the van
der Waals forces) are temporary electrostatic attractions between two atoms or
molecules. Casimir forces is the attraction between plates that are nanometer
apart (even grounded plates with no charges) due to the wave nature of quantum
particles outside and inside the plates. For example, geckos and spiders capitalize
on nanoscale setules to generate adhesive forces strong enough to counterbalance
up to 170 times their weight on the smoothest of surfaces. The key challenge in
Resbots is not making the active or reactive agents. It is rather in creating agents
with the proper functionalities and surface chemistry that can secure their long-
term colloidal stability and survivability in the harsh reservoir conditions. These
conditions include 100 ıC or more temperature and 120; 000 ppm or more salinity
with both monovalent and divalent ions and varying rock charges.

4.3.4 Surface Tension

Finally, there is the high surface or interfacial tension arising at the interface
between two phases (e.g., liquid–liquid or liquid–gas). Surface tension is the result
of cohesion between liquid molecules at the interface. The smaller the object, the
more difficult it becomes for it to break this interface. A water strider standing on
the surface of the water creates dents on the surface without breaking this interface.
This situation is definitely more pronounced with a nanoagent that is 5 orders of
magnitude smaller than a water strider. While a nanoagent cannot swim like a fish
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in water, it definitely cannot jump out of the water (or cross the oil-water interface)
like a dolphin. Though physical jumping across the interface by these nanoagents
is not plausible, chemical partitioning of the agents between the different phases is
very much possible.

4.4 Proposed Nanoagent Model

The previous section highlighted the difficulties associated with living at the
nanoscale. However, this is not to be misinterpreted as a call to abandon the Resbots
dream. If and whenever possible, nanoagents will have to be properly designed
and functionalized around or with consideration of these constraints for them to
overcome and maybe “adapt” to these challenges. Our Resbots lead a life dominated
by viscous forces. Though possible, it is unlikely that in the coming few years,
the industry will demonstrate a form of nanoagents with motorized mobility. For
the time being, the nanoagents’ mobility remains passive or possibly driven by a
phoretic gradient. Our Resbots live in a Brownian universe. Brownian motion is
a characteristic of the medium and not of the system. (Thus, one cannot engineer
around it [12].) Though it is neither expected nor desired, Resbots cannot perform
intervention tasks with “atomic” precision in the underground. Our Resbots reside
in a sticky environment. Surface chemistry will have to play a major role in the
agents’ stability and dispersion in the fluid medium and the agents’ compatibility
as they come in contact with the reservoir rocks in-situ. This has been mastered in
other disciplines but has yet to be proven in a reservoir environment for the upstream
E&P. The experimental research initiative described in the following sections is a
first but critical step in this regard.

Many of these concerns have already been examined and partially addressed in
domains like pharmacology for drug delivery in biological systems. The nanoagent
model featured in Fig. 4.4 is a general nanocarrier design. Nanocarriers work by
bringing drugs directly to diseased parts of the body. It has an inorganic core and
an organic corona or shell. The thickness of the corona is usually in the order of
2–10 nm. The core can be as small as 5 nm or as large as few 100 nm. The core
emits or is tagged to emit a strong fluorescent signal following the excitation by a
specific wavelength of light. The corona can be functionalized to allow attaching
peptides to make the agent stealthy to the body immune system or antibody to
help it find its way to diseased cells in the body. Bioactive/sensing molecules can
be attached to the shell to help monitor pH changes and detect specific enzymes
for use as a trigger mechanism for drug delivery. Basically, this model exhibits
many of the sensing and intervention capabilities that we desire in our reservoir
nanoagents. These agents are designed to go into the cell’s body. It is also possible to
manipulate the hydrophilicity of the ligands on the corona to allow varying degrees
of partitioning of these agents between the oil and the water phases or for them
to reside at the interface. The analogy and relevance to the oil industry becomes
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Fig. 4.4 A nanoagent model in the life sciences. Injected into a mouse, these stick to the tumor in
the mouse’s body glowing red under IR light (Image Courtesy of Evident Technologies. Adopted
and reworked with permission)

even more evident when one compares the blood in a biological system to the brine
(sea)water that we inject into the reservoir and the human fatty cells in the body
to the oil present in the reservoir. However, though that these nanoagent models of
the pharmacology and life sciences have many of the functionalities that the O&G
industry strives for, these neither have the proper material structure nor have a ready-
made design for immediate use in the oil reservoir. Merely, these constitute research
subjects of adaptation but not off-the-shelf/ready-made solutions.

4.5 Experimental Program

Logically, having nanodevices that can function in-situ in the oil and gas reservoir
underground will require first and foremost determining the maximum usable size
of these devices before attempting to develop interrogatable (passive) nanosensors
or steerable (active) nanomachines. And this critical step requires (1) making an
assessment of the rock’s pore throat size distribution to establish a rough estimate
on a usable size or size range for these agents, (2) formulating stable, uniform,
and inert nanoparticles suspensions with narrow distributions of different particle
sizes, and (3) conducting coreflood experiments to validate the particles’ stability
and their transport continuity under realistic conditions. Conceptually, a coreflood
experimental procedure involving nanofluid is rather simple. It involves injecting a
slug (about one-tenth of a pore volume or 1 cc) of a well characterized nanofluid
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solution at one end of a core sample6 and follows this with continuous injection of
particle-free water or brine. The effluent fluid at the other end of the core is then
monitored and characterized for its content in nanoparticles. As such, it is hoped
to formulate an idea on the transport potential of these particles within the rock
matrix. In the particle concentration vs. injected volume plot, the influent response is
a Heaviside step function and the effluent response is generally a skewed bell-shaped
function. Though the concept is simple, the process is rather involving. The rest of
the chapter elaborates further on the elements that are ultimately geared toward
testing the concept in the field [13].

4.6 Pore Size Characterization

The Jurassic Arab-D is the most prolific oil-bearing formation of the Ghawar field in
the Kingdom of Saudi Arabia. Ghawar is the largest oil field discovered in the world
today. From its northern extremity, the field extends southward some 150 miles
(240 km) as essentially one long continuous anticline, about 25miles (40 km) across
at its widest point. As such, the Arab-D formation was picked as the subject of
this study. The Arab-D is predominately a bimodal pore system that spans the
skeletal-oolitic, Cladocoropsis, stromatoporoid red algae coral, and bivalve-coated
grain-interlast lithofacies. A cross-sectional sampling of high-pressure mercury
injection tests that were performed on nearly 850 Arab-D core plugs from different
parts of Ghawar is shown in Fig. 4.5 (see also [14]). The histogram illustrates the
partitioning of pore throat sizes in this dominant distribution. The two general peaks
of the response are located around 40�m (a macro-sized pore network system)
and 0:8�m (a microsized pore network system). This fact is further supported
by the pore cast inset (adopted from [15]) in Fig. 4.5. As a preliminary rule-of-
thumb, one may set a 500 nm upper usable limit for nanoagents because the limit
covers all samples in the macro-system as well as the majority (more than 90 %)
of the samples in the micro-system. The 500 nm size is a starting upper limit of the
nanoparticles for direct plugging. Obviously, any particle larger than 500 nm will
have a very slim chance of staying mobile in the microsized pore network systems
of the rock. Smaller particles in large enough quantities or concentrations may also
come together to form a bridge across the pore-throat entry and impact the rock
permeability. (“Bridging” is a well-known phenomenon in sanding mitigation and
the design of sand control measures in producing wells.) This sets the usable size
of the nanoagents well below the 500 nm limit. A second rule-of-thumb is needed.
This one limits the size of the nanoparticles in solution to 1

7
th to 1

5
th the critical pore

throat size (i.e., 70–100nm range).

6A rock core plug measures about 1:5 in. in diameter and 3 in. in height.
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Fig. 4.5 A bimodal response of the pore size distribution in the Arab-D. The nanoparticles’ upper
size limit for direct plugging is inferred at about 500 nm and for bridging at about 100 nm. The
inset SEM image of an Arab-D pore cast is adopted and reworked with permission from [15]

4.7 Nanoparticle Suspensions

Nanoagents should be safe to handle and dispose of. They should be environmen-
tally friendly so that they can be injected into reservoir formations with little or
no concern. The particles should be stable in suspension, should remain dispersed
in solution, and should have little or no affinity (tendency to get adsorbed) to the
carbonate rocks of the Arab-D under reservoir conditions. The stability should
be measured in years instead of days or weeks. A host of potential nanoparticle
solutions were examined. The requirement on surface chemistry sophistication to
properly suspend particles is also a key controlling factor in the selection of any one
particle type. Copolymer suspensions satisfied the majority of the set conditions
for preliminary testing under room temperature conditions. These are polystyrene
beads cross-linked with di-vinyl benzene (DVB) solubilized in ultra pure water. One
polymeric nanoparticle type was provided in solution as water turbidity standards.
Samples with 50, 500 and 800 NTU turbidity values are demonstrated in Fig. 4.6b.
A scanning electron micrograph (SEM) of an evaporated solution with a reported
turbidity of 500 NTU is shown in Fig. 4.6d, e. Though we confirmed the particles
mean size and size distribution in solution, particle concentration in relation to
turbidity was not possible. Accordingly, the test results obtained with this fluid using
an in-house turbidity meter were more qualitative than they were quantitative. Next,
we opted for research grade solutions. These included white latex spheres (Fig. 4.6c)
and colored fluorescent latex spheres (Fig. 4.6a) [16]. The polymer microspheres
were acquired commercially from Duke Scientific Corporation (Thermo Fisher
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Fig. 4.6 General purpose commercial latex particles (polymer microspheres) were used in the
coreflood experiments. These included Fluorescent polymer beads (a), turbidity standards as cross-
linked copolymer microspheres in ultrapure water (b), and calibration latex particles (c). Insets
(d) and (e) demonstrate scanning electron microscopy images of the turbidity standard nanofluid
solution with an average particle size in the order of 120 nm

Fig. 4.7 AFM (left) and TEM (right) images of the A-Dots. These demonstrate a particle size in
the order of 5–10 nm

Scientific). Ultimately, specialized carbogenic nanoparticles proved to be most
reliable for in-situ reservoir conditions. These are made inherently fluorescent and
named Arab-D Dots, or A-Dots (Fig. 4.7) [13]. They are developed with a functional
stability to survive a lengthy transit in the harsh environment in an oil reservoir, and
which can be read and interrogated reliably when the nanoparticles are recovered.
This translates into required stability at temperatures exceeding 100 ıC and salinities
exceeding 120; 000 ppm in total dissolved solids (TDS) in the presence of divalent
(as well as monovalent) ions such CaCC, MgCC and SO��4 .
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4.8 Coreflood Experiments

The experimental process starts with a well-characterized (cylindrical) rock plug
sample. The sample is mounted in the coreflood apparatus and a 3; 000 psi confining
pressure is applied. Up to 40 pore volumes (PV) of ultrapure water is then injected
at flow rates up to 6 cc/min through the sample to fully saturate the sample, mobilize
the fines, and establish a base permeability. A slug (of varying amount) of the
nanofluid is injected on one end of the core followed by continuous injection of
particle-free water. Then, the effluent is sampled and characterized using dynamic
light scattering and asymmetric flow field-flow fractionation (qualitative measure-
ments) and a photospectrometer or a fluorometer (quantitative measurements). This
allowed making an assessment on how much of the particles are getting trapped
in the core. During testing, the change in pressure is monitored constantly in order
to get an idea on the change in permeability of the core. Following each test, the
core plug is dismounted from the coreflood apparatus, the sample is sliced, and
pieces of the rock is taken at different distances from the inlet end of the sample
for environmental SEM analysis. This allowed characterizing the nanoparticles’
morphology inside the sample as well.

The experimental procedure is supported by an optimized testing program
(Fig. 4.8). Coreflooding starts with a continuous injection of particle-free water or
brine after injecting a slug of the nanoparticle fluid (WAN test) (The slug volume
varied from 5 % to 100 % of the total pore volume of the core sample at hand.).

Fig. 4.8 Nanofluid coreflood testing program. The program involves three types of tests: a WAN
test that follows nanofluid injection with water; a CIN test that continuously inject nanofluid into
the core sample; and a CIF test that continuously inject particle-free water into the core
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Fig. 4.9 Environmental SEM results from a coreflood test using a commercially acquired
polymeric nanofluid with a mean particles size in the order of 100 nm

If nanoparticles are not detectable in the effluent during a WAN test, a continuous
injection of nanofluid is attempted (CIN test). Now, if nanoparticles were detected
in the effluent during the CIN phase, continuous ultrapure water injection is applied
(CIF test). This multistage heuristic process is needed to establish the suitability of
a particle size and concentration selection and identify any interaction affinity to the
rock carbonate matrix.

At any given water injection rate, one of four outcomes maybe reached. These
are demonstrated in Fig. 4.8. The first outcome is indicative of a successful test
with the right combination of particle size (D), particle concentration (C ), and
minimal particle-rock interaction level (I ). The remaining outcomes are indicative
of plugging, bridging, or interaction problems. Interaction between the nanoparticles
and the rock matrix is probably the most critical as the nanoagents would need to be
properly refunctionalized.

The rock sample demonstrated in Fig. 4.9 was tested using a commercially
acquired 100 nm copolymer beads solution. WAN testing at varying injection rates
demonstrated no nanoparticle flow on the effluent side. Similar tests on plugs from
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Fig. 4.10 Typical images from a successful nanofluid coreflood test. The SEM micrographs
demonstrate that the sample is practically particle-free

the same core added that particles are detectable in CIN but not in CIF testing.
This fact led us to conclude that there is high interaction between the particles
and the carbonate matrix. The resulting particle retention was viewed using the
environmental SEM images taken from the inside of the rock at different distances
from the inlet. These images and their location in the sample are shown in the figure.
In Fig. 4.9, “A” marking indicates the inlet end (injection side) of the core. The
photomicrographs show reduced particle deposition with increased distance from
inlet. In slides closer to the inlet end of the core, the particles coated the carbonate
crystals in a fashion similar to chicken pox. Stability tests conducted in our labs
demonstrated the flocculations and agglomerations that took place in the original
solution in the presence of salt and carbonate fines (limestone). Instabilities were
also confirmed by examining the absorbance spectra generated following mixing
the nanofluid in the synthetic injection seawater or synthetic Arab-D connate water.
By placing PEG/polymer chains (ligands) on the surface of the nanoparticles, the
modified solution is rendered favorably stable in the medium (Fig. 4.10) at the
targeted experimental conditions.
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4.9 Summary and Outlook

Reservoir nanoagents are the ultimate dream tools for the upstream industry. They
may help delineate the extent of the assets, map tortuosities in the rock, layout super-
permeability pathways, map fractures and faults, identify bypassed oil locations in
the field, optimize well placement and design, generate realistic geological models
of the asset, and may be used for chemical delivery deep into the reservoir to support
EOR objectives.

To test the future reality of having active/reactive nanoagents in the reservoir, a
series of nanofluid coreflood experiments were run on carbonate samples from the
Arab-D formation. The aim of these tests is to correlate transport potentials with size
and concentration of the nanoparticles in suspension. These experiments supported
the possibility of having the right functionalization, size, and concentration of the
particles to maintain the mobility of the nanoparticles in the reservoir. A critical step
on the road to having in-situ reservoir nanoagents (sensors or devices) to illuminate
the reservoir has been established.

Proper functionalization or surface chemistry is a crucial first step on road
to realizing the reservoir nanoagents’ concept. It enhances the nanoparticles’
stability, reduces flocculation/aggregation, enhances colloidal homogeneity, and
most importantly reduces the nanoagents’ interaction with the rock matrix. In the
near-term plan, the nanoagent concept could simply be materializing as smart tracers
and in-situ reservoir chemical markers. In the medium term, however, this could
enable traceable nanofluids and chemical delivery agents. And on the long run, the
concept will mature to realize remotely interrogatable nanosensors and maybe even
steerable nanomachines to undertake real intervention tasks in the reservoir.
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Chapter 5
Miniaturization and Micro/Nanotechnology
in Space Robotics

Evangelos Papadopoulos, Iosif Paraskevas, and Thaleia Flessa

Abstract Space is an exciting but fundamentally unfriendly environment for
humans. Space robotic systems (robots in orbit, planetary rovers, or even satellites)
are of great importance to space exploration and perform tasks hazardous or
impossible for humans. Using micro and nanotechnologies in space robotic systems
results either in miniaturized systems in terms of volume and mass, while retaining
or increasing their capabilities, or in space robots with increased capabilities while
retaining their size due to the nature of their tasks. Examples of miniaturization
possibilities for space robots and satellites are given, focusing on the challenges
and the enabling technologies. The miniaturization process and the use of advanced
micro and nanotechnologies in space will have a large beneficial impact in the years
to come.

5.1 Introduction

Space is an exciting area of activities for mankind. These activities allow us
answering fundamental questions about the origins of the universe, assist our life
on earth (e.g., meteorological and GPS satellites), and improve our scientific and
technological capabilities resulting in a wide range of inventions and new processes.
However, space is a highly unfriendly environment for humans. Harmful radiations,
extreme temperatures, lack of suitable or lack of any atmosphere, huge distances to
be covered, and long communication lags and interruptions are only a few of the
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factors that render space a hostile environment for humans. It is well known that the
need for astronaut extravehicular activities (EVA) increases the cost of a mission
dramatically, due to the life support systems and precautions that must be taken to
ensure astronaut safety during EVA.

A solution to these problems is the use of robotic devices, capable of operating
for long times with minimum supervision or even autonomously. Such devices
have been developed during the last 50 years and include robotic spacecraft, on-
orbit robotic arms, rovers for planetary exploration, robots for space structures,
and satellites. Additional plans for robotic space hardware of all types are in the
development phase. Clearly, the future of space exploration and commercialization
will include robots as a vital enabling technology.

Space robotic devices tend to be very big in size. For example, in orbital systems,
the Canadarm of the Space Shuttle is 15 m long, weighs 431 kg, and handles
payloads up to 14 tons [1]. The reason is that it must be able to handle satellites
and other equipment, which are of large dimensions due to the instruments they
carry, or due to the need for being compatible with the human scale. For exploration
systems, the small Sojourner Mars rover was also at the human scale, weighing
about 10.6 kg with its dimensions being 0.65 m high, 0.30 m wide, and 0.48 m long
[2]. Subsequent rovers were bigger and heavier by at least one order of magnitude
due to the need for carrying instruments and for traveling larger distances.

On the other hand, on earth an important current trend is miniaturization of
devices and processes and the capability of acting at very small scales, including
and in some cases less than the nanoscale. Such miniaturization offers significant
gains in volume, mass, and power for devices; leads to materials with unparalleled
properties; and capabilities of intervening at the cell level. Miniature mobile robots
at the scale of a few cm and with resolution of a few microns have been developed
to provide mobile microinstrumentation, to assist in cell manipulation in biological
experiments, and in micromechanism or microelectromechanical system (MEMS)
assembly. Besides mobility, these robots include capabilities such as object manip-
ulation with force feedback, two way communications, onboard controllers, visual
feedback, and significant power autonomy. In addition to the above developments,
smaller robots operating at the nanometer scale are being envisaged. The size of such
nanorobots may be in the range of 0.1–10�m and could be implemented through the
use of controlled biological microorganisms [3] or the use of magnetic nanocapsules
steered by improved gradient coils provided by magnetic resonance imaging (MRI)
systems [4].

A natural question appears then regarding the degree to which space robotic
activities are affected by the miniaturization trend observed on terrestrial applica-
tions in general, and more specifically in robotics. One can identify similarities and
differences. For example, in robotics the terms micro or nano refer either to the size
of the robot itself in terms of micrometers or nanometers, or to the resolution in
micrometers or nanometers that this robot has in dealing with its environment. This
is because human scale robots that operate in human scale tasks are taken as the
basis for comparison. However, in space the scale of tasks is very different and to
be more exact, much bigger. Both space exploration and orbital systems scales in
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terms of orbits, distances, power requirements, etc. are very large compared to the
terrestrial human scale. Therefore, despite the evolving miniaturization process, the
same terms refer in most cases to different scales of magnitude. This can be seen
clearly in the case of nano or even picosatellites, both of which will not qualify as
such according to terrestrial robotic terminology.

Miniaturization affects space robotic systems in two fundamental ways (a) by
reducing the size and weight of components, thus allowing a space robotic system
to increase its overall capabilities by maintaining more or less its size and (b) by
reducing its overall size, maintaining the same capabilities. In the first case, the
robotic system cannot be reduced in size, because the objects it operates on remain
of large size, for example the case of the International Space Station (ISS) robotic
manipulators. In the second case, the size can be reduced by maintaining more or
less, the initial capabilities; this is the case of nanosatellites. As mentioned earlier,
the base scale is large enough so that any size reductions at the device or component
scale will not qualify as nanodevices on earth.

In the subsequent sections, we examine the existing space robotics applications
and classify the robots that are being used. The ways in which these robots can
be miniaturized, using our terrestrial experience are addressed. The interesting
subject of satellite miniaturization and subsequent proliferation is presented next.
Finally, we outline the future trends for miniaturization of space robotics systems
and components and address briefly the challenges ahead.

5.2 Space Robotics Applications

Usually the term space robotics is used to characterize semi or fully autonomous,
teleoperated exploration and servicing systems, and a few specialized experimental
systems. However on a broader sense, almost everything that has been sent into
space, integrates a form of automation in some degree, and therefore can be
characterized as “automated” or “robotic.” The emphasis here is given to systems
that are flight proven, they still operate, or are in the final construction phases and
the state of the art in their class.

5.2.1 Exploration

From the very beginning of the space exploration age, rovers were considered as
the main exploration platform and appeared early in the space programs of both the
USA (with the Surveyor Lunar Rover Vehicle, 1963) and the USSR (with Lunokhod,
1970). The former program was canceled and substituted by the Lunar Roving
Vehicles of the Apollo program, while the latter (Lunokhod 1 in 1970) was the first
remote controlled rover to land on the moon [5]. NASA has also sent to the Moon
stationary explorers (Rangers and Surveyors [6]).
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Table 5.1 Characteristics of different rover generations from JPL

Rover Mass (kg)
Instrument
mass (kg)

Average
speed (m/h)

Distance
traveled (km)

Largest object
over (m)

Approx.
volume (m3)

Sojourner
(1996)

10.6 <4.5 3.5 �0.1 N/A 0.7� 0.5� 0.3

MER (2003) 176.5 6.8 34.0 Spirit� 8,
Opportunity
>28

0.26 1.5� 1.6� 2.3

MSL (2011) 900.0 80.0 30.0 N/A 0.75 2.7� 3.0� 2.2

Since the late 1970s, the exploration focus turned to Mars and other distant
bodies. At first, it was necessary to achieve the goal of reaching the target, e.g.,
the Viking Landers in 1975 [7]; however, it appeared soon that the scientific
objectives should not be limited to the landing area. Time delays due to the
distance to Mars rendered teleoperation impossible; this paved the way for semi and
fully autonomous systems. Due to technological limitations, early designs such as
Marsokhod and Robby were massive and frequently impossible to fit in the available
launchers [8]. Smaller systems could not be autonomous and/or integrate adequate
scientific instrumentation.

The radical changes in microtechnology enabled prototype miniaturization,
which led in 1996 to the first flight proven planetary explorer with advanced
capabilities, the Sojourner Rover [2]. After some unsuccessful efforts, the Mars
Exploration Rovers Spirit and Opportunity were sent to Mars in 2003 [9]. The
two identical rovers were larger than the Sojourner; however, they included more
scientific instrumentation and were capable to travel for kilometers. Today, rovers
are a main programmatic goal of all space agencies. Primary missions include the
Mars Science Laboratory (MSL, 2011) [10], and the ESA and Roscosmos ExoMars
Rovers Mission (est. launch 2018), still in the design phase [11]. Stationary
explorers, such as ESA’s Beagle 2 [12] and the successful Phoenix Mars Lander
[13] were and still are in agency programmatics.

A number of alternative concepts are tested for planetary exploration, which
include surface explorers based on legged locomotion [14, 15], the exploitation
of swarm capabilities [16, 17], or flying systems [18]. However, no such working
prototype that has operated in space exists currently. Planetary orbital explorers,
such as the Mars Odyssey, are examples of relatively small autonomous systems
[19]. Other interesting concepts in this category include those that release a landing
probe (to a planet, asteroid, or comet) like Cassini-Huygens [20], Deep Impact-
EPOXI [21] and Rosetta [22], or that land themselves, such as NEAR Shoemaker
[23] and Hayabusa [24].

From the above examples, a trend is observed, from the large and massive
systems to the small and lightweight ones and again towards larger exploration
rovers, the difference in mass is obvious; Table 5.1 and Fig. 5.1 show clearly this
trend as exhibited by NASA’s rovers. The first rovers were large because of the then
available technology. The development of microtechnology enabled miniaturization
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Fig. 5.1 Full-scale models of three generations of exploration rovers. Sojourner (centre), MER
(left), and MSL (right) (courtesy of NASA/JPL-Caltech)

and development of designs that could be accommodated in a launcher. At the
same time, the requirements of the scientific community were the main design
consideration for the development of larger systems. The size of the MSL is
comparable to that of the Rocky I; however, earlier designs had almost no space
for scientific payloads.

5.2.2 Servicing

To sustain a constant presence in space and to enable longer exploration missions,
it is necessary to develop servicing systems. Such systems are used in servicing
or removal of malfunctioning satellites, removal of space debris, inspection and
construction of space structures, or, in the future, in astronaut assistance at planetary
outposts. These robotic systems must be able to manipulate objects with various
characteristics, making them more complex.

Currently, the most successful space robots, such as the Shuttle Remote Ma-
nipulator System (SMRM) or “Canadarm,” the Space Station Remote Manipulator
System (SSMRM) or “Canadarm 2,” and the Special Purpose Dexterous Manipula-



74 E. Papadopoulos et al.

Fig. 5.2 (a) Dextre on ISS (courtesy of NASA) and (b) ETS-VII prior to launch (courtesy of JAXA)

tor (SPDM) or “Dextre” on ISS ([1], Fig. 5.2a) are mainly teleoperated via dedicated
remote interfaces. The European Robotic Arm (ERA) [25] (est. launch in 2013) and
the Japanese Experiment Module Remote Manipulator System (JEMRMS) [26],
currently at the ISS, have a greater level of autonomy but still require a human
operator.

To overcome the increasingly important problem of space debris and malfunc-
tioning satellites, a greater level of autonomy is required. The first mission that
demonstrated autonomous in space servicing was JAXA’s ETS-VII (Fig. 5.2b, [27]).
NASA and DARPA extended the concept, initially with the unsuccessful DART
mission and later with the successful Orbital Express mission [28]. ESA and others
pursue similar designs for on-orbit servicing, like the TECSAS and the DEOS
[29]. Additionally, ESA and JAXA have developed fully autonomous human-class
systems for logistic purposes for the ISS. Both the Automated Transfer Vehicle
(ATV) [30] and the H-II Transfer vehicle operated smoothly [31].

5.2.3 Experimental Systems

Space agencies, R&D institutes, universities, and companies have developed a
number of designs to test future space robotic systems and enabling technologies.
The systems that have been tested in space are presented here.

During the STS-55 mission (1993), various control modes in space were tested
using DLR’s ROTEX [32], a small, six-axis robot equipped with a gripper and
mounted inside a space-lab rack. On behalf of DLR, the Robotic Components
Verification on the ISS (ROKVISS) was installed in 2005 and removed in 2010.
Its main purpose was to update and validate space robot dynamic models, to verify
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Fig. 5.3 (a) AERCam Sprint, (b) SPHERES in on-orbit experiments (courtesy of NASA)

DLR’s proprietary modular joints, and to verify telepresence methods [33]. The
most recent experimental system in space is the Robonaut 2 by NASA and GM [34],
which will test the performance of an anthropomorphic robot, resembling future
robots that can replace astronauts, while retaining at the same time the dexterity of
the human body.

The need for miniature robotic systems to assist the astronauts and capable
of performing a number of tasks led to the development of the AERCam Sprint
[35] and the MIT SPHERES [36], Fig. 5.3. Their performance proved that small
autonomous robots could indeed assist humans. Various small robots have been
proposed since then, but few designs have been tested. An interesting example
is Robyspace [37], which was developed to examine the capabilities of small
robotic systems operating in specialized nets. The integration of a large number of
electronics for sensing and actuation in a small volume enabled the development of
all these experimental systems. However, a greater degree of integration is necessary
in order to increase redundancy and functionality.

5.3 Robotics Miniaturization in Space

5.3.1 Motivation

The wealth of available micro and nanotechnologies (MNT), such as MEMS and
microelectronics, the exciting and innovative prospects they present combined with
the importance of space robotics for space exploration, lead us to the conclusion that
the introduction of micro and nanotechnologies in space robotics will significantly
augment the capabilities of space robotics and will pave the way for further
space robotic exploration missions. Space robotics is an area of particular impor-
tance to future missions; the introduction of MNT, either sourced from terrestrial
applications (spinning-in) or specifically designed for space robotics, results in their
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overall miniaturization. However, as noted earlier, the term miniaturization when
applied to space robotics has a somewhat different meaning than the traditional one.
Therefore, for such systems the miniaturization process refers to (a) reduction of
component size and mass, with increased functionality and unchanged total size
and (b) reduction in overall size, while maintaining capabilities.

The terms MNT and microsystems are used in the present chapter with a broader
meaning; they encompass MEMS technologies, nanotechnologies, and miniature
or microrobotic technologies, collectively referred as MNT or microsystems.
Electronic devices (e.g., processors) are not generally recognized as examples of
microsystems; however, in order to benefit from the reductions achieved with mi-
crosystems and from the integration of devices and electronics, they are considered
here as microsystems. Additionally, any enabling technologies that allow for the
miniaturization of space robotics are also of interest. Further clarification on the
terms MEMS and microsystems can be found at [38].

There are several reasons why the miniaturization of space robotics is desirable.
An important motivation for the systematic miniaturization of robotic systems is
that launch vehicles have tight constraints with respect to the payload’s mass and
volume characteristics and therefore successful miniaturization directly results in an
improved, more compact and less expensive system. The cost to place 1 kg in Low
Earth Orbit is approximately $10k and can rise up to $20k; this cost is significantly
increased for long space exploration missions (e.g., Moon, Mars, asteroids, etc.),
therefore any weight and volume reduction would significantly decrease the launch
cost. Another benefit of the miniaturization process is that the total resources
required for space systems (e.g., mass, volume, power) are substantially reduced.
Furthermore, systems such as proprioceptive and exteroceptive sensors, wireless
communications, control units power generation and transmission units can be
integrated into small packages at a system level, thus allowing for a substantial
increase in payload, reduction in power losses, and more efficient thermal man-
agement. Integrating several microsystems into a silicon wafer and introducing
redundancy by design, results in increased reliability and flexibility, lower risk and
greater functionality compared to conventional robotic space systems. Silicon wafer
microsystems are subject to economies of scale and therefore reduce the overall cost.
Additional benefits of terrestrial microtechnologies in particular often include better
performance compared to those in space; significantly smaller development costs
since investments on non-space technology exceed by orders of magnitude those of
space; and sustainability of capabilities, reliability, and strict quality procedures due
to the presence of strong markets.

A successful miniaturization (1) results in a compact system, (2) reduces the
required power budget, (3) reduces the development cost, (4) requires fewer
resources and smaller testing facilities, (5) lessens complexity and improves overall
performance. These benefits are particularly important for space applications,
therefore the adaptation and implementation of microtechnologies in space robotics
is of great interest and expected to yield substantial benefits.

The field of MEMS is the most important in terms of commercialization, range of
applications, and technological maturity. The worldwide market for MEMS, boosted
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Table 5.2 MEMS market forecast 2011–2015 in millions of units [39]

MEMS device 2011 2012 2013 2014 2015

Accelerometers 1,362 1,630 1,838 2,002 2,194
RF MEMS 805 987 1,190 1,551 2,023
Inkjet heads 673 683 691 706 719
Microphones 579 816 995 1,186 1,381
Pressure sensors 389 488 571 633 689
Digital compass 340 441 542 652 770
Gyroscopes 325 402 510 587 722
Microfluidics for IVD (in vitro diagnostics) 312 394 493 621 785
Oscillators 72 138 248 421 674
Microdispensers 55 68 118 141 168
Projection systems 9 21 44 79 136
Optical MEMS 2.2 3.7 6.6 12.8 18.3
Micro displays 2 5 10 15 20
Microbolometers 0.3 0.4 0.4 0.6 0.7
Other (microstructures, microtips, flow meters,

micro speakers, microfluidics for research)
6 15 43 112 209

by automotive applications and by mobile handsets, gaming controllers, digital
cameras, and other consumer electronics devices, exhibits nowadays an increasing
growth and has expanded to cover nearly all critical technological domains. The
MEMS market reached $6.9 billion in 2009, approximately $8 billion in 2010, and
is expected to be $9 billion in 2011, with an expected compound annual growth
rate (CAGR) in revenue for the next 5 years equal to 13% [39]. The MEMS ac-
celerometer, gyroscope, and inertial measurement unit (IMU) market and in general
the motion sensing industry is especially robust. For 2011, the MEMS gyroscope
market is estimated at $1 billion and the MEMS accelerometer market at $1.3 billion
[40]. This growth will be mostly driven by the deployment of more motion control
user interfaces on consumer electronics and drop detection and protection features
in portable systems. Table 5.2 presents the MEMS market volume in millions
of units.

The major terrestrial technological areas that employ MEMS are automotive,
aerospace, defense, industrial processes, consumer products, biotechnology, and
telecommunications. Solutions provided by MEMS are finding their way into an
increasing number of automation and robotics applications, such as motion sensing,
impact detection, and rollover prevention. Commercial microsystem industries
provide reliability procedures and yield management systems for microsystems
and microsensor systems that offer excellent data return performance, redundancy,
and reduced power budget integrated in a very small package. A good example
are inertial navigation systems, where inertial measurement sensors from the
automotive industry and complete inertial measurement units from oil drilling,
offer increased performance, and reduced power and space requirements. MEMS
and microsystems have a large and diverse market that enables cost reduction and
sustainability of available resources. It is also worth noting that the fraction of the
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MEMS market solely dedicated to space applications is very small, often the MEMS
that have been used in space have been developed exclusively for the targeted
application; the situation is directly opposite to the case of solar cells, where solar
technology was first used in space and then on terrestrial applications.

5.3.2 State of the Art

Microtechnologies for space systems in general and robotics in particular have
attracted the interest of the scientific community during the past decade. The Jet
Propulsion Laboratory (JPL) discussed the role of MEMS in the development of
smaller robotic systems in 1999 [41] and the MEMS technology developments at
JPL, such as LIGA-based devices, micro-propulsion, microvalves, optics, microac-
tuators, system on a chip, microinstruments, biomedical devices, and packaging
were analyzed in [42]. A 1998 work also discusses the use of MEMS and micro-
technologies in propulsion, inertial navigation, and wireless sensors in space
systems [43]. More recently, the use of microrobotics in space, and the use of
MEMS, nanoelectromechanical systems (NEMS), and microtechnologies towards
a miniaturized robot in terms of mass and volume has attracted a lot of interest [44].
While not strictly related to the use of microtechnologies [45] discusses the use of
length scaling in space dynamics; a method for simulating the orbit and attitude
of small objects and therefore provide insights for the dynamics of very small
spacecrafts ESA has organized several roundtables on MNT for space applications
[46]. Finally, the results of a recent ESA initiative for the introduction of terrestrial
MNT to space robotics can be found at [47]. In addition to the small exploration
systems, several studies exist on the design of miniaturized space systems, such as
the mobile micro-robot Alice [48] developed at École Polytechnique Fédérale de
Lausanne (EPFL), ESA’s Nanokhod exploration rover [49], and the spider inspired
climbing robot (Abigaille-I) for space at [50].

Despite these reports and studies and the benefits highlighted in the above
section, microtechnology is still sporadically used in space robotics. An overview of
the more developed areas of microtechnology in space is at [51] and [52] provides a
thorough review of the current and future use of MEMS and microsystems in space
systems. The most developed areas of use in space are inertial navigation, where
accelerometers and gyroscopes (e.g., in the current Mars rovers) are sourced from
commercial and military applications, atomic force microscopes, and propulsion.
MEMS-based propulsion that produces small thrusts in the order of �N–1 N
(micropropulsion), especially cold gas thrusters and ion thrusters (colloid and FEEP
thrusters), is particularly suitable for fine control, positioning formation flying
applications and for primary acceleration of small spacecrafts [53–58]. NASA has
used miniature science instruments for the Phoenix Mars Mission (2008) and for the
Mars Science Laboratory (MSL) mission, which was launched in November 2011
and the Curiosity rover which became operational in August 2012 [59]. Finally,
the James Webb Space Telescope (est. launch 2018) will use a MEMS based
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Table 5.3 MEMS in space applications and estimated TRL [51]

MEMS device Flown in space? Estimated TRL

Inertial navigation Yes High
Pressure sensors Yes (launch vehicles, propulsion) High
Magnetometer Yes (CubeSats) High
Atomic force microscope Yes (Phoenix mission) Medium–high
Sun sensor Yes (Delfi C3) Medium–high
Microfluidics Yes (space shuttle, satellites) Medium
Bolometer Yes (Planck 2009) Medium–high
Optical switching No Medium–high
Propulsion: ion, cold gas, colloid, solid Yes (ST5, small satellites) Medium
Thermal control Yes Medium
RF switch and variable capacitor Yes (2000, OPAL picosatellites) Low–medium
Adaptive optics and MOEMS instruments James Webb Telescope (est. 2014) Low–medium
MEMS oscillator No Low–medium

microshutter array for the Near InfraRed Spectrometer (NIRSpec) of the telescope
[60, 61]. Table 5.3 provides a summary of the MEMS technologies flown in space
and their technology readiness levels (TRL) [51]. Devices that were used in satellites
(CubeSats, ST5, Delfi C3) are discussed in Sect. 5.4.

5.3.3 Miniaturization Challenges

In order to assess the areas where the introduction of miniaturization in space
robots is essential, it is necessary to identify the main challenges during design
and operation. The candidate areas for miniaturization in space robotics should be
searched within their subsystems’ components. The difference between the target
applications for microrobotics on Earth and space robotics must be stressed again;
a robot cannot be miniaturized if this negatively affects its objectives, e.g., a rover
should be able to travel for kilometers and gather samples, this is not possible with a
microrover. The miniaturization challenges interest greatly the space agencies, such
as the work presented in [47].

Space systems in general and space robotics in particular have the following
subsystems: Power, Propulsion, Structure, Attitude and Orbital Control (AOCS);
On Board Data Handling (OBDH); Locomotion, Guidance, Navigation and Control
(GNC); Communication, Thermal, Manipulators and End-Effectors [62]. Depend-
ing on the application of each space robot, a subsystem might not be applicable,
for example a rover requires no propulsion; however, this categorization is standard
for all space systems. The subsystems that have the greatest demands (1) in terms
of mass and volume are Power, Propulsion, and Structure; (2) in terms of required
computational power are OBDH, AOCS, GNC, and the motion of manipulators; and
(3) in terms of power demands from the Power subsystem are Thermal, Locomotion,
and Propulsion. Therefore, the focus of R&D in Micro and Nanotechnology (MNT)
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should be given in these areas to efficiently address the current challenges. Table 5.4
presents the main challenges per space robot class and where the introduction of
MNT is expected to have the highest impact.

Table 5.4 Challenges for MNT R&D per space robot class

Class Subsystem Challenges for micro- and nano-technology

1. Rovers/other
means of
locomotion

Power • Solution for solar cell efficiency decrease by
dust

• Large and heavy batteries: higher density
required

OBDH • Low computational power: more efficient
electronics, decentralized architectures

Thermal • Improved materials, spot cooling/heating
Actuation • Low eff. DC motors: better materials required

• Low integration of electronics
Navigation • Slow in rough terrains due to computational

restrictions
2. Stationary

planetary
explorers

Power • See Class 1 above
Propulsion • Landing with retros has mass and volume

penalty: better properties for fuels
Mechanisms • See Class 6 below
Thermal • See Class 1 above

3. Orbital planetary
explorers

Power and OBDH • See Class 1 above
AOCS • High electrical power consumption: better

electronics required
• More efficient and smaller sensors required

Comms • High power consumption: better electronics
req.

Propulsion •�50% of mass and volume of the system:
better fuel properties

• Electrical propulsion requires high power
reqs.

Structure •�20% of total mass: lightweight materials
• Enhanced properties required: active

materials
4. Aerobots/balloons Power • No efficient flexible solar cells

• Large Batteries: see Class 1
Structure • Restrictive space for all the necessary

subsystems
• Corrosive environments: protection required

AOCS, OBDH,
comms, thermal

• High integration needed: better electronics
required

• High efficiency required: better sensors
required

Propulsion • Use mainly of propellers: see Actuation of
Class 1

Power • Highly efficient flexible cells required

(continued)
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Table 5.4 (continued)

Class Subsystem Challenges for micro- and nano-technology

5. Orbital servicers AOCS • See Class 3 above
• Reqs. during rendezvous, docking and

manipulation
Comms • See Class 3 above
OBDH • See Class 1

• Reqs. during rendezvous, docking and
manipulation

Propulsion • See Class 3 above
Structure • See Class 3 above
GNC • Massive sensors

• High power consumption
Manipulators • See Class 6 below

• Computational intensive: complex dynamics
6. Manipulators Sensors • Integration of more sensors for high

autonomy
Structure • Large mass

• Massive and confusing cabling
• Increased stiffness of cabling affects

movement
Actuation • See Class 1 above
End-effector • End-effectors designed for specific tasks

• Higher dexterity and sensory information
required

5.3.4 General Selection Criteria

Not all MNT components can be used in miniaturizing space robotic devices,
as their reliability in space condition varies. This is especially pertinent to those
systems that are sourced from terrestrial applications. A set of criteria for the
selection of microsystems (MEMS, micro and nanotechnologies, etc.) is presented
here.

To access the compatibility of the selected MNT components with the space
environment and functionality requirements of space robotics the following criteria
are proposed (1) applicability to space robotics, (2) launch conditions, (3) external
space environment requirements (LEO, GEO, Mars, Moon, Near Earth Asteroid),
(4) required technical lifetime. Additionally, microsystems that are part of the scien-
tific payload must also comply with the scientific objectives of the experiment. Each
component should be able to withstand mechanical shocks of 6,000–10,000� g and
be able to at least operate in a temperature range of �50 to C80 ıC. A study
on the reliability of MEMS under vibration and shock can be found at [63].
Vacuum conditions are detrimental to MEMS performance and out-gassing in a
vacuum environment has also adverse effects on a device’s performance; however,
it has been observed that a nitrogen atmosphere inside the MEMS packaging has a
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positive effect on the device’s performance and reduces drift. An additional criterion
is the maximum operating voltage, which is limited at approximately 2 kV for
space applications due to electrical insulation specifications. Space radiation is an
important problem that is experienced by all structures operating in space. The
high energy particles present in space radiation can trigger single-event effects
(SEE) in all digital electronics. MEMS based on capacitive sensors (accelerometers,
gyroscopes, proximity sensors) exhibit certain problems when exposed to radiation,
due to their operating principle; radiation effects result in creating output drifts
and generate noise; packaging is not always a sufficient solution, especially when
volume and mass limitations are imposed. The effect of radiation on devices in space
is a subject of great interest [52, 64]. Reference [64] provides also a list of radiation
tested MEMS and microsystem devices.

For each microsystem, it is important to consider the development risk, time,
and cost required to reach the maturity necessary for use in space. Currently,
there is no general qualification process for space MNT, it is done on a case-
by-case basis and usually there is no volume production of those devices that
are space compliant. The general standards for European space activities can be
found at [65], while a study on the reliability of MEMS in space can be found
at [66]. Problems are usually addressed by correct design while the applicability
of packaging techniques of MEMS devices for space is limited; for example, the
packaging of heterogeneous MEMS is problematic because the metallic parts cannot
withstand the high temperatures of the packaging process. The reliability of MEMS
is discussed in [67]. As a final guideline, a terrestrial component that has been tested
and verified by being used in the industrial or commercial sector would require
an additional 10% cost to be made space compliant. If the terrestrial component
or technology has not been extensively tested, the cost of technology transfer to
space increases above this 10% figure, and in proportion to the number of tests
required.

The proposed set of criteria will aid in the selection of MNT components for
space robotics; however, ideally a streamlined selection process would enable the
miniaturization of space robotics to a significantly greater degree.

5.3.5 Enabling Technologies

MNT can greatly benefit space robotics; the miniaturization of critical components
of the subsystems provide to the designers more solutions and flexibility during
development. The efficient, systematic introduction of MNT to space robotics
requires the fusion of the challenges and requirements of the future robotic systems.
The most important technologies and how they will affect space robots and their
subsystems are outlined here.

Sensor Islands. Sensor Islands are known as Power and Computational Au-
tonomous Remote Sensors, a research area highly pursued and MNT dependent.
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This concept is very important because it can increase the autonomy and flexibility
of space systems. A sensor island should be able to (a) receive or harvest power
with minimal cabling; (b) have high electronics integration; (c) be computational
autonomous and perform data fusion and signal processing, without need to send
or receive any data, except for the final data packages; (d) wirelessly communicate
with a central computer for the overall control; and (e) integrate sensors of different
functionalities. In this way, the computational architecture becomes completely
decentralized and the overall system more compact and robust.
Power. The upgrade of current power subsystems is strongly related to the advances
in power density for batteries (Ah/kg) and higher efficiency for solar cells. Nano-
materials and microelectronics can harvest and exploit more energy than current
technological solutions, reducing the mass and weight of current power production
and storage systems. Efficient electronics reduce the power requirements and have
positive impact in power management.
Structure. The target technology is the development of structural elements with
advanced capabilities. Robust but lightweight materials like carbon fiber reinforced
plastics (CFRP) are already available and in production; however, their capabilities
should be augmented by ejecting specialized nanoparticles and general use of
nanotechnology and nanomaterials. These new structural elements can be combined
with techniques for embedding sensors, cables, and piping inside the structure,
thus lowering mass penalties and thermal losses and increasing flexibility and
environmental protection. The technology of electroactive polymers (EAP) and
piezoelectric elements can also be used as sensors and/or actuators (e.g., as vibration
suppressors).
OBDH & GNC. Developments here should be aimed towards a decentralized
architecture; therefore, the enabling technologies are based on those for Sensor
Islands. Dedicated image processors would lower the computational burden, and
miniaturized cameras and optics would render the navigation capabilities more effi-
cient. There are MNT systems with small footprints and low consumption offering
superior functionalities for commonly used sensors, such as GPS, gyroscopes, and
IMUs. Additionally, for electronics and microcontrollers 64 bit solutions would
increase the overall computational power.
Actuators. Reduction of motor volume and mass require advanced materials
enhanced with nanoparticles. The new materials could lower the power losses
and increase the magnetic flux and therefore the produced torque and/or speed.
Additionally, higher integration would minimize the essential electronics volume.

All subsystems could benefit by the introduction of MNT and terrestrial MNTs
exhibit a significant potential for use in space systems. In general, MNTs can
lead to smaller, lighter, less power consuming, and with higher functionality parts,
which in turn means (a) lighter and more compact systems (without affecting
capabilities); (b) more space for payload (e.g., scientific instrumentation, cargo,
etc.); (c) higher autonomy capabilities; (d) higher security, operational flexibility,
greater redundancy; (e) lower development costs and time; and (f) lower launch
costs.
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5.4 Micro/Nanosatellites

5.4.1 State of the Art

MNTs and miniaturization in terms of weight and volume also have been introduced
in satellites. Although satellites are not strictly considered as robotics systems,
they are automated space systems, and therefore pertinent to this chapter. The
satellite market is the most mature and well-known segment of space systems.
Since the launch of Sputnik 1 in 1957, more than 4,900 launches have placed
approximately 6,000 satellites into orbit, of which, as of April 2011, about 957
are operational per the latest available satellite database available at [68]. Of those
operational, 463 (49%) are in Low Earth Orbit (LEO, 160–2,000 km), 397 (41%)
are in Geostationary Orbit (GEO, 36,000 km), 63 (6%) are in Medium Earth Orbit
(MEO, 2,000–36,000 km), and 34 (4%) are in Elliptical Orbits. These satellites are
of government, military, commercial, or civil nature. Their uses in orbit are given
in Table 5.5, using data from [68]. The majority (93%) of commercial satellites are
communication satellites, 4% are Earth Observation/Remote Sensing satellites, 2%
are Technology Development, and 1% are for Navigation Demonstration (prototype
satellites for the Galileo system).

For the next decade, there will be an average of 122 satellites launches per year,
a 60% increase compared to the average annual rate of 77 per year in the 2000s,
with a total of 1,220 satellites build in the decade 2010–2020. The total revenue
from the manufacturing and launch of these 1,220 satellites will reach $194 billion
worldwide for the decade 2010–2020, while currently 60% of the total 5 billion AC
annual revenue of the European space industry comes from the manufacture and
launch of communications satellites. The average satellite mass is estimated to be
1,890 kg in the coming decade [69, 70]. For the satellites currently in orbit, the
average wet mass at launch (mass including fuel at launch) is 2,139 kg and the
average dry mass (mass in orbit) is 1,190 kg. Table 5.6 presents the mass (wet mass)
distribution of the satellites in orbit using data from [68].

Table 5.5 Function of
satellites on orbit

Function Percentage

Communication 59

Earth observation/remote sensing 9

Navigation 8

Military surveillance 7

Astrophysics/space science 5

Earth Science/meteorology 4

Other 7
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Table 5.6 Mass distribution
of satellites on orbit

Weight (kg) (wet mass) Percentage

<500 26:40

500–1,000 13:69

1,000–1,500 8:98

1,500–2,000 5:37

2,000–2,500 9:75

2,500–4,000 18:07

4,000–5,000 11:39

>5,000 6:35

5.4.2 Miniaturization Efforts in Satellites

It is clear from the above statistics that the satellite market is growing fast and the
average mass is quite high. Similarly to space robotic systems, the cost/launch is
proportional to the wet mass of each satellite and higher mass means higher systems
and development complexity. It is clear that any mass and volume reduction would
significantly decrease the launch cost. Within this context, the term miniaturization
of satellites in terms of mass and volume has a different meaning compared to the
traditional one used in terrestrial applications.

The miniaturization in satellites is achieved in three ways: (a) by scaling down
the satellite’s mass and volume while retaining functionality (small satellites), (b)
by implementing micro/nanotechnologies for the subsystems, mostly in the form of
microelectronics and MEMS, and (c) by combining (a) and (b). A small satellite
is defined as a satellite of wet mass of less than 500 kg. Within this range, a
microsatellite has a wet mass between 10 and 100 kg, a nanosatellite between 1
and 10 kg, and a picosatellite between 0.1 and 1 kg. Compared to the average wet
mass of 2,139 kg or with an average telecommunication satellite with a mass of
1,000–5,000 kg, a 100 kg satellite is at 10–50 times smaller, a significant weight
decrease. The development of nano, micro, and picosatellites requires decreased
infrastructures and cost, making them ideal candidates for academic institutions
and research centers that have a limited budget for space activities, and for novel
technology demonstrations which would be otherwise difficult and costly to put in
orbit. The importance of small satellites, especially in the weight range of 1–30 kg,
is also recognized by the United Nations, which led to the establishment in 2009 of
the Basic Space Technology Initiative, a new area of activity of the United Nations
Programme on Space Applications [71].

The majority of the miniaturization efforts have been concentrated in case (a),
where MEMS and microelectronics are mostly used. In general, the implementation
of MNT is still sporadic and mostly occurs at small satellites. A review of MEMS
used in pico to microsatellites can be found at [51]. A successful example of
the miniaturization of satellites is the CubeSat standard [72, 73]. A CubeSat is a
miniaturized satellite that weighs no more than 1.33 kg, therefore it is classified as a
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nanosatellite; its dimensions are 10 � 10 � 10 cm and usually uses commercial off-
the-shelf (COTS) electronics components. CubeSats are scalable in 1U increments;
a 2U CubeSat is 20 � 10 � 10 cm and a 3U CubeSat is 30 � 10 � 10 cm. The CubeSat
standard was developed in 1999 by the California Polytechnic State University (Cal
Poly) and Stanford University, with the aim of providing a standard design for
picosatellites, while reducing cost and development time, increasing accessibility to
space, and sustaining frequent launches. CubeSats are used for educational purposes
and technology demonstrations, such as testing microtechnologies in space, earth
remote sensing, tethers, and biological experiments.

CubeSats are launched and deployed using a common deployment system, the
Poly-PicoSatellite Orbital Deployer (P-POD). The P-PODs are mounted on the
launch vehicle and carry a maximum of three CubeSats into orbit. Additionally,
CubeSats are usually “piggy-back” launches; the launch vehicle is used for another
purpose (e.g., for a commercial, full-size satellite) and the CubeSats are put into
orbit once the main spacecraft has been deployed. The minimized mass and volume,
in conjunction to the use of COTS components and the “piggy-back” launch, results
in a significantly less expensive system that is developed much faster compared to
bigger satellites. As a guideline, a CubeSat costs approximately $40k, including
launch costs and has an average development time of 1–2 years, whereas a 500 kg
satellite requires 3 years and bigger ones require 5 and more years. However,
CubeSats have a smaller lifetime compared to that of bigger satellites (weight
>500 kg), since they use COTS that have not been fully tested and qualified for
the harsh space environment (vacuum, radiations, extreme thermal conditions); for
example, the typical lifetime of a telecommunications satellite is 15 years, whereas
CubeSats have a lifetime of months to 3 years. It should be noted that the benefits
of CubeSats are also applicable to micro and nanosatellites.

From 2003 to 2009, more than 45 CubeSat missions have been successfully
launched, such as ESA’s SSETI Express [74] and the SwissCube. The EPFL
developed and successfully launched in 2009 the SwissCube, with the aim of taking
pictures of the atmospheric airglow using a small low cost earth sensor [75]. The
earth sensor weighted less than 50 g, the optics volume was 30 � 30 � 65 mm3, and
the payload board was 80 � 35 � 15 mm3. To acquire quality airglow images, the
required attitude determination accuracy was better than 1ı.

There are several small satellite missions that employ microtechnologies. MEMS
are mostly used in the CubeSat attitude determination subsystem, such as inertial
sensors (gyroscopes), magnetometers, and optical sensors (sun sensors, star track-
ers). Magnetometers and gyroscopes are typically COTS devices, while sun sensors
and star trackers are space specific. The SwissCube-1 mission used the MEMS
gyroscope ADXRS614 manufactured by Analog Device and the 3 axis Honeywell
magnetometer HMC1053. Another example is the AAUSAT-II Cubesat developed
at Aalborg University, Denmark (2008), which used six Analog Devices single chip
yaw rate gyroscopes (model ADXRS401) and one 3 axis magnetometer (model
HMC1053) from Honeywell as part of the attitude determination system [51]. In
both cases, the sensors operated satisfactorily in orbit. MEMS-based propulsion that
produces small thrusts in the order of �N–1 N (micropropulsion) has also been used
in pico to nanosatellites.
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Fig. 5.4 (a) NanoSail-D stowed and ready for deployment test and (b) test of an early prototype
of O/OREOS bus (courtesy of NASA)

The PRISMA mission (2010) used a MEMS micropropulsion system. The
mission consisted of two satellites, Mango (140 kg) and Tango (40 kg), with
the aim of demonstrating autonomous satellite formation flying. Mango was
equipped with a hydrazine propulsion system, a high performance green propellant
(HPGP) system and a MEMS cold gas micropropulsion system manufactured by
Nanospace. The system consisted of a four thruster array, orthogonally distributed
in the equator plane of the golf ball sized thruster module, with a thrust range
of 10 �N–1 mN and used nitrogen as propellant. The micropropulsion system
was used successfully during the mission and is candidate for future missions
where extremely low and accurate thrust is required [76]. The Delft University of
Technology in the Netherlands launched Delfi-C3, a 3U CubeSat in 2008 and its
follow-up will be Delfi-n3Xt, which test several innovative technologies, including
a micropropulsion system and micro sun sensors [77]. The University of Toronto’s
Institute of Aerospace Studies Space Flight Laboratory has successfully launched
a number of nanosatellites, such as MOST (2003) [78]. MOST incorporated a
small optical telescope (15 cm aperture) equipped with a CCD photometer designed
to return high photometric precision and frequency on stars other than the Sun
and successfully demonstrated the capabilities of a significantly smaller telescope.
NASA’s Space Technology 5 mission (2006) demonstrated the operation of three
25 kg, fully functional spacecrafts that functioned as a single constellation and
implemented multiple new technologies and miniaturized components [79]. The
miniaturized technologies that were successfully validated include the following:
cold gas microthrusters (CGMT), designed by Marotta Scientific Controls, Inc.,
variable emittance coatings for thermal control, which consisted of an electrically
tunable coating that could change properties (absorbing heat when cool to reflecting
or emitting heat when in the Sun) [80] and CULPRiT, a microelectronic device
that allows circuits to operate at 0.5 V, a technology that is expected to reduce
power consumption while achieving a high radiation and latch-up immunity. Recent
examples of successful nanosatellite missions are NASA’s NanoSail-D (2010),
Fig. 5.4a, and the O/OREOS (2010), Fig. 5.4b [81, 82]. NanoSail-D’s objective
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was the experimental validation of solar sail capabilities, with the sail packed inside
the 9.9 � 9.9 � 37.9 cm3 satellite. NanoSail-D successfully deployed the 100 sq. ft.
polymer sail in January 2011. O/OREOS is the first nanosatellite to operate in the
exosphere, conducting autonomous biological and chemical measurements, weighs
5.5 kg, and will use a propellant-less mechanism for de-orbiting.

5.5 Future Trends

As discussed above, the design of robotic devices for space applications is in general
affected by the ongoing miniaturization efforts in two ways. Those systems that
must be of certain size become more capable, while the rest shrink in size. However,
the size of all space systems remains much larger from that of the terrestrial systems,
due to the different scale of the actual space tasks, the conservatism of the space
industry [76] (it may lag 10 years with respect to the same technologies on earth), the
need for extreme reliability and the inability for in situ repairs, and the requirement
for survivability in extreme space conditions (radiation, atomic oxygen, extreme
atmospheres).

It is expected though that a number of drastically smaller devices will be consid-
ered and employed in space applications. For these to be adopted, the operating
scenarios will have to exploit the capabilities of micro and nanotechnologies in
innovative ways. For example, an alternative to some functions provided by lander-
deployed rovers can be the deployment of a large number of microrobotic planet
monitoring modules with low flying balloons. These can cover great areas; establish
a redundant communications network; transmit temperature, seismic, or other data;
and even change their position periodically using spring loaded mechanisms, with
all their functions powered by harvesting solar energy. A similar scenario includes
a parachute-deployed network of interconnected channels, covering vast planetary
areas and containing sensing bionanorobots [83]. Micro or bionanorobots can also
be envisioned to act as rover or mother station linked disposable “scouts,” exploring
hazardous zones in “one-shot” missions [44]. Another possibility is using swarm
nanorobots for inspection and repair of space structures on orbit or on planets, or for
checking the status of spacecraft thermal shielding before reentry. Researchers also
envision applications such as spacesuit repairs by suit embedded nanorobots [84].

The driving forces that will further strengthen the trend towards miniaturization
of robotic devices for space applications are many. The demand for small volume
and mass of space systems will continue to be important, due to launch volume and
mass technology constraints. As mentioned earlier, the cost of launching a kilogram
exceeds $10k, reaching even twice as more. Clearly, adding mass increases the
cost. Miniaturization will continue occurring also due to component size reduction
and to higher level of integration between platforms providing mobility (such as
spacecrafts or rovers) and instruments or sensors [85]. Downscaling of systems and
components has some interesting properties. For example, the inertia forces on a
component are proportional to the cube of its characteristic length (size), while
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its stiffness is inversely proportional to it. Therefore, a decrease in size reduces
the inertial forces and increases its rigidity, with an obvious benefit to its overall
robustness to shocks [44]. Also, since the ratio of area to volume is inversely
proportional to length, smaller systems can have higher power densities and can
dissipate power more effectively [86]. It is also important to note that a large number
of inexpensive robotic devices are obviously more effective against failures versus a
single large and expensive one, as the failure of a few of the miniature devices will
not jeopardize the entire mission.

Miniaturization will have to overcome formidable technological obstacles. For
example, it is very difficult to have high voltages required in electron spectrometry
in a very confined space [85], to produce radiation hardened chips with the
same capabilities as those for terrestrial applications, or to cover great distances
at reasonable times with millimeter size rovers. Despite factors that hinder the
proliferation of miniaturized robotic devices in space, the trend is clear and will
continue for many years to come.
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Chapter 6
Diamondoid Nanorobotics

Robert A. Freitas Jr.

Abstract Activity in the field of nanorobotics, as measured by published litera-
ture, has been growing at C30 % per year for the last decade. A wide variety
of simple nanorobotic mechanisms have already been fabricated, but much of
the interest in nanorobotics is focused on the future of medicine. Diamondoid
nanorobots potentially offer the most powerful medical applications. Technolo-
gies required for the atomically precise fabrication of diamondoid nanorobots in
macroscale quantities at low cost require the development of a new nanoscale
manufacturing technology called positional diamondoid molecular manufacturing,
enabling diamondoid nanofactories that can build nanorobots. Achieving this new
technology will require the significant further development of four closely related
technical capabilities: (1) diamond mechanosynthesis, (2) programmable positional
assembly, (3) massively parallel positional assembly, and (4) nanomechanical
design.

6.1 Introduction

Nanorobotics most broadly involves the study of robotic mechanisms and devices
that either possess functional features or components with nanoscale size (i.e., below
100 nm, all the way down to single atom) in one or more dimensions or can produce
effects or influence processes that are taking place at nanoscale dimensions. A
narrower definition that hints at the tremendous future importance of this discipline
regards the primary object of the field of nanorobotics to be the “nanorobot,”
which has been defined as “a computer-controlled robotic device constructed of
nanometer-scale components to molecular precision, usually microscopic in size”
[1]. The nanorobotics field has been quickly attracting interest and activity, as
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Fig. 6.1 Number of papers mentioning “nanorobot*” in the PubMed database, 2000–2010.
© 2011 Robert A. Freitas Jr. (http://www.rfreitas.com). All rights reserved

measured by the growing number of unique literature references to nanorobots or
nanorobotics in the PubMed database (Fig. 6.1) which during the past decade have
been climbing at a C30 % per year rate (�2.4-year doubling time).

Seeman and others have published numerous nanorobotics papers describing
a variety of robotic nanomechanisms fabricated via DNA nanotechnology [2–5],
while others are investigating DNA-based nanotransport devices [6], DNA-based
actuation of carbon nanotube-based servomotors for drug delivery [7], protein-based
nanoactuators [8], biological molecular motors [9], and bionanorobot prototyping
methodologies [10] as alternative approaches to the field of bionanorobotics.
Chemically actuated cantilever arrays that transform biochemical reactions into
nanomechanical motion may be useful for biosensing and other nanorobotic
applications [11]. Mobile wireless nanorobots, for example, with motion control
and onboard power supplies, are being more widely discussed than even just a few
years ago [12–16].

Much of the interest in nanorobotics—and its brightest future—is focused on
the medical and surgical applications areas [17]. There have already been early
attempts to build less sophisticated stand-alone microrobots for near-term in vivo

http://www.rfreitas.com
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surgical use. For example, Ishiyama’s group [18] at Tohoku University developed
tiny magnetically driven spinning screws intended to swim along veins and carry
drugs to infected tissues or even to burrow into tumors and kill them with heat.
Martel’s group at the Nanorobotics Laboratory of Ecole Polytechnique in Montreal
has used variable magnetic resonance imaging (MRI) magnetic fields to generate
forces on an untethered microrobot containing ferromagnetic particles, developing
sufficient propulsive power to direct the small device through the human body
[19]. In 2007, they reported injecting, guiding via computer control, and propelling
at 10 cm/s a prototype untethered microdevice (a ferromagnetic 1.5-mm-diameter
sphere) within the carotid artery of a living animal placed inside a clinical MRI
system [20]—the first time such in vivo mobility has been demonstrated. Martel’s
group continues to make progress using this approach [21, 22].

Nelson’s team at the Swiss Federal Institute of Technology in Zurich has pursued
a similar approach, in 2005 reporting [23] the fabrication of a microscopic robot
small enough (�200 �m) to be injected into the body through a syringe and which
they hope might someday be used to perform minimally invasive eye surgery.
Nelson’s simple microrobot has successfully maneuvered through a watery maze
using external energy from magnetic fields, with different frequencies able to vibrate
different mechanical parts on the device to maintain selective control of different
functions. More recently, the team has fabricated oxygen-sensing microrobots [24]
and investigated artificial bacterial flagella for lab-on-a-chip applications [25],
and Nelson has reviewed progress in the medical microrobotics field [26]. The
Mavroidis group is also investigating MRI-based guidance of nanoparticulate and
nanorobotic systems for targeted drug delivery [27].

Sitti’s group at Carnegie Mellon’s Nanorobotics Laboratory investigated [28]
a <100-�m swimming microrobot using biomimetic flagellar motors borrowed
from S. marcescens bacteria “having the capability to swim to inaccessible areas
in the human body and perform complicated user directed tasks.” Sitti believes
that tiny, tetherless microrobots might be able to access small spaces inside the
human body that can currently be reached only using invasive surgical methods
[29]. Friend’s group in the Micro/Nanophysics Research Laboratory at Monash
University in Australia began designing a 250-�m microrobot [30, 31] to perform
minimally invasive microsurgeries in parts of the body outside the reach of existing
catheter technology—such as delivering a payload of expandable glue to the site of
a damaged cranial artery, a procedure typically fraught with risk because posterior
human brain arteries lay behind a complicated set of bends at the base of the skull
beyond the reach of all but the most flexible catheters. The completed device was to
have been inserted and extracted using a syringe and driven by an artificial flagellar
piezoelectric micromotor; however, there have been no updates on this project since
2008 [32].

Nanosurgery has been reported on subcellular and even nanoscale structures deep
inside individual living cells without killing them. For instance, femtolaser surgery
has performed the following: (1) microtubule dissection inside live cells [33–35],
(2) severing a single microtubule without disrupting the neighboring microtubules
<1 �m away [36], (3) altering depolymerization rate of cut microtubules by varying
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laser pulse duration [37], (4) dissection of individual dendritic spines of a specific
neuron in a live brain without damaging adjacent structures [38], (5) selective
removal of submicron regions of the cytoskeleton and individual mitochondria
without altering neighboring structures [39], (6) noninvasive intratissue nanodis-
section of plant cell walls and selective destruction of intracellular single plastids or
selected parts of them [40], and even (7) the nanosurgery of individual chromosomes
(selectively knocking out genomic nanometer-sized regions within the nucleus of
living Chinese hamster ovary cells) without perturbing the outer cell membrane [41].
Zettl’s group has demonstrated a nanoinjector consisting of an AFM-tip-attached
carbon nanotube that can release injected quantum dots into cell cytosol, with which
they plan to carry out organelle-specific nanoinjections [42].

Nanomedicine [1, 43] is the application of nanotechnology to medicine: the
preservation and improvement of human health, using molecular tools and molecu-
lar knowledge of the human body. Nanomedicine encompasses at least three types
of molecularly precise structures [44]: nonbiological nanomaterials, biotechnology
materials and engineered organisms, and nonbiological devices including diamon-
doid nanorobotics. In the near term, the molecular tools of nanomedicine will
include biologically active nanomaterials and nanoparticles having well-defined
nanoscale features. In the midterm (5–10 years), knowledge gained from genomics
and proteomics will make possible new treatments tailored to specific individuals,
new drugs targeting pathogens whose genomes have been decoded, and stem cell
treatments. Genetic therapies, tissue engineering, and many other offshoots of
biotechnology will become more common in therapeutic medical practice. We also
may see biological nanorobots derived from bacteria or other motile cells that
have had their genomes reengineered and reprogrammed [45], along with artificial
organic devices that incorporate biological motors or self-assembled DNA-based
structures [46] for a variety of useful medical purposes.

The greatest power of nanomedicine [1, 43] will emerge, perhaps starting in the
late 2020s, when we can design and construct complete artificial nanorobots using
rigid diamondoid nanometer-scale parts like molecular gears and bearings [47].
These medical nanorobots will possess a full panoply of autonomous subsystems
including onboard sensors, motors, manipulators, power supplies, and molecular
computers. But getting all these nanoscale components to spontaneously self-
assemble in the right sequence will prove increasingly difficult as machine structures
become more intricate. Making complex nanorobotic mechanical systems requires
new manufacturing techniques that can build a molecular structure by what is called
positional assembly. This will involve picking and placing molecular parts one by
one and moving them along controlled trajectories much like the robot arms that
manufacture cars on automobile assembly lines. The procedure will then be repeated
until the final product, such as a medical nanorobot, is fully assembled, inside a
desktop nanofactory [47–49].
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6.2 Nanorobotic Treatments for Most Human Diseases

The ability to build complex diamondoid medical nanorobots [44, 50–53] to
molecular precision, and then to build them cheaply enough in sufficiently large
numbers to be useful therapeutically, will revolutionize the practice of medicine
[17] and surgery [54].

The first theoretical design study of a complete medical nanorobot ever published
in a peer-reviewed journal described a hypothetical artificial mechanical red blood
cell or “respirocyte” made of 18 billion precisely arranged structural atoms [50]. The
respirocyte would be a blood-borne spherical 1-�m diamondoid 1,000-atm pressure
vessel with reversible molecule-selective surface pumps powered by endogenous
serum glucose. This nanorobot would deliver 236 times more oxygen to body tissues
per unit volume than natural red cells and would manage carbonic acidity, controlled
by gas concentration sensors and an onboard nanocomputer. A 5-cm3 therapeutic
dose of 50 % respirocyte saline suspension containing five trillion nanorobots could
exactly replace the gas-carrying capacity of the patient’s entire 5.4 l of blood. Of
course, nanorobots, no matter how capable, always have very well-defined physical
limitations. In general, they are limited by mobility constraints, by the availability of
energy, by mechanical and geometric constraints, by diffusion limits and biocompat-
ibility requirements, and by numerous other constraints [1, 43]. Nanorobots cannot
act instantly—they take time to effect their cure. Biocompatibility issues related to
diamondoid medical nanorobots have been examined elsewhere at length [43].

Nanorobotic artificial phagocytes called “microbivores” could patrol the blood-
stream, seeking out and digesting unwanted pathogens including bacteria, viruses,
or fungi [44]. Microbivores would achieve complete clearance of even the most
severe septicemic infections in hours or less. This is far better than the weeks or
months needed for antibiotic-assisted natural phagocytic defenses. The nanorobots
do not increase the risk of sepsis or septic shock because the pathogens are
completely digested into harmless sugars, amino acids, and the like, which are the
only effluents from the nanorobot. Similar nanorobots can digest cancer cells and
vascular blockages that produce heart disease and stroke.

Even more powerful applications—most importantly, involving cellular replace-
ment or in situ repair of individual cells—are possible with medical nanorobotics.
For example, most diseases involve a molecular malfunction at the cellular level, and
cell function is significantly controlled by gene expression of proteins. As a result,
many disease processes are driven either by defective chromosomes or by defective
gene expression. So in many cases, it may be most efficient to extract the existing
chromosomes from a diseased cell and insert fresh new ones in their place. This
cell repair procedure is called “chromosome replacement therapy” [53]. During this
future procedure, your replacement chromosomes first would be manufactured to
order, outside of your body, in a clinical benchtop production device that includes a
molecular assembly line. The patient’s individual genome is used as the blueprint. If
the patient wants, acquired or inherited defective genes could be replaced with non-
defective base-pair sequences during the chromosome manufacturing process, thus
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Fig. 6.2 Chromallocytes. Left: Artist’s conceptions of the basic chromallocyte [53] design. De-
vices walk along luminal wall of blood vessel using an array of cilia-like mechanical manipulator
arms (not shown in the illustration) that emerge from silos embedded in the nanorobot hull. Right:
Artist’s conceptions of the basic chromallocyte [53] design. Schematic of nanorobot operation
in which a large central manipulator (the proboscis) extends from the nanorobot core and spools
existing nuclear DNA into a bolus which is then surrounded and enclosed by a telescoping funnel
assembly. Images © 2006 Stimulacra LLC (http://www.stimulacra.net) and Robert A. Freitas Jr.
(http://www.rfreitas.com). All rights reserved

permanently eliminating any genetic disease. Nanorobots called chromallocytes
[53], each carrying a single copy of the revised chromosomes, would be injected
into the body and travel to the target tissue cells (Fig. 6.2). Following powered
cytopenetration and intracellular transit to the nucleus [1], the chromallocytes
would remove the existing chromosomes and then install the properly methylated
replacement chromosomes in every tissue cell of your body (requiring a total dose
of several trillion nanorobots), then exit the cell and its embedding tissue, reenter
the bloodstream, and finally eliminate themselves from the body either through the
kidneys or via intravenous collection ports (coincident, most likely, with the original
injection mechanism).

The development pathway for diamondoid medical nanorobots will be long
and arduous. First, theoretical scaling studies [44, 50–53, 55, 56] are used to
assess basic concept feasibility. These initial studies must then be followed by
more detailed computational simulations of specific nanorobot components and
assemblies and ultimately full-system simulations, all thoroughly integrated with
additional simulations of massively parallel manufacturing processes from start
to finish consistent with a design-for-assembly engineering philosophy. Once
nanofactories implementing molecular-manufacturing capabilities become avail-
able, experimental efforts may progress from fabrication of components (using
small-molecule or atomic precursors) and testing to the assembly of components
into nanomechanical devices and nanomachine systems and finally to prototypes
and mass manufacture of medical nanorobots, ultimately leading to clinical trials.
By 2011, there was some limited experimental work with microscale-component
microscopic microrobots (see Sect. 6.1), but progress on nanoscale-component
microscopic diamondoid nanorobots today is largely at the concept feasibility and
preliminary design stages and will remain so until experimentalists develop the
capabilities required for diamondoid molecular manufacturing, as reviewed below.

http://www.stimulacra.net
http://www.rfreitas.com
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Of all possible materials that might be used to build medical nanorobots—
including borrowed biological components, dendrimers, polymers, and various
linked or tethered nanoparticles—diamondoid (Sect. 6.4.1) is the best possible mate-
rial for constructing rigid molecular machine systems exhibiting reliable repeatable
mechanical operations because of its special properties including extraordinary
strength, stiffness, and chemical stability.

6.3 Positional Diamondoid Molecular Manufacturing

Complex molecular machine systems, including microscale robotic mechanisms
comprised of thousands or millions of nanoscale mechanical components such as
gears, motors, and computer elements, probably cannot be manufactured using
the conventional techniques of self-assembly. As noted in the final report [57] of
the 2006 congressionally mandated review of the US National Nanotechnology
Initiative (NNI) by the National Research Council (NRC) of the National Academies
and the National Materials Advisory Board (NMAB): “For the manufacture of more
sophisticated materials and devices, including complex objects produced in large
quantities, it is unlikely that simple self-assembly processes will yield the desired
results. The reason is that the probability of an error occurring at some point in the
process will increase with the complexity of the system and the number of parts
that must interoperate.” Error detection and correction requires a minimum level
of complexity that cannot easily be achieved via thermodynamically driven self-
assembly processes.

The opposite of self-assembly processes is positionally controlled processes, in
which the positions and trajectories of all components of intermediate and final
product objects are controlled at every moment during fabrication and assembly.
Positional processes should allow more complex products to be built with high
quality and should enable rapid prototyping during product development. Positional
assembly is the norm in conventional macroscale manufacturing (e.g., cars, appli-
ances, houses) but is only recently [49, 58] starting to be seriously investigated
experimentally for nanoscale manufacturing. Of course, we already know that
positional fabrication will work in the nanoscale realm. This is demonstrated in the
biological world by ribosomes, which positionally assemble proteins in living cells
by following a sequence of digitally encoded instructions (even though ribosomes
themselves are self-assembled). Lacking this positional fabrication of proteins
controlled by DNA-based software, large, complex, digitally specified organisms
would probably not be possible, and biology as we know it would not exist.
Guided self-assembly—a hybrid approach combining self-assembly and positional
assembly—is also being investigated experimentally [59, 60].

The most important materials for positional assembly may be the rigid covalent
or “diamondoid” solids, since these could potentially be used to build the most
reliable and complex nanoscale machinery. Preliminary theoretical studies have
suggested great promise for these materials in molecular manufacturing. The



100 R.A. Freitas Jr.

NMAB/NRC Review Committee recommended [57] that experimental work aimed
at establishing the technical feasibility of positional molecular manufacturing
should be pursued and supported: “Experimentation leading to demonstrations
supplying ground truth for abstract models is appropriate to better characterize
the potential for use of bottom-up or molecular manufacturing systems that utilize
processes more complex than self-assembly.” Making complex nanorobotic systems
requires manufacturing techniques that can build a molecular structure by positional
assembly [61]. This will involve picking and placing molecular parts one by
one, moving them along controlled trajectories much like the robot arms that
manufacture cars on automobile assembly lines. The procedure is then repeated
over and over with all the different parts until the final product, such as a medical
nanorobot, is fully assembled inside a desktop nanofactory.

Technologies required for the atomically precise fabrication of diamondoid
nanorobots in macroscale quantities at low cost require the development of a
new nanoscale manufacturing technology called positional diamondoid molecular
manufacturing, enabling diamondoid nanofactories. Achieving this new technology
over the next one to three decades will require the significant further development
of four closely related technical capabilities: diamondoid mechanosynthesis (DMS)
(Sect. 6.4), programmable positional assembly (Sect.˙6.5), massively parallel posi-
tional assembly (Sect. 6.6), and nanomechanical design (Sect. 6.7).

6.4 Diamondoid Mechanosynthesis

Mechanosynthesis, or molecular positional fabrication, is the formation of cova-
lent chemical bonds using precisely applied mechanical forces to build atomi-
cally precise structures. Mechanosynthesis will be most efficient when automated
via computer control, enabling programmable molecular positional fabrication of
nanostructures of significant size. Atomically precise fabrication involves holding
feedstock atoms or molecules, and separately a growing nanoscale workpiece, in
the proper relative positions and orientations so that when they touch they will
chemically bond in the desired manner. In this process, a mechanosynthetic tool
is brought up to the surface of a workpiece. One or more transfer atoms are added
to, or removed from, the workpiece by the tool. Then the tool is withdrawn and
recharged (Fig. 6.3). This process is repeated until the workpiece (e.g., a growing
nanopart) is completely fabricated to molecular precision with each atom in exactly
the right place. The transfer atoms are under positional control at all times to prevent
unwanted side reactions from occurring. Side reactions are also avoided using
proper reaction design so that the reaction energetics avoids undesired pathological
intermediate structures and atomic rearrangements.

The positional assembly of diamondoid structures, some almost atom by atom,
using molecular feedstock has been examined theoretically [47, 62–71] via com-
putational models of DMS. DMS is the controlled addition of individual carbon
atoms, carbon dimers (C2), single methyl (CH3), or like groups to the growth surface
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Fig. 6.3 Diamondoid mechanosynthesis: DCB6Ge dimer placement tool shown depositing two
carbon atoms on a diamond surface (CD black, HDwhite, GeD yellow/gray) [49]. © 2011 Robert
A. Freitas Jr. All rights reserved

of a diamond crystal lattice workpiece in a vacuum manufacturing environment.
Covalent chemical bonds are formed one by one as the result of positionally
constrained mechanical forces applied at the tip of a scanning probe microscope
(SPM) apparatus, usually resulting in the addition of one or more atoms having one
or more bonds into the workpiece structure. Programmed sequences of carbon dimer
placement on growing diamond surfaces in vacuo appear feasible in theory [67, 71].

6.4.1 Diamondoid Materials

Diamondoid materials include pure diamond, the crystalline allotrope of carbon.
Among other exceptional properties, diamond has extreme hardness, high ther-
mal conductivity, low frictional coefficient, chemical inertness, a wide electronic
bandgap, and is the strongest and stiffest material presently known at ordinary
pressures. Diamondoid materials also may include any stiff covalent solid that is
similar to diamond in strength, chemical inertness, or other important material
properties and possess a dense three-dimensional network of bonds. Examples of
such materials are carbon nanotubes and fullerenes, atomically precise “doped” di-
amond, several strong covalent ceramics such as silicon carbide, silicon nitride, and
boron nitride, and a few very stiff ionic ceramics such as sapphire (monocrystalline
aluminum oxide) that can be covalently bonded to pure covalent structures such as
diamond. Of course, pure crystals of diamond are brittle and easily fractured. The
intricate molecular structure of a diamondoid atomically precise product will more
closely resemble a complex composite material, not a brittle solid crystal. Such
products, and the nanofactory systems that build them, should be extremely durable
in normal use.
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6.4.2 Minimal Toolset for DMS

It is already possible to synthesize bulk diamond today. In a process somewhat
reminiscent of spray painting, layer after layer of diamond is built up by holding
a cloud of reactive hydrogen atoms and hydrocarbon molecules over a deposition
surface. When these molecules bump into the surface, they change it by adding,
removing, or rearranging atoms. By carefully controlling the pressure, temperature,
and the exact composition of the gas in this process—called chemical vapor
deposition or CVD—conditions can be created that favor the growth of diamond on
the surface. But randomly bombarding a surface with reactive molecules does not
offer fine control over the growth process. To achieve atomically precise fabrication,
the first challenge is to make sure that all chemical reactions will occur at precisely
specified places on the surface. A second problem is how to make the diamond
surface reactive at the particular spots where we want to add another atom or
molecule. A diamond surface is normally covered with a layer of hydrogen atoms.
Without this layer, the raw diamond surface would be highly reactive because it
would be studded with unused (or “dangling”) bonds from the topmost plane of
carbon atoms. While hydrogenation prevents unwanted reactions, it also renders the
entire surface inert, making it difficult to add carbon (or anything else) to it.

To overcome these problems, a set of molecular-scale tools must be developed
that would, in a series of well-defined steps, prepare the surface and create hydro-
carbon structures on a layer of diamond, atom by atom and molecule by molecule. A
mechanosynthetic tool typically will have two principal components—a chemically
active tooltip and a chemically inert handle to which the tooltip is covalently bonded.
The tooltip is the part of the tool where site-specific single-molecule chemical
reactions are forced to occur by the application of mechanical energy. The much
larger handle structure is big enough to be grasped and positionally manipulated
using an SPM or similar macroscale instrumentality. At least three types of basic
mechanosynthetic tools (Fig. 6.4) have already received considerable theoretical
(and some related experimental) study and are likely among those required to build
molecularly precise diamond via positional control:

1. Hydrogen abstraction tools. The first step in the process of mechanosynthetic
fabrication of diamond might be to remove a hydrogen atom from each of two
specific adjacent spots on the diamond surface, leaving behind two reactive
dangling bonds. This could be done using a hydrogen abstraction tool [68] that
has a high chemical affinity for hydrogen at one end but is elsewhere inert.
The tool’s unreactive region serves as a handle or handle attachment point. The
tool would be held by a high-precision nanoscale positioning device, initially
perhaps a SPM tip but ultimately a molecular robotic arm, and moved directly
over particular hydrogen atoms on the surface. One suitable molecule for a
hydrogen abstraction tooltip is the acetylene or “ethynyl” radical, comprised of
two carbon atoms triple bonded together. One carbon of the two serves as the
handle connection and would bond to a nanoscale positioning device through a
larger handle structure. The other carbon of the two has a dangling bond where
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Fig. 6.4 Examples of three basic mechanosynthetic tool types that are required to build molecu-
larly precise diamond via positional control (CD black, HDwhite, GeD yellow/gray) [71] © 2011
Robert A. Freitas Jr. All rights reserved. (a) Hydrogen abstraction tool, (b) hydrogen donation tool,
and (c) carbon placement tool (DCB6Ge)

a hydrogen atom would normally be present in a molecule of ordinary acetylene
(C2H2), which can bond and thereby abstract a hydrogen atom from a workpiece
structure. The environment around the tool would be inert (e.g., vacuum or a
noble gas such as neon). The recharge sequence for this tool has been studied
rather extensively [72].

2. Carbon placement tools. After the abstraction tool has created adjacent reactive
spots by selectively removing hydrogen atoms from the diamond surface but
before the surface is re-passivated with hydrogen, carbon placement tools may
be used to deposit carbon atoms at the desired reactive surface sites. In this way,
a diamond structure can be built up on the surface, molecule by molecule, ac-
cording to plan. The first complete tool ever proposed for this carbon deposition
function is the “DCB6Ge” dimer placement tool [63]—in this example, a carbon
(C2) dimer having two carbon atoms connected by a triple bond with each carbon
in the dimer connected to a larger unreactive handle structure via two germanium
atoms. This dimer placement tool, also held by a nanoscale positioning device,
is brought close to the reactive spots along a particular trajectory, causing the
two dangling surface bonds to react with the ends of the carbon dimer. The
dimer placement tool would then withdraw, breaking the relatively weaker bonds
between it and the C2 dimer and transferring the carbon dimer from the tool to
the surface. A positionally controlled dimer could be bonded at many different
sites on a growing diamondoid workpiece, in principle allowing the construction
of a wide variety of useful nanopart shapes. As of 2007, the DCB6Ge dimer
placement tool remains the most studied of any mechanosynthetic tooltip to date
[63, 64, 66, 67, 69, 71], having had more than 150,000 CPU hours of computation
invested thus far in its analysis, and it remains the only tooltip motif that has been
successfully simulated and theoretically validated for its intended function on a
full 200-atom diamond surface [67]. Other proposed dimer (and related carbon
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transfer) tooltip motifs [47, 62, 63, 65, 69, 71] have received less intensive study
but are also expected to perform well.

3. Hydrogen donation tools. After an atomically precise structure has been fab-
ricated by a succession of hydrogen abstractions and carbon depositions, the
fabricated structure must be passivated to prevent additional unplanned reactions.
While the hydrogen abstraction tool is intended to make an inert structure
reactive by creating a dangling bond, the hydrogen donation tool [70] does the
opposite. It makes a reactive structure inert by terminating a dangling bond by
adding an H atom. Such a tool would be used to stabilize reactive surfaces and
help prevent the surface atoms from rearranging in unexpected and undesired
ways. The key requirement for a hydrogen donation tool is that it includes a
weakly attached hydrogen atom. Many molecules fit that description, but the
bond between hydrogen and germanium is sufficiently weak so that a Ge-based
hydrogen donation tool should be effective.

A recently completed 3-year study [71] representing 102,188 CPU hours of
computing time has computationally analyzed a comprehensive set of DMS re-
actions and an associated minimal set of nine specific DMS tooltips that could
be used to build basic diamond, graphene (e.g., carbon nanotubes), and all of the
tools themselves including all necessary tool recharging reactions. The research
defined 65 DMS reaction sequences incorporating 328 reaction steps, with 354
pathological side reactions analyzed and with 1,321 unique individual DFT-based
(density functional theory) quantum chemistry reaction energies reported. These
mechanosynthetic reaction sequences range in length from 1 to 13 reaction steps
(typically 4) with 0–10 possible pathological side reactions or rearrangements
(typically 3) reported per reaction.

The first practical proposal for building a DMS tool experimentally was pub-
lished in 2005 and is the subject of the first mechanosynthesis patent ever issued,
in March 2010 [66]. According to this proposal, the manufacture of a complete
“DCB6Ge” positional dimer placement tool would require four distinct steps:
synthesizing a capped tooltip molecule, attaching it to a deposition surface, at-
taching a handle to it via CVD, and then separating the tool from the deposition
surface. An even simpler practical proposal for building DMS tools experimentally,
also using only experimental methods available today, was published as part of
the aforementioned minimal toolset work [71]. Processes are identified for the
experimental fabrication of a hydrogen abstraction tool, a hydrogen donation
tool, and two alternative carbon placement tools (other than DCB6Ge). These
processes and tools are part of the second mechanosynthesis patent ever filed
and provide clear developmental targets for a comprehensive near-term DMS
implementation program to begin working toward a more mature set of efficient,
positionally controlled mechanosynthetic tools that can reliably build atomically
precise diamondoid structures—including more DMS tools.
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6.4.3 Experimental Successes to Date

The first experimental proof that individual atoms could be manipulated was
obtained by IBM scientists in 1989 when they used a scanning tunneling microscope
to precisely position 35 xenon atoms on a nickel surface to spell out the corporate
logo “IBM.” However, this feat did not involve the formation of covalent chemical
bonds. One important step toward the practical realization of DMS was achieved
in 1999 [73] with the first site-repeatable site-specific covalent bonding operation
of a two diatomic carbon-containing molecules (CO), one after the other, to the
same atom of iron on a crystal surface, using an SPM. The first experimental
demonstration of true mechanosynthesis, establishing covalent bonds using purely
mechanical forces—albeit on silicon atoms, not carbon atoms—was reported [74]
in 2003. In this landmark experiment, the researchers vertically manipulated single
silicon atoms from the Si(111)–(7 � 7) surface, using a low-temperature near-
contact atomic force microscope to demonstrate (1) removal of a selected silicon
atom from its equilibrium position without perturbing the (7 � 7) unit cell and (2)
the deposition of a single Si atom on a created vacancy, both via purely mechanical
processes. The same group later repeated this feat with Ge atoms [75].

By 2008, the Custance group in Japan [76] had progressed to more complex 2D
structures fabricated entirely via mechanosynthesis using more than a dozen Si/Sn
or Pb/In atoms, with a 12-atom 2D pattern created in 1.5 h (�450 s/atom). In late
2008, Moriarty’s group at the University of Nottingham (UK) began a $3-million
5-year effort [77] employing a similar apparatus to produce 2D patterns using
carbon atoms, to validate previous theoretical DMS proposals [71]. If successful,
Moriarty’s work could lead to subsequent studies extending DMS from 2D to small
3D carbon nanostructures.

6.5 Programmable Positional Assembly

Atomically precise nanoparts [78], once fabricated, must be transferred from the
fabrication site and assembled into atomically precise complex components contain-
ing many nanoparts. Such components may include gear trains in housings, sensors,
motors, manipulator arms, power generators, and computers. These components
may then be assembled, for example, into a complex molecular machine system
that consists of many components. A complex micron-size medical nanorobot such
as a microbivore [44] constructed of such atomically precise components may
possess many tens of thousands of individual components, millions of primitive
parts, and many billions of atoms in its structure. The conceptual dividing line
between fabrication and assembly may sometimes be blurred because in many cases
it might be possible, even preferable, to fabricate nominally multipart components
as a single part—allowing, for example, two meshed gears and their housing to be
manufactured as a single sealed unit.
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The process of positional assembly, as with DMS, can be automated via computer
control as has been demonstrated experimentally in the case of individual atoms in
the Autonomous Atom Assembly project sponsored by NIST and ONR [79] and in
the case of microscale parts in automated microelectromechanical systems (MEMS)
assembly [80, 81]. This allows the design of positional assembly stations which
receive inputs of primitive parts and assemble them in programmed sequences of
steps into finished complex components. These components can then be transported
to secondary assembly lines which use them as inputs to manufacture still larger and
more complex components, or completed systems, again analogous to automobile
assembly lines.

6.6 Massively Parallel Positional Assembly

To be practical, molecular manufacturing must also be able to assemble very large
numbers of medical nanorobots very quickly. It is not enough to be able to build just
one molecularly precise part, component, or medical nanorobot. For nanofactories
to be economically viable, we must be able to assemble complex nanostructures in
vast numbers—in billions or trillions of finished units (product objects). Approaches
under consideration include using replicative manufacturing systems or massively
parallel fabrication, employing large arrays of scanning probe tips all building
similar diamondoid product structures in unison, as in nanofactories [47–49].

This will require massively parallel manufacturing systems with millions of
assembly lines operating simultaneously and in parallel, not just one or a few of
them at a time as with the assembly lines in modern-day car factories. Fortunately,
each nanoassembly production line in a nanofactory can in principle be very small.
Many millions of them should easily fit into a very small volume. Massively parallel
manufacture of DMS tools, handles, and related nanoscale fabrication and assembly
equipment will also be required, perhaps involving the use of massively parallel
manipulator arrays or some other type of replicative system [48].

Reliability is an important design issue. The assembly lines of massively parallel
manufacturing systems might have numerous redundant smaller assembly lines
feeding components into larger assembly lines so that the failure of any one smaller
line cannot cripple the larger one. Arranging parallel production lines for maximum
efficiency and reliability to manufacture a wide variety of products (possibly
including error detection, error correction, and removal of defective parts) is a major
requirement in nanofactory design.

6.7 Nanomechanical Design

Computational tools for molecular machine modeling, simulation, and manufac-
turing process control must be created to enable the development of designs for
diamondoid nanoscale parts, components, and nanorobotic systems. These designs
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can then be rigorously tested and refined in simulation before undertaking more
expensive experimental efforts to build them. Basic molecular machine design
and simulation software has been available for several years [82], and libraries of
predesigned nanoparts are slowly being assembled. More effort must be devoted
to large-scale simulations of complex nanoscale machine components, design and
simulation of assembly sequences and manufacturing process control, and general
nanofactory design and simulation.

6.8 Nanofactory Collaboration

The NMAB/NRC Review Committee, in their congressionally mandated review
[57] of the NNI, called for proponents of “site-specific chemistry for large-scale
manufacturing” to (1) delineate desirable research directions not already being
pursued by the biochemistry community; (2) define and focus on some basic
experimental steps that are critical to advancing long-term goals; and (3) outline
some “proof-of-principle” studies that, if successful, would provide knowledge or
engineering demonstrations of key principles or components with immediate value.

In direct response to these requirements, the Nanofactory Collaboration is
coordinating a combined experimental and theoretical effort to explore the feasi-
bility of positionally controlled mechanosynthesis of diamondoid structures using
simple molecular feedstock. The precursor to the Nanofactory Collaboration was
informally initiated by Robert Freitas and Ralph Merkle in the Fall of 2000
during their time at Zyvex. Their continuing efforts, and those of others, have
now grown into direct collaborations among 25 researchers or other participants
(including 18 PhDs or PhD candidates) at 13 institutions in 4 countries (USA, UK,
Russia, and Belgium), as of late 2011. The Collaboration website is at http://www.
MolecularAssembler.com/Nanofactory.

At present, the Collaboration is a loose-knit community of scientists and others
who are working together as time and resources permit in various team efforts with
these teams producing numerous coauthored publications, though with disparate
funding sources not necessarily tied to the Collaboration. While not all participants
may currently envision a nanofactory as the end goal of their present research
(or other) efforts in connection with the Collaboration, many do envision this,
and even those who do not currently envision this end goal have nonetheless
agreed to do research in collaboration with other participants that we believe
will contribute important advances along the pathway to diamondoid nanofactory
development, starting with the direct development of DMS. While some work has
been done on each of the four primary capabilities thought necessary to design and
build a functioning nanofactory, for now the greatest research attention is being
concentrated on the first key area: proving the feasibility, both theoretical and
experimental, of achieving diamond mechanosynthesis.

http://www.MolecularAssembler.com/Nanofactory
http://www.MolecularAssembler.com/Nanofactory
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We welcome new participants who would like to help us address the many
remaining technical challenges [83] to the realization of a working diamondoid
nanofactory that would permit the fabrication of medical nanorobots.
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Chapter 7
Virtual Tooling for Nanoassembly
and Nanomanipulations

Zhidong Wang, Lianqing Liu, Jing Huo, Zhiyu Wang, Ning Xi, and Zaili Dong

Abstract Atomic force microscopy (AFM) (Binning et al., Phys Rev Lett 56:930–
933, 1986) has been used as a nanomanipulation tool recently because it not only
has high resolution scanning ability but also can be controlled as an end-effector
in the nanoenvironment (Junno et al., Appl Phys Lett 66:3627–3629, 1995). There
are several challenging problems including controller design with relatively large
thermal drift and other uncertainties, real-time positioning and manipulation control
with sensor feedback, and nanosensing and manipulation planning. In the last
decade, many researchers are working on these problems and some methods have
been proposed that solved these problems partially (Chen et al., IEEE Trans Autom
Sci Eng 3:208–217, 2006; Li et al., IEEE Trans Nanotechnol 4:605–614, 2005;
Resch et al., Langmuir 14:6613–6616, 1998; Hansen et al., Nanotechnology 9:337–
342, 1998; Sitti, IEEE ASME Trans Mechatron 9:343–348, 2004). However, the
problem caused by single tip interaction is still hindering its efficiency especially in
handling nanoparticles/nano-objects to form patterns or nanostructures.
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Tools are usually designed and used for object handling or other tasks especially
for having higher efficiency and accuracy or coping with various uncertainties on
task performing. We proposed a concept of virtual nanohand which mimicking
multi-fingered hand and controlling an AFM tip to form a virtual tool for achieving
stable nano manipulation and nanoassembly. The nanohand strategy is implemented
by moving the AFM tip to a set of predefined trajectories in relative high frequency.
It allows us easily to design and apply various virtual tools for coping with
requirements in nanomanipulation. This virtual tooling strategy is a solution with
good potential on realizing high efficiency nanoassembly and nanomanipulation.

7.1 Background

It is well known that nanoparticle is an important nanomaterial and widely used for
many research areas to study new phenomenon at nanoscale. With the nanoparticles,
Maier et al. proved the diffusion effect of the electromagnetic energy transport
[1]. Liu et al. studied the surface-enhanced Raman scattering phenomenon [2].
Makaliwe and Requicha developed an automatic path planning method for nanopar-
ticle assembly [3]. Li et al. successfully demonstrated nanoparticles manipulation
through the developed augmented reality system which can provide the real-time
visual and force feedback [4]. Chen et al. developed a CAD-guided automatic
nanoassembly system to handle nanoparticles and nanorods [5].

However, current commercial AFM only has one single sharp tip for nano-object
manipulation. In the conventional manipulation process, the nano-object is imaged
with the feedback engaged in the first. Then we need to turn off the feedback in z
direction and move the AFM tip to contact and push the nano-object. The contacting
area between AFM tip and the nano-object is very small and, a nano-object is usually
lost from contact with the AFM tip. Two reasons are mainly considered. One reason
is that the AFM tip slips over the nano-object in case that resistance force from
the object is relatively large during the manipulation. Another and major reason is
that the nano-object may slip away from the AFM tip when the tip is not exactly
pushing on the central point of the nano-object. When the object is lost, a new
image scan is necessary for relocating the lost nano-object. In [6], an active probe
control method is proposed to prevent the tip from slipping over the object. By
actively control the rigidity of the cantilever, the cantilever becomes rigid during
manipulation and a high-sensitive interaction force is calculated from the control
signal. This method also can detect if the object is lost through the force feedback.
But it is difficult to know the exact position of the lost object in this situation and
a new scanning procedure is still necessary to find the missed object. A local scan
method is proposed in [7] to relocate the missed particle in real time, but it is only a
remedial method. If the particle is lost quite often, the time consumed by local scan
may be a new bottleneck for high efficiency manipulation. Thus, the fundamental
approach is that the nano-object can be real-time stably controlled by the AFM tip
with losing during the whole process of nanomanipulation.
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In this chapter, a nanohand strategy which mimics multi-tip object pushing
is introduced to achieve stable nano-object handling with a single AFM tip.
Kinematics and statics models of nanoparticles and nanorods pushed by an AFM
tip are developed for estimating the possible location of the nano-object center
in real time and for determining properties of the nanohand. Some simulation
and experiment results are provided for illustrating the validity of the proposed
nanohand strategy on performing stable and controllable nano-object manipulation.

7.2 Uncertainty in Nanomanipulation

As a basic nanomanipulation task, we focus on moving a nanoparticle from one
place to another by using a single-tip AFM. The simple and effective strategy
is pushing the particle center by the AFM tip. In this process, the AFM is used
either as a manipulation tool or an imaging tool, but not both at the same time. As
pushing a ball in macro world, the nanoparticle will rotate away from the direction
of pushing in case that the end-effector is not exactly pushing on the particle center.
This phenomenon is significant in performing a nanomanipulation/assembly task
than macro world manipulation, because the uncertainty of AFM tip position from
various reasons such as temperature drift, creep, etc, is relatively large comparing
with the size of nano-objects. Additionally, the uncertainty of resistant force
between the supporting surface and the target object cannot be ignorable and be
another reason to make the particle deviate from the target direction even lost.

Figure 7.1 shows two results of nanoparticle pushing experiments which is under
the same experiment setting. The nanoparticle P1 is the target object. Other two
particles in the upper part of scan images are used as references for canceling relative
position error between two scan images. By overlapping images scanned before and
after the pushing, movement of particle P1 can be observed. In the two manipulation
processes, the pushing point is set to the center of the particle and the pushing
distance is 500nm. Both horizontal and vertical displacements of two experiments
are different, because positioning error of the AFM tip exists. Furthermore, the AFM
tip as an end-effector can only apply a point contacting force on the nano-object.
Both of these reasons result a wide range area of possible positions of the particle
center after manipulation (Fig. 7.2). In other words, the manipulation accuracy is
poor especially when the pushing distance increases.

Nanorod is also a common nano-object used to construct nanostructures in
nanomanipulation. When a rod is pushed by an AFM tip, both translational
and rotational motion occurs during manipulation, and the rod rotates around an
instantaneous center of rotation depending on the position of pushing contact point.

In Fig. 7.3, experimental results show that the instantaneous center of rotation
is different under different pushing points. If the pushing point is choose inap-
propriately, the rod can easily slip away from the tip and the manipulation would
fail. Usually, a user can only have the result of manipulation after taking the
second scan image. This lets manipulation of nanorods over long distances be very
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Fig. 7.1 The pushing experiment results under the same initial conditions. The particle P1 is
pushed 500nm horizontally by AFM tip. The first experiment: (a) Initial position (b) Resultant
position (c) Overlapping image of (a) and (b) for showing particle’s movement. The second
experiment: (d) Initial position (e) Resultant position (f) Overlapping image of (d) and (e). It is
clear that the results are different in the horizontal and vertical displacements both

A
B

Initial Position
of Nanoparticle

Nanoparticle

AFM Tip

Tip Position
with Error

Final Position Set
of Nanoparticle

Fig. 7.2 A nanoparticle may be pushed from initial position A to a wide range area B because of
AFM tip position error

time-consuming. In addition, the contact between the AFM tip and the nano-object
is too small to realize posture control during manipulation. Tip position error makes
the manipulation unstable and uncontrollable. Figure 7.4 shows the possible posi-
tions after the nanorod is pushed by the single AFM tip. Range of possible positions
of the rod is a relative wide area, and the posture will be different with the initial in
general. Then, stable pushing strategy is important for efficient nanomanipulation.
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Fig. 7.3 The experimental results that the instantaneous center of rotation is (a) inside the rod,
(b) at the end of the rod and (c) out of the rod while the nanorod is pushed on different contacting
point by AFM tip

A
B

Nanorod

AFM
Tip

Tip Position
with Error

Final Set of
Position and
Posture Nanorod

Initial Position
and Posture

Fig. 7.4 The rod is pushed to a wide range area around the target position and posture because of
the inaccuracy of the AFM tip position

7.3 Nanohand Strategy for Stable Manipulation
and Assembly

In multi-robot object transportation, concepts of object closure [8] and conditional
closure are proposed to solve the problem of position error of mobile robots
during manipulation. Based on the concept of conditional closure, we proposed a
nano-object transportation strategy a strategy to mimic multi-fingered hand with
single AFM tip [9, 10]. We name it virtual nanohand. The nanohand strategy is
implemented by moving the AFM tip to a set of predefined positions and generating
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a short pushing action to the target object from those positions in relative high
frequency. It can achieve the effect of multi-tip manipulation for stable pushing
only with a single AFM tip. By incorporating this strategy, the problem of pushing
position error with a single end-effector can be resolved.

The concept of the nanohand based manipulation is shown in Fig. 7.5. The AFM
tip is moved to a set of predefined positions with coverture shape Fig. 7.5(a), and
pushes the particle in each position a small step sequentially. By repeating this kind
of multiple pushing on two sides of the particle center in proper length of pushing
step, the particle can be controlled within the nanohand while it is pushed. By
modeling of the nanoparticle pushing by a single AFM tip and analyzing maximum
errors of the pushing, the pushing points, pushing step-length and pushing speed of
the nanohand can be designed for limiting the possible positions of particle center
within an up-bonded range. Then, the nanoparticle can be controlled in real time by
a single AFM tip without losing during manipulation.

Figure 7.5(b) shows the manipulation process using nanohand strategy to push a
nanorod. By planning and controlling trajectory of the nanohand set, the rod can be
moved forward in predefined distance first and then be rotated to its target posture
even with certain position errors of the AFM tip. By using the nanohand strategy,

A

A

B

B

Initial Position
of Nanoparticle

Nanoparticle

Bounded
Final Position Set

Initial Position
and Posture

Virtual
Nano 
Hand

Virtual
Nano 
Hand

(a)

(b)

Bounded
Destination

Position and
Posture

Fig. 7.5 By using nanohand strategy, the nanorod can be handled to the target position and
orientation stably with upper-bounded error, even the error of the AFM tip cannot be ignored
in nanomanipulation. (a) The particle can be pushed to a small and up-bounded area B by using
nanohand strategy. (b) The effect of errors of AFM tip position can be reduced and stable pushing
is realized by using nanohand strategy
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real-time position and posture control can be achieved as manipulation performed
by multiple AFM tips.

7.4 Models of Nano-object Manipulation

The nanohand strategy imitates multi-tip manipulation by planning pushing point
set and pushing step-length. In determining these two parameters, kinematics
and statics model of the nano-object in the manipulation are used. In discussing
properties of mesoscopic objects, friction is no longer proportional to the normal
load [11] and the acceleration is not the decisive factor which affects the movement
of nano-object. On the other hand, in nanoscale, all the objects and substrates are
covered by water. Viscous friction must be considered in modeling motion of nano-
objects. Experiment results also show that different pushing velocities have different
PSD voltage deflections while a nanoparticle or nanorod is pushed by using an
AFM tip. Figure 7.6 shows the results that under the same pushing conditions, the
PSD voltages change in lateral direction when the AFM tip pushes a nanorod with
different velocities. The viscous friction effect is significant comparing with object
manipulation in macro environments.

When the tip of AFM pushes the nanoparticle in contact mode, the force would
make the particle deformed. Then a contact area will be formed between the
substrate and the nanoparticle, and it could be modeled as a circular area with
radius R (Fig. 7.7). The radius of the contacting area can be calculated by using
the Johnson–Kendall–Roberts (JKR) model [12, 13]. Assuming, the tip contacts the
particle all the time during the manipulation, the pushing velocity is a constant,
and the substrate is flat. Owing to adopt contact mode, the pushing force acting
surface would be the plane which is parallel to the substrate where contact area
is on. So the particle can be simplified as a disk. It means that the contact area
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Fig. 7.6 Lateral PSD signal
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velocities on pushing a
nanorod
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Fig. 7.7 The model of nanoparticle pushing. (a) Side view (b) Top view

center’s movement can reflect the particle center’s movement, and then we can
discuss the motion of the particle in 2D model (Fig. 7.7). Figure 7.7a is the side
view that indicates the relationship of the forces. Figure 7.7b is the top view that
indicates the relationship between the contact plane and the pushing plane. When
a constant velocity is applied to a nanoparticle, the nanoparticle starts to rotation
around an instantaneous center of rotation. If the substrate is a homogeneous media,
the movement of the disk can be regarded as uniform circular motion.

fPT is the pushing force applied to the nanoparticle from the AFM tip, fT is the
friction between the tip and the particle. FN is the particle–substrate normal forces
in contact area. fr is the resistance force including particle–substrate friction and
surface effect force. Because the surface of the substrate is covered with water, the
viscous friction must be considered in fr. Additionally, vertical components of the
contacting forces ( fPT and fT ) applied from the tip could be considered becoming
large while pushing velocity increases. This will also lead the resistance friction and
we also can model it as part of viscos friction. RP is the radius of the pushing plane,
and it can be calculated according to the shape of the tip and diameter of the particle.
R is the equivalent radius of particle–surface interface. ! is the angler velocity of
the rotation of the nanoparticle.

Experimental results have shown that the nanorod under pushing may have
different kinds of behavior, which depends on its own geometry property. The aspect
ratio of a nanorod is defined as � D L=d , where L is the length of the rod and
d is the width. As mentioned in [14], a rod with aspect ratio of � < 15 could be
considered as rigid one and its rotation behavior can be observed. This conclusion
is also verified in our experiments shown as in Fig. 7.3. It is easy to prove that the
instant center of rotation of the nanorod must be on the axis of the rod. Then as
shown in Fig. 7.8, the rod can be simplified as a rigid line segment and motion of
manipulated rod can be modeled as nanoparticle manipulation. Accordingly, that
the rotation of the rod is the uniform circular motion can be assumed.
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Fig. 7.8 The model of nanorod pushing. (a) Side view (b) Top view

Considering the effect of pushing speed on the friction between the nano-object
and the flat substrate, the distributed friction force fr of small element on object’s
support area consists of two components, coulomb friction and viscous friction:

fr D fc C fv (7.1)

fc D �Nr (7.2)

fv D cvr D cr! (7.3)

where, fc is the dynamic coulomb friction force at a small element and is a constant.
� is the coefficient of dynamic friction, and Nr is the pressure of the element
on the normal direction of the substrate. fv is the viscous friction force, c is the
viscous friction coefficient, and vr is the velocity of the element. r is the length from
contacting point of the AFM tip to the instant center of rotation of the nano-object.
! is the angular velocity of the object pushed and is the function of both the velocity
at pushing point P and the position of the instant center of rotation.

7.5 Kinematics and Statics of Nano-object Pushing

Different from object handling in the macro world, the effect of mass on motion
can be ignored in nanoscale, and only balance of the static forces applied on the
object should be considered. We discuss the static model of a nanorod first, because
supporting area of a nanoparticle can be modeled as set of multiple line elements
which are with the same kinematic and static properties of nanorods.

The external forces applied on the rod in the substrate surface plane can be
modeled as shown in Figs. 7.9 and 7.10 for representing cases that the instant center
of rotation IRC is at outside the rod and inside the rod respectively. L denotes the
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length of the rod, l denotes the distance between the pushing point and the reference
end A, s denotes the distance between the instantaneous center of rotation and
the reference end, r denotes the distance between a small element of the rod and
the reference end A, fr is the distributed friction force on the small element, and F
is the pushing force from the tip. We assume that the rod is pushed in perpendicular
to the rod and there is not motion on the direction of rod.

When the pushing point is near the center of the nanorod, the instantaneous center
of rotation maybe outside the rod (Fig. 7.9). The angular velocity of the rod is with
the following relation to pushing velocity.

! D vp

l C s
(7.4)

where, vp is the velocity of the pushing point. All torques around IRC are self-
balanced during manipulation. The static equation can be written as:
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F.l C s/ D
Z LCs
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.fc C fv/ � rdr

D
Z LCs
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.fc � r C c! � r2/dr

D fcL

�
L

2
C s

�
C c

vp

l C s

1

3

h
.LC s/3 � s3

i
(7.5)

where, left side of the equation denotes the moment applied by the AFM tip, and
right side represents the friction resistance consisting of dynamic coulomb friction
and viscous friction force which are calculated by integrating friction forces applied
on small elements of the rod.

Figure 7.10 shows the model that the instantaneous center of rotation is inside
the rod when the pushing point is relatively far from the center of the nanorod.

In this case, the angular velocity of rotation is expressed as following equation:

! D vp

l � s
(7.6)

All the torques around IRC are self-balanced during smooth movement, so we can
get following expression:

F.l � s/ D
Z L�s

0

.fc C fv/ � r dr C
Z s

0

.fc C fv/ � r dr

D 1

2
fc.L � s/2 C 1

2
fcS

2 C
Z L�s

0

c! � r2d C
Z s

0

c! � r2 dr

D 1

2
fc.L � s/2 C 1

2
fcs

2 C vp

l � s

1

3

h
.L � s/3 C s3

i
(7.7)

There must be an s which can minimize F, in which the rod begins to rotate once
the pushing force F reaches this minimum force Fmin. Therefore, the static point IRC

can be determined by following equation with (7.5) and (7.7).

dF

ds
D 0 (7.8)

When the instant center of rotation at each moment is derived, motion of the
nanorod can be obtained numerically while initial conditions are given. Then under
a certain pushing velocity and a certain pushing angle, the instantaneous center of
the nanorod can be calculated and the pushing points can be determined based on
that result to form the virtual nanohand.

Similar with nanorod pushing, the statics model of nanoparticle pushing can
be derived by integrating friction resistance on all elements of the support area.
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Since both translational and rotational motion in general, velocities of elements are
different from each other.

For convenience of study, we represent the contact area by a series of straight
lines passing through the instant center of rotation, as shown in Fig. 7.11. For each
line, distributed friction can be modeled as the model of a nanorod.

Vr is the velocity of element r and is given by Vr D r!, where ! is the angular
velocity and is invariant, r is the distance between the small element and the instant
center of rotation IRC. Additionally, we have the following condition for !:

! D Vp

Lp
(7.9)

where, Vp denotes the pushing velocity of the AFM tip, and Lp is the distance from
the pushing point P to the instant center of rotation IRC. Here, we only discuss case
that IRC is located outside of the support area since the main purpose on handling a
nanoparticle is moving it to a target position.

The friction and the torque exerted on the line element are derived by the
following equations (Fig. 7.12(a)):

f� D
Z S�C L

2

S��L2
fr dr (7.10)

M� D
Z S�CL

2

S�� L
2

fr � r dr (7.11)

where S� denotes the distance from the center of the straight line to the instant center
of rotation, L is the length of the straight line. S� and L in Fig. 7.12(a) can be written

S� D S � sin � (7.12)
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L D 2 �
q
R2 � .S � cos �/2 (7.13)

with S is the distance from the center of the contact area O to the instant center of
rotation IRC, R is the radius of the contact area, � is the angle between x0 axis and
the straight line, and the range is 0 < � 6 	

2
C arc sin R

S
.

Then f� can be resolved into f�x0 andf�y0 .

f�x0 D f� � sin � (7.14)

f�y0 D f� � cos � (7.15)

Because the straight line elements are symmetrical about the coordinate axis,
the vertical component f�y0 can be cancelation. Then the friction force ffr and the
friction torque M which exert on the nanoparticle can be obtained.

ffr D
Z 	

2Carc sin R
S

	
2 �arc sin R

S

f� � sin � � d� (7.16)

M D
Z 	

2Carc sin R
S

	
2 �arc sin R

S

M� � d� (7.17)
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For the nanoparticle the forces and the torques are both balanced, so we can get
following expressions

MP D M (7.18)

fP D ffr (7.19)

where fP is the component of pushing force and MP is the torque of it. In order to
be convenient to analyze and solve problems, transformation of coordinates is done,
shown as in Fig. 7.13. �0 is the angle of the transformation and can be determined
from the equation

S � sin �0 D RP � cos.	 � �P/ D �RP � cos �P (7.20)

where �P is the angle between the pushing point and the center. According to the
balance relationship between the force fP and the torque MP, the equation can be
obtained

fP � LP � cos �0 D MP (7.21)

where, LP D S � cos �0 CRP � sin �P.
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From (7.16) to (7.21), we can get the following equation.

Z 	
2Carc sin R

S

	
2 �arc sin R

S

.f� � sin � � LP � cos �0 �M�/ � d� D 0 (7.22)

Ultimately, by solving integral and setup parameters, (7.18) can be written as an
expression of S. Using means of numerical integration, we can get the S which is
the distance from the center of the contact area to the instant center of rotation.

According to the characteristic of rigid body motion, we can get the following
constraint condition:

VP

LP
D VO

S
(7.23)

where VO is the velocity of the particle center.
Then under a certain pushing velocity and a certain pushing angle, the deflection

of the center can be calculated and the pushing points can be determined based
on that result. During the manipulation, according to the location of the center
change the pushing points and the pushing step-length to form the nanohand, then
the nanoparticle is real-time controllable. Applying the nanohand strategy would
resolve the problems of nanoparticle losing and inefficient positioning.

7.6 Experiments and Numerical Analysis

7.6.1 Nanoparticle Pushing Experiments and Numerical
Analysis

In this simulation, a radius of 100nm nanoparticle is manipulated on the CD
substrate. The experimental tip is NSC15/AIBS which is product by MikroMasch.
For getting variable S in the statics model of nanoparticle, the constant parameters fc
and c must be determined. First, measuring the deflection sensitivity 
 of the AFM
tip by means of force curve by experiments, we have 
 D 60nm/V. Second, using
the same pushing angle and the same pushing step-length, push the nanoparticle five
times with a certain velocity, record the PSD voltage deflection ıv, and calculate the
average value. The process is repeated six times with six different velocities. The
spring coefficient of the AFM cantilever is relevant with the characteristic of AFM,
it is a constant, here the coefficient k D 40N/m. Assume that the contact angle of the
tip and the particle isn’t changed when the tip pushes the particle, so based on the
formulas x D ıV � 
 and f D kx, the pushing force exerted on the nanoparticle can
be calculated. Figure 7.14 shows the relationship between the pushing velocity and
the force, the line shown in this figure is fitted by the method of least squares. The
Y-intercept is the parameters fc and the slope is the viscous friction coefficient c.
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With these calibrated parameters, we can obtain the distance S between the
particle center and the instant center of rotation by using numerical integration
in Matlab, and then the velocity of the particle center can be calculated. In
the nanoscale, contact deformations must be considered. Figure 7.15 shows the
simulation results of the velocity of the particle center in different pushing angle.
Under the same pushing velocity of the AFM tip, the velocity of the particle center
will increase for all pushing angle while the equivalent radius of particle–surface
interface increases.

When a nanoparticle is pushed by AFM tip, and the initial pushing angle �P D
13	 =12 , pushing velocity VP D 0:5�m =s , the equivalent radius of the AFM tip
RT D 40nm, the pushing length is 500nm, then the experiment result is shown in
Fig. 7.16. From Fig. 7.16(c), we can calculate that the horizontal displacement of
the nanoparticle is about 422nm and the vertical deflection is about 71nm.

The simulation is done with the conditions of the Fig. 7.16 experiment. It
is assumed that the pushing angle �P and the instant center of rotation IRC are
invariable in the condition of<100nm pushing length. The velocity and the location
of the particle center pushed are calculated, and the trajectory of the particle center
is estimated as shown in Fig. 7.17 based on calculated particle motion. In Fig. 7.17,
the big cross dots are the start and target position of the nanoparticle center in
the experiment. The dash line is the simulation curve and the final position of the
simulation is with about 1nm errors. This simulation result illustrates the validity
of the static model proposed, and the accuracy may increase when parameters are
calibrated precisely and calculation step is set shorter in the simulation.
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Fig. 7.16 The result of a 500nm pushing experiment. (a) Initial position (b) Resultant position (c)
Overlapping image of (a) and (b) for obtaining the displacement of the particle pushed
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Fig. 7.17 The simulation
result of the center trajectory
of the particle pushed and
experiment result. The big
cross dots show initial
position (50nm, 60nm) and
final position (473.1nm,
130.9nm) in the experiment.
The dotted line shows the
simulated trajectory of the
particle where the initial
pushing angle �P is 13	 /12

7.6.2 Nanorod Pushing Experiments and Numerical Analysis

Several experiments have been done for verifying the validity of the static model
of nanorod manipulation. In the experiments, a ZnO nanorod is used as the
target object. Figure 7.18 shows three experimental results. In these experimental
processes, the nanorod is pushed by AFM tip under the same conditions, including
that the initial pushing direction is perpendicular to the rod, the pushing velocity
is 2.0�m/s, the pushing length is about 1�m, and the parameters of the rod are
L D 5.686�m and l D 4.186�m. In these three experiments, the initial posture of the
rod is different. But the mica surface is flat, and we can assume that surface friction
is the same in the all directions of the 2D coordinates. In another word, the initial
pushing angle does not affect the manipulation results if the pushing direction is
perpendicular to the rod.

Figure 7.18(a–c) are the overlapping scanning images generated from initial and
resultant scanning. Figure 7.18(d–f) shows the same overlapping images but the
initial position and posture of the rod is set in the x direction, by rotating the images.
Even the rod is pushed at the same point in the manipulation planning procedure,
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Fig. 7.18 Three experimental results which the instantaneous center of rotation is inside the rod
under the same pushing conditions (a–c). The rotated images of the overlapping image (a–c)
respectively for calculating the displacement of the center of the rod and orientation on three
experiments

Table 7.1 Results of three
nanorod pushing experiments

Exp. 1 Exp. 2 Exp. 3

�x (nm) �117 �103 �94
�y (nm) 634 587 564
�� (ı) �25.4 �24.8 �19.4

the results of pushing are with some difference. Table 7.1 shows the displacements
of the center point of the rod after three pushing experiments. �x is the horizontal
displacement of the rod center,�y is the vertical displacement of the rod center, and
the angle �� is the rotation angle of the rod.

From Table 7.1, we can confirm that even under the condition that all the pushing
parameters and experimental circumstances the same, the manipulation results were
different by each operation. We consider that the main reason for these is that
position error of the AFM tip contacting with the rod causes the difference of rod’s
motion. By using the static model of the nanorod mentioned above, the motion of
the rod can be calculated not only for the planned contacting point of the AFM
tip but also for the position contacting point including the error. Then this kind of
numerical calculation will be essential tool to design the nanohand structure. Here
the numerical calculations for the above-mentioned experiments are included for
illustrating the validity of the proposed mode. We implement the static model of
rod in the Matlab program. It is assumed that changes of the pushing angle and
the instantaneous center of rotation can be ignored in a small pushing step. In the
following calculation, the whole pushing action is divided into eight parts, where the
motion of rod is generated in every 125nm each calculation step. Then the location
of the instantaneous center of rotation is calculated, and the displacemnt of the rod
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Fig. 7.19 Numerical simulation results with and without thinking about the position error of the
AFM tip. In these figures, the crosses show the experimental result, the solid line with dots are
the numerical simulation results not considering the position error of AFM tip and the dash line
with dots are the simulation results considering the error. (a) Center displacement in X direction
in Exp. 1, Exp. 2 and Exp. 3. (b) Center displacement in Y direction in Exp. 1, Exp. 2 and Exp. 3.
(c) Change of rotation angle in Exp. 1, Exp. 2 and Exp. 3

center in both X and Y direction, rotational angle can be obtained. The numerical
simulation results are shown as Fig. 7.19.

From the numerical simulation and experimental results, we can conclude that
though the experimental conditions are the same, the results may be different with
each other. Solid lines in Fig. 7.19 show the displacement of the center in both X,
Y direction and orientation angle of the rod. Also by considering position errors,
the numerical simulation results will be improved. The dash lines in Fig. 7.19 are
calculation results by adding some errors to planned contacting position, and show
more near to the experiment result comparing with the blue ones which is calculated
from planned contacting position only. In three simulation experiments, for getting
better results, the value of the position error is different. For Exp. 1 the value is
�18nm that is the pushing point moved 18nm near to the pivot direction, in Exp.
2 the value is 16nm that is the pushing point moved 16nm far away from the pivot
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direction, in Exp. 3 the value is 46nm. From the numerical simulation results we can
conclude that the position error must be one of the factors which are considered in
process of modeling.

7.7 Conclusion

Almost all the existing AFM only has one single tip as the end effector, thus during
nanoparticle manipulation, the interaction force between the nanoparticle and the
tip can but be applied through a single point, which often leads the AFM tip to slip-
away from the particle or split the particle due to their small contact area. This is one
of the main bottlenecks for AFM-based high efficiency nanoparticle manipulation.
To solve this problem, we proposed a nanohand strategy. Based on the self-balance
conditions of the forces and the torques, the kinematics model of nanoparticle is
developed, and the location of the center can be predicted at the each moment
of manipulation, according to which the pushing points, pushing step-length and
pushing speed can be planned artfully to form, a virtual nanohand. In this way, the
manipulation effect as multi-tip does can be achieved with a single AFM tip. The
simulation shows a stable and controllable nanoparticle pushing can be obtained.
This method gives a feasible solution to compensate the shortcomings of single-tip
based nanomanipulation and nanoassembly.
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Chapter 8
Nanorobotic Mass Transport

Lixin Dong, Xinyong Tao, Zheng Fan, Li Zhang, Xiaobin Zhang,
Bradley J. Nelson, Mustapha Hamdi, and Antoine Ferreira

Abstract Mass transport at attogram (10-18 g) level within, from, and between
nanochannels is of growing interest from both fundamental and application perspec-
tives. Mass transport systems at this scale provide a platform for the investigation
of nanofluidics and can serve as components for nanomanufacturing systems that
feed atoms and connect them into molecules, supramolecules, and, ultimately,
super-precision nanostructured products. Such systems will, in turn, enable other
nanosystems such as electronic, electromechanical, photonic, and biomedical ones
for circuit spot welding, sensing and actuation, single-molecule detection, targeted
drug delivery, etc. Nanorobotics enables these nanometer-scale systems through its
ability to position and assemble pipes, to deliver the mass in a controlled way,
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and to tune and characterize these systems in situ. We can now envision a mass
network that will one day process material atom by atom just as the Internet
processes information byte by byte. This science fiction-like dream is becoming
an engineering reality, and the intermediate achievements have shown potential
applications for near-term applications.

8.1 Introduction

Just over 50 years ago, Richard Feynman predicted that one day people would be
able to manipulate the world, atom by atom. By creating material atom by atom,
things can be made more accurately, molecules that have yet been synthesized
chemically can be assembled mechanically, and no waste will be generated during
the production process. To realize this dream, three fundamental nanotechnologies
are needed: feeding, positioning, and connection. Key specifications associated with
these technologies include (1) feeding atoms in controllable small quantities—
ideally individually, (2) atomically precise positioning, (3) chemical connection, and
(4) high-speed processing, at least millions of operations per second, but probably
much more.

The past two decades have witnessed two major breakthroughs: positioning
individual atoms with atomic precision [1] and formation/breaking of individual
chemical bonds [2]. However, the state of the art of the feeding and operation rates
remains a grand challenge. Current processing rates are about a billionth of what
is required, and the feeding method is still primitive: atoms are either sparsely
distributed on a surface and individually manipulated, or they are manipulated in
relatively large groups.

Mass transport within, from, and between nanochannels is a promising approach
for continuously feeding small numbers of atoms in a controllable fashion, and it
does not appear that a theoretical limit exists that keeps this from being extended to
individual atoms. Combining this feeding technique with a positioning mechanism,
e.g., nanorobotic manipulators [3], deposited atoms can be positioned from a
continuous source. A fluidic system with multiple channels can serve as a mass
network to provide a variety of atoms for positioning and connection. An example
of a manufacturing system is schematically shown in Fig. 8.1 where the mass
network resembles the Internet for information. Nanofluidic mass networks connect
the sources of various atoms to the clients.

Carbon nanotubes (CNTs), with their extremely strong mechanical strength and
nanometer-sized hollow cores, are ideal candidates for nanochannels. Controlled
melting, evaporation, and flowing of mass within and between these nanochannels
are of great interest, both fundamentally and from an application perspective [4–12].
Nanorobotics enables these nanometer-scale systems through its ability to position
and assemble these CNT pipes, to deliver the mass in a controlled way, and to tune
and characterize these systems in situ.
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Fig. 8.1 Mass transport for nanomanufacturing

8.2 Filling of Nanotubes and Building Blocks of Mass
Transport Systems

Almost immediately after the discovery of CNTs, people started to fill them, first
for doping and then for storage. This first demonstration can be traced back to 1993
[13]. As-grown nanotubes typically have their ends caped. To perform capillary
filling or use these tubes as pipes in a fluidic network, modifications of their caps
and sidewalls are needed. A variety of materials have been encapsulated by CNTs
such as metals and their compounds [13–15], water [16], and fullerenes [17]. Two
primary approaches, capillary filling and growth, have been developed for filling
tubes after or during growth. The difficulty of capillary filling of CNTs with liquid
metals is due to high surface tension. A recent investigation showed that by applying
a bias during capillary action, a process known as electrowetting [18], this barrier
can be overcome. CNTs can also be filled while growing them from catalysts
[19], where the materials to be encapsulated either serve as or are mixed with the
catalysts.

By tailoring and assembling as-grown CNTs, a variety of functional elements
of a nanofluidic system can be built (Table 8.1). Nanotube intermolecular and
intramolecular junctions were originally of interest for nanoelectronic circuits,
nanomechanical devices, nanoelectromechanical systems, and other nanosystems.
For nanofluidic systems, the idea is more straightforward; tubes become pipes.

The primary challenge of building these types of nanofluidic systems is how
to make connections for both the internal holes and external walls and to scale
the systems up. Oxidation, acid etching, and sonication can be used to open the
caps. Using these techniques, CNTs caps can be removed in batches, but with a low
controllability of the process. The basic concept behind these technologies is that
the caps (which consist of pentagons) are more reactive than the sidewalls (which
are made of hexagons). However, after the caps have been removed, the ends of the
CNTs become activated, which makes their controllability poor.
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Table 8.1 Nanotube-based building blocks for mass transport

Building blocks Schematics Images

Cap-opened tubes [13]

Tubes with holes on the sidewalls [20]

Kinked tubes [21]

Bent tubes [22]

Y-junction [23]

T-junction [24] [25]

Prolonged tubes (telescoping) [21]

Prolonged tubes (connecting) [26]

Thanks to the advancement of microscopy and nanorobotic technologies, we now
have ultrasmall cutters and fingers to make local features on a nanotube. An electron
beam can now be focused so small that it can remove a single atom at one time from
the sidewall of a nanotube [20]. Table 8.1 shows building blocks based on CNTs.
Nanomanipulation of CNTs extends the list. Kink pipes have been made by bending
a CNT above its elastic strength. A recoverable bent tube [22] can serve as an elastic
joint. Three-way tubes (Y-junctions) can be grown in batches [23], which are more
effective than mechanically assembled three ways, e.g., the T-junction formed by
connecting two tubes in an end-to-sidewall configuration.

As-grown Y-junctions have the internal channels [25], though residual catalysts
may remain inside. It can be imagined that the residual catalyst might not be a
problem if it can be melted to flow out. Electron beams and focused ion beams
(FIBs) have been used to fuse CNTs together and create internal connections. These
have been realized based on surface reconstruction with the energy from the beams;
therefore, the sidewalls do not have to be opened. For long distance transport,
tubes with centimeter lengths are now available. Interlayer sliding in a CNT [21]
makes it possible to create a linear elastic joint. Tube-to-tube connection can also
be performed by activating the ends [26, 27].

8.3 Methods for Mass Transport Using a Nanotube

Several approaches have been developed for transporting materials inside or on a
nanotube (Table 8.2). CNT-based solid mass transport began with a demonstration
of the axial thermal expansion of gallium inside a CNT [26]. Thermal deformation
cannot be used for transport in radial directions, whereas evaporation at a higher
temperature can separate and/or ionize atoms for further transport both radially and
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Table 8.2 Mass transport methods

Mechanism Schematics

Thermal expansion [4]

Thermal evaporation [28]

Electromigration (channel) [5, 29]

Electromigration (conveyor) [30]

Electron-beam-induced squeezing [7]

Mechanical pushing

IonizationC electrostatic [28]

Fig. 8.2 Experimental setup
for investigating the
mechanisms of mass delivery.
Two Cu-filled CNTs
supported on a sample holder
and a probe provide three
different cases to investigate:
CNT1,A, CNT1,B, and CNT2,
subjected to electric current,
thermal transport, and
charges, respectively

axially. Directions of transport can be determined with an electric current or field
[30]. The driving force has been attributed to electromigration, so the flow coincides
with the carrier flow (electrons in metals and n-type semiconductors or holes in p-
type semiconductors). Electron-beam-induced shrinking [7] of the shells provides
an interesting way to “squeeze out” encapsulated materials from nanotubes. The
shortcomings are obvious; the tubes cannot be reused. Although not yet realized,
directly pushing with a piston might also be feasible.

To understand the mechanisms and efficiency of these approaches, experimental
investigations have been performed using the setup shown in Fig. 8.2, where two
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metal-filled CNTs supported on a common sample holder and a probe provide four
different experimental modes: (1) The upper section of the left nanotube, CNT1,A,
has electric current passing through, and, accordingly, Joule heating will occur. (2)
The lower section of the left nanotube, CNT1,B, has no current and will experience
only thermal transport. The right tube, CNT2, has no electric current but can be
either (3) negatively charged or (4) positively ionized. Thermal transport also occurs
from the common sample holder, but not as directly as CNT1,B due to the superior
heat conduction ability of CNTs (thermal conductivity: 3,320 W/m K; c.f. Ag:
429 W/m K, Cu: 386 W/m K, Au: 318 W/m K) [31].

The samples used were Cu-filled CNTs. The Cu-tipped CNT samples were syn-
thesized using an alkali-doped Cu catalyst by a thermal chemical vapor deposition
method [19]. The CNTs are up to 5 �m long with outer diameters in a range of
40–80nm. The single-crystalline Cu nanoneedles are encapsulated in graphite walls
�4–6nm thick at the tips of the CNTs. The graphite layers were not parallel to the
tube axis.

The experiments were performed in a transmission electron microscope (TEM)
equipped with a scanning tunneling microscope (STM) built in a TEM holder
(Nanofactory Instruments AB, ST-1000) serving as a manipulator [5, 9, 32]. The
sample consisted of a CNT bundle attached to a 0.35-mm-thick Au wire using silver
paint, and the wire is held in the sample holder (Fig. 8.2). An etched 10-�m-thick
tungsten wire with a tip radius of �100nm is used as the probe. The probe can
be positioned in a millimeter-scale workspace with subnanometer resolution with
the STM unit actuated by a 3ı-of-freedom piezotube, making it possible to select
a specific CNT and pick it up. Physical contact can be made between the probe
and the tip of a nanotube or between two nanotubes. Applying a voltage between
the probe and the sample holder establishes an electrical circuit through a CNT and
injects thermal energy into the system via Joule heating. By increasing the applied
voltage, the local temperature can be increased past the melting point of the material
encapsulated in a tube. The process is recorded by TEM images, a multimeter, and
a nanoampere meter.

Figure 8.3 includes a series of TEM images recording the evaporation of Cu.
The first two frames in Fig. 8.3a show the evaporation driven by current and Joule
heating inside two single CNTs when the probe is positively biased (7 V). It can be
seen that the length of the copper core inside the CNT on the left side (both CNT1,A

and CNT1,B) decreases continuously. The time interval 0–120 s in Fig. 8.3a is a
series of TEM images recording the transport of Cu inside two single CNTs when
the probe is negatively biased (�3.5 V). It can be seen that the length of the copper
core inside the CNT on the left side (CNT1,B) also decreases continuously. Because
the copper core is not between the electrodes, the polarity of the electrodes does not
matter; copper will transport toward one of them.

Surprisingly, it can be seen from Fig. 8.3a (170–240 s) that the length of the
copper core inside the CNT on the right side (CNT2) also decreases continuously. A
closer inspection of the insets of Fig. 8.3 (0–120 s) reveals that the same phenomena
occurred when the probe is positively biased. This implies the possibility that
charge-induced transport is more significant than current-induced Joule heating and
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Fig. 8.3 Mechanisms of evaporation. (a) 0–120 s shows the electric current and Joule-heating-
driven Cu evaporation. A series of TEM images recorded the transport of Cu inside two single
CNTs when the probe is positively biased (7 V). It can be seen that the length of the copper core
inside the CNT on the left side continuously decreases.170–280 s shows thermal transport and
positive charges induced Cu evaporation. A series of TEM images recorded the transport of Cu
inside two single CNTs when the probe is negatively biased (�3.5 V). It can be seen that the
length of the copper core inside the CNT on the left side also continuously decreases. (b) and (c)
are I–V curves before the threshold on positive and negative biases is reached. It can be seen by
comparing (b) and (c) that conductance improved after copper transport (the minimum resistance
changed from (b) 377 kW to (c) 40 kW). (d) Mass evaporation rate

thermal transport. The obvious difference of the evaporation rate for Cu inside
CNT2 suggests that, as the Cu is positively ionized (170–240 s), the repulsive forces
between Cu ions are larger than negatively charged case (0–120 s).

Figure 8.3b, c shows I–V curves before the positive and negative threshold biases
are reached. It can be seen by comparing Fig. 8.3b, c that the conductance improved
after the copper was transported [the minimum resistance changed from 377 to
40 k� (Fig. 8.3b, c, respectively)]. This suggests copper deposited on the probe
in the case of Fig. 8.3b changed the contact from a Schottky-type to ohmic. The
decrease of resistance from 477 k� (�6.5 V) to 377 k� (6.5 V) in the case of
Fig. 8.3b indicates the transport/deposition on the probe occurred during the bias
sweeps from �6.5 to 6.5 V.

Figure 8.3d indicates the estimated mass evaporation rate according to the
apparent geometries and the density of copper (8.92 g/cm3). Using linear fitting, the
average mass evaporation rate has been found to be 14.3 ag/s and 1.2 ag/s for CNT1,B

as the probe is positively (0–120 s) and negatively (170–240 s) biased, respectively.
The difference (�12 times) between the rates of CNT1,B is due to the competition
between electrostatic forces and Joule-heating-induced evaporation. The latter is
mainly caused by the different absolute values of the bias V (7 V and �3.5 V) and
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the resistance R (377–40 k�). Considering that thermal power scales with V2/R, the
bias differences translate into a factor of 2.4, but the evaporation rate as the probe is
negatively biased should be larger. This is contrary to the experimental observation.
Hence, it can be concluded that electrostatic forces dominate evaporation.

The growing distance from the heated section also has contribution but less due
to the excellent thermal conductivity of CNTs. Similarly, using linear fitting, the
average mass evaporation rate has been found to be 0.1 and 6.1 ag/s for CNT2 as the
probe is positively (0–120 s) and negatively biased (170–240 s), respectively. This
suggests that, when Cu is ionized, the repulsive interaction between CuC is much
larger than electron charges.

8.4 Mass Transport Inside a Nanotube

Figure 8.4 shows mass transport within a nanotube and its applications. The
expansion of the gallium inside a nanotube is used as a thermometer (Fig. 8.4a, [4])
to indicate the surrounding temperature. Gallium’s macroscopic expansion prop-
erties are retained at the nanometer scale. By associating the end-to-end nanotube
resistance with the temperature, a sensor with a readout device independent to the
microscopy images was invented (Fig. 8.4b, [33]). The resistance of the Ga-filled
nanotube changes when the gallium expands. Figure 8.4c [29] is a nanoshuttle
memory device, where an iron nanoparticle shuttle is controllably positioned within
a hollow nanotube channel. Different positions of the nanoparticles are used to
represent information. The information density can be as high as 1012 bits/in2 and
thermodynamic stability in excess of one billion years.

Because of the fluidic pressure on the sidewalls of a CNT, metal flowing in a
kink junction of a CNT can induce deformation of the junction. Figure 8.5 shows
experimental investigation of this phenomenon. To keep the nanotube freestanding,
electron-beam-induced flow is applied instead of current-driven flow. A Sn-filled
CNT was exposed to a high-intensity e-beam (30 kV) for 1-min intervals. After
each exposure, an image (Fig. 8.5a–d) was taken at ordinary e-beam intensity.
During the process, a 12ı deflection of the junction was observed which induced
a 35-nm displacement at the freestanding tip of the nanotube (the arm length of
the horizontal tube is �110nm). With its ultracompact sizes, such nanotube-based
fluidic junctions might be used as actuators for creating nanorelays, grippers, or

Fig. 8.4 Mass transport within a nanotube and their applications. (a) Thermometer, (b) tempera-
ture sensor, and (c) nanoshuttle memory device
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Fig. 8.5 Electron-beam-induced flowing straightens a kinked Sn-filled CNT like what happens in
a soft water pipe. After exposing under the e-beam with higher intensity for 1 min, images (a) to
(d) were taken at ordinary intensity

manipulators. This flow-induced deformation can find potential applications as
a switch or clamp. Further investigations for improving the controllability using
current-driven mechanisms are ongoing.

8.5 Mass Transport from a Nanotube to a Surface

In the semiconductor industry, copper has increasingly replaced aluminum because
of its superior electrical conductivity. Growing interest in using it as electrodes and
functional elements for the next generation of integrated circuits has been stimulated
by the discovery of CNTs, nanowires, and other building blocks and enabled by
bottom-up nanotechnologies such as self-assembly [34], robotic assembly [25,
26], and welding [9, 35]. With the possibility of delivering attogram copper
from conduits [9, 10], copper-filled CNTs [19] are ideal for self-welding of self-
assembled nanotubes [34] onto electrodes, as well as other potential nanofluidic
applications [12, 16, 36, 37].
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Fig. 8.6 Evaporation and condensation of copper inside a CNT

Previous experimental investigations of controlled melting and flowing of single-
crystalline copper from individual CNTs [9, 10] have shown that very low current
induces melting and drives the flow, which is much more efficient than irradiation-
based techniques involving high-energy electron beams [38–41], FIBs [42], or lasers
[36]. Furthermore, conservation of the material is facilitated by its encapsulation
as opposed to conveying mass on the external surface of nanotubes [30]. Because
both the rate and direction of mass transport depend on the external electrical drive,
precise control and delivery of minute amounts of material is possible. However,
because of the coupling of electronic and thermal effects, the mechanisms are not
well understood. Figure 8.6 reveals the flowing of the copper (bias 2.1 V) from
a cap-opened CNT to the electrode (a Pt-coated atomic force microscope (AFM)
cantilever). During the process, the contact resistance was improved when copper
diffused onto the AFM cantilever (as anode). A detailed observation showed that
the process involved the evaporation and condensation of the copper. The volume of
the copper decreases at the site indicated by “evaporation” and increases at the site
close to the probe (the anode), suggesting the condensation of the material.

Current-driven flowing of copper from nanotubes has been used to demonstrate
nanorobotic spot welding [9] (Fig. 8.7).

It is very interesting to note the impact of cooling speed on the final shape of
the deposit (Fig. 8.8). While instant cooling will generate a crystal-like polyhedral
structure (Fig. 8.8a, b), a sudden cooling will form a real sphere (Fig. 8.8c).

With a combination of self-assembly, self-soldering of nanotubes onto nano-
electrodes may be possible. As schematically shown in Fig. 8.9, a self-assembled
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Fig. 8.8 The impact of cooling speed on the shape of deposits. (a) A time-resolved crystal-like
deposit from a copper-filled CNT due to instant cooling. (b) The initial and final shapes. (c) A
sphere formed on a nanotube by sudden departure of a nanotube from the probe

Fig. 8.9 Self-soldering a
nanotube onto electrodes

nanotube can be heated by an AC current passing through it, then the encapsulated
materials can flow out based on the above mechanism, and the nanotube can be
soldered onto the electrodes.

Ionization can induce multiple Cu needles in neighboring tube tips to simultane-
ously disappear leaving large hollow spaces inside the tubes. Because this process
can be done in a noncontact fashion by either heating or ionization, and because
the ratio between the inner diameters to the wall thickness can be larger than with
non-filled nanotubes, they can potentially serve as containers for hydrogen storage.
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8.6 Mass Transport Between Nanotubes

Figure 8.10 presents internanotube mass (Cu) transport. Figure 8.10a shows a junc-
tion that is formed when a Cu-tipped CNT attached to an empty tube. Figure 8.10b
details the process of internanotube transport due to evaporation, and Fig. 8.10c
shows the process after evaporation. Figure 8.10d shows I–V curves before and
after evaporation (probe as cathode). Figure 8.10e shows the mass lost from the
Cu-tipped CNT and the mass flow rate as determined by line fitting. According
to the apparent volume and the density of Cu, the original mass is approximately
2,804 ag (Fig. 8.10a), whereas the received mass by the lower tube is 746 ag
(Fig. 8.10c), i.e., 26.6 % of the original mass is transported from the upper tube to the
lower one, which is less than half of the transport for the cap-to-wall configuration.
Nevertheless, considering that the opened area of the lower tube is only a very small
portion (6 %) of the entire surface area of the upper tube that allows Cu atoms to
escape, the effect of the electric field is obvious. This implies that without opening
a hole on the sidewall, Cu atoms can pass through it. Simulation using molecular
dynamics verified that the Cu atoms have passed through the center of the hexagons
on the sidewalls.

Fig. 8.10 Internanotube mass (Cu) transport. (a) A Cu-filled CNT is attaching to an empty CNT.
(b) The Cu is evaporating. (c) After the evaporation. (d) I–V curves before and after evaporation
(probe as cathode). (e) Mass lost from the Cu-tipped CNT and the mass flow rate
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Fig. 8.11 Molecular dynamics simulation of inter-tube mass (Cu) transport. (a) Initial config-
uration of the simulated system with a cut view. Copper cluster is represented as nanoparticle
aggegates. (b) Frames of melting and inter-tube diffusion of the Cu cluster using molecular
dynamics simulation. (c) Melting temperature of copper crystal during simulation. The inset shows
the electrostatic repulsive energy between copper ions during melting. (d) Carbon–carbon bond
length during copper diffusion. At frame 200, the copper ions pass through the hexagonal rings,
which correspond to the maximum opening of the carbon rings

As having been discussed in the previous investigation on current-driven in-
trananotube flow, the most possible mechanism for the observed flow in the fluidic
junctions is electromigration [5, 9]. Other possible mechanisms such as capillary
forces, thermal expansion, and shell-shrinkage-induced flow can be excluded. To
understand how the mass have passed through the walls, we numerically investi-
gated inter-tube mass (Cu) transport using molecular dynamics simulation (MDS)
(Fig. 8.11). Figure 8.11a shows the initial atomic configuration of the simulated
wall-to-cap transport system. The potential energy of the wall-to-cap transport
system with a cluster of Cu inside was minimized at an internal pressure of 1 atm
using the conjugate gradient method. To investigate copper diffusion, the system
was simulated at temperatures between 700 and 1,800 K using molecular dynamics.
The position of the copper ions as shown in the frames in Fig. 8.11b indicates that
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the copper has melted and diffused. The system temperature during diffusion is
shown by the curve in Fig. 8.11c. An analysis of the repulsive electrostatic energy
between copper ions is given in the inset of Fig. 8.11c. It can be seen that a peak
temperature was reached at frame 200. Accordingly, as shown in Fig. 8.11d, the
carbon–carbon bond length obtained a maximum value at frame 200. The simulation
indicates that electric energy is responsible for heating and that the repulsive charges
increase the distances between copper ions and induce their transport. It can be
seen from Fig. 8.11d that with a large enough charge, copper ions can pass through
the walls of CNTs without necessarily breaking the bonds. Images clearly show
that the hexagon carbon rings stretch during diffusion. Simulation also revealed
that electrostatic forces guide the motion of the copper ions, causing the ions to
collect in the original empty tube. It can be deduced that by increasing the number
of shells, mass lost through the walls can be decreased. On the other hand, to realize
internanotube transport, thinner shells are critical for keeping the mobility of the
ions. Hence, an optimization of the number of shells will be needed for designing a
fluidic system for a specific application.

8.7 Conclusions and Perspectives

Nanofluidic systems are still in their infancy. Although feasibility studies have
shown that basic elements for such systems can be built with a combination
of chemical synthesis, electron beams, FIBs, and tubes that can be connected
together with the assistance of nanomanipulation, the scaling up of these systems
remains a grand challenge. The mechanisms for filling and transport have been
demonstrated and explained, but significant developments are required for complete
system construction. On the plus side, efforts to develop fluidic systems will most
probably contribute to the creation of many other types of nanosystems, including
fluidic systems themselves. While a mass network remains a future target, a variety
of applications of mass delivery have already been demonstrated such as sensing,
memory, deposition, spot welding, and self-soldering. Potential applications in drug
delivery and mass storage are also under investigation.

References

1. Eigler DM, Schweizer EK (1990) Positioning single atoms with a scanning tunneling
microscope. Nature 344(6266):524–526

2. Lee HJ, Ho W (1999) Single-bond formation and characterization with a scanning tunneling
microscope. Science 286(5445):1719–1722

3. Dong LX, Nelson BJ (2007) Robotics in the small, part ii: nanorobotics. IEEE Robot Autom
Mag 14(3):111–121

4. Gao YH, Bando Y (2002) Carbon nanothermometer containing gallium - gallium’s macro-
scopic properties are retained on a miniature scale in this nanodevice. Nature 415(6872):599



152 L.X. Dong et al.

5. Svensson K, Olin H, Olsson E (2004) Nanopipettes for metal transport. Phys Rev Lett
93(14):145901

6. Schaper AK, Phillipp F, Hou HQ (2005) Melting behavior of copper nanocrystals encapsulated
in onion-like carbon cages. J Mater Res 20(7):1844–1850

7. Sun L, Banhart F, Krasheninnikov AV, Rodriguez-Manzo JA, Terrones M, Ajayan PM
(2006) Carbon nanotubes as high-pressure cylinders and nanoextruders. Science 312(5777):
1199–1202

8. Majumder M, Chopra N, Andrews R, Hinds BJ (2005) Nanoscale hydrodynamics – enhanced
flow in carbon nanotubes. Nature 438(7064):44

9. Dong LX, Tao XY, Zhang L, Zhang XB, Nelson BJ (2007) Nanorobotic spot welding:
controlled metal deposition with attogram precision from copper-filled carbon nanotubes. Nano
Lett 7(1):58–63

10. Golberg D, Costa P, Mitome M, Hampel S, Haase D, Mueller C, Leonhardt A, Bando Y (2007)
Copper-filled carbon nanotubes: rheostatlike behavior and femtogram copper mass transport.
Adv Mater 19(15):1937–1942

11. Costa PMFJ, Golberg D, Mitome M, Hampel S, Leonhardt A, Buchner B, Bando Y (2008)
Stepwise current-driven release of attogram quantities of copper iodide encapsulated in carbon
nanotubes. Nano Lett 8(10):3120–3125

12. Dong LX, Tao XY, Hamdi M, Zhang L, Zhang XB, Ferreira A, Nelson BJ (2009) Nanotube
fluidic junctions: inter-nanotube attogram mass transport through walls. Nano Lett 9(1):
210–214

13. Ajayan PM, Ebbesen TW, Ichihashi T, Iijima S, Tanigaki K, Hiura H (1993) Opening carbon
nanotubes with oxygen and implications for filling. Nature 362(6420):522–525

14. Ajayan PM, Colliex C, Lambert JM, Bernier P, Barbedette L, Tence M, Stephan O (1994)
Growth of manganese filled carbon nanofibers in the vapor phase. Phys Rev Lett 72(11):
1722–1725

15. Tsang SC, Chen YK, Harris PJF, Green MLH (1994) A simple chemical method of opening
and filling carbon nanotubes. Nature 372(6502):159–162

16. Supple S, Quirke N (2003) Rapid imbibition of fluids in carbon nanotubes. Phys Rev Lett
90(21):214501

17. Smith BW, Monthioux M, Luzzi DE (1998) Encapsulated c-60 in carbon nanotubes. Nature
396(6709):323–324

18. Chen JY, Kutana A, Collier CP, Giapis KP (2005) Electrowetting in carbon nanotubes. Science
310(5753):1480–1483

19. Tao XY, Zhang XB, Cheng JP, Luo ZQ, Zhou SM, Liu F (2006) Thermal cvd synthesis of
carbon nanotubes filled with single-crystalline cu nanoneedles at tips. Diamond Relat Mater
15(9):1271–1275

20. Rodriguez-Manzo JA, Banhart F (2009) Creation of individual vacancies in carbon nanotubes
by using an electron beam of 1 angstrom diameter. Nano Lett 9(6):2285–2289

21. Dong LX, Arai F, Fukuda T (2004) Destructive constructions of nanostructures with carbon
nanotubes through nanorobotic manipulation. IEEE ASME Trans Mechatron 9(2):350–357

22. Poncharal P, Wang ZL, Ugarte D, de Heer WA (1999) Electrostatic deflections and electrome-
chanical resonances of carbon nanotubes. Science 283(5407):1513–1516

23. Li WZ, Wen JG, Ren ZF (2001) Straight carbon nanotube y junctions. Appl Phys Lett
79(12):1879–1881

24. Menon M, Srivastava D (1997) Carbon nanotube “t junctions”: nanoscale metal–
semiconductor-metal contact devices. Phys Rev Lett 79(22):4453–4456

25. Dong LX, Subramanian A, Nelson BJ (2007) Carbon nanotubes for nanorobotics. Nano Today
2(6):12–21

26. Dong LX, Arai F, Fukuda T (2003) Nanoassembly of carbon nanotubes through
mechanochemical nanorobotic manipulations. Jpn J Appl Phys Pt 1 42(1):295–298



8 Nanorobotic Mass Transport 153

27. Jin CH, Suenaga K, Iijima S (2008) Plumbing carbon nanotubes. Nat Nanotechnol 3(1):17–21
28. Dong LX, Tao XY, Hamdi M, Zhang L, Zhang XB, Ferreira A, Nelson BJ (2009) Nanotube

boiler: attogram copper evaporation driven by electric current, joule heating, charge, and
ionization. IEEE Trans Nanotechnol 8(5):565–568

29. Begtrup GE, Gannett W, Yuzvinsky TD, Crespi VH, Zettl A (2009) Nanoscale reversible mass
transport for archival memory. Nano Lett 9(5):1835–1838

30. Regan BC, Aloni S, Ritchie RO, Dahmen U, Zettl A (2004) Carbon nanotubes as nanoscale
mass conveyors. Nature 428(6986):924–927

31. Collins PG, Avouris P (2000) Nanotubes for electronics. Sci Am 283(6):62–69
32. Dong LX, Shou KY, Frutiger DR, Subramanian A, Zhang L, Nelson BJ, Tao XY, Zhang XB

(2008) Engineering multiwalled carbon nanotubes inside a transmission electron microscope
using nanorobotic manipulation. IEEE Trans Nanotechnol 7(4):508–517

33. Dorozhkin PS, Tovstonog SV, Golberg D, Zhan JH, Ishikawa Y, Shiozawa M, Nakanishi H,
Nakata K, Bando Y (2005) A liquid-ga-fitted carbon nanotube: a miniaturized temperature
sensor and electrical switch. Small 1(11):1088–1093

34. Subramanian A, Dong LX, Tharian J, Sennhauser U, Nelson BJ (2007) Batch fabrication of
carbon nanotube bearings. Nanotechnology 18(7):075703

35. Hirayama H, Kawamoto Y, Ohshima Y, Takayanagi K (2001) Nanospot welding of carbon
nanotubes. Appl Phys Lett 79(8):1169–1171

36. Kral P, Tomanek D (1999) Laser-driven atomic pump. Phys Rev Lett 82(26):5373–5376
37. Whitby M, Quirke N (2007) Fluid flow in carbon nanotubes and nanopipes. Nat Nanotechnol

2(2):87–94
38. Dong LX, Arai F, Fukuda T (2002) Electron-beam-induced deposition with carbon nanotube

emitters. Appl Phys Lett 81(10):1919–1921
39. Yokota T, Murayama M, Howe JM (2003) In situ transmission-electron-microscopy investi-

gation of melting in submicron al-si alloy particles under electron-beam irradiation. Phys Rev
Lett 91(26):265504

40. Xu SY, Tian ML, Wang JG, Xu H, Redwing JM, Chan MHW (2005) Nanometer-scale
modification and welding of silicon and metallic nanowires with a high-intensity electron
beam. Small 1(12):1221–1229

41. Xie GQ, Song MH, Furuya K, Louzguine DV, Inoue A (2006) Compound nanostructures
formed by metal nanoparticles dispersed on nanodendrites grown on insulator substrates. Appl
Phys Lett 88(26):263120

42. Kometani R, Kanda K, Haruyama Y, Kaito T, Matsui S (2006) Evaluation of field electron
emitter fabricated using focused-ion-beam chemical vapor deposition. Jpn J Appl Phys Pt 2
Lett 45(24–28):L711–L713



Chapter 9
Nanorobotic Manipulation of 1D Nanomaterials
in Scanning Electron Microscopes

Yan Liang Zhang, Yong Zhang, Changhai Ru, Jason Li, and Yu Sun

Abstract Nanorobotic manipulation inside a scanning electron microscope (SEM)
has been used for maneuvering nanomaterials and nanostructures, charactering ma-
terial properties, and assembling nanoscaled devices. Teleoperation with joysticks
is most often used for controlling motions of nanomanipulators. Progress is being
made toward automated nanomanipulation using SEM as a vision sensor. This
chapter reviews systems, techniques, and applications of SEM nanomanipulation
of 1D nanomaterials.

9.1 Overview

Advances in nanomaterial synthesis have resulted in a plethora of novel materials
possessing unique properties (electrical, photonic, mechanical, etc.). Efficiently
maneuvering individual nanomaterials into predefined positions and accurately
characterizing their properties are important for building high-performance devices
and guiding nanomaterial synthesis. Taking 1D nanomaterials as an example,
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nanowires/nanotubes must be positioned between source and drain electrodes
for building nano-FETs (field effect transistors). A number of large-scale (par-
allel) methods have been developed, which permit the integration of nanomate-
rials for device construction in relatively large areas, such as in situ growth of
nanowires/nanotubes in predefined locations [1] and approaches for controlling pre-
synthesized nanomaterials (e.g., directed assembly [2], contact printing [3], and
dielectrophoresis [4]).

By contrast, mechanical nanomanipulation, despite being slower compared to the
aforementioned methods, can enable the manipulation and characterization of indi-
vidual nanomaterials due to its specificity and precision. Mechanical nanomanipula-
tion typically leverages atomic force microscopy (AFM, or more generally, the fam-
ily of scanning probe microscopy) or electron microscopy (scanning/transmission
electron microscopes—SEM and TEM) as imaging tools. AFM-based nanomanip-
ulation can be conducted either in a vacuum environment, an ambient environment,
or an aqueous environment, making the technique applicable to the manipulation of
both engineering and biological materials. Nonetheless, since AFM uses the same
microcantilever tip for both imaging and manipulation (e.g., pushing or pulling)
[5–7], performing truly simultaneous imaging and manipulation is a challenge.

SEM uses focused electron beams to image specimens with a high spatial
resolution down to nanometers. It serves as an imaging platform that provides
visual feedback at video rates (e.g., 15 Hz) as nanomanipulation occurs. Inside
SEM, piezoelectric nanomanipulators with multiple degrees of freedom provide
nanometer motion resolution suitable for precisely manipulating nano-objects
[8, 9]. This system architecture is powerful in that imaging and manipulation tools
are separated and operate coordinately. Additionally, many types of end effectors
can be mounted onto nanomanipulators, such as nanoprobes and nanogrippers, for
performing a variety of nanomanipulation tasks.

9.2 Nanomanipulation Systems

A number of nanomanipulators have been developed by companies, such as Zyvex,
Kleindiek, SmarAct, and attocube, as well as by academic laboratories (e.g., [10–
13]). Most of the systems are designed to be mounted on the specimen stage of an
SEM or on the chamber wall. The nanomanipulators use piezoelectric motors and
actuators to produce accurate motion without interfering with SEM imaging.

Figure 9.1 shows examples of commercially available nanomanipulators. The
Zyvex system is composed of four quadrants of 3-DOF nanomanipulators, each of
which is composed of a coarse-positioning stage and a fine-positioning unit. The
coarse-positioning stage contains three identical piezoelectric slip–stick motors,
each of which has a travel of 12 mm with 100-nm resolution. The fine-positioning
unit contains a piezoelectric tube having travel ranges of 10 �m along the axis of
the tube and 100 �m along each of the two transverse directions with 5-nm nominal
resolution.
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Fig. 9.1 Commercial nanomanipulation systems. (a) Zyvex S100, (b) Kleindiek NanoWorksta-
tion, (c) SmarAct system, and (d) Attocube system

The Zyvex system uses separate piezoelectric elements for coarse and fine
modes, which has the advantage of a large fine motion range. Different from this
configuration, when a system uses a single piezoelectric element to realize both
coarse and fine positioning, the footprint of the system is smaller. The single
piezoelectric element can either operate as a stick-slip motor for achieving a large
motion range (e.g., millimeters) or operate in the fine mode as a piezoelectric
actuator to produce fine motion of nanometers with a travel range typically limited
to a few micrometers. For example, Fig. 9.1b–d shows a Kleindiek system, a
SmarAct system, and an Attocube system, all of which use one drive for both
coarse and fine positioning.

9.3 Teleoperated Nanomanipulation

Commercial nanomanipulators are controlled via a keypad/joystick by an operator,
while the operator carefully monitors image feedback shown on the SEM screen.
This teleoperation approach was used by a number of groups to manipulate nano-
materials and nanostructures for material characterization and device construction.
We review only a few examples as follows.
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Fig. 9.2 Manipulation of nanomaterials for mechanical and electrical characterization. (a) A
MWCNT was tensile tested by two AFM cantilevers [14]. (b) A bundle of MWCNTs was buckled
by an AFM cantilever [15]. (c) An InGaAs/GaAs nanospring was stretched between a probe and an
AFM cantilever [16]. (d) A silicon nanowire was stretched for piezoresistivity characterization [17]

9.3.1 Nanomaterial Characterization

The characterization of nanomaterials is important for understanding their
properties and exploring their applications. The mechanical and electrical
properties of a range of one-dimensional nanomaterials have been characterized
using nanomanipulation. Figure 9.2a shows that two AFM cantilevers stretch a
multiwalled carbon nanotube (MWCNT) for tensile testing. Individual MWCNTs
were first picked up by one cantilever and attached to the second cantilever.
In Fig. 9.2b, an AFM cantilever buckles a bundle of MWCNTs for mechanical
characterization. An InGaAs/GaAs nanospring was tensile tested between a probe
and an AFM cantilever, as shown in Fig. 9.2c. Figure 9.2d schematically illustrates
that a silicon nanowire is stretched for the characterization of its piezoresistivity.
The green-colored probe is used to push the freestanding cantilever and stretch
the suspended silicon nanowire. The red probes form electrical connections for
measuring the resistance changes of the nanowire during straining.

Besides nanomaterial characterization using AFM cantilevers, MEMS (micro-
electromechanical systems) devices were also developed for mechanical characteri-
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Fig. 9.3 A nanowire is transferred from its growth substrate to a tensile-testing MEMS device via
nanomanipulation. (a) A nanowire is soldered to a probe tip using EBID and is pulled off from the
growth substrate. (b) The nanomanipulator transfers the nanowire to the MEMS device. (c) The
nanowire is placed across the gap of the device. (d) The nanowire is EBID fixed to the gap edges,
followed by probe retraction

zation of nanomaterials. A critical step for the MEMS-based approach is the transfer
of a nanowire/nanotube from its growth substrate to the MEMS device. We exper-
imentally developed the following procedure for the nanowire transfer (Fig. 9.3)
without requiring instruments such as focused ion beam (FIB). A nanomanipulator
first approaches an edge of the nanowire substrate and establishes contact with a
single nanowire near its root. Following the contact, the nanowire is soldered to the
probe tip using electron beam-induced deposition (EBID). The deposited material
from EBID without injecting precursors is carbonaceous material, which is from the
decomposition of contaminants inside the SEM chamber [18–20]. The probe then
retracts and pulls the nanowire off from the growth substrate, as shown in Fig. 9.3a.
A detached nanowire typically fractures near its root, so the upper section of the
nanowire to be used for testing does not experience tension and remains intact.

The nanomanipulator subsequently transfers the nanowire to above the MEMS
device (Fig. 9.3b) and lowers the nanowire to place it across the gap of the
device (Fig. 9.3c). The first bond between the nanowire and one edge of the gap
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is formed again via EBID. The nanomanipulator then orients the nanowire to
make it perpendicular to the gap, followed by EBID soldering the nanowire to
the second gap edge (Fig. 9.3d). The purpose of fixing the nanowire to the very
edges of the gap, rather than some distance away from the edges, is to prevent
static friction between the nanowire and the device surface when the nanowire is
stretched. Finally, the probe is retracted from the MEMS device, during which the
nanowire breaks between the second EBID bond on the device and the EBID bond
on the probe. The nanowire is then ready for the tensile test or electromechanical
characterization [21].

9.3.2 Device Prototyping

Nanomanipulation has also been used for assembling devices and structures for
prototyping purposes. Figure 9.4a1 shows that a probe was picking up a photonic
plate. The plates were stacked together to build a 3D photonic crystal (Fig. 9.4a2).
In Fig. 9.4b, gold nanowires were picked and placed by a probe to form a pattern.
Figure 9.4c shows that a microgripper assembles a nanostructure to an AFM
cantilever. The assembly was used for AFM imaging of deep trenches.

9.4 Automated Nanomanipulation

Teleoperated nanomanipulation is time-consuming, skill dependent, and often
damages end effectors since it is a trial–error process. As nanomanipulation
becomes increasingly relevant for material testing and device construction, the
nanomanipulation community is making progress toward automated operation in
order to achieve reliability, efficiency, and repeatability. Because of creep, drift, and
hysteresis of piezoelectric actuators, open-loop control cannot suffice in precision
for automatic nanomanipulation tasks, necessitating feedback control. Integrating
position sensors (e.g., optical encoders or capacitive sensors) can be useful.
However, the integration of high-resolution encoders increases the cost significantly;
furthermore, sensor drift can be significant at the nanometer scale. Thus, visual
feedback from SEM stays as the most important form of sensing modality for
closed-loop control of nanomanipulators with/without encoders.

9.4.1 Visual Tracking

To visually obtain the XY position of an end effector, visual tracking of an end
effector in a sequence of SEM images has been achieved using feature-based
methods [25, 26] and correlation-based methods [25, 27]. For example, a rigid-
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Fig. 9.4 Nanomanipulation for device construction. (a) Photonic plates were picked up and
stacked to build a 3D photonic crystal [22]. (b) Gold nanowires were assembled to form a pattern
[23]. (c) A microgripper was assembling a nanostructure to an AFM cantilever [24]

model-based visual-tracking method was reported, which applied domain-specific
constraints and was evaluated by tracking a microgripper inside an SEM [27]. Based
on SEM visual tracking, visual servo control can be realized to control the in-plane
position of a nanomanipulator.

9.4.2 Depth Detection

Besides position control along XY, precise positioning along the Z direction is also
essential but more challenging since it is difficult to extract depth information from
SEM visual feedback. To address this issue, several techniques were proposed. The
depth-from-focus method widely used under optical microscopes was extended to
SEM for coarse estimate of the Z position of an end effector [18]. A touch sensor
using piezoelectric ceramics [18] and a shadow-based depth-detection method [28,
29] were demonstrated for fine estimate of the Z position. MEMS sensors for contact
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detection under optical microscopes [30] can also be used inside SEM. However, the
precision and accuracy of these methods have not been quantified.

In addition, stereoscopic SEM images can be generated by tilting the electron
beam [31], which requires the installation of specialized hardware. Tilting the
specimen (vs. electron beam) can also be used for SEM stereoscopy [32] but has
not been evaluated for nanomanipulation purposes.

We have developed a vision-based contact detection method for micromanipula-
tion under optical microscopy and recently extended this method to SEM nanoma-
nipulation. The method makes use of the phenomenon that a downward-moving
probe slides on the surface of the substrate after contact. When a nanomanipulator
moves a probe along its z-axis to approach a substrate, the position of the probe
in the image frame also moves along a certain direction, due to the perspective
projection model of the SEM [27]. When the probe contacts the substrate and begins
to slide, an abrupt shift in the moving direction of the probe in the image frame is
recognized as the contact point. Therefore, by monitoring the occurrence of this
phenomenon, visually tracking a downward-moving probe is capable of detecting
the contact between the probe and substrate.

9.4.3 Demonstration: Automated Four-Point Probing
of Nanowires

We demonstrated automated nanomanipulation for a well-structured task—four-
point probe measurement of individual nanowires [33]. For nanowire sample
preparation, nanowires are scratch removed from their growth substrate and placed
on a SiO2-covered silicon substrate. Consequently, the nanowires lie directly on
the substrate surface. A Zyvex S100 nanomanipulation system (Fig. 9.1a) was used
along with a Hitachi S-4000 SEM for this task.

The four probes were first brought into the field of view under a proper mag-
nification using the coarse-positioning stages, after which only the fine-positioning
units were controlled to move the probes. The probes and nanowires were visually
recognized by the automated system. A nanowire was selected for testing, and
four target positions on the nanowire were determined. The system moved the
four probes downward to establish their contact with the substrate via vision-based
contact detection. After contact detection, the probes were positioned at a certain
height (e.g., 200nm) above the substrate, ready for in-plane movement.

The four piezoelectric tubes were actuated in their respective x- and y-axes
for the system to obtain parameters for their mathematical models to be used in
feedforward controllers. Through visual servo control with a feedforward controller,
the probes were simultaneously moved toward their target positions on the nanowire
(Fig. 9.5a). The probes then moved downward to land on the nanowire for
measurements. The separation distance between the inner pair of probes can be
automatically adjusted by repositioning the probes for measuring the electrical
properties of different lengths of the nanowire.
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Fig. 9.5 Automated four-point probe measurement of a nanowire [30]. (a) The four probes land
on target positions on a nanowire. (b) I–V characteristics of the nanowire with regard to different
separations between the two inner probes

I–V data from a nanowire (83nm in width) are shown in Fig. 9.5b. The five data
curves correspond to five different separations between the two inner probes. The
five corresponding resistance values are proportional to the separations (i.e., the
portions of the nanowires between two inner probe tips), as shown in Fig. 9.5b.
Assuming the nanowire has a circular cross section, the resistivity was determined
to be 9:88�10�4�m. When a higher current was applied, the nanowire finally failed
when the current reached 7.4 �A. The breakdown current density of the nanowire
was calculated to be 1.36 � 109 A/m2.

9.5 Conclusion

Nanorobotic manipulation in SEM enabled precise maneuvering of individual
nanomaterials. As many new nanomaterials emerge, nanorobotic manipulation
will continue to be a unique technique for characterizing material properties and
assembling nanomaterials into nanodevice prototypes. Further technical develop-
ments such as SEM vision-based control techniques using visual tracking and visual
servoing will be made to automate specific nanomanipulation tasks for enhanced
efficiency and reproducibility.
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Chapter 10
Nanorobotic Manipulation and Sensing
for Biomedical Applications

Fumihito Arai and Hisataka Maruyama

Abstract We developed a method for manipulating a single virus (size: 100nm) that
employs optical tweezers in conjunction with dielectrophoretic (DEP) concentration
of viruses on a microfluidic chip. The DEP force in the sample chamber concentrates
the virus and prevents it from adhering to the glass substrate. The concentrated virus
is transported to the sample selection section where it is trapped by optical tweezers.
We demonstrated concentration of the virus using the DEP force, transported a
single virus, and made it contact to a specific H292 cell. We also developed local
measurement with functional gel-microtool for cell measurement. Gel-microtool
was impregnated with indicators. In this chapter, bromothymol blue (BTB) and
bromocresol green (BCG) were employed as pH indicators. Rhodamine B is
temperature-sensitive fluorescent dye and is used for temperature measurement.
Gel-microtool is manipulated by optical tweezers. Measurement is performed by
detecting the color and the fluorescence intensity of each gel-microtool. We suc-
ceeded in pH measurement and temperature measurement using the gel-microtools.

10.1 Introduction

Nanomanipulation and local sensing are important topics in nano-biotechnology
in these days [1]. For example, manipulation for virus has become one of the
most important topics in recent years [2]. The ability to manipulate a single virus
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is necessary to analyze the functions of influenza virus such as cell infection
and incubation in a cell. Cultured cells have conventionally been used to analyze
viral functions [3]. Although this method can acquire average information from
many cells, the properties of individual infected cells vary depending on their
physiological states and cell cycle. The efficiency of viral infection also varies
between cells. Moreover, viral proliferation depends on the function of the nucleus
of the infected cell. To perform quantitative analysis of a virus, single virus infection
of a specific cell is required. Moreover, measurement of physiological conditions
such as pH and temperature of cells is important for quantitative analysis [4, 5].

Methods for manipulating biomaterials on an optical microscope, an atomic
force microscope, and a scanning electron microscope have been developed [6].
It is desirable to manipulate biomaterials in a wet condition to maintain their
activity. Moreover, manipulation in a closed space such as a microfluidic chip is also
desirable to prevent environmental disturbances. Measurement in the chip is also
suitable for stable measurement. In recent years, microfluidic chips have been used
to manipulate and measure biomaterials [7]. Noncontact manipulation and sensing
are required for on-chip analysis because it is quite difficult to insert mechanical
manipulators in the chips.

Various forms of noncontact manipulation including fluidic force, magnetic
force, electrical force, and optical tweezers have been developed for on-chip manip-
ulation in microfluidic chips. Hydrodynamic force has several advantages including
low cost, low power consumption, and the potential for parallel operation [8].
However, it is difficult to use hydrodynamic force to perform selective manipulation
of a single target. Magnetic force is considered to be safe for biomaterials [9].
However, to manipulate a single target, it is necessary to modify it by incorporating
a magnetic material because most biomaterials are nonmagnetic. Although it is
possible to concentrate biomaterials, concentrated samples can be modified by
magnetic materials. Electrophoresis and dielectrophoresis are important means
for performing bio-manipulation [10]. They are suitable for manipulating many
samples, but it is difficult to use them to manipulate a single sample. Optical
tweezers have been used in biology, and they have been employed to manipulate
biomaterials such as cell, virus, and DNA [11]. They are capable of manipulating
single targets, but they have low throughputs. Thus, to concentrate and perform
stable manipulation of biomaterials, a combination of some of the above methods is
required.

Several techniques for measurement of the environment inside a microchip
have been developed. Conventionally, fluorescence observation was the major
approach for environmental measurements [12–14]. A three-dimensional pH mea-
surement with optically manipulated fluorescent particles has also been developed
[15]. A microbead modified with a pH-sensitive fluorescent dye was prepared
and positioned three-dimensionally using optical tweezers. This method enables
three-dimensional, noncontact, and nondestructive measurement with high spa-
tial resolution. Moreover, simultaneous measurement of different conditions such
as O2 and CO2 is possible by using several fluorescence dyes with different
excitation wavelength [16]. However, fluorescent methods have major problems
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with absorption, quenching, and photodegradation. Thus, microbead modified with
a pH indicator was developed [17]. Such microbead can be used for longtime
measurements because of the absence of photodegradation.

We have proposed “On-Chip Robotics” for integrating micro- and nanomanipu-
lation and performing measurements on a microfluidic chip [18–21]. A Robochip is
a microfluidic chip in which micro/nanorobots are installed and which can perform
single cell measurements and analysis, dispense droplets, cloning, and anatomical
manipulation for on-chip micromanipulation such as cell sorting [22]. Robochips
have many advantages such as being rapid, highly accurate, and disposable, enabling
local environmental control, and being robust against disturbances [23].

In the present study, we infected a specific cell with a single virus by ma-
nipulating the virus using optical tweezers in conjunction with dielectrophoretic
(DEP) concentration of the virus in a microfluidic chip. Viruses were concentrated
by DEP force in the chip. The virus selected from the concentrated group was
trapped and transported to the analysis chamber by optical tweezers. We also study
about on-chip fabrication of environment measurement gel-microtool. Arbitrary
shape gel-microtool is fabricated by connecting the gel-microbead impregnated
with indicators. Circular pH measurement gel-microtool and local pH measurement
around a yeast cell were demonstrated. Multiple measurements such as a wide-range
pH measurement and the simultaneous measurement of the pH and temperature
were also demonstrated.

10.2 Nanomanipulation of Single Influenza Virus Using
Dielectrophoretic Concentration and Optical Tweezers

10.2.1 Microfluidic Chip for Infecting a Specific Cell
with a Single Virus Using DEP Concentration

Figure 10.1 shows a schematic of on-chip infection of a specific cell with a
single virus. The microfluidic chip consists of a sample chamber, electrodes for
concentrating viruses, an analysis chamber, and microchannels for buffer flow
(Fig. 10.1a). Viruses were stained with a fluorescent dye to enable them to be
observed. The surfaces of the microchannels and chambers were pretreated with
bovine serum albumin (BSA) to prevent viruses adhering to the chip. Each inlet
port was connected to the syringe pump through the solution reservoir. The top of
the analysis chamber was sealed by a self-adhesive material such as polydimethyl-
siloxane (PDMS). After single virus infection had been performed, the cell could be
extracted by opening the analysis chamber.

Figure 10.1b–e depicts the process of single virus infection using DEP concen-
tration and optical tweezers. The virus solution was first loaded into the sample
chamber, and the buffer was simultaneously injected as sheath flow. The viruses
were concentrated on the electrodes by DEP force. Viruses were concentrated by
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Fig. 10.1 Schematic of single cell infection of a specific cell using DEP concentration and optical
tweezers in a chip. (a) Schematic of microfluidic chip. (b) Virus injection into sample chamber.
(c) Virus concentration by DEP force. (d) Flow of concentrated viruses to selection region. (e)
Transport of single virus to analysis region and contact with a specific cell for infection

generating a negative DEP force through adjusting the conductivity of the solution
and the frequency of the voltage. The DEP force also prevents the viruses from
adhering to the chip. A single virus was selected from the concentrated group, and
it was trapped and transported to the analysis chamber using optical tweezers. This
virus-loading method reduces the consumption of the scarce sample because it is
difficult to detect viruses at low concentrations. The transported virus was brought
into contact with the target cell to infect it. After infection by the required number of
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Microchannel
Flat electrode

PDMS chip

Flat electrode

Fig. 10.2 Analytical model

viruses, these chambers can be isolated by stacking using a photo-crosslinkable resin
to prevent other viruses from entering the analysis chamber [24]. Viruses outside
the analysis chamber cannot enter the chamber due to physical blocking by the
polymerized resin.

10.2.2 DEP Concentration of Viruses in Microfluidic Chip

We used DEP force for virus concentration because the virus was present in a
low concentration. Figure 10.2 shows a schematic diagram of the electrodes. The
electrodes are 10 �m wide, and the gap between them is 30 �m. The concentration
of the virus in the solution was 1 � 106 viruses/�l; this low virus concentration
made it difficult to observe the virus in the sample chamber since on average, there
were <0.1 viruses in the field of view. A high-frequency voltage was applied to
the electrodes to generate the DEP force. The effect of the DEP force on the viruses
depends on the electric field gradient between the electrodes. The DEP force is given
by the following equations:

FDEP D 2	"mr
3Re

�
"0p � "0m
"0p C 2"0m

�
rjEj2 (10.1)

"0p D "0p � j
�p

!
(10.2)

"0m D "0m � j �m

!
(10.3)

where E is the electric field strength; r is the particle radius; "0p and "0m are,
respectively, the complex permittivity of the particle and the solution; "p and "m

are, respectively, the permittivity of the particle and the solution; �p and �m are,
respectively, the conductivities of the particle and the solution; and ! is the angular
frequency of the voltage. If "0p is smaller (larger) than "0m, the negative (positive)
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Fig. 10.3 FEM results for the electric field distribution. Electric field distributions at (a) 3 �m and
(b) 14 �m from electrodes. (c) Comparison of electric field distributions at two different heights

DEP force causes the particles to move in the direction of decreasing (increasing)
gradient. "0p and "0m depend on the frequency !.

We analyzed the electric field distribution by the finite element method (FEM)
using commercial software (COMSOL Multiphysics, COMSOL AB). In this anal-
ysis, the electric field distribution in water was analyzed. The microchannel was
200 �m wide and 15 �m high. The electrodes were 10 �m wide and 600 �m long,
and there was a 30-�m gap between them. The permittivity of PDMS and water was
2.67 and 81.0, respectively. Figure 10.3a shows the FEM results for the electric field
distribution, and Fig. 10.3b shows the electric field distributions along the center
of the microchannel (i.e., line AA0) at two different heights. For both heights, the
electric field gradient was high at the edge of the electrode. In contrast, it was low
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between the electrodes and at the center of the electrodes. A positive DEP force may
cause thermal damage to the sample due to the heat generated by the electrode. To
prevent this, we adjusted the frequency to generate a negative DEP force so as to
concentrate the viruses between the electrodes.

A high frequency (3 MHz) was employed for DEP manipulation of a virus
according to the previous study [24]. We assumed that the virus was spherical with
a diameter of 100nm [25]. The permittivity of the virus was taken to be two, and
its conductivity was taken to be the same as that of the solution. The solution
conductivity was adjusted to 10 mS/m to prevent thermal damage to the sample
and electrodes. Under these conditions, the virus experienced a negative DEP force
because Ref."0p � "0m/=."0p C 2"0m/g was negative (�0.47).

A negative DEP force also prevents the viruses adhering to the glass surfaces
since it operates upward from the glass substrate. The virus moves by Brownian
motion. The virus will not adhere to the glass surface if the DEP force exceeds the
Brownian force. The Brownian force is given by

FB D mv� < x >D 4

3
�v	a

3 �
s

RT

3	�aNA
(10.4)

where FB is the Brownian force, �v is the virus density, a is the virus radius, R is the
molar gas constant (8.31447 J K�1 mol�1), T is the temperature, � is the viscosity of
the solution (1.004 � 10�6 m2/s), and NA is the Avogadro constant. We compared the
two forces at a height of 50nm above the glass substrate. We assumed that the virus
density was 1 g/cm3. From (10.2), the minimum FDEP is 6.69 � 10�6 N. From (10.3),
FB was 1.53 � 10�24 N. Therefore, we concluded that the virus will not adhere to
the glass surface since the negative DEP force exceeds the Brownian force.

10.2.3 Fabrication of Microfluidic Chip

Figure 10.4 depicts the process used to fabricate the microfluidic chip. A PDMS
chip was fabricated by photolithography and replica molding. Chip molds were fab-
ricated by multi-exposures to fabricate chips that have areas with different heights. A
Cr/Au layer was sputtered on a Si wafer. A positive photoresist (OFPR, Tokyo Ohka
Kogyo Co. Ltd.) was spin coated and patterned to fabricate an alignment pattern for
multi-exposure of a negative resist (SU-8, Kayaku Microchem). After removing the
developed OFPR, the Cr/Au layer was etched. The SU-8 sheet was then coated and
patterned. This mold has two areas with different heights: one area was 15 �m thick,
and it was for the sample chamber, while the other area was 115 �m thick, and it
was for microchannels and the analysis chamber. The sample chamber was 200 �m
wide. The microchannels were 100 �m wide. The analysis chamber was 5 mm in
diameter. The top of the analysis chamber was sealed with a PDMS membrane to
allow the sample chamber to be opened for inserting and removing cells.
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1.Cr/Au sputter

2.OFPR patterning

3.Cr/Au etching

Cr/Au 

OFPR 

4.Remove OFPR

Si wafer 

SU-8

5.SU-8 patterning
(1st layer-15 μm)

7.Developing

8.Molding

6.SU-8 patterning
(2nd layer-100 μm)

PDMS

Glass

1.Using ITO glass

2.OFPR patterning

3.ITO etching

ITO 

OFPR 

4.Remove OFPR

Glass 

 

Fig. 10.4 Fabrication process of microfluidic chip. Fabrication processes of (a) microchannel and
(b) glass substrate with electrodes

Figure 10.4b shows the fabrication process for the electrodes. A Cr/Au layer was
sputtered on the Si wafer. A positive-photoresist OFPR was then spin coated and
patterned to fabricate the pattern for the electrodes. The photoresist was removed
after the Cr/Au layer had been etched by FeCl3 solution. Figure 10.5 shows
photographs of the sample chamber; it has a sample concentration region and a
sample selection region. We could culture H292 cells in the analysis chamber.

10.2.4 Experimental Setup

We used an inverted microscope (IX71, Olympus) equipped with an epifluorescence
system. Fluorescent polystyrene (PS) beads (excitation wavelength: 491nm; emis-
sion wavelength: 515nm) were injected into the sample chamber using a syringe
pump (KDS120, KD Scientific Inc.) to confirm DEP concentration. The flow
rate was 0.10 �l/h. A high-frequency voltage was applied to the electrodes by a
function generator (WF1974, NF Corporation). The fluorescence intensity of the
PS beads was monitored using a color CCD camera (WAT-221, Watec Co. Ltd.)
and recorded using a computer. We used a laser confocal microscope (A1R, Nikon
Corporation) equipped with a laser manipulation system (maximum power: 1 W;
output wavelength: 1,064nm) to perform DEP virus concentration and single virus
infection of a specific cell.

Influenza viruses stained with a fluorescent dye (DiI; excitation wavelength:
549nm; emission wavelength 565nm) were used. DiI stains the virus membrane.
1 ml of DiI was mixed with 500 ml PBS(�). PBS(�) consists of 137 mmol/l
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Fig. 10.5 Photographs of microfluidic chip. (a) Microfluidic chip (channels are filled by colored
water). (b) Sample collection region. (c) Sample chamber and analysis chamber

NaCl, 2.68 mmol/l KCl, 8.1 mmol/l Na2HPO4, and 1.47 mmol/l KH2PO4. It has
a pH of 7.4. The mixture is mixed with the virus suspension (DiI solution: virus
suspension D 1:1). The viruses were incubated in the dark for 30 min. Finally, the
virus solution was diluted by adding distilled water to adjust its conductivity to
10 mS/m. The virus concentration was 1 � 106 viruses/�l.

We used a photo-crosslinkable resin, polyethylene glycol methacrylate
(PEGMA), to isolate the sample chamber from the analysis chamber after viral
infection had occurred. PEGMA is polymerized by ultraviolet light; ultraviolet
light was generated by a mercury lamp in the microscope and controlled using a
mechanical shutter.

10.2.5 Manipulation of Single Influenza Virus on a Chip

Figure 10.6 shows the experimental results for DEP concentration of influenza
viruses using the microfluidic chip. The viruses were injected into the chip by a
syringe pump. The flow rate was 0.10 �l/h. A square wave was applied to the
electrodes with amplitude of 20 Vp�p and a frequency of 3 MHz. Figure 10.6b shows
that the viruses were concentrated from 1 � 106 to 1 � 109 viruses/�l. After 5 min
of DEP concentration, we released the viruses by turning of the voltage. We then
confirmed that no viruses had adhered to the glass substrate in the concentration
area. Virus adhered to the glass surface when no DEP force was generated. This
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Fig. 10.6 Concentration of influenza viruses by DEP force. (a) Before and (b) after concentration
(20 Vp�p, 3 MHz, square wave, 5 min)

result demonstrates that DEP force is effective for concentrating viruses. After
releasing the viruses, we transported them to the sample selection region.

Figure 10.7 shows the experimental results for the manipulation of a single virus
by direct laser manipulation in the sample chamber using a laser micromanipulator
(Sigma Koki). The laser power was set to 0.5 W to avoid photobleaching. Flow was
stopped inside the chip. We succeeded in manipulating a single virus using optical
tweezers. The maximum transport speed was 10 �m/s. We transported the virus
to the analysis chamber and caused it to make contact with a selected H292 cell to
infect it.

From this result, we estimated the force for transporting the virus by optical
tweezers using Stokes’ law:

Fv D 6	�rvVv (10.5)

where Fv is driving force of the virus, �(D 1.002 mPa s) is the viscosity at 20 ıC,
rv is the radius of the virus, and Vv is the speed of the virus. The size of influenza
viruses is considered to be in the range 80–120nm [25]; based on this, we estimated
the size of the virus to be about 100nm. For these conditions, Fv was calculated to be
9.4 fN. The angle between the virus transport direction and the flow direction in the
microfluidic chip was 90ı. The trapping force of the optical tweezers is isotropic.
Thus, the flow rate must be kept below 10 �m/s to be able to manipulate the virus
when the laser power is 0.5 W.

Finally, the analysis chamber was isolated from the virus chamber by local
photopolymerization of PEGMA to prevent other viruses from entering the cell
chamber (see Fig. 10.8). These results demonstrate the effectiveness of our proposed
system for biomedical analysis.
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Fig. 10.7 Manipulation of single influenza virus and contact with an H292 cell using optical
tweezers. (a) Manipulation of single influenza virus by optical tweezers (10 �m/s). (b) Transport
in microchannel. (c) Transport to analysis chamber. (d) Contact with a specific H292 cell

Fig. 10.8 Isolation of chambers by local polymerization. (a) Before and (b) after isolation by in
situ photopolymerization of photo-crosslinkable resin
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10.3 Local Sensing Using Functional Gel-Microtool
Manipulated by Optical Tweezers

10.3.1 Functional Gel-Microtool for Environment Sensing

An environment measurement gel-microtool is composed of the gel-microbead and
an indicator. Measurement is performed by detecting the color of the indicator inside
the microbead. The gel-microbead was made by salting out of a photo-crosslinkable
resin (ENT–3400, Kansai Paint, Japan), which was used for immobilizing cells
and enzymes [20]. This resin consists primarily of polyethyleneglycol (PEG)
prepolymer and is hydrophilic. This gel-microbead is manipulated by optical
tweezers in an aqueous solution because the relative refractive index of PEG (1.4)
is higher than that of water (1.3). The resin can be polymerized by irradiation of
near-ultraviolet rays around 366nm. The gel-microbead is used as a carrier of the
indicator.

Figure 10.9 shows photographs of the gel-microbead. The concentrations for
salting out depend on the Hofmeister series [26]. Concentrations for generating gel-
microbeads were confirmed visually in four different electrolytes. All electrolytes
exhibited the expected concentration according to the Hofmeister series as shown in
Table 10.1. When the electrolyte concentrations were below the limit concentration
for salting out, the unpolymerized gel-microbead melted into the solution. However,
the polymerized gel-microbead swelled at a lower concentration than the limit
concentration for salting out. 0.5 M phosphate dipotassium salt required the lowest
concentration for making the gel-microbeads.

Fig. 10.9 Photographs of the gel-microbeads. (a) Gel in 0 M salt solution. (b) Gel bead is
generated in 0.5 M phosphate dipotassium salt solution

Table 10.1 Low limit
concentrations of electrolytes
for salting out of the
photo-crosslinkable resin

mol/l

Sodium chloride 5.0
Potassium acetate 1.9
Sodium acetate 1.5
Phosphate dipotassium salt 0.5

All value was determined under
10% photo-crosslinkable resin in
each electrolyte solution
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Table 10.2 Low limit
concentrations of electrolytes
for fabrication of the
gel-microbead using UV-ray
illumination

mol/l

Sodium chloride 1.9
Potassium acetate 0.5
Sodium acetate 0.3
Phosphate dipotassium salt 0.1

All value was determined under
10% photo-crosslinkable resin in
each electrolyte solution

In this paper, BTB (Wako Pure Chemical Industries, Ltd., Japan) and BCG
(Wako Pure Chemical Industries, Ltd., Japan) were used as pH indicators. BTB
and BCG have different indicator range. BTB is expressed as yellow in an acidic
solution (pH< 6), green in a neutral solution, and blue in an alkaline solution
(pH> 8). BCG is expressed as yellow in an acidic solution (pH< 4) and blue in
a neutral solution (pH< 6). For temperature measurement, Rhodamine B (0.5 mg/l)
was used because Rhodamine B is a temperature-sensitive fluorescence dye.
The fluorescence intensity of Rhodamine B decreases according to increase of
temperature.

10.3.2 In Situ Fabrication of Functional Gel-Microtool

The gel-microbead formed in this study has useful characteristic for fabricating en-
vironment measurement gel-microtool. The gel-microbead is connected to other gel-
microbead under an electrolyte solution. In purified water, this gel-microbead does
not adhere to other objects nonspecifically because PEG is an uncharged polymer.
However, the gel-microbead adheres to other gel-microbead in the electrolyte solu-
tion shown in Table 10.1. This adhesion is weak because the gel-microbead adheres
only by contact. The adhered gel-microbeads often separate in the purified water.
Moreover, undesired gel-microbeads may adhere to target gel-microbead because
the adhesion arises by contact of the gel-microbeads. To solve problem, we achieved
firm connection of the desired gel-microbeads by using UV illumination. The pro-
cess of connection of the gel-microbeads and fabrication of the four gel-microbeads
are described in below. First, the gel-microbeads are manipulated and contacted to
each other in an electrolyte solution of concentration lower than the concentration
required for adhesion of gel-microbead. After contact of the gel-microbead to target
gel-microbead, they are connected by UV illumination. The unilluminated gel-
microbeads are not connected. Connection of four gel-microbeads was performed.
These gel-microbeads were manipulated by optical tweezers and connected by
UV illumination <1 s. The concentrations for connection of the gel-microbeads
with UV illumination were confirmed in four electrolytes as shown in Table 10.2.
The 0.1 M phosphate dipotassium salt was required the lowest concentration for
immobilization.
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Fig. 10.10 A schematic of fabrication of environment measurement gel-microtool

A schematic of the fabrication process of the environment measurement gel-
microtool is shown in Fig. 10.10. Gel-microbead impregnated with an indicator was
generated by stirring the mixture of 0.9 g ENT-3400, 0.3 g indicator, and 2.4 g
electrolyte solution. Then the gel-microbead was polymerized by UV illumination.
Size control of the gel-microbeads is very difficult because gel-microbeads are
produced by stirring. The size distribution of gel-microbeads after production was
from 1 �m to tens of �m. We collect the gel-microbeads of proposed size by
centrifugal separation. In this chapter, the size distribution of gel-microbeads was
from 5 to 15 �m. Collected gel-microbeads are injected into the microchip.

The gel-microtool was fabricated by connecting gel-microbead impregnated with
desired indicators. The connection of gel-microbeads is carried out by contact of the
gel-microbeads manipulated with optical tweezers. When there is no interference
between indicators, different indicators can be introduced into the same gel-
microbead. Introduction of pH indicators to gel-microbeads of which the size is
more than 5 �m was confirmed. We did not check the smaller gel-microbeads
because the color change on the gel-microbeads could not be observed. Therefore,
we employed gel-microbead larger than 5 �m as pH-sensing gel-microbead. In the
proposed process, success rate of impregnating pH indicators to gel-microbeads
was almost 100%. Introduction of Rhodamine B to gel-microbeads was also
confirmed. We could observe the fluorescence from the gel-microbeads even if the
size is smaller than 1 �m. In the proposed process, success rate of impregnating
Rhodamine B to gel-microbeads was also almost 100%. Leakage of indicators
from the gel-microbeads was checked in microchannel. In case flow rate is lower
than 10 mm s�1, we did not observe the leakage of the indicators from the
gel-microbeads. In case gel-microbeads were stored in static fluid, we confirmed
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indicators were kept in the gel-microbeads more than 1 month. This fabrication
process is simple and takes much less time than the chemical surface modification
of the microbeads with several indicators.

10.3.3 Calibration of Functional Gel-Microbead

First, calibration of both pH and temperature with the color of the environment
measurement gel-microtool was performed. The color of the gel-microbead is
obtained as RGB information by the color CCD. RGB values are influenced by
brightness which is included in each RGB value. To reduce the influence of
brightness, the RGB information was converted to YCrCb information using (10.6)
[27, 28]:

Y D 0:299R C 0:587G C 0:114B

Cr D 0:500R � 0:419G � 0:081B

Cb D �0:169R D 0:419G C 0:500B

(10.6)

The Y shows brightness, the Cr shows the color difference for red, and the Cb
shows the color difference for blue. The color of both BCG and BTB changes from
yellow to blue with increasing pH. Therefore, the Cr value decreases with increasing
pH. However, the Cb value increases with increasing pH. In this research, the pH
value was calculated using calibrated Cr value because the dispersion of Cr was
smaller than that of Cb in our system. Temperature was calibrated with fluorescence
intensity. The fluorescence intensity was calculated from the CCD image by (10.1)
as Y value. FIntensity is represented by the relative fluorescence intensity based on the
brightness of the brightness at 25ı.

Sizes of the sample gel-microbead ranged from 5 to 15 �m¥. The white balance
of the CCD was adjusted manually. Light intensity was adjusted to 2,000 lux.
The color of the gel-microbead was obtained in the state where the focus was
adjusted in the equatorial plane. The pH values of the sample buffer were measured
by a commercial pH meter (pHep5, HANNA). Temperature of the solution was
controlled by using thermal robo (TR-1AR, As one corp.).

The calibration results are shown in Fig. 10.11a–c. Six data points were taken in
each pH. In Fig. 10.11a, b, the pH value decreased with increasing Cr. There were
proportional relationships between the pH and Cr. Equations (10.7) and (10.8) show
the linear approximation formulas for the plots in Fig. 10.11a, b. Precision of the pH
measurement was about 0.4 because the maximum standard deviations of Cr were
about 0.4. In Fig. 10.11c, FIntensity represents relative fluorescence intensity based on
the intensity at 25ı. There was also proportional relation between temperature and
FIntensity and the linear approximation formula was shown in (10.9):

pH D �4:8 � 10�1 � Cr C 7:7 (10.7)
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Fig. 10.11 Calibration results. (a) Calibration result of pH with BCG. (b) Calibration result of pH
with BTB. (c) Calibration result of temperature

pH D �4:3 � 10�1 � Cr C 9:2 (10.8)

Temperature D �7:6 � 10 � Fintensity C 1:02 (10.9)

In our experiment system, detection of color and fluorescence was performed
by CCD at the video rate of 30 frames/s (1/33 s). We confirmed that time
responsibilities of pH measurement using BTB and BCG were about 1 pH/s
experimentally. In previous work, time responsibility of temperature measurement
using Rhodamine B was <1/33 s [29].

10.3.4 Fabrication of Circle Gel-Microtool and Local pH
Measurement Around a Yeast Cell

Figure 10.12a shows a schematic of the fabrication of circular gel-microtool
impregnated with BTB and local pH measurement around a yeast cell. Gel-
microbeads-impregnated BTB was manipulated and connected. Fabricated gel-
microtool was manipulated in the microchip, and a yeast cell was set inside the circle
gel-microtool. The pH value around the yeast cell is measured. Figure 10.12b–g



10 Nanorobotic Manipulation and Sensing for Biomedical Applications 185

Fig. 10.12 In situ fabrication of circular pH measurement gel-microtool and local pH mea-
surement around a yeast cell. (a) A schematic of fabrication of measurement gel-microtool.
(b) Six pH-sensing gel-microbeads were trapped by optical tweezers. (c) Circular pH-sensing
gel-microbeads were fabricated. (d) A yeast cell was positioned to the center of the circular gel-
microbeads. (e) pH value was pH 8.9 and (f) pH was changed to pH 7.5. (g) pH was changed to
pH 5.0
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shows the experimental result. Six pH-sensing gel-microbeads were connected to
circular shape in alkaline solution. Then the fabricated microbeads were fixed on
the glass surface. Yeast cell was positioned at the center of the gel-microtool using
optical tweezers. The pH value around the yeast cell was measured by detecting the
color change of the gel-microtool. The shape of the gel-microtool can be selected at
the measurement according to the purpose and situation.

10.3.5 Fabrication of Multiple Measurement Gel-Microtool

In this chapter, two types of the gel-microtool for multiple local environment
measurement were demonstrated. One is binding-type gel-microtool. This gel-
microtool is used for the wide-range pH measurement and is composed of two
gel-microbeads impregnated different pH indicators. BCG and BTB were used for
this gel-microtool. Another is coexistence-type gel-microtool. This gel-microtool
includes the pH indicator and temperature-sensitive fluorescent dye in a single gel-
microbead. BTB and Rhodamine B were used.

Figure 10.13a shows a schematic of the wide pH measurement gel-microtool.
Gel-microbead impregnated with BCG was manipulated and contacted to the
gel-microbead-impregnated BTB. These gel-microbeads were connected by UV
illumination. Figure 10.13, P shows the experimental results of the in situ fabrication
of the gel-microtool and wide-range pH measurement. The gel-microtool was
fabricated in pH 9 solution. Then we introduced pH 4 solution and observed the
color change of each gel-microbead.

Figure 10.14a shows a schematic of the pH and temperature measurement gel-
microtool. Figure 10.14b–e shows the experimental result of the pH and temperature
measurements by single gel-microbead. BCG and BTB are not excited by the
wavelength for exciting Rhodamine B. 0.5 mg/l Rhodamine B does not show the
color. Therefore, BCG and BTB can coexist with Rhodamine B in the same gel-
microbead.

10.4 Conclusions

We have developed a nanorobotic manipulation and sensing such as single virus
manipulation for infection of the virus to a specific cell, and gel-microtool modified
with indicators for local environment measurement.

In single virus manipulation, we concentrated viruses from 106 to 109 viruses/�l.
The negative DEP force also prevents viruses from adhering to the glass walls as
well as being effective for on-chip virus manipulation. The concentrated viruses
were manipulated by optical tweezers. We succeeded in infecting a specific H292
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Fig. 10.13 Wide-range pH measurement with fabricated gel-microbeads impregnated with dif-
ferent pH indicators. (a) Schematics of wide-range pH measurement gel-microtool. (b) Gel-
microbead impregnated with BTB. (c) Fabrication of gel-microbead impregnated with BTB to
gel-microbead impregnated with BCG in pH 9 solution. (d) pH was changed to pH 8.1. (e) pH was
changed to pH 4.6

cell with a single virus. The transport speed of the virus was about 10 �m/s by
optical tweezers. This indicates that automation of single virus infection of a specific
cell is possible by system integration on the microfluidic chip. Single virus infection
is an essential technique for quantitative analysis of the functions of influenza
viruses before and after infection of a cell [30].

In local sensing using gel-microbead, we have developed an on-chip environment
measurement method using functional gel-microbead impregnated with indicators
and have demonstrated on-chip fabrication of the gel-microtool and local pH mea-
surement around single yeast cell. Gel-microbeads impregnated with the indicators
were obtained using a simple and short process. The gel-microbeads could be
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Fig. 10.14 pH and temperature measurement using gel-microbead impregnated with BTB and
Rhodamine B. (a) Schematics of pH and temperature measurement using gel-microtool. (b) pH
value was measured by detecting the color of gel-microtool (pH 8.8). (c) pH was changed to pH
8.8. (d) pH was changed to pH 4.6. (e) Temperature was measured by detecting the fluorescence
intensity from gel-microbead (25 ıC)

manipulated by optical tweezers. The connection of arbitrary gel-microbeads was
realized by using UV illumination in the solution that adjusted the electrolytic
concentration. The connection of the gel-microbeads impregnated different indi-
cators prevents the interference between the indicators. Type of the gel-microtool
can be chosen depending on a purpose such as the number of the measurement
condition and the characteristics of the indicators. Moreover, we can achieve the
gel-microtool, which can measure a large number of environmental conditions, by
combination of these two types of gel-microtools.

These nanorobotic manipulation and sensing techniques will make great contri-
butions to cell biology in the future.
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Chapter 11
Nanohandling of Biomaterials

Michael Weigel-Jech and Sergej Fatikow

Abstract Currently, there is an increasing interest in handling, understanding,
and integrating biological systems important for biomedicine, process industry,
pharmacy, and biomaterial research. Besides this interest, the demand for adequate,
nondestructive, automatable, and fully controllable handling, manipulation, and
characterization techniques increases as well. Thanks to the advancements in micro-
and nanofabrication and in the robotics area, several approaches and techniques
offer us the ability to set up robotic systems, which are able to handle biomaterials
down to the nanoscale. In this chapter, some of the most applicable techniques for
a robotic and automated use are shown, including advantages and disadvantages as
well as current applications and the necessary biological backgrounds for the most
common biomaterials a researcher will handle today. So the state of the art for the
nanohandling of biomaterials, applicable in current robotic systems and possibly
applicable in future robotic systems, is shown as well as our own work on this
special field of research.

11.1 Introduction

Current research areas in molecular and cell biology, medicine, and process sensor
technology (sensor systems monitoring various processes in industry and science)
often require advances in the nano-engineering technologies to look for molecular
phenomena with highest possible resolution in order to enlighten the “black box”
which still shades most metabolic reactions. The aim of this work, starting from
current medical problems, is to propose novel studies especially in molecular and
cellular microbiology as well as virology with direct applications in medicine
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Fig. 11.1 Commonly used methods for the handling, manipulation, and characterization of
biomaterials (light gray—currently used for nanorobotic approaches, dark gray—possible use for
feasible robotic approaches in the near and middle future)

and industry, closing the bottom-up cycle. Thanks to the advances in micro- and
nanofabrication and micro- and nanorobotics over the last decades, robotic systems
which offer the possibility of characterizing and manipulating biological objects
can be developed today. The use of such systems enables new studies of single
cell phenomena with nanometer resolution (e.g., studying the local mechanical
and electrical properties of single bacteria for characterization and evaluation of
the resistance to antibiotics or to the spread of infections) up to complete cell
compounds (e.g., studying the mechanical properties of bacterial biofilms) and
deepens the appreciation of the processes at the nanoscale. According to this, the
following chapter will give an overview of biological objects which can be used for
the design of micro- and nanorobotic systems as well as their handling. Thus, the
use of AFM-based approaches and cell injection approaches will be described as
well as the use of SEM and ESEM for biohandling. Information about contactless
methods for the handling of biological objects which can be integrated in micro-
and nanorobotic systems (e.g., dielectrophoresis, optical tweezers) will be given.
The following sections contain most of the relevant information on this topic,
including the work of AMiR in this field of research. However, additional methods
for nanohandling of biomaterials are known (Fig. 11.1). Among them, the use
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of acoustic forces, direct self-assembly, magnetic forces, and many others can be
found, but currently as well as in the near future, no combination with nanorobotics
seems feasible.

11.2 Commonly Used Biomaterials

When it comes to the handling and characterization of biological objects or
biomaterials, it is important to know the molecules’ relevant orders of magnitude
and the most important properties of biomolecules. This also includes a view at
general characteristics of cells and the relevant biomolecules. Furthermore, a view
at the possible sizes and powers that one can find is necessary. This section will
introduce some of the key points to understand the most important problems for
biohandling and the characterization of biomaterials.

11.2.1 Characteristic Sizes

The sizes of some cell types and dimensions of typical biological objects are listed
in Table 11.1 to give an overview of the dimensions of the biomaterials mainly
handled and characterized today. Additionally, in the following, some values for the
force ranges in handling and characterization of biomaterials are given.

Table 11.1 Dimensions of sizes and forces of biomaterials and handling of
biomaterials

Description Size

DNA nm to m (length)
Frog egg 3 mm
Typical plant cell 10–100 �m
Trypanosoma (protozoan) 12 �m (length)
Human red blood cell 7–8 �m (diameter)
Chlamydomonas (green algae) 5–6 �m
Escherichia coli (bacterium) 1–5 �m (length)
T4 bacteriophage 225nm (length)
Tobacco mosaic virus 300nm (length)
HIV virus 100nm
Poliovirus 30nm
DNA 2nm (diameter)
Force range of a molecular motor 5 pN
Forces of the attraction between proteins and membranes 10–100 pN
Force to deform a cell membrane about 5 �m 215 nN–12 �N
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11.2.2 Biological Cells

The cell, discovered by Robert Hooke, is the functional unit of all known living
organisms. It is the smallest unit of life that is classified as a living thing and is
often called the building block of life. Some organisms, such as most bacteria, are
unicellular (consisting of a single cell). Other organisms, such as humans or animals,
are multicellular.

There are two types of cells: eukaryotic and prokaryotic. Prokaryotic cells
are usually independent, while eukaryotic cells are often found in multicellular
organisms. The prokaryote cell is simpler, and therefore smaller, than a eukaryote
cell, lacking a nucleus and most of the other organelles of eukaryotes. A prokaryotic
cell has three architectural regions:

• On the outside, flagella and pili project from the cell’s surface. These are struc-
tures (not present in all prokaryotes) made of proteins that facilitate movement
and communication between cells.

• Enclosing the cell is the cell envelope—generally consisting of a cell wall
covering a plasma membrane, even though some bacteria also have a further
covering layer called a capsule. The envelope gives rigidity to the cell and
separates the interior of the cell from its environment, serving as a protective
filter. The cell wall consists of peptidoglycan in bacteria and acts as an additional
barrier against exterior forces. It also prevents the cell from expanding and finally
bursting (cytolysis) from osmotic pressure against a hypotonic environment.

• Inside the cell is the cytoplasmic region that contains the cell genome deoxyri-
bonucleic acid (DNA) and ribosomes and various sorts of inclusions. Though not
forming a nucleus, the DNA is condensed in a nucleoid. Prokaryotes can carry
extrachromosomal DNA elements called plasmids, which are usually circular.
Plasmids enable additional functions, such as antibiotic resistance.

Eukaryotic cells are about 15 times wider than a typical prokaryote and can be as
much as 1,000 times greater in volume. The major difference between prokaryotes
and eukaryotes is that eukaryotic cells contain membrane-bound compartments in
which specific metabolic activities take place. Most important among these is the
presence of a cell nucleus, a membrane-delineated compartment that houses the
eukaryotic cell’s DNA. Other differences include:

• The plasma membrane resembles that of prokaryotes in function, with minor
differences in the setup. Cell walls may or may not be present.

• The eukaryotic DNA is organized in one or more linear molecules, called
chromosomes, which are associated with histone proteins. All chromosomal
DNA is stored in the cell nucleus, separated from the cytoplasm by a membrane.
Some eukaryotic organelles such as mitochondria also contain some DNA.

• Many eukaryotic cells are ciliated with primary cilia. Primary cilia play important
roles in chemosensation, mechanosensation, and thermosensation. Cilia may
thus be viewed as sensory cellular antennae that coordinate a large number of
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cellular signaling pathways, sometimes coupling the signaling to ciliary motility
or alternatively to cell division and differentiation.

• Eukaryotes can move using motile cilia or flagella. The flagella are more complex
than those of prokaryotes.

For a list of the main differences of these two cell types also have a look
at Table 11.2. Furthermore, for a detailed introduction to cell biology, the book
“Molecular Microbiology of the Cell” [1], latest edition January (2008), can be
recommended for further readings.

Table 11.2 Comparison of features of prokaryotic and eukaryotic cells

Prokaryotes Eukaryotes

Typical organisms Bacteria, archaea Protists, fungi, plants, animals
Typical size 1–10 �m 10–100 �m
Type of nucleus Nucleoid region; no real nucleus Real nucleus with double membrane
DNA Circular (usually) Linear molecules (chromosomes)
RNA/protein synthesis Coupled in cytoplasm RNA synthesis inside the nucleus

protein synthesis in cytoplasm
Cytoplasmatic structure Very few structures Highly structured by endomembranes

and a cytoskeleton
Cell movement Flagella made of flagellin Flagella and cilia containing

microtubules, lamellipodia and
filopodia containing actin

Mitochondria None One to several thousand (though some
lack mitochondria)

Chloroplasts None In algae and plants
Organization Usually single cells Single cells, colonies, higher

multicellular organisms with
specialized cells

Cell division Binary fission (simple division) Mitosis (fission or budding), meiosis

11.2.3 Escherichia coli Bacteria

E. coli is a rod-shaped bacterium that is commonly found in the lower intestine of
warm-blooded organisms (endotherms). Most E. coli strains are harmless, but some
can cause serious food poisoning in humans, and are occasionally responsible for
product recalls. E. coli are not always confined to the intestine, and their ability to
survive for brief periods outside the body makes them an ideal indicator organism
to test environmental samples for fecal contamination. The bacteria can also be
grown easily, and its genetics are comparatively simple and easily manipulated
or duplicated through a process of metagenics, making it one of the best-studied
prokaryotic model organisms and an important species in biotechnology and
microbiology.
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E. coli cells propel themselves with flagella (long, thin structures) arranged
as bundles that rotate counterclockwise, generating torque to rotate the bacterium
clockwise. Cells are typically rod shaped and are about 2 �m long and 0.5 �m in
diameter. It can live on a wide variety of substrates. Optimal growth of E. coli occurs
at 37 ıC, but some laboratory strains can multiply at temperatures of up to 49 ıC.
Strains that possess flagella can swim and are motile.

E. coli and related bacteria possess the ability to transfer DNA via bacterial
conjugation, transduction, or transformation, which allows genetic material to
spread horizontally through an existing population. E. coli normally colonizes an
infant’s gastrointestinal tract within 40 h of birth, arriving with food or water or
with the individuals handling the child. As long as these bacteria do not acquire
genetic elements encoding for virulence factors, they remain benign commensals.
Nonpathogenic E. coli strains are used as a probiotic agent in medicine, mainly
for the treatment of various gastroenterological diseases. Virulent strains of E. coli
can cause illnesses, such as gastroenteritis, urinary tract infections, and neonatal
meningitis.

11.2.4 Ion Channels

Ion channels are pore-forming proteins that help establish and control the small
voltage gradient across the plasma membrane of all living cells (see cell potential)
by allowing the flow of ions down their electrochemical gradient. They are present
in the membranes that surround all biological cells. Such “multi-subunit” assemblies
usually involve a circular arrangement of identical or homologous proteins closely
packed around a water-filled pore through the plane of the membrane or lipid bilayer.
Some channels permit the passage of ions based solely on their charge of positive
(cation) or negative (anion). However, the archetypal channel pore is just one or two
atoms wide at its narrowest point and is selective for specific species of ion, such as
sodium or potassium. These ions move through the channel pore single file nearly as
quickly as the ions move through free fluid. In some ion channels, passage through
the pore is governed by a “gate,” which may be opened or closed by chemical or
electrical signals, temperature, or mechanical force, depending on the variety of
channel.

Because “voltage-activated” channels underlie the nerve impulse and because
“transmitter-activated” channels mediate conduction across the synapses, channels
are especially prominent components of the nervous system. Indeed, most of the
offensive and defensive toxins that organisms have evolved for shutting down the
nervous systems of predators and prey (e.g., the venoms produced by spiders,
scorpions, snakes, fish, bees, sea snails, and others) work by modulating ion channel
conductance and/or kinetics. In addition, ion channels are key components in a wide
variety of biological processes that involve rapid changes in cells, such as cardiac,
skeletal, and smooth muscle contraction, epithelial transport of nutrients and ions, T
cell activation, and pancreatic beta-cell insulin release. In the search for new drugs,
ion channels are a frequent target.
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Fig. 11.2 Schematic diagram of a mechanosensitive gated ion channel. The ions flow through the
ion channel due to a mechanical stimulation. If the stimulation ends, the channel closes and the ion
concentration exchange ends

Ion channels may be classified by the nature of their gating, the species of ions
(e.g., sodium, calcium, potassium) passing through those gates, and the number
of gates (pores). Voltage-gated ion channels open or close depending on the
voltage gradient across the plasma membrane, while ligand-gated ion channels
open or close depending on binding of ligands to the channel. Other gating include
activation/inactivation by, for example, second messengers from the inside of the
cell membrane, rather as from outside, as in the case for ligands. Mechanosensitive
ion channels are opening under the influence of stretch, pressure (Fig. 11.2), shear,
or displacement.

11.2.5 Deoxyribonucleic Acid

DNA is a nucleic acid that contains the genetic instructions used in the development
and functioning of all known living organisms and some viruses. The main role of
DNA molecules is the long-term storage of information. DNA is often compared to
a set of blueprints or a recipe, or a code, since it contains the instructions needed
to construct other components of cells, such as proteins and RNA molecules. The
DNA segments that carry this genetic information are called genes, but other DNA
sequences have structural purposes or are involved in regulating the use of this
genetic information.

Chemically, DNA consists of two long polymers of simple units called nu-
cleotides, with negatively charged backbones made of sugars and phosphate groups
joined by ester bonds. These two strands run in opposite directions to each other and
are therefore antiparallel. Attached to each sugar is one of four types of molecules
called bases. It is the sequence of these four bases along the backbone that encodes
information. This information is read using the genetic code, which specifies the
sequence of the amino acids within proteins. The code is read by copying stretches
of DNA into the related nucleic acid RNA, in a process called transcription.
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Fig. 11.3 Parts of the nucleosides—œ-D-2-deoxyribose, a purine or pyrimidine base (purine—
adenine and guanine, pyrimidine—thymine and cytosine)

DNA is a long polymer made from repeating units called nucleotides. The DNA
chain is 22–26 Å wide (2.2–2.6nm), and one nucleotide unit is 3.3 Å (0.33nm) long.
Although each individual repeating unit is very small, DNA polymers can be very
large molecules containing millions of nucleotides. For instance, the largest human
chromosome, chromosome number 1, is a 220 million base pairs long, while the
plasmids of an E. coli are about 48 k base pairs long. In living organisms, DNA
usually does not exist as a single molecule but as a pair of molecules that are held
tightly together instead. These two long strands entwine like vines, in the shape of
a double helix. The nucleotide repeats contain both the segment of the backbone
of the molecule, which holds the chain together, and a base, which interacts with
the other DNA strand in the helix. A base linked to a sugar is called a nucleoside
(Fig. 11.3) and a base linked to a sugar and one or more phosphate groups is called
a nucleotide. If multiple nucleotides are linked together, as in DNA, this polymer is
called a polynucleotide.

The backbone of the DNA strand is made from alternating phosphate and sugar
residues. The sugar in DNA is 2-deoxyribose, which is a pentose (five-carbon) sugar.
The sugars are joined together by phosphate groups that form phosphodiester bonds
between the third and fifth carbon atoms of adjacent sugar rings. These asymmetric
bonds give a direction to the DNA strand. In a double helix the direction of the
nucleotides in one strand is opposite to their direction in the other strand: the strands
are antiparallel. The asymmetric ends of DNA strands are called the 50 (five prime)
and 30 (three prime) ends, with the 50 end having a terminal phosphate group and the
30 end, a terminal hydroxyl group. The DNA double helix is stabilized by hydrogen
bonds between the bases attached to the two strands. The four bases found in DNA
are adenine (A), cytosine (C), guanine (G), and thymine (T). These four bases are
attached to the sugar/phosphate to form the complete nucleotide.
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Twin helical strands form the DNA backbone. Another double helix may be
found by tracing the spaces, or grooves, between the strands. These voids are
adjacent to the base pairs and may provide a binding site. As the strands are not
directly opposite each other, the grooves are unequally sized. One groove, the major
groove, is 22 Å wide and the other, the minor groove, is 12 Å wide. Each type of
base on one strand forms a bond with just one type of base on the other strand.
This is called complementary base pairing. Here, purines form hydrogen bonds to
pyrimidines, with A bonding only to T, and C bonding only to G. This arrangement
of two nucleotides binding together across the double helix is called a base pair. As
hydrogen bonds are not covalent, they can be broken and rejoined easily. The two
strands of DNA in a double helix can therefore be pulled apart like a zipper, either
by a mechanical force or high temperature. As a result of this complementarity, all
the information in the double-stranded sequence of a DNA helix is duplicated on
each strand, which is vital in DNA replication. Indeed, this reversible and specific
interaction between complementary base pairs is critical for all the functions of
DNA in living organisms. The two types of base pairs form different numbers of
hydrogen bonds, AT forming two hydrogen bonds and GC forming three hydrogen
bonds. DNA with high GC content is more stable than DNA with low GC content.

DNA exists in many possible conformations that include A-DNA, B-DNA, and
Z-DNA forms, although only B-DNA and Z-DNA have been directly observed
in functional organisms. The conformation that DNA adopts depends on the
hydration level, DNA sequence, the amount and direction of supercoiling, chemical
modifications of the bases, the type and concentration of metal ions, as well as the
presence of polyamines in solution.

11.3 Handling, Manipulation, and Characterization
of Biomaterials

11.3.1 SEM and ESEM

Besides the possibility to manipulate and image nonbiological nanoscopic objects
by using a SEM or TEM, special systems have been developed to manipulate and
characterize biological objects, for example, manipulation of collagen fibers [1].
One can see the necessary ultrahigh vacuum and low temperatures as a critical
problem for the use in case of biological samples [2]. Moreover, the preparation of
the biological samples is more complicated and a little bit harsh (biological objects
need to be fixed, dehydrated, critical point dried, and coated). With an environmental
scanning electron microscope (ESEM), an imaging and manipulation of biological
samples is possible without special treatments [3]. Some difficulties when using
ESEM in wet samples have been reported [4, 5] so that it seems necessary to use
SEM in addition to ESEM to provide a real image of the sample and resolve finer
structures in detail [6].



200 M. Weigel-Jech and S. Fatikow

Fig. 11.4 Schematically view of two manipulation tasks done by AFM-based robotic systems.
The left image shows a movement of nanoparticles using an AFM. The right image shows a cutting
procedure of DNA via the cantilever, as it is necessary for the design of nanobonding wires

11.3.2 Atomic Force Microscopy

Since the development of the AFM by Binnig, Quate, and Gerber [7], the potential of
the AFM for characterization and manipulation of biological objects and materials
has quickly been perceived. The main advantages of the AFM are:

• A high resolution down to the sub-nanometer range
• A possibility to work under physiological conditions as well as under vacuum

conditions or in a liquid environment, depending on the examined object

Furthermore, in addition to the visualization possibilities, an AFM can measure
different properties (mechanical and electrical properties) and manipulate biological
objects. For example, one of the greatest advantages in the field of biomaterial
characterization and manipulation is the possibility to examine the samples in a
liquid environment under nearly lifelike conditions [8, 9]. The AFM also enables
the monitoring of the forces exerted during manipulation to provide important
information on the interactions between cantilever tip, biological object, and
surface.

Currently, the AFM fulfills two tasks—the imaging and the manipulation of
the samples. Therefore, a first step always is an imaging step, followed by a
manipulation step with the same cantilever. These two steps have to be repeated
until the manipulation is done. Unfortunately, it is not possible to get a real-time
view of the manipulation process with this method, because the AFM-based imaging
process currently needs several minutes depending on the quality of the picture.
Such control scheme can be described as “look and move” scheme and requires the
use of a scanning electron microscope for the observation of the manipulated object
and the AFM probe under real time [10]. For a manipulation, the samples have
to be immobilized on the substrates via a reversible method such as electrostatic
interactions or low covalent bindings. However, compared to other methods and
instruments, the use of AFM-based manipulation and characterization opens the
widest field of applications in this area of research. Thus, a high number of different
applications, concerning imaging, characterization, and manipulation of biological
objects, can be found. In case of the manipulation of biological samples with the
AFM, a pushing, cutting, pulling, touching, indenting, and structuring of a broad
range of materials (biological and nonbiological) are possible (Fig. 11.4).
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Independent of these wide application ranges and the suitability for the imaging,
characterization, and manipulation of biological objects, some disadvantages of
the AFM-based handling of biological object exist. First of all, the separation
of imaging and manipulation, followed by the restriction to small working areas
of about 100 � 100 �m2 (e.g., JPK Nanowizard, Nanotec AFM) and the limited
working speed efficiency [11], leads to a difficult handling of this method. However,
the principle of the method, imaging, characterization, and manipulation by using a
small cantilever, is important for the usage in micro- and nanorobotic systems. By
using piezoresistive cantilevers, swarms of mobile platforms [12], which will lead
to a highly automated and paralleled work, are also possible. With such systems, the
limitations concerning the working time efficiency and the small working areas can
be circumvented. New methods to build high-speed AFMs are also being developed
and published [13].

The AFM can further be used for combined robotic systems to suppress the
disadvantages by using additional video microscopy systems and by adding non-
contact ablation by ultraviolet (UV) microbeam laser for large scale manipulation of
biological objects such as chromosomes [14]. However, AFM-based robotic systems
are also used for the imaging, characterization, and handling of all possible materials
besides biological objects.

11.3.2.1 Sample Preparation

For characterization or manipulation, the samples have to be immobilized on a
substrate or something adequate. Depending on the type of functionalization, the
preparation effort can be significantly complicated. One common method is to mea-
sure the sample on freshly cleaved mica. Mica has a hydrophilic, charged surface to
bind the proteins and other biomolecules easily. Occasionally, mica is treated with
buffer systems, which also change the charging of the surface. Additional coating of
the mica with gelatin has been found in the mapping of bacterial components. Gold
substrates can also be used if coated with protein reactive monolayer. With this
method intermolecular bonding forces can be exploited. More restrictive methods
are the integration of the sample in agar-agar or other porous media.

11.3.2.2 Cantilever

The characteristics of a cantilever are determined by material, tip shape, and
mechanical parameters such as spring constant, resonant frequency, and Q factor.
For biological applications, cantilevers are usually made of silicon or silicon nitride.
These materials are chemically inert and can be doped to derive electrical charges.
In addition, they allow a high Q factor for high sensitivity. Normally very soft
cantilevers are used for the contact mode and hard cantilevers are used for the
tapping mode.
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If measured in liquids, the pH value and the kind of electrolytes influence the
forces between tip and sample. Some methods, such as plasma treatment and silane
treatment, can change the surface properties (charges) of the substrates, inducing
additional effect on the cantilever–surface interactions. Additional coatings can be
used for the characterization of bonds between receptors and ligands, cells and
molecules, or different cells. Working in liquid, a buffer system can influence
the reflection of the laser beam at the backside of the cantilever. Some different
reflective coatings can be beneficial to increase the intensity of the reflected laser
beam of the positioning system. The cantilever tip is also important for measuring
quality. Although a smaller tip radius, however, results in more accurate images,
it may be advantageous for soft biological samples to use a duller tip, reducing
the risk of damaging the sample. For elasticity measurements, spherical tips can be
used since they allow a lower indentation and a well-defined contact area. Using
such tips, the mechanical properties of the surface are a medium value compared to
the contact site of the cantilever.

11.3.2.3 Advantages and Limits of AFM-Based Handling
and Characterization

Compared to the other described methods in the sections above, the AFM has some
major advantages for the handling and characterization of biomaterials. The most
important points are as follows:

• The AFM can be used in liquids, in vacuum, and at ambient conditions. Meaning
that biological samples can be characterized and manipulated at their necessary
physiological conditions. Furthermore, living samples and their reaction of
mechanical stimulation can be studied.

• The AFM can be used for imaging as well as for manipulation at the same time.
• The possible resolution lies in the nm range.
• Three-dimensional topological information can be obtained.
• No special preparation methods are necessary (no structural changes).
• Different characteristics of a cell can be measured, such as elasticity, conductiv-

ity, and adhesion.

However, compared to the other methods, there are also some major drawbacks
or limitations of the AFM. Knowing them gives us the possibility to choose the right
method or tool to handle or characterize the sample. The most important limitations
are given below:

• A 3D-force measurement is not possible until now.
• Another disadvantage is the scanning speed, which is generally too low for real-

time mapping. The scanning range for high-speed AFMs is still very low (about
3 �m � 3 �m) today.
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• The possibility of nanomanipulation can also be a disadvantage—soft materials
can be pressed, making the measured height information useless, damaged, or
removed from their original location.

11.3.2.4 Applications of AFM for Biomaterials

Among the applications are the manipulation as well as structural and mechanical
characterization of various viruses and virus shells [15]; the force mapping of the
elastic properties of synaptic vesicles [16]; the mechanical, structural, and electrical
characterization of DNA molecules [17, 18]; the manipulation of single-stranded
DNA to form simple nanoelectric circuits [19]; the characterization of the mechan-
ical properties of lactate oxidase [20] and other proteins; the dissection of human
chromosomes [12, 21]; the mechanical properties (pretransition and progressive
softening, depending on mechanical stress) of surface-immobilized antibodies [22];
and the characterization of the mechanical properties of microtubules [23] as well as
physicochemical and mechanical properties of bacteria such as Pseudomonas putida
by using single force spectroscopy [24]. In the following sections, some examples
are described in greater detail.

Visualization

An important area of application related to the AFM is the imaging of biological
objects. The ability to measure surfaces of non-static samples with nm resolution
in liquids enables very interesting experiments and provides information for re-
searchers. These abilities can also provide insight into molecular processes.

Thus, for example, the effect of venom on cell membranes was examined.
The venom contains an enzyme which can degrade the cell membranes. This
enzyme docks at defects in the membrane, whereby it starts the degradation. The
resulting trenches gaping in the membrane are 10nm wide, the holes about 100nm.
This process can be perfectly imaged with the AFM. As a result, the researchers
discover the behavior of the acting of enzymes, thus being essential for future drug
development.

Other investigations deal with the visualization of the reaction of proteins for in-
tercellular communication. These proteins build so-called connexines, important for
the cell-to-cell communication in every living organism. Connexines are structured
like a pore which, for example, closes under the presence of Ca2C ions. Rare earth
metal ions are found in fertilizers for agricultural use. To investigate the influence
of these ions on living organisms, E. coli has been exposed to La3C ions. The
reaction was investigated using AFM and SEM images [25]. The surface analysis of
the bacteria has shown that the surface roughness and permeability was increased
after the treatment with La3C ions. Furthermore, the experiments have shown that
structural changes occur in presence of La3C.
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Fig. 11.5 Measurement of
ligand–receptor binding
forces using a biomolecules
coated cantilever

Force Spectroscopy

On the basis of functionalized cantilevers, the chemical structure of a sample
or intermolecular bonding forces can be measured. The tip of the cantilever is
coated with ligands or antibodies (Fig. 11.5). On the surface of the sample there
are corresponding partner molecules. By approaching the cantilever to the sample
surface, a direct bond is established between the molecules on the surface and the
ones on the cantilever. The breaking of the intermolecular bonds can be calculated
using the snapback points in the force–displacement curves, after having retreated
the cantilever from the surface.

MRFM can be performed, for example, for the chemical analysis of biomaterials.
Using a cantilever, functionalized with a cross-linker and an antibody, the binding
forces of single bonds are detectable. Simultaneously topographical images can be
recorded. By using this method, the now well-researched avidin–biotin bond was
examined [26].

Another area for the analysis of intermolecular forces is biosensors. There are
a large number of different biosensors, which are all based on the principle that
an analyte binds to a receptor. This analysis of the bonding forces is relevant for
the development of new sensors. However, there are possible receptors changing
their mechanical properties when docked to a specific analyte. With the help of
AFM measurements, these changes can be measured. Based on the resulting data,
biosensors can be optimized or new biosensor can be developed [27].

This method can further be improved by using a DNA strand attached to the
cantilever (Fig. 11.6). By using this design, the measurement of the hydrogen
bonds of DNA is possible. For this the cantilever will be driven near the sample.
On the sample complementary single-stranded DNA fragments are immobilized.
By moving the cantilever near the single strand on the substrate, a hybridization
procedure will start. After the complete hybridization, the cantilever will be pulled
away and the bending of the cantilever will be registered. This bending of the
cantilever directly depends on the force necessary to break the hydrogen bonds.
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Fig. 11.6 Schematically image of the measurement of the hydrogen bonding strength between
two complementary DNA strands

By analyzing the force–distance curves, the sum of all the hydrogen bonds can be
calculated. This procedure can be done fully automated and will give information
of the interactions between DNA, necessary for the design of future building blocks
for electrical circuits.



206 M. Weigel-Jech and S. Fatikow

Fig. 11.7 Schematic diagram of the experimental setup for the measurement of the electrical
properties of DNA

Stability Measurements of Virus Shells

By using the AFM, force measurements and structural studies of virus shells are also
possible [28]. Virus shells are not only used to protect the viral DNA but to enable a
selective packaging and enable the possibility to infect host organisms or cells. For
structural and topological measurements, a series of jumping mode images were
taken. So a number of force–distance curves were recorded at the top point of each
shell. As one example the researchers found a nonhomogeneous distribution of the
capsule structure of each virus. Information about the stability was obtained through
sequences of force–displacement curves, leading to the result that every shell regains
its original structure after a few seconds. The results of these experiments have
shown that the virus shells also afford mechanical and chemical protecting as well
as new ideas for design techniques in nanotechnology.

Measurement of the Electrical Properties of DNA

In accordance to the progressing miniaturization of electric circuits, new ways to
realize smaller channel widths are needed. To overcome the limitations of silicon-
based processing, the use of objects like CNTs or biomolecules like DNA can be
a solution. Today, it is known that the electrical properties of nanoscopic materials
and biomolecules are highly different from the electrical properties of macroscopic
objects. For this reason, it has become increasingly relevant to investigate the
electrical properties of these materials.

In the last years, the conductivity of DNA has been investigated and widely dis-
cussed. For example, volatile electron transport properties were observed, covering
the complete range from insulating and conducting properties. It is now known
that the sample preparation and measurement techniques have a high influence.
New measurements confirm the conductivity of dsDNA, whereas ssDNA appears
to be an insulator [29]. For this (Fig. 11.7) different types of DNA were bound to
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a gold substrate via a thiol group. Also the strands were tied to a 10nm in diameter
gold ball via another thiol group. Furthermore, the gold particle was contacted by
a gold-coated cantilever, and the measured voltage curves were recorded. Other
measurements were carried out without an additional gold particle.

Meanwhile, it appears that the measurements can be successfully reproduced
in many research groups, thus leading to a better understanding of the electrical
conductivity of DNA.

11.3.2.5 Current Research Work in AMiR

In the following sections, the work of our division on the field of handling,
characterization, and manipulation of biomaterials will be described. Our research
focus mainly deals with the development of fully automated solutions for handling
and manipulation of DNA, for solving of packaging problems in the future of
nanoelectronics and for structuring of biosensors for medical and forensic use.

Handling and Manipulation of DNA

In accordance to the progressing miniaturization of electric circuits, new ways to
realize smaller channel widths are needed. To overcome the limitations of silicon-
based processing, the use of objects like CNTs or biomolecules like DNA can
be a solution. Nanowires produced via the metallization of DNA are promising
candidates for nanoelectronic devices of future generations. DNA can be considered
a basic building block for nanostructure fabrication because it provides unique
self-recognition properties. DNA constitutes an ideal template for the organization
of metallic and semiconductor particles into wirelike assemblies. Nanoscopic
(thickness below 10nm) and regular wirelike metallic structures can be efficiently
produced, because DNA molecules have a diameter of only two nanometers and
a length in the �m range. Moreover, both the ends of DNA molecules and the
surface of solid substrates can be functionalized through a variety of methods
to create specific links between DNA and substrate, allowing the integration of
DNA molecules into specific, predefined sites of microstructured electronic circuits.
By exploiting the specific recognition of complementary nucleotide sequences,
complex structures made of DNA can be fabricated and metalized at a later stage.
Packaging problems of next-generation nanoelectronic technologies (e.g., single-
electron transistors, quantum automata, molecular electronics, etc.) might also be
addressed by using DNA strands.

Recently, many researchers have proven the feasibility of DNA manipulation by
an AFM tip, primarily in liquid conditions. The next step toward high throughput
fabrication is automation of DNA handling. Figure 11.8 shows a manipulation
procedure of DNA, which will offer the potential of automated DNA manipulation
in dry ambient working conditions. Figure 11.8 (left) shows a topographic scan of
a DNA strand. The height of the DNA strand is about 1.5nm. Figure 11.8 (right)
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Fig. 11.8 DNA immobilized on silicon without surface modifications (left) and the same DNA
after the manipulation process (right). On the left side of the strand, two short distance movements
from bottom to top were implemented. As a result, the corresponding DNA parts have been pushed
for about 25nm. On the right side, two long distance movements, from bottom to top and from top
to bottom, were implemented, resulting in DNA displacement by 100nm. Additionally, two cuts
across the strand were inflicted to handle the immobilized DNA strand in a controlled way

shows the same DNA strand after several manipulations by the AFM cantilever tip.
The DNA was manipulated and successfully moved about 25–100nm. By using this
and similar procedures, a fine and coarse positioning of DNA is possible.

These first experiments demonstrate that defined DNA wires can be prepared by
AFM cutting, and they can be moved on substrate surface to different locations.
These results will be used for the development of automated methods to construct
nanoelectric parts or solve packaging purposes on the nanoscale. The experiments
show that a DNA manipulation can also be performed in dry ambient conditions.

Automated Structuring of Biological Materials for Biosensors

Biosensors consist of a sensitive biological component, transducer or detector ele-
ment, and associated electronics or signal processors. An accurate and well-defined
preparation of the sensitive components made, for example, of microorganisms, cell
receptors, proteins, enzymes, antibodies, or nucleic acids is crucial part of the sensor
design. Commonly used methods are microstamping and microprinting, both not
able to decrease the structures of the biological component down to the nanometer
range. However, higher density is necessary to increase the measurement accuracy
and the number of different, simultaneously useable biocomponents. In this section,
our current work on automated design of high-density sensitive components using
AFM-based lithography is introduced.

The compensation of spatial uncertainties plays an important role for automation
of AFM-based handling. While the effects of hysteresis and creep of the PZT-
based scanner can be reduced by closed-loop control, spatial uncertainties caused
by thermal drift are crucial and less straightforward to deal with. Especially in life
science applications, where the AFM is often operated in humid environments,
the effect becomes strong and often prevents successful nanohandling, let alone
automation of this handling task. To achieve reliable results, the recently developed
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Fig. 11.9 Schematical drawing of the structuring of biosensors with different biomarkers using
AFM-based structuring techniques

Fig. 11.10 Height image of 1� 1-�m area scratched into APTES monolayer by AFM machining.
The two visible machining depths arise from different force set points used during the processing
(left) and AFM height image of a series of 1� 1-�m-sized scratched areas (right)

method for real-time drift compensation was applied, both for the presented
manipulation of DNA as well as for the AFM-based nanotooling described below.

As a first step toward the automated fabrication of biosensor components
(Fig. 11.9), rectangular areas were successfully structured into an APTES mono-
layer on mica (Fig. 11.10). To further investigate the correlation between the
forces applied during manipulation and the resulting machining depths, a series of
experiments were performed to scratch multiple areas. This process was automated
using the built-in Jython software interface of the utilized AFM, which allows full,
customizable control of the AFM procedures.

Nanopackaging Using Biomaterials

Based on their properties, DNA can be considered as a basic building block
for nanoelectronic devices as well as for nanoscale bonding wires. Compared to
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Fig. 11.11 Working routes for the use of biomaterials (DNA—upper row; cellulose fibers—lower
row) as bonding wires for nanopackaging

DNA other organic materials such as microfibrils from wood fibers came recently
into focus of international research. First, successful metallization experiments of
structures made from organic cellulose make them a possible successor for the
pure metallic bonds in micro- to nanosystem technology, which are about 20 �m
in diameter or bigger. These cellulose-based building blocks can be obtained from
very different sources: certain bacteria produce strands of cellulose, whereas other
sources are, for example, algae or wood fibers. In textile industry, technically
produced cellulose fibers are also available. The different size ranges from about
20nm from bacterial cellulose up to several hundreds of nanometers for bundles
of fibrils from wood fibers. Industrial fibers are some hundreds of �m in size. All
sources can be easily purchased.

Toward Nanopackaging Using Biomaterials

As described above and shown in Fig. 11.11, two different biomaterials are used for
our work. On the one hand, we use DNA to build flexible nanowires, which have a
semiconducting behavior but are also hard to handle with a mechanical manipulation
like gripping or AFM-based approaches. On the other hand, we use cellulose fibrils
out of wooden fibers that are more robust than DNA but have no usable electric
properties. To use them as nanowires, a metallization is necessary. In addition, there
are some differences in the raw form of the used materials. While DNA is a long
macromolecule which is coiled in liquid solutions, the fibrils are ordered in wooden
fibers and have to be separated before they can be used. In the following sections,
we describe the necessary steps to use these two different biomaterials in order to
realize the use as bonding wires for nanopackaging. Figure 11.12 gives an idea of
the ratios between contact pads and wood fibers.
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Fig. 11.12 Low-vacuum SEM image of a softwood kraft fiber in front of arbitrary contact pads.
The biggest pads have a size of 50 �m� 50 �m and the diameter of the fibers is around 8 �m

Nanopackaging Using DNA Nanowires

As discussed earlier, one of the potential materials for bonding and packaging at
the nanoscale is DNA. The physical and electrical properties of DNA enable us
to handle and use these biomolecules like classical bonding wires. For this, some
crucial steps have to be performed to realize a packaging. Firstly, the DNA has to be
immobilized in a way so that the strands can be used properly. For this, the following
steps are necessary (1) stretching, (2) immobilization, and (3) preparation of DNA
wires with defined lengths. Once the wires are immobilized and ready to use, the
handling steps can follow using AFM-based approaches at dry conditions. For this,
the tips of the AFM cantilever will be functionalized to remove the DNA from the
surface. The next step will be the transport to the first contact or bonding pad, where
an additional functionalization with special proteins is used for the binding of the
DNA to these sites. With the AFM the nanowire will be stretched to the other, similar
functionalized, contact pad. There the DNA will be placed onto the binding sites.
A necessary condition for this method is the presence of different binding forces
of the used functionalization proteins for the contact pads and the cantilever tip. To
support the removing of the DNA from the cantilever, additional negative voltages
on the cantilever can be used. Depending on the nature of the electric circuit, the
DNA can be metalized or used as a semiconductor.
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Nanopackaging Using Cellulose Fibrils

The use of fibrils from wood fibers for packaging purposes requires some similar
steps as for DNA. First, (1) the usable part needs to be separated from the fiber
(separation step). From our first experiments, it became obvious that because of the
high bonding forces specialized methods are necessary. One solution to this will
be the use of metal tips to hold the fiber in place while using different pulling
angles. Second, if the fibril is separated, it has to be transported and placed on
both contact pads, which shall be connected (handling and positioning steps). For
this (2) handling procedure, different properties of the fibril need to be considered.
Fibrils are not as regular as any other organic material. In turn, their mechanical
properties, like bending stiffness, are anisotropic. A possible automation system
needs a calculation model to perform the planned actions automatically. This
requires characterization steps of fibrils during the first development stages for this
type of nanopackaging. It is likely that during the (3) oriented positioning a fixation
step is necessary, which could be solved by electrostatic means, until the fibril can
be metalized. The last step to turn the fibril into a nanowire is the (4) metallization.

First experimental work on fibrils has been performed inside the SEM in high
vacuum with pressures around 2 � 10�6 mbar. Selecting, gripping, and bending of
the fibril bundle could be carried out easily.

The presented methods for the handling of biomaterials show the potential for
different usage scenarios in industry and scientific research. In case of the handling
of DNA, the experiments demonstrate that a DNA manipulation can be performed
in dry ambient conditions. Concerning the work with cellulose fibers, the results
motivate a more extensive investigation of the fiber–fibril structure in order to
achieve a better understanding of the subject for possible future applications. At
this stage, it is obvious that the use of cellulose fibers from wood and other sources
depends on preceding characterization and manipulation tests to conclude needed
changes of the manipulating tools and systems.

11.3.3 Optical Tweezers

Since the demonstration of the use of strongly focused laser beams to manipulate
various objects at the micro- and nanoscale by Arthur Ashkin in 1970 [30], the
contactless measurement of forces and the contactless handling of biological objects
have been revolutionized.

Optical tweezers are capable of manipulating nanometer and micrometer-sized
dielectric particles by exerting extremely small forces via a highly focused laser
beam. The beam is highly focused by using a microscope objective with a high
numerical aperture (Fig. 11.13a). The narrowest point of the focused beam, known
as the beam waist, contains a very strong electric field gradient. It turns out that
dielectric particles are attracted along the gradient to the region of strongest electric
field, which is the center of the beam. The laser light also tends to apply a force on
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Fig. 11.13 The principles of the work of optical tweezers. (a) A laser beam (TEM00 mode) is
focused by a high-quality microscope objective to a spot in the specimen plane. (b) This spot
creates an “optical trap” which is able to hold a small particle at its center. The forces felt by this
particle consist of the light scattering and gradient forces due to the interaction of the particle with
the light

particles in the beam along the direction of beam propagation. If one considers light
to be a group of particles (photons), each impinging on the tiny dielectric particle
in its path (radiation pressure of light), it is easy to understand why light can exert a
pressure on these nanoscopic or microscopic objects. The resulting force is known
as the scattering force (Fscatt) and results in the particle being displaced slightly
downstream from the exact position of the beam waist, as seen in the Fig. 11.13b.
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hSi represents the Poynting vector, r the radius of the particle, nm the refractive
index of the surrounding media, m the relative refractive index between media and
particle, and kL the wave number of the light.

Optical tweezers owe their trapping abilities to the gradient force (Fgrad), which
is proportional to the spatial gradient in light intensity and acts in the direction of
the gradient.
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In this case, ˛ represents the polarizability of the trapped microparticle.
The gradient force used by optical tweezers arises from fluctuating electric

dipoles that are induced when light passes through transparent objects [31]. When
a dielectric sphere is placed in a light gradient, the sum of all rays passing through
generates an imbalance in force. This force pushes the sphere toward the brighter
region of the light. So a focus functions as a trap because the strong light gradients
in its neighborhood point toward the center. With these conditions, trapping is stable
if Fgrad>Fscatt. Such optical traps are only with high numerical aperture objectives
possible in practice.

For quantitative scientific measurements, most optical traps are operated in such
a way that the dielectric particle rarely moves far from the trap center. The reason for
this is that the force applied to the particle is linear with respect to its displacement
from the center of the trap as long as the displacement is small. In this way, an optical
trap can be compared to a simple spring, which follows Hooke’s law (Fig. 11.14).

The most basic optical tweezer setup (Fig. 11.15) will likely include the
following components:

• A laser (usually Nd: YAG with 1,064nm wavelength for working with biological
material)

• A beam expander, some optics used to steer the beam location in the sample
plane

• A microscope objective (NA between 1.2 and 1.4) to create the trap in the sample
plane

• A position detector (e.g., quadrant photodiode) to measure beam displacements
• A microscope illumination source coupled to a CCD camera

With these optical tweezers, it is possible to get the basic information and
the interactions of the laser beam and small nanoparticles of silicon and various
organic polymers [32] as well as on the resulting forces and the modeling of these
interactions [31, 33]. Experiments are conducted to determine the speed of bacteria
in various flow schemes [34], to manipulate chromosomes and sperm cells [31],
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Fig. 11.14 Dielectric objects are attracted to the center of the beam, slightly above the beam waist,
as described in the text. The force applied on the object depends linearly on its displacement from
the trap center just as with a simple spring system

Fig. 11.15 A generic optical tweezer diagram with only the most basic components
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Fig. 11.16 Schematic
diagram of the interactions
exerts on a particle in a
nonuniform electric field

to manipulate cell organelles [35], and to determine the deformation effects on
erythrocytes and fibroblasts [36]. With the optical tweezers, it is also possible to
characterize DNA in order to provide information on the mechanical, elastic, and
entropic properties [34, 37, 38]. Also, the direct manipulation of actin filaments has
been demonstrated by using optical tweezers [39].

Compared to other contactless methods for the manipulation of biological
objects, the optical tweezers technique also offers the possibility of including in mi-
crorobotic and nanorobotic systems to handle biological objects fully automatedly,
using current micro-optics advances.

11.3.4 Dielectrophoresis

Among the various manipulation techniques, the electric field-based approach is
well suited for miniaturization because of the relative ease of microscale gener-
ation and structuring of an electric field on microchips. Dielectrophoresis (DEP,
Fig. 11.16) can be described as a phenomenon in which a force is exerted on a
dielectric particle subjected to an asymmetric electric field. Due to the fact that
all particles exhibit dielectrophoretic activity in the presence of electric fields, the
resulting dielectric force does not require the charging of the particle. However, the
strength of the force strongly depends on the properties of the surrounding medium,
the electrical properties of the surrounding electric field, and on the electrical
properties of the particles. This leads to a highly selective manipulation of particles
by using an electric field of a particular frequency so that this method can be used for
the manipulation, transport, separation, and sorting of different types of biological
objects.

First publications on DEP go as far back as to the 1950s. Recently, DEP has
been revived due to its potential in the manipulation of microparticles, nanoparticles,
and cells. In these first publications DEP was defined as the translational motion of
neutral matter caused by polarization effects in a nonuniform electric field. The
phenomenological bases are shown below:

• The DEP force can only be seen when particles are in nonuniform electric fields.
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• Since the DEP force does not depend on the polarity of the electric field, the
phenomenon can be observed either with AC or DC excitation.

• Particles are attracted to regions of stronger electric fields when their permittivity
exceeds that of the suspension medium.

• If the permittivity of the medium is greater than that of the particles, the resulting
motion of the particles directs to lesser electric field gradient.

• DEP is most readily observed for particles with diameters ranging from 1 to
1,000 �m. Above 1,000 �m, gravity overwhelms DEP; below 1 �m, Brownian
motion overwhelms the DEP forces.

For a field-aligned ellipsoid of radius r and length l (r> l) with complex dielectric
constant "�p in a medium with complex dielectric constant, "�m the time-dependent
dielectrophoretic force is given by:

FDEP D 	r2l

3
"mRe

�
"�p � "�m
"�m

�
rjEj2:

The complex dielectric constant is "� D "C �
j!

, where " is the dielectric constant,
� is the electrical conductivity, ! is the field frequency, and j is the imaginary
number.

This equation is accurate for highly elongated ellipsoids when the electric field
gradients are not very large (e.g., close to electrode edges). The equation only takes
into account the dipole formed and not higher order polarization. When the electric
field gradients are large, higher order terms become relevant and result in higher
forces. To be precise, the time-dependent equation only applies to lossless particles
because loss creates a lag between the field and the induced dipole. When averaged,
the effect cancels out and the equation holds true for lossy particles as well.

It appears that in current literature about DEP on biological structures, the
treatment and handling of cells is examined more frequently than other biological
objects such as DNA. The described applications start with cell sorting of living and
dead cells [40], sorting of healthy and cancer cells [41, 42], and sorting of other
different cell types [43, 44]. Few applications for the use of DEP with DNA are
described [45, 46].

Compared to other contactless methods for the manipulation of biological
objects, the DEP technique also offers the possibility of easily including in micro-
robotic and nanorobotic systems to handle biological objects fully automatedly.

11.3.5 Microcapillaries

To understand the fundamental elements of biological systems, the need to analyze
individual cells is of great importance. Even in the identification of genes, in gene
therapy, and also in the bacterial synthesis of specific DNA sequences, the full
knowledge of the reactions and mechanisms of single cells has to be examined.
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Fig. 11.17 Left: classical microinjection (highly deformed cells). Right: piezo-driven microinjec-
tion (much lesser deformation of the cells)

One approach is the infiltration of known DNA sequences into single cells by using
single cell injection (Fig. 11.17). For this, a gripper, an optical trap, or a micropipette
is used to hold the cell while another micropipette performs an injection process.
Currently, this cell injection is conducted manually and needs well-trained scientists.
However, even with fully trained scientists, the success rate is extremely small.
A reason for this is the dependence of the injection on the injection speed and
trajectory.

To overcome these problems of a manual cell injection and to suppress the con-
tamination and destruction of cells, automated solutions are necessary. Furthermore,
automated cell injection can be highly reproducible with precision and control of
pipette motion [47]. By using automated cell injection, the risk of contamination
can be decreased and the reproducibility can be increased, leading to significantly
increased success rates of the cell injection process.

This is, for example, shown by the work of Sun and Nelson which describes
a completely automated robotic cell injection system to conduct autonomous
pronuclei DNA injection of mouse embryos with a success rate of 100% [47].

11.3.6 Microgrippers and Nanotweezers

Another way of handling biological objects is microgrippers and nanotweezers,
which use small and variable forces to pick and place cells or other biological
objects. The main advantages of such grippers are a better control of the applied
forces and a well-defined mechanical grip effect on the object. Thus, they are more
effective in gripping experiments than cantilever-based structures of AFM- and
STM-based microrobotic systems. A microgripper also gives the possibility to make
direct electrical and mechanical measurements on the grabbed objects if the gripper
jaws are conductive or can provide a force feedback signal. Most of these grippers
work using electrostatic, thermal, or piezoelectric effects to control the gripping
forces. In case of the thermal gripper, the effect of heat-induced material expansion
is used. In the case of the piezoelectric gripper, the effect, that piezoelectric ceramics
can be expanded and contracted by the use of specific electric fields, is used. Another
major advantage of these grippers is their use as a tool for mobile platforms and
micro- and nanorobotic systems in combination with linear and rotary positioners
(e.g., linear axes of SmarAct GmbH) for fine positioning.
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Currently, there are some groups and vendors, which sell various types of
microgrippers and nanotweezers for micro- and nanorobotic systems. The group
of Peter Bøggild at the Technical University of Denmark has developed silicon mi-
crogrippers, nanotweezers, and nanostructured nonstick coatings to avoid adhesive
effects during nanomanipulation tasks [48–50]. Also exist nanotube nanotweezers
for the manipulation of GaAs nanowires and polystyrene nanoclusters [51]. They are
manufactured by Kim and Lieber. Similar nanotweezers have also been used for the
successful manipulation of nanowires [52] and DNA [53]. Other companies which
produce sorts of microgrippers and nanotweezers are SmarAct GmbH, Nascatec,
and Zyvex Instruments. Some of these grippers can operate at UHV conditions as
well as in a standard atmosphere. There are differences in the opening widths and
the accuracy of the grippers and tweezers, so that it is possible to choose the best
gripper with respect to the biological objects which shall be manipulated.

Some of these biological objects, on which microgrippers and nanotweezers were
used for manipulation tasks, are cancer cells, for example, the aggressive HeLa cells
[54, 55], porcine aortic valve interstitial cells [56], and a wide spectrum of other
biological cells [56, 57].

Unfortunately, the working principles of such microgrippers and nanotweezers
are also the main disadvantages for its usage with biological objects. The thermal
gradients or electric fields to open the grippers can destroy some of the biological
samples. To overcome these problems, the development of mechanically actuated
grippers has shown an alternative approach, but there is still a risk of damaging and
contaminating the biological samples [59, 60].

11.4 Future Trends

Today, micro- and nanotools enable researchers to manipulate and handle micro-
scopic down to nanoscopic biological objects. Many of these techniques can be
used to handle biomaterials in a nonautomated way. Some of these techniques
are already used in semiautomated robotic systems, to support the researchers
during these sophisticated tasks and to enable the control of the processes at the
nanoscale. However, still very few techniques can be used fully automated or are
integrated in automated working nanorobotic systems. This will be a goal for the
near and middle future—the integration of all the handling techniques, shown in
this chapter. For the long future, also the integration of some of the other handling
methods needs to be done, combined with techniques such as microfluidics and self-
assembling, to set up sophisticated robotic systems, which will be able to support
the researchers, allowing them the unlimited control over the examined biomaterials
without damaging or changing their natural structures.
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Chapter 12
Apply Robot-Tweezers Manipulation to Cell
Stretching for Biomechanical Characterization

Youhua Tan and Dong Sun

Abstract Robotic manipulation of living cells offers us an ability to study
biological cells at single cell level, which has received increasing attention in recent
years. Optical tweezers technology is such a powerful tool that can apply force and
deformation on a cell with resolution at piconewton and nanometer, respectively.
In this chapter, we present an approach to integrating optical tweezers into robotic
manipulation for cell stretching, and further, for characterizing biomechanical
properties of cells. To extract cell properties from the mechanical responses of cells,
a theoretical model is developed to reveal cell deformation behaviors. By comparing
simulation results to experimental data, the mechanical properties of cells can be
characterized. Further, we apply this established modeling and characterization
approach to human blood cells for biomechanics study. Our latest results indicate
that the mechanical stiffness of human red blood cells increases with elevation
in tonicity of suspended solutions, and myeloblasts from acute myeloid leukemia
patients with different immunophenotypes exhibit distinct mechanical properties.

12.1 Introduction

Manipulation of living cells provides an ability to study biological cells at single
cell level and has become increasingly important in both engineering and biological
fields. This technology offers us an opportunity to precisely position cells with
good flexibility, which has been widely applied in many biomedical aspects, such
as cell transportation [1], isolation [2], microinjection [3], in vitro fertilization [4],
stretching [5, 6], and fusion [7].
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Cell manipulation technology has been demonstrated to be effective in studies
of cell mechanism and functions. One of the earliest methods was micropipette
aspiration [8], which applied a negative pressure to partially or wholly suck a single
cell into a micropipette. The relation between cell elongation into the pipette and
the suction pressure provided information about mechanical properties of cells [9].
Nanoindentation using atomic force microscopy (AFM) has been extensively used
to study various biophysical properties of adherent cells, such as elasticity [10] and
adhesion [11]. Magnetic twisting cytometry (MTC) method applied a tiny force to a
cell via a magnetic bead linked to the membrane. The time-dependent cell responses
to the twisting force revealed the viscoelastic properties of the cell [12, 13]. Optical
stretcher, which consists of two counter-propagating divergent laser beams, exerted
optical stress, but no net force on the cell membrane [14]. Cell elasticity could be
acquired from the imposed force and the induced cell deformation [15]. Optical
tweezers technique utilized a highly focused laser beam to trap and move objects
of micrometer size. By manipulating micro-beads attached to the cell surface, cells
could be stretched or cell tethers were formed [16–18]. The cell deformation or the
tether length reflected the intrinsic properties of the cell.

Cell mechanics determines how a cell senses and responds to external or internal
mechanical stimuli and plays an important role in regulating cellular functions.
Cell mechanics, especially mechanical properties, can be used as a sensitive
marker for cell state [19–23]. Recent studies on the pathophysiology of human
diseases have suggested that their pathogenesis might result from deviation in the
structural and mechanical properties of cells [21, 24]. Accumulating evidence has
implicated that abnormity of mechanical properties of cells may be associated with
the onset and progression of diseases. For example, osteoarthritic chondrocytes
exhibited significantly higher viscoelastic properties such as equilibrium modulus,
instantaneous modulus, and apparent viscosity compared to normal ones [25].
Young’s modulus of cancerous human epithelial cells was one order of magnitude
lower than normal cells [26]. Young’s moduli of prostate cancer cells with different
metastatic potentials were distinct [27].

Over the past decades, robotics has been demonstrated as a promising tool in
control, vision, and system intelligence for macro-object manipulations and has
been extended to microscale by using MEMS. Benefiting from great advances of
robotics in visual servoing [28], micro-force sensing [29], and motion control [30],
microrobotic manipulation of biological objects has attracted substantial attention.
In recent years, optical tweezers technology was incorporated into robotic manip-
ulation for handling nonadherent biological cells at micro/nano level precision,
where optical tweezers function as special robot end effectors. Such robot-tweezers
manipulation provided an ability to apply force and deformation on a microscaled
object on piconewton and nanometer and could manipulate biological objects in
a noncontact and noninvasive manner. The integration of robotics with optical
tweezers into a manipulation system will open up a new dimension of cellular
biology that has substantial clinical and biological relevance.

In this chapter, we introduce our recent approach to stretching biological cells
with a robot-tweezers manipulation system, for characterization of biomechanics
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property of cells. In the manipulation, micro-beads were attached to cell surfaces
serving as handles that were handled by optical traps. The cell was stretched by
progressively increasing the distance between the beads. The deformation responses
were recorded on each cell for analysis. To model the deformation behavior of cells
during optical stretching, we developed a computational approach to interpret the
mechanical responses and based on which the mechanical properties of cells were
characterized. The developed method was further applied to study biomechanics of
human blood cells, such as human red blood cells (RBC) under different osmotic
conditions and acute myeloid leukemia (AML) cells with different phenotypes.

12.2 Robotic Manipulation with Optical Tweezers

12.2.1 Robot-Tweezers Manipulation System

A robot-tweezers manipulation system has been established in our laboratory, which
mainly includes three modules: an executive module, a control module, and a
sensory module (Fig. 12.1). The executive module contains a holographic optical
tweezer system and an X–Y–Z motorized stage (ProScan, Prior Scientific) with
microscopic objectives and a holographic optical trapping device (HOT) mounted on
the z-axis. A single laser beam with wavelength of 1,064nm emitted by a continuous
laser source (YLM-3-1064-LP-AX1, IPG Photonics) is transmitted via an optical

Fig. 12.1 Nanorobotic manipulation system with optical tweezers. Reprinted with permission
from [46]
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Fig. 12.2 Robotic manipulation of a micro-bead along a designed trajectory with a single optical
trap. The green circle denotes the optical trap, while the green line represents the randomly
designed path. The diameter of the bead is about 3.2 �m. Note that all the beads are suspended and
fluctuate in the fluid

fiber and sculpted into multiple laser beams by a HOT device. Optical traps are then
created on the focal plane when focused by an objective. Positions of these traps can
be controlled individually and independently in three dimensions by the HOT device
through modulating the phase distribution of a spatial light modulator (SLM). The
experimental sample is contained in a home-built chamber, which is assembled with
usual microscopic coverslips and slides and placed on the motorized stage with a
positioning accuracy of 40nm. The control module comprises a motion controller for
the X–Y–Z motorized stage, a programmable phase modulator for the HOT device,
and a host computer. The sensory module includes an inverted microscope (Nikon
TE2000, Japan), a CCD camera (FO124SC, Foculus), and a PCI image capture and
processing card. The positions of biological objects can be obtained through image
processing, which serve as visual feedback to guide the manipulation process. All
of the mechanical components were supported upon an anti-vibration table.

12.2.2 Robotic Manipulation of Microscaled Objects

Because of the transfer of momentum from the scattering of incident photons, a
dielectric object in an optical trap experiences a gradient force, which pushes this
particle toward the focal region and then establishes stable trapping near the focus.
First of all, we demonstrated the efficiency of optical tweezers in manipulation
of microscaled objects, as shown in Fig. 12.2. A bead was trapped by a single
optical trap and then moved along a randomly designed trajectory. The position
of the optical trap was controlled in three dimensions by programming the phase
distribution of the SLM. Under appropriate condition, such as at a proper laser
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power, the optical trap could tightly hold the object. In this way, the trapped object
could be then well handled. Note that the optical force on the trapped bead was
distributed within a certain range. When an untrapped bead was close enough to
the trap, it would fall into this trap. Therefore, the distance between the optical
trap and other particles should be well controlled to avoid the interference of the
environment, such as in Fig. 12.2c.

12.3 Optical Stretching of Biological Cells

Instead of using optical traps to manipulate living cells directly, we coupled micro-
beads to cell surfaces and then used optical traps to handle these beads to stretch the
cell. This manipulation manner mainly had two advantages: (1) it could diminish
the potential optical damage to cells, and (2) it could attain relatively large optical
force because of the large refraction index of silica or polystyrene beads.

12.3.1 Cell Preparation and Treatment

It was necessary to couple spherical beads to cell surfaces. In brief, biological
cells were obtained according to corresponding procedures and suspended in the
phosphate-buffered saline (PBS, Sigma). The cells were then washed several times
by centrifugation. In parallel, streptavidin-coated beads (Bangs Lab., Fishers, IN)
were centrifuged three times. The washed beads were incubated with 1 mg/ml biotin
conjugated concanavalin A (Con A, Sigma). The beads were then rinsed and stored
in 0.1 mg/ml PBS-BSA solution. The prepared beads were proportionally added to
the cell suspension and incubated at 25ıC for 1 h to allow the adhesion between
beads and cells (generally, two beads for one cell). For cell stretching experiments,
the mixture was needed to be diluted into appropriate concentration.

12.3.2 Force Calibration

The viscous-drag-force calibration method was used to calibrate the optical force
under a certain laser power [5, 31, 32]. When a bead was trapped and driven by an
optical trap, the fluid flow exerted a viscous drag force on the trapped bead. When
the velocity of the bead increased up to a critical value Vcrit beyond which the bead
just escaped the laser trap, the bead achieved equilibrium, i.e., the trapping force
was equal to the viscous drag force. According to Stokes’ law [33], the viscous drag
force was expressed as



228 Y. Tan and D. Sun

Fig. 12.3 Calibration results of the trapping force versus laser power by trapping a polystyrene
bead with radius of 1.55 �m at two different separation depths from the coverslip. The square and
dot marks denote the calibration results of hD 3 �m and hD 5 �m, respectively. The error bar
represents the standard deviation of the trapping force. Reprinted with permission from [6]

F D 6	R�0Vcrit

1 � 9=16.R=h/C 1=8.R=h/3 � 45=256.R=h/4 � 1=16.R=h/5 ; (12.1)

where R is the radius of the trapped bead, �0 is the fluid viscosity (1.01 � 10�3 Pa s
for water at 25ıC), and h is the separation distance of the bead from the chamber
surface.

Figure 12.3 shows the force calibration results, where ten separated measure-
ments were performed to get the average results at each laser power. The relationship
between the trapping force and the laser power was close to be linear, which was
consistent with the reported results [31, 33]. For a given laser power, the trapping
force increases as the separation depth decreases.

12.3.3 Cell Stretching

The cell with two beads attached to the opposite sides in the diameter or with
one side coupled to a bead and the other side bound to the chamber was chosen
for experiments. One bead was held in place with one trap, while the other was
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Fig. 12.4 Cell stretching process. (a) Before stretching, (b) during stretching, (c) stretched to the
maximum deformation, (d) the bead escapes the trap. The scale bar is 10 �m

moved by a second trap along the joint line of centroids of these two beads. An
increasing membrane tension was exerted on the cell by progressively extending the
distance between the beads. If one side of the cell or one of the beads was bound
to the chamber, only a single trap was needed to manipulate the unfixed bead. The
cell was stretched until one of the beads escaped the trap when the bead achieved
equilibrium. At that moment, the cell was stretched to the maximum extent at a
given laser power. During cell stretching, the velocity of the moving optical trap
was regulated to be slow enough (e.g., <10 �m/s) so that the viscous drag force
exerted on the bead could be neglected during cell stretching. Then the trapping
force was equal to the cell restoration force due to elongation. The whole stretching
process included pre-stretch phase, stretch phase, and post-stretch or cell recovery
phase, as shown in Fig. 12.4. After release of the optical force, the cell would then
gradually restore its original shape if it was elastic.

During cell stretching, the cell deformation could be measured through image
processing. First, the image extracted at the moment when the bead escaped the trap
was smoothed with Gaussian filter to suppress the noise. An improved Zernike
moment operator was then adopted to detect the edges [34]. The beads were located
by using an area criterion to filter the labeled connected components in the binary
image. Finally, their centroids could be calculated, as shown in Fig. 12.5. Cell
deformation was equal to the elongation of the distance between the two beads after
cell stretching. The accuracy of this approach could achieve as high as 0.1 pixels,
i.e., 11nm in our system. Moreover, the optical force could be assessed from
force calibration. Therefore, the relationship between the cell deformation and the
stretching force was established.
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Fig. 12.5 A cell image before (left panel) and after (right panel) image processing, where bright
blue line denotes the edges of the beads and the red cross represents their centroids

12.4 Mechanical Modeling of Biological Cells in Optical
Stretching

To extract the mechanical properties of cells from the deformation responses, a
theoretical approach should be developed. The stretching operations of biological
cells meet the inherent restrictions in the mechanical model developed previously
[35–37]. The deformation behavior of a cell is mainly determined by its membrane
and the underlying cytoskeleton network, which can be represented by a thin
membrane. According to membrane theory, the quasi-static equilibrium equations
can be used to describe the force balance of a cell membrane, expressed by

@Tm

@�m
�0m C @Tm

@�c
�0c D r 0

r
.Tc � Tm/ (12.2)

KmTm CKcTc D �n; (12.3)

where �m and �c , Tm and Tc , and Km and Kc are the principal stretch ratios,
tensions, and curvatures, respectively [35]. �n is the membrane stress applied in the
normal direction of the deformed cell surface. The prime denotes the derivative with
respect to the angle  . The indices m and c refer to the corresponding component
in the meridian and circumferential directions of the deformed membrane, respec-
tively. According to the coordinate definition (Fig. 12.6), the equilibrium equations
could be further developed as follows.

In the contact region, the governing equations are as follows:
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Fig. 12.6 Coordinate
definition before and after
optical stretching. Reprinted
with permission from [6]

In the noncontact region, the governing equations are as follows:
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��
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where ı D �c sin , ! D ı0, f1 D @Tm
@�m

, f2 D @Tm
@�c

, f3 D Tc � Tm, and r0 is the
initial cell radius.

The principal tensions Tm and Tc could be expressed as functions of the principal
stretch ratios and the mechanical properties of the cell. Mooney–Rivlin material was
adopted to describe the characteristics of membranes. The principal tensions were
expressed as follows:
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Fig. 12.7 Calculated cell shapes after optical stretching. (a) Two-dimensional shape, (b) three-
dimensional shape. The dotted line in (a) denotes the initial cell shape. Reprinted with permission
from [6]

where C and ˛ are material constants and h0 is the initial thickness of cell
membrane. For homogeneous, isotropic, and incompressible elastic material,
C D E/6(1 C ˛), where E is the elastic modulus.

It was assumed that the interactions in the two contact areas were similar, which
made the deformed cell shape axisymmetric. Because of dual symmetry, only a
quarter of the cell shape was needed to be analyzed. During cell stretching, the cell

volume kept constant, i.e., 4=3	r03 D 2	r0
3
R  C
 B

p
�m

2 � ı02ı2d , where the left
and right terms denote the cell volume before and after deformation. By using the
boundary conditions, the governing equations could be solved through the standard
4-order Runge–Kutta method [38]. The deformed cell shapes, Tm and Tc , were
then acquired. The cell deformation was subsequently obtained. According to the
force balance in the equatorial plane, the stretching force could also be expressed as
follows:

F D 2	TmC�C � 	�n�C
2 (12.10)

d D 2�B � 2r0; (12.11)

where the subscripts B and C denote the actual positions as shown in Fig. 12.6,
respectively.

Figure 12.7 illustrates the calculated cell shape after stretching. Given the
material constants C and ˛, the relationship between the stretching force and the
induced axial deformation was unique and determinate. Force–deformation curves
with different slopes indicated different cell stiffness.
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12.5 Biomechanical Characterization and Biomedical
Applications

12.5.1 Mechanical Characterization of Biological Cells

According to the theoretical model described above, the relationship between
stretching force and cell deformation was established if the mechanical properties
were known. By comparing the modeling results to the experimental data, the
mechanical properties of cells could be characterized. Here, we adopted a deviation
parameter ı to measure the fitness between the mechanical modeling and the
experimental data, which was defined as [39]

ı D 1

n

nX
iD1

�
Fe.i/� Fs.i/

Fe.i/

�2
; (12.12)

where n is the number of the sampled experimental results, Fe.i/ is the ith
experimental force value, and Fs.i/ is the corresponding modeling force. Given the
material parameters, the value of ı could be known. The best fitness was realized
when ı was minimized and then the mechanical properties of biological cells could
be identified.

12.5.2 Characterizing the Mechanical Properties of Human
Red Blood Cells Under Different Osmotic Conditions

Human RBC are responsible for the transport of oxygen and carbon dioxide. We first
adopted optical tweezers technology to study the cell mechanics of human RBC
under various osmotic conditions [6]. RBC exhibited distinct morphologies when
suspended in these solutions with different tonicities, as shown in Fig. 12.8. The
cell radii were measured as 3.3 �m, 3.65 �m, and 3.75 �m for RBC in hypotonic,
isotonic, and hypertonic solutions, respectively. The modeling relationship between
the stretching forces and the induced axial deformations could be obtained based on
the cell modeling method for spherical RBC in hypotonic condition. Note that finite
element method was used to model the deformation of biconcave RBC in isotonic
and hypertonic solutions, because the complex biconcave shape did not fulfill the
requirement of the cell model developed above. When the deviation parameter ı
between the experiments and the cell modeling was minimized, the most appropriate
values of C and ˛ were obtained. The elastic modulus E was then calculated by the
relation E D 6C(1 C˛).
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Fig. 12.8 Comparisons of the deformation behaviors of human RBC in different osmotic con-
ditions. (a), (b), and (c) represents the deformation behavior and the stretched cell shape in
hypertonic, isotonic, and hypotonic solutions, respectively. The stretching force F is 0 and 17 pN
for the left and middle columns, respectively. The right column shows the cell contours in different
osmotic conditions. Reprinted with permission from [6]

Figure 12.9 illustrates both the experimental data and the modeling results for
RBC. When the elastic moduli E were given as 1.58 ˙ 0.4 kPa, 2.6 ˙ 0.3 kPa, and
4.8 ˙ 0.6 kPa, the values of ı were minimized and the modeling results agreed
well with the experimental data in hypotonic, isotonic, and hypertonic conditions,
respectively. By using the relation�D Eh0/2(1 C 
) (the value of the Poisson ratio 

is 0.5), the shear modulus � was calculated as 10.5 ˙ 2.7 �N/m, 17.3 ˙ 2.0 �N/m,
and 32.0 ˙ 4.0 �N/m, respectively. The results in this study agree with previous
reports. For example, the shear modulus of RBC in hypotonic condition was in the
range of 2.5 � 10 �N/m [5, 9, 18, 40, 41] and on the order of 13 �N/m in isotonic
condition [16, 31]. The results also indicate that the shear modulus of human RBC
increases as the osmolarity of the solution increases, which is consistent with some
other researches. For example, the area dilation modulus and shear modulus of
RBC in the isotonic buffer were higher than in the hypotonic buffer [40]. Various
osmotic conditions led to great difference in the stiffness of RBC [42]. Moreover,
osmotic stress exhibited significant effect on other types of cells, such as articular
chondrocytes [43], MDCK cells [44], and neutrophils [45].
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Fig. 12.9 Comparisons of the experimental data and the modeling results for human RBC in
different osmotic conditions. The solid, dotted, and dash–dot lines denote the modeling results,
while the triangle, square, and circle denote the experimental data. Reprinted with permission
from [6]

12.5.3 Studying Cell Mechanics of Myeloblasts from Patients
with Acute Myeloid Leukemia

AML is characterized by the abnormal increase of myeloblasts in blood and bone
marrow. We now report our study on cell mechanics of myeloblasts from AML
patients [46]. The elasticity of myeloblasts was measured separately in terms of
CD34C expression. The experiments were repeated three times, where 62 � 71
CD33CCD34C cells and 57 � 63 CD33CCD34� cells were tested in total during
the stretching experiments. No significant difference was found in cell sizes of
these two populations, i.e., 10.1 ˙ 1.0 �m and 10.6 ˙ 1.4 �m for the diameter
of CD33CCD34C and CD33CCD34� cells, respectively. Typical deformation
responses of CD33CCD34C and CD33CCD34� cells are shown in Fig. 12.10.
Cells are deformed more severely as the stretching force increases. It can be seen
that the deformation of AML CD33CCD34C cells is much larger than that of
CD33CCD34� cells, which suggests that there exists significant difference in the
deformability of AML cell population.

Figure 12.11 shows the quantitative analysis of the deformation behaviors of
AML CD33CCD34C and CD33CCD34� cells. It can be seen that the deformation
of CD33CCD34C cells varies over a relatively wide range compared to that of
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Fig. 12.10 Different deformation behaviors of CD33CCD34C (top panel) and CD33CCD34�

cells (low panel) from patients with AML. The scale bar is 5 �m

CD33CCD34� cells. This finding may suggest that AML CD34C fraction may
contain several cell subpopulations, which are heterogeneous from the perspective
of cell mechanics, in particular cell deformability. Nevertheless, all the measurement
results show that the induced deformation of CD33CCD34C cells is greater
than CD33CCD34� cells under the same stretching force, indicating that the
primitive CD33CCD34C cells are significantly softer, i.e., CD34C cells exhibit
much higher deformability. Additionally, both CD33CCD34C and CD33CCD34�
cells displayed two-phase deformation behavior. In the first phase, AML cells
responded quasi-linearly to the small optical force. When the force increased to
some extent, AML myeloblasts exhibited “saturated” mechanical characteristics,
i.e., the cell deformation entered into a plateau and the growth of the deformation
lowered down. To evaluate the biomechanical properties of AML myeloblasts, the
cell mechanical model described above was applied. The membrane tension was
expressed as a linear function of the area dilation ratio 
 , i.e., Tm D Tc D
k
 , where k is the area compressibility modulus. The modeling deformation
behaviors in cell stretching are also shown in Fig. 12.11. Based on this model,
the elastic area compressibility modulus was characterized as 0.25 ˙ 0.15 N/m and
1.40 ˙ 0.71 N/m for CD33CCD34C and CD33CCD34� myeloblasts, respectively.
This finding indicates that AML CD33CCD34� cells are significantly stiffer than
CD33CCD34C cells.
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Fig. 12.11 Quantitative analysis of the cell stretching results of CD33CCD34C and
CD33CCD34� cells from AML patients. The error bar denotes the standard deviation of the
experimental results

12.6 Conclusions

In summary, this chapter introduces an approach to integrating optical tweezers
technology into robotics manipulation for stretching single biological cells at
micro/nano-precision level. To characterize the mechanical properties of cells from
the mechanical responses, a theoretical approach was developed to model the
deformation behavior of cells during manipulation. By minimizing the deviation
between the mechanical modeling results and the experimental data, the mechanical
properties could be identified. Further, we applied the proposed method to study
the cell mechanics of RBC and myeloblasts. The results show that human RBC
exhibit higher mechanical stiffness in solutions with higher tonicity. Also, the
myeloblasts from AML patients with different immunophenotypes display distinct
mechanical properties. Taken together, the study in this chapter demonstrates that
robot-tweezers manipulation can be successfully utilized for cell mechanics study,
in particular for biomechanical characterization.
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Chapter 13
Propulsion and Navigation Control
of MRI-Guided Drug Delivery Nanorobots

Laurent Arcese, Matthieu Fruchard, and Antoine Ferreira

Abstract The present chapter discusses the control design of MRI-guided robots
in the vasculature to achieve targeted therapy through precise drug delivery. Such
robots consist of a polymer-binded aggregate of nanosized ferromagnetic and drug
particles that can be propelled by the gradient coils of an MRI device. The feasibility
of the concept has been largely studied in the literature, but few works address
the nonlinear control issues related to a fine modeling of the forces acting on the
robot. Different solutions have been proposed for the design of a microrobot, and the
principal ones are here exposed. In this chapter, a fine modeling is developed with
concerns about the constraints of the application. The notion of optimal trajectory
derived from the nonlinear model is presented and shows that one can exploit the
complexity of such a model to optimize the tracking performances. The design of
a Lyapunov controller is addressed, with the synthesis of an adaptive backstepping
law that ensures a fine tracking despite some modeling errors and estimates some
key uncertain physiological parameters. The design of a nonlinear observer for
reconstructing the robot’s unmeasured velocity is also exposed. The benefits of this
fine modeling and the use of advanced control law and observer are illustrated by
simulations. Finally, perspectives and open problems in the field of MRI-guided
robots’ control are discussed.
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13.1 Introduction

Minimally invasive cancer therapy is currently an active research area since related
techniques can both reach remote places without operating and reduce drug or
radiation dose. Thereby, they result in lessened medical side effects and a better
therapeutic efficiency and safety. Among these approaches, cathetered embolization,
focused ultrasound, or radiotherapy [1] is commonly used, though restricted to
accessible places or limited by the non-ability to target precisely tumor cells.
These drawbacks can be avoided by targeted chemotherapy, which relies on
a selective delivery using either drugs linked to antibodies specific for tumor-
associated antigenes [2], or drugs carried by autonomous untethered microrobots
controlled so as to reach the tumor. However, it proves difficult to embed actuators
sufficiently powerful to propel such robots in the cardiovascular system, especially
when swimming against the blood flow. The first propulsion scheme is referred to as
magnetic bead: Thrust is ensured by pulling the magnetic bead using the magnetic
force related to gradients of the external field. This concept was first studied in the
eighties using magnets [3] and after by [4, 5] or superconducting magnets [6, 7].

The last innovation in this domain has been provided by the Ecole Polytechnique
de Montreal, Canada, where the basic idea is the use of magnetic gradients provided
by a clinical MRI device to pull the beads [8, 9]. Such a system combines several
advantages: The MRI device provides both fine observation of the scene (thanks to
the MRI imager) and actuation of the bead; besides, it makes the implementation
easier, since MRI devices are widely implanted in hospitals. This approach is well
developed at millimeter scale, since low-level multiplexed controllers and observers
have been developed [10], and in vivo experiments have been leaded on a living
animal [11] (though the blood flow had been stopped using a balloon catheter).

The main drawback of this approach results from strong limitations on the
magnetic gradient amplitude in available MRI devices. As magnetic forces used
for propelling are volumetric, whereas the drag force is—at best—dependent on the
bead’s area, the smaller the bead, the higher the required control forces with respect
to hydrodynamic perturbations. Consequently, this approach is well-conditioned for
beads whose radius is up to a few dozen micrometers with actual MRI devices.
At lower scales, it is necessary either to use additional coils to supply higher
gradients [12] or to consider other approaches. MRI system upgraded with addi-
tional gradient steering coils in order to increase standard MRI gradient amplitudes
(100–500mT) is currently investigated by the authors in [13]. Spatial resolution
of current medical imagers is also an important limitation, especially within real-
time constraints [14,15]. It has been demonstrated in [11] that clinical MRI devices
are compatible with real-time control loops, at least for millimeter-scaled robots,
since the authors implement the tracking routine within 20ms. However, real-time
imaging limitations induced by clinical MRI is far more challenging for smaller
robots.

Another issue is referred to as biomimetic robots using flagella. Two main
designs can be distinguished depending on the flagellum design: elastic- or helical-
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flagellated robot. The former is illustrated a bead fixed either to a paramagnetic
beating flagellum [16], either to an elastic tail [17, 18], thus imitating the motion
of eukariotic bacteria. In the first case, the flagella is an elastic rod consisting of
magnetic particles that a periodic transverse magnetic field causes to bend and
pivot, inducing a backward motion. In the second case, an oscillating magnetic field
induces a motion of the flagellum anchor point on the bead: The flagellum thus
induces thrust thanks to elastohydrodynamical hyperdiffusion dynamics. The latter
design exploits the corkskrew effect induced by rotating a bead fixed to a helical
coil [19], like prokariotic bacteria. In this case, the coil is not subjected to any
deformation: Propulsion is provided by the torque induced by a rotating magnetic
field on the bead. In a Stokes flow, swimming is thus obtained through a corkscrew
effect in the fluid [20]: The higher the rotation frequency of the magnetic field,
the higher the thrust. Even if these two swimming methods result from different
motions, they are both based on converting mechanical power from the magnetic
torque to produce the motion. These techniques are well suited for nanorobots
since they move at low Reynolds number and are proved more efficient than bead
pulling for robots whose radius is down to a few micrometers [21], but prove
difficult to implement on classical MRI devices because of timevarying external
field. In [22], the flagella of magnetotactic bacteria have been exploited to provide
propulsion, while steering has been achieved by inducing a torque on a chain
of magnetic nanoparticles—called magnetosomes—embedded in the bacterium.
Despite promising, since velocities reached by such systems are about ten times
higher than velocities of biomimetic robots of similar dimensions, this recent design
faces some unsolved problems leading to a reduced efficiency as reported in [22]. In
fact, some problems are not solved yet [23], such as side effects of the fixation of the
magnetic material on or in the bacteria or Joule heating that reduces the bacteria’s
efficiency and velocity. This technique can also be used in addition to the classic
magnetic pulling.

In [5], the authors suggest that, under a given size, helical propelling is better
than pulling at low Reynold’s number. The comparison is still at the benefit of
biomimetic robots as the distance to the magnetic coils increases, which is likely
to occur when navigating in the body. However, the assumption of navigating at
low Reynold’s number can be violated if the rotation frequency becomes too high.
Reversing direction can also get complicated because of the rigid rod. Furthermore,
this actuation approach is limited in practice due to the difficulty of using it within
an MRI device. In fact, additional coils providing a rotational magnetic field in an
MRI device are a delicate matter, since the precision of an MRI scanner relies on
a constant magnetic field. This implies the need for an additional imaging system
so as to estimate the nanocapsule’s pose; otherwise, no closed-loop control will be
achievable.

As the smallest capillaries are under a half-dozen micrometers large, the size of
the robot should not exceed 100 nm [24] to avoid embolization hazards and to drive
the drugs as close as possible to the tumor. However, forces induced by clinical
MRI coils are not strong enough to steer nanorobots in larger vessels. Besides,
hydrodynamic wall effects show that a partial vessel occlusion by the robot results
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in an optimal ratio between the robot’s and the vessel’s radii [8, 25]. A natural way
of overcoming the MRI limitations is thus to make the radius of the robot decrease
as it enters smaller vessels, for example, with a microrobot made of a degradable
polymer-binded aggregate of magnetic particles. The micro-aggregates resulting
from such a controlled disintegration are too small to be directly visible by the
MRI scanner; however, the local magnetic perturbation caused by a swarm of small
magnetic particles can be used to locate them, provided that their concentration is
sufficient. This raises a crucial issue: the need to control a cloud of robots in order to
keep the system observable, which is more difficult than controlling a single robot,
since interactions between parts of this multiagent system have to be modeled [25].

This chapter is organized as follows. Section 13.2 introduces the advantages and
constraints inherent to the use of a clinical MRI device for propelling a therapeutic
robot in the human vasculature. Section 13.3 provides the core of the chapter: a
precise modeling of the forces acting on the robot, which includes wall effects
(parabolic profile of blood flow, pulsatile arterial walls and effect of the ratio
of robot’s on vessel’s radii), wall interactions (van der Waals and electrostatic
forces), and non-Newtonian behavior of blood. The confrontation between the
modeling and the constraints introduced in Sect. 13.2 is then discussed to pinpoint
sizing and design issues. An optimal trajectory is then derived from the model
so as to address some sizing problems and especially to minimize the control
effort so as to avoid reaching the MRI actuators saturation. Then Sect. 13.4 is
devoted to the design of an adaptive backstepping controller whose aim is to ensure
a null error between the robot’s trajectory and an optimal reference trajectory
deduced from the nonlinear model. This control design based on the backstepping
approach recently developed in [26] ensures Lyapunov stability. In Sect. 13.5, the
high-gain observer used to reconstruct the state is synthesized. Since the imager
measures only the position of the robot, an observer is needed to rebuild the
unmeasured robot’s velocity that is required to implement the backstepping control
law developed in the previous section. Section 13.6 provides simulation experiments
that illustrate the performances of the controller-observer pair in a small artery
with minor bifurcations. In particular, the high-gain observer, designed so as to
ensure robustness to noise measurement, greatly smoothes the output and in turn
improves the overall tracking efficiency. Finally, Sect. 13.7 concludes the chapter by
summarizing the main aspects of the studied MRI-based nanorobotic drug delivery
system, the challenges encountered, and further perspectives.

13.2 Constraints on MRI-Guided Devices in the Vasculature

The relevance of using clinical MRI devices is twofold: The machines are widely
spread in hospitals, and their imaging ability yields fine observation of the robot’s
position in the cardiovascular system. However, using these devices dedicated to
observation for control purpose induces some constraints that we present here
together with physiological constraints, since the design of a controllable robot is
related to this set of limitations.
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13.2.1 MRI Constraints

Hydrogen atoms, as the main component of water, are widely spread in the human
body, and various tissues can be identified with respect to their hydrogen’s density
and stability. MRI imaging is based on exciting these atoms, and let them relax
to equilibrium to obtain a map of their repartition and properties and thus to get
an image of the body tissues in the observed slice. More precisely, clinical MRI
imaging can be broken into four major steps. First, the permanent magnet generates
a strong and uniform magnetic field in order to align the spin magnetic moment
of hydrogen nuclei (protons) along this field. Once polarized, protons are excited
by a pulsing RF coil at Larmor frequency to induce a resonance absorption, which
modifies the precession motion of the spin. Third, RF excitation is stopped and
protons relax to their equilibrium state, producing a free induction decay signal
(FID) in the RF coil after some relaxing times. Meanwhile, gradient coils are used
first to select the slice to be observed during the polarization step and secondly
to perform a phase shift/frequency encoding during the readout step, performing a
2D position encoding within the slice. Finally, the slice image is obtained thanks
to inverse Fourier transforms applied on the measured FID. Precision of an MRI
imaging system is strongly related to the uniformity and strength of the main magnet
on the one hand, since they decrease the signal to noise ratio. On the other hand,
speed and strength of the gradient coils (set by their duty cycle) also affect precision
and scanning speed of the imager.

The use of MRI as imaging modality for 3D image guidance of endovascular
procedures is of great interest. As aforementioned, endovascular navigation is made
possible by integrating propulsion and tracking events using time multiplexing. As
stated previously, we have seen how the clinical MRI can be utilized to provide
microrobots with locomotion capabilities. The same equipment can be utilized for
localization by combining imaging/tracking procedures for precise navigation of an
untethered interventional robot [10]. The main drawback of MRI localization is that
the choice of material for fabrication of the microrobot is limited. Ferromagnetic
objects cause image artifacts that are sometimes larger than the object itself to be
localized, even though information contained in spatial gradients can overcome this
limitation [27]. Efforts to increase MRI sensitivity have focused on development of
new magnetic core materials or in the improvement in nanoparticle size or cluster-
ing. An emerging theme in nanoparticle research is to control biological behavior
and/or electromagnetic properties by controlling shape. Swarms of nanoparticles
were localized in an MRI using contrast agents [28] and swarms of magnetotatic
bacteria as a single object in [22]. In [29], the authors found that a nanostructure
with an elongated assembly of nanoparticles (referred to as nanoworms) influences
their efficacy both in vitro and in vivo by enhancing their magnetic relaxivity in
the MRI device. In addition to the trade-off between refresh rate and duty cycle
of the propulsion gradients, the repetition time of the tracking sequence is another
constraint to be taken into account during imaging and tracking sequences [10].
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Table 13.1 Properties of ferromagnetic materials

Material
Magnetization at
saturation (A m�1) Density (kg m�3)

Permendur 1:95 106 8;200

Carbon steel 1;010=1;020 1:72 106 7;874

97Fe-3Si 1:60 106 7;700

NdFeB-35 1:23 106 7;500

Alfenol 0:63 106 6;500

Supermalloy 0:79 106 8;800

Fe3 O4 0:35 106 5;200

Magnetization values issued from [30, 31]

Using a clinical MRI device thus induces some constraints. Firstly, the uniform
magnetic field produced by the permanent magnet of the MRI device is so high
that the spin of magnetic particles is aligned with it. Working on clinical standard
MRI devices, where this uniform field is static, thus makes it difficult the use of
beating flagellated structures; hence, the choice of robot’s propelling design like
bead pulling or magnetotactic bacteria is more adequate. Secondly, to combine
imaging and control, it is necessary to develop a multiplexing approach. Thirdly,
real-time imaging abilities of clinical MRI have been proven compatible with a
1:5mm radius bead within a 1:5T clinical MRI [11], using a gradient echo scan,
with a 20ms tracking routine. However, imaging at one order of magnitude smaller,
that is, some hundreds micrometers radius bead, is still a challenging issue within
real-time constraints, since devoted closed-loop approaches are no more stable if
the tracking routine exceeds 40ms. At the present time, such a spatial resolution
requires some seconds on clinical MRI, but the next generation of MRI devices,
together with signal processing and computational progress in this area, will greatly
improve the MRI real-time performances. Lastly, these clinical MRI are equipped
with gradient coils that are not designed for propulsion, but for imaging purpose:
The latest MRI devices limitation on magnetic gradient coils is around 80mT m�1.
Since magnetic force is volumetric, whereas forces to be counterbalanced (drag,
electrostatic, etc.) are at best dependent on the area, this limitation on actuators
induces a lower bound on the radius of the agglomerate to be controlled: Below
this bound, the robot could no more resist external forces and is thus conveyed
by the flow. As this lower bound is strongly dependent on the magnetization at
saturation of the magnetic material embedded by the robot (the higher, the better),
Table 13.1 gives some values for different magnetic materials that can be used in
the agglomerate.

13.2.2 Physiological Constraints

Therapeutic nanorobots can access any remote part of the human body by navigating
in the human vasculature. It is thus necessary to avoid any embolization that could
injure the patient. That implies the use of nanoscaled robots. However, limitation on
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Fig. 13.1 A biodegradable polymer-binded aggregate in the vasculature: The size of the agglom-
erate goes smaller as the robot enters smaller vessels to avoid embolization and to optimize the
propelling force

Table 13.2 Human blood vessel characteristics: from aorta to vena cava,
from [32, 33]

Type of blood vessel
Vessels’s
radius (mm)

Average flow’s velocity
(min to max) (mm s�1)

Aorta 12:5 400 (�200 to 1; 200)
Artery 5 100–400 (�50 to 500)
Large arteriole 0:5 1–100
Small arteriole 0:05 <50

Capillary 0:003 <1

Small veinule 0:01 <2

Large veinule 0:5 <3

Vein 2:5 3–50
Vena cava 15 50–200

Negative values of the flow stand for the flow back values in arterial vessels

the MRI actuators suggests, to the contrary, the design of microrobots. Hence, the
idea of using microscaled robots made up of an agglomerate of magnetic nanopar-
ticles. This agglomerate can be binded either by a biodegradable ligand or by
self-assembly properties (local magnetic and surfacic forces) [25]. In large vessels,
where the blood flow is the highest, the robot could thus benefit from an important
propelling force so as to resist the blood drag; whereas, in small vessels where the
flow is lower, it would avoid any injury caused by embolism or thrombosis. Finally,
in the smaller vessels, the volumetric forces cannot counterbalance the drag, even if
the flow velocity is low, and the drug release is thus helped by the disintegration of
the agglomerate (see Fig. 13.1). The precision of the controlled targeting is mainly
limitated by the spatial resolution of MRI devices, respectively, around point B for
clinical MRI devices and until point C for �-MRI devices on Fig. 13.1.

Since the control of such robots generically requires to resist the drag, Table 13.2
classifies different types of vessels and lists their size and average blood flow
velocity.
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Controlling such microrobots in the vasculature also raises safety concerns. The
two main limitations are inadequate embolization and magnetic hazards. Designing
the microrobot as a degradable polymer aggregate keeping an optimal ratio is an
answer to the first issue. The second issue is mainly related to neurostimulation
induced by using time-varying magnetic fields. At the present time, there are
no worldwide regulations for time-varying magnetic gradients. Our works conse-
quently deal with standard slew rates available on clinical MRI devices, but this
point should be further investigated for future medical applications.

13.3 Modeling

The robot is a polymer-binded aggregate of ferromagnetic particles immersed in
blood vessels. A 2D nonlinear model of the robot will be established. This model
encompasses the different forces that affect the robot’s motion as well as its electric
interaction with the vessel’s walls.

The translational and rotational motions of the robot are expressed by:

8̂
<
:̂
m

dv
dt

D Fm C Fd C Wa C Fc C Fvdw C Fel;

J
dw
dt

D Tm C Td C Mc;

(13.1)

where v and w are, respectively, the translational and rotational velocity of the
robot and m and J its mass and moment of inertia. Fm, Fd, Wa, Fc, Fvdw, and
Fel, respectively, denote the magnetic force produced by the MRI gradient coils
.Fm/, blood hydrodynamic drag force .Fd/, apparent weight (Wa), the robot-to-
wall contact force .Fc/, the van der Waals force .Fvdw/, and the electrostatic force
.Fel/. Tm, Td, and Mc denote, respectively, the magnetic torque, hydrodynamic drag
torque, and the robot-to-wall contact moment.

In the rest of this chapter, we assume that the orientation of the robot does not
change due to the magnetic torque which tends to align the magnetization of the
robot along the external field since Td and Mc are much smaller order than Tm.

To determine whether statistical mechanics or continuum mechanics formula-
tions of fluid dynamics should be used, we refer to the dimensionless Knudsen
number:

Kn D kbT

P	r325=2
; (13.2)

where T , kb, and P , respectively, denote temperature, the Boltzmann constant, and
pressure. In our case, the low value Kn � 10�13 .�10�3/ ensures that the robot
is large enough to neglect the effect of Brownian motion: The robot’s motion is
subjected to generic Navier-Stokes equations.
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13.3.1 Forces Balance

13.3.1.1 Hydrodynamic Drag Force

Navier-Stokes equations are not well-suited for real-time applications. Under the
assumption that the robot does not navigate in the heart or in the aorta, that is, if
the fluid is dominated by laminar flow dynamics, a drag force modeling may be
conveniently used as an approximation of hydrodynamic forces. Note that, even at
low Reynolds numbers, the ruggedness of the blood vessel walls can generate local
areas of turbulence that we will consider as disturbances on the blood flow velocity.
The hydrodynamic drag force Fd exerting on a spherical body is thus expressed as

Fd D �1
2
�f

�k.v � vf/k
ˇ

�2
ACd

.v � vf/

k.v � vf/k ; (13.3)

where v � vf denotes the relative velocity of the robot with respect to the fluid, A is
the frontal area of the core, �f is the density of the fluid, and ˇ a dimensionless ratio
related to wall effect caused by the vessel’s occlusion by the robot [34]:

ˇ D 1 � �˛0

1C
�
�
�0

�˛0

with ratio � D 2r=D and D denoting the vessel’s diameter (in meter). Parameters
˛0 and �0 are functions of the Reynolds number but are commonly set to 1:5 and
0:29, respectively. The drag coefficient Cd, which is a function of the Reynolds
number Re D 2r�fjv�vfj

ˇ�
, is given by [35]

Cd D 24

Re
C 6

1C p
Re

C 0:4:

In the case of blood, which exhibits a non-newtonian behavior, the fluid’s
viscosity � is a function of vessel’s diameter d (in micron) and hematocrit rate hd
according to the following empirical relations [36]:

� D �plasmad
2

.d � 1:1/2

�
1C .�0:45 � 1/d2

.d � 1:1/2
.1 � hd /c � 1

.1 � 0:45/c � 1
�

with parameters �plasma and �0:45 denoting, respectively, the plasma’s viscosity and
the relative apparent blood’s viscosity for a fixed discharge hematocrit of 0:45,
given by

�0:45 D 6 e�0:085d C 3:2 � 2:44 e�0:06d0:645 :
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Fig. 13.2 Scheme of a blood vessel with minor bifurcations

The shape of the viscosity dependance on hematocrit is

c D 1011

d 12
� .0:8C e�0:075d /

�
d12

d12 C 1011

�
:

Wall effects on the fluid in a vessel traditionally result in a parabolic profile of
blood flow (see Fig. 13.2) in a cylinder. The pulsative blood’s velocity is modeled
by an affine combination of a time-varying periodic flow with a spatial parabolic
shape. So as to simplify the analytical expression, but with no loss of generality, we
only consider the first terms in the time-varying Fourier series of the physiological
pulse. In the case of an artery, such an approximation leads to

vf .t/ D Vf
�
1C af sin

�
wf t C �f

		 �
"
1 �

�
D=2� h� r

R

�2#
:

To fully take into account pulsatile flow in arteries caused by cardiac pumping,
one must consider a periodic 10% deformation of the vessel’s diameter D.t/,
synchronized with the pulsative blood’s velocity vf .t/. Our studies assume the
presence of minor bifurcations (see Fig. 13.2). The developed controller must
be sufficiently robust to compensate this effect which could be considered as a
disturbance. Minor and major bifurcations can strongly affect the parabolic blood
velocity profile. This specific issue is addressed in [37].
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13.3.1.2 Apparent Weight

In addition to the hydrodynamic force, apparent weight (combined action of weight
and buoyancy) is acting on the spherical robot:

Wa D V.� � �f/g; (13.4)

where V is the robot’s total volume, � D �m�m C .1 � �m/�poly with �m and
�poly the magnetic material’s and polymer’s densities, and �m D Vm

V
with Vm the

ferromagnetic volume.

13.3.1.3 Contact Force

The determination of the contact force is important in case of impact between
the robot and the wall. Since the robot moves in low velocity, the duration of the
impact occurs within a few milliseconds. Hence, the contact force is expressed by a
modified Hertzian contact law [38] and under the assumption of no friction between
the robot and the wall during the impact period:

Fc D kı3=2H.ı/n W loading; (13.5)

where ı is the elastic deformation of the wall at the contact point, H the Heaviside
function, n the normal unit vector pointing from the robot to the contact surface,
and k the stiffness given by

k D
4
p
r

3

1��2p
Ep

C 1��2w
Ew

;

where Ep (Ew) is the Young’s modulus of robot (wall) and �p (�w) is the Poisson’s
ratios of robot (wall).

The contact force during unloading is different from the one during loading:

Fc D Fcm

�
ı � ı0

ım � ı0

�q
H.ı/n W unloading; (13.6)

where Fcm and ım are the maximum contact force and corresponding maximum
deformation of the wall during the impact. ı0 is the permanent wall’s deformation
from loading/unloading cycle, and exponent q varies between 1:5 and 2:5.

13.3.1.4 Van der Waals and Electrostatic Forces

The robot and the wall interact each other through van der Waals and electrostatic
forces. The van der Waals potential between the spherical robot and the wall is given
by [39]:

Vvdw D �Ah

6

 
1

Nh C 1

2C Nh C ln
Nh

2C Nh

!
:n; (13.7)
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where Ah is the Hamaker constant and Nh D h=r is normalized distance h between
the robot and the wall. Then, the van der Waals interaction force is given by
differentiating (13.7): Fvdw D �rVvdwH.h/.

The electrostatic force between the robot and the wall considered as an uncharged
surface is given by [40]

Fel D q2

4	��0.r C h/2
H.h/n (13.8)

with q the robot’s charge, � the dielectric density of the medium in which the
interaction occurs, and �0 the vacuum permittivity. Hays [41] gives the expression
of the maximum allowable charge for a spherical body of radius r :

q.�C/ D S �Q D 4	r2 � 30.100r/�0:3:

13.3.1.5 Magnetic Force

The gradient coils of the MRI system provide magnetic gradients which produce a
magnetic force Fm on the robot:

Fm D �mV.M:r/B; (13.9)

where M is the magnetization of the material, �0 is the permeability of free space,
and rB is the magnetic field gradient. Note that the static field B0 of an MRI device
is sufficient to ensure a saturation magnetizationMsat of the bead.

13.3.2 Discussion

Constraints rising from the use of MRI device for navigating in blood vessels
(cf. Sect. 13.2) impact seriously the modeling. We here focus on two major issues
related to MRI-guided therapeutic robots: levitation and resisting drag. The former
is connected to MRI-constraints and especially to the actuator limitations, while the
latter is related both to MRI and physiological constraints.

13.3.2.1 Levitating

On most powerful clinical MRI devices, magnetic gradient coils can deliver at best
80mT m�1. Table 13.3 clearly shows that few materials can provide levitation, even
for a robot without embedded material: Carbon steel, permendur, NdFeB alloys, and
FeSi are the best fitted types of ferromagnetic material to use for manufacturing the
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Table 13.3 Effect of apparent weight of a ferromagnetic core on the
magnetic force required for displacement: magnetic gradient required for
levitating assuming that the embedded material has a density �poly D
1;500 kg m�3 for different values of ratio �m

Material �m D 1 �m D 0:8 �m D 0:5

Permendur (mT m�1) 35:78 36:08 36:98

Carbon steel (mT m�1) 38:88 39:23 40:20

97Fe-3Si (mT m�1) 40:72 41:09 42:19

NdFeB-35 (mT m�1) 64:54 65:65 68:95

Alfenol (mT m�1) 83:83 84:75 87:53

Supermalloy (mT m�1) 120:78 122:49 127:64

Fe3 O4 (mT m�1) 113:40 115:06 119:99

propulsion core of the robot; permendur, since its high density is counterbalanced
by the highest magnetization saturation value reached at ambient temperature, and
FeSi-alloy because its low magnetization at saturation is counterbalanced by a low
density (cf. Table 13.1). However, the magnetic force with a FeSi core is about 1:33
times lower than the one with a Permendur core, for a same applied gradient: that is
why iron/cobalt or carbon steel alloys are more likely to be used for propulsion
purpose. Alloys like Alfenol, Supermalloy, or Ferrite are excluded since, even
with no embedded material, the gradients required for levitating are beyond the
actuator’s limitation. It should be noticed that, in case the robot has to resist the drag
while performing levitation, the required gradient can temporarily reach the actuator
saturation.

13.3.2.2 Resisting Drag

Effects of the robot’s size and wall correcting factor ˇ are here illustrated for two
microrobots (radius r D 250�m in Fig. 13.3 and radius r D 3�m in Fig. 13.4)
navigating, respectively, in macro- and micro-vessels of the circulatory system.
These simulations results are given without levitating consideration: That is the
reason why required gradients tend to zero along with the flow velocity. In order
to infer results, taking levitation into account merely requires a vertical translation
(see Table 13.3). Values for the velocities of the blood flow inside different vessels
are based on Table 13.2. These figures illustrate the required magnetic gradient to
reach the equilibrium between magnetic and drag forces, with consideration of the
wall effects, that is, the magnetic gradient needed to generate a magnetic force able
to resist the flow. The considered robot is supposed to be made of Permendur.

Figure 13.3 shows the feasibility, for a 250�m radius permendur core, of resist-
ing the flow inside almost all of the macro-vasculature, within the constraints of
current MRI devices (black thick line gives the 80mT m�1 limitation for actuators).
If there is no problem in venous macro-system, required magnetic gradients are a
bit too high for maximal values of the flows velocity inside arterial macro-system.
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Since maximal velocity values of the flow inside arterial system are related to heart
pumping effects, Fig. 13.3 suggests it will be possible to resist the flow in arteries,
except at ejection instants during the ventricular systole. As a consequence, it should
be able for the control, in good configurations, to guide the robot, even against
the tide (for instance, if the robot had followed a wrong path). At the opposite, in
microvasculature, a 3�m-radius permendur core cannot generically resist the flow,
unless the flow velocity is really low, as illustrated in Fig. 13.4. In this case, the
control objective has to be relaxed into steering the robot toward either side of a
bifurcation.

Besides, Figs. 13.3 and 13.4 underline the importance of the radius ratio in wall
effects on the drag force (cf Sect. 13.3.1.1). For instance, let us compare results for
a capillary and for a venule in Fig. 13.4: For a given magnetic gradient, the same
robot can resist to a blood flow whose velocity is 2 times higher in a venule than in
a capillary.

13.3.3 Optimal Trajectory

Microrobots are inserted into the human body from an injection point and have
to reach a target point. This raises the problem of the reference trajectory that the
microrobot has to follow from the start point to the end point where the drug must
be delivered. This reference trajectory depends obviously on the map of the human
vasculature. A data processing is necessary to know which path is the shorter, that
is, to solve the pathplanning issue. This domain has been largely explored in the
literature, and several methods have been proposed to find a reference trajectory
from a set of medical imaging [42–44]. A first natural idea is to use an algorithm as
“shortest path” such as Voronoı̈ method. This type of algorithm provides a reference
trajectory centered in the middle of the blood vessels (Fig. 13.5). Unfortunately, the
actuators are not powerful enough to counterbalance the numerous forces acting on
the microrobot and especially the drag force that is maximal at the center of the
vessel because of the parabolic profile of the blood velocity (cf. Sect. 13.3.1.1).
Such a reference trajectory is thus difficult—or even impossible—to track and
would lead to a tracking and therapeutic failure. Another approach is to exploit the
nonlinearities of the proposed model so as to define points where these forces tend
to annulate, thus resulting in an optimal trajectory that minimizes the control efforts
and makes the tracking feasible despite unfavorable conditions.

First, a series of anchor points is defined for different positions in the blood vessel
(Points A�, B�, and C � on Fig. 13.6). At these points, the electrostatic and van der
Waals forces counterbalance perfectly the robot’s apparent weight. These points
indicate the direction that the trajectory should follow. A B-spline trajectory is then
build by joining the different open paths between the points (Fig. 13.6). Each path
is naturally continuous, and chosen C2, with its neighbors. The resulting reference
trajectory is closed to the vessel’s wall since the drag force decreases due to the
parabolic profile (see Fig. 13.2).
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13.3.4 State Space Representation

Let .x; z/ denote the position of the robot in the vessel with respect to a given frame
F.O; i;k/. The state model is established from differential equation (13.1) defining
the robot’s dynamic behavior, projected on i and k axes:
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m Rx D Fdx C Fvdwx C Felx C Fcx C Fmx
mRz D Fdz C Fvdwz C Felz C Fcz CWa C Fmz

; (13.10)

where indexes x (respectively, z) denote projections on i (k).
Let x1, x2, (x3, x4) denote respectively the particle’s position and velocity

along i axis (respectively, along k axis). Assuming that positions x1 and x3 can
be measured thanks to the MRI imaging system, let y denote the state’s measure.
Using expressions of forces given by (13.9), (13.3), (13.4), (13.8) and van der Waals
interaction derived from potential (13.7) and adequate projection of the local frame
and of the relative velocity along the geometry of the vessel (angles  and �,
respectively), system (13.10) can be written in the form

.S/

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

Px1 D x2
Px2 D f2.x/C au1
Px3 D x4
Px4 D f4.x/C au2
y D .x1; x3/

T

; (13.11)

where control inputs u1 D rBx and u2 D rBz are the magnetic gradients,
parameter a D �mM

�
, and functions fi are given by



f2.:/ D Fdnx C Felnx C Fvdwnx C Fcnx
f4.:/ D Fdnz C Felnz C Fvdwnz C Fcnz CWan

:

The index n indicates that the forces are normalized with respect to the robot’s
mass m. These forces are expressed as

8̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂̂
:

Fdnx D 9� cos.�/

2r2ˇ�
kv� vf k C 3�f cos.�/

20rˇ2�
kv� vf k2 C 9�f cos.�/

4rˇ2�

kv� vf k2
1C

q
2�fr

ˇ�
kv� vf k

Felnx D 3q2 sin. /

16	2r3���0

�
H.h1/

.r C h1/2 �
H.h2/

.r C h2/2
�

Fvdwnx D Ah sin. /

8	r2�

��
1

h21
C 1

.2r C h1/2 �
2

h1.2r C h1/
�
H.h1/

�
�
1

h22
C 1

.2r C h2/2 �
2

h2.2r C h2/
�
H.h2/

�

Fcnx D 3k sin 

4	r3�
ı3=2H.ı/

;

where h1 and h2 are the distances from the robot to the upper and lower walls.
The above expressions are similar along the z axis.
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13.4 Control Approach

A control law Lyapunov-stabilizing trajectories for system .S/ is now presented.
The determination of Lyapunov functions is generically a challenging issue.
According to [45,46], it is preferable to use control Lyapunov functions (CLFs) in a
backstepping control approach. Since this design requires a triangular form for the
control system, we propose the following change of variables:



X D

�
x1
x3

�
I Z D

�
x2
x4

�
I u D

�
u1
u2

�
I U D au : (13.12)

As shown in the force balance, the model has many parameters that are highly
variable from one person to another. An adaptive nonlinear control [47] based on
a backstepping approach can be developed so as to online estimate some uncertain
parameters (see Fig. 13.7). The update law must ensure convergence of the estimated
parameter to its real value, while the control inputs must stabilize the tracking error

between the actual and reference trajectory to zero. Assuming that the parameter q
2

"

is uncertain, we set the new system from (13.11) and (13.12) to apply the adaptive
control approach:

.S 0/
8<
:

PX D Z
PZ D F0.X;Z/C '.X/� C U

Y D X

; (13.13)

where '.X/ is the electrostatic force without the parameter q2

"
, � the vector of

unknown constant parameter, and with

F0.X;Z/ D
�
Fdnx C Fcnx C Fvdwnx

Fdnz CWan C Fcnz C Fvdwnz

�
: (13.14)

Using the change of variables given in (13.12), we construct the control law in
two steps.

Fig. 13.7 Closed-loop system overview
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Step 1: Let 
 QX D X � Xr
QZ D Z �Zr � ˛

(13.15)

denote the position and velocity error, respectively. Xr , PXr D Zr , and RXr are
the desired reference trajectory, velocity, and acceleration, respectively. ˛ is a
stabilizing function.
A CLF candidate is

V1 D 1

2
QXT QX C 1

2
. O� � �/T ��1. O� � �/ � 0; (13.16)

where O� is the estimated parameter and � a positive-definite matrix.
Calculating the derivative of V1 along system (13.13) and setting ˛ D �k1 QX , we
obtain:

PV1 D �k1 QXT QX C QXT QZ C . O� � �/T ��1 PO�: (13.17)

The second term QXT QZ will be canceled at the next step. One can notice from the
previous expressions that

PQX D PX � PXr D QZ C ˛ D QZ � k1 QX: (13.18)

Step 2: From (13.15) and (13.18), we have

PQZ D F0 C '� C U„ ƒ‚ …
PZ

� PZrCk1. QZ � k1 QX/„ ƒ‚ …
�P̨

: (13.19)

In this step, the CLF is given by

V2 D V1 C 1

2
QZT QZ � 0: (13.20)

The derivative of V2 along system (13.13) is expressed as

PV2 D �k1 QXT QX C QZT Œ.1 � k21/ QX C k1 QZ � PZr C F0 C '� C U �

C. O� � �/T ��1 PO�: (13.21)

Since we have � D O� C .� � O�/, the derivative of V2 along system (13.13) is
expressed as

PV2 D �k1 QXT QX C QZT Œ.1 � k21/ QX C k1 QZ � PZr C F0 C ' O� C U �

C. O� � �/T ��1. PO� � �'T QZ/: (13.22)

To cancel the last term in (13.22), we set

PO� D �'T QZ (13.23)



262 L. Arcese et al.

and to ensure PV2 is negative definite, we set

.1 � k21/
QX C k1 QZ � PZr C F0 C ' O� C U D �k2 QZ: (13.24)

To summarize, from (13.18), (13.23), and (13.24), the control law U and the
update law for the parameter estimate O� can be expressed as

(
U D RXr � .k1 C k2/.Z � PXr/� .1C k1k2/.X �Xr/� F0 � ' O�
PO� D �'T ŒZ � PXr C k1.X � Xr/�

: (13.25)

Considering the magnetizationM to be unknown, the control law and the update

law PO� are given by

(
u D '�1

� RXr � .k1 C k2/.Z � PXr/� .1C k1k2/.X � Xr/� F0
�
1
O�PO� D �uT 'T ŒZ � PXr C k1.X �Xr/�
:

(13.26)

13.5 State Estimation

The backstepping control laws (13.25) and (13.26) require the knowledge of the
robot’s velocity in addition to its position, measured by the MRI system.

Among the different observers cited in the literature, our attention was drawn to
the high-gain observer. Unlike other observers, locally Lipschitzian state’s functions
ensure the convergence of the observer. This one requires the system to have
canonical form which can be obtained using the change of variables of (13.12).
From the forces expressions of Sect. 13.3, one can notice that only the drag force
depends on the robot’s position and velocity. Hence, only drag force has to be locally
Lipschitzian to ensure the convergence of the observer given for the backstepping
control law by [48]

( POX D OZ C LGx. OX � Y /
POZ D F0. OX; OZ/C '. OX/� C U C L2Gz. OX � Y /

; (13.27)

where L is the high gain andGx D
�
g1 0

0 g3

�
and Gz D

�
g2 0

0 g4

�
are defined from

the Hurwitz matrixHu:

Hu D

0
BB@
g1 0 1 0

0 g3 0 1

g2 0 0 0

0 g4 0 0

1
CCA :
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13.6 Simulations

Simulations are performed by taking into account the limitations of a clinical MRI
system. The magnetic field of 3T is strong enough to assume that the particles reach
their saturation magnetization. The magnetic field gradients are used to control the
microrobot’s motion in the human body. As stated in Sect. 13.2, these MRI devices
can provide a maximum magnetic field gradient of 80mT m�1. In order not to
exceed the capacity of MRI systems, the applied control law is now corrected as:

Ua.t/ D U.t/

k.t/
with k.t/ D max

�
1;
U.t/

Usat

�
: (13.28)

Performances and stability of the controller with respect to noise measurement,
parameters variations, and uncertainties are now illustrated by simulations, whose
nominal parameters are given in Table 13.4.

13.6.1 Error on the Electrostatic Force

This first simulation is performed assuming an error of 20% from the nominal
blood’s dielectric and maximum allowable charge for a spherical body ratio. The
motivation for estimating the uncertain parameter on-line is twofold. First, among

Table 13.4 Simulations data

Plasma viscosity �plasma 5� 10�3 [Pa s]

Blood density �f 1;060 [kg m�3]
Magnetic material density �m 7;500 [kg m�3]
Robot radius r 250 Œ�m�
Young’s moduli Ep; Ew 109; 106 [Pa]
Poisson’s ratio �p; �w 0:27; 0:2 [Pa]
Vessel diameter D 3 [mm]
Polymer density �poly 1; 500 [kg m�3]
Ferromagnetic ratio �m 0:8

Magnetization M 1:23 � 106 [A m�1]
Hematocrit rate hd 0:45

Hamaker constant Ah 4� 10�19 [J]
Blood dielectric density " 77 [C2 N�1 m�2]
Blood velocity Vf 0:025 [m s�1]
parameters af ; wf ; �f 1:15; 2	; 	=2

Initial condition on X;Z X0;Z0 .0; 0/T ; .0; 0/T

Initial condition on OX; OZ OX0; OZ0 .0:001; 0/T ; .0; 0/T

Inputs saturations Usat 80 [mT m�1]
ontroller gains k1; k2 7; 14

Observer gains L 19

g1; g2; g3; g4 �6;�13;�12;�4
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Fig. 13.8 (a) Reference (black dash line) and simulated (gray solid line) trajectories. (b) Tracking
error

the physiological parameters of the model, which are the most difficult to measure

and are very variable from one patient to another, sensitivity is the highest for q
2

�
and,

to a lesser extent, for � and Ah. Second, adaptive backstepping cannot effectively
deal with nonlinear parameters such as viscosity �.

The simulation demonstrates the relative stability of the proposed controller-
observer. It shows that the parametric error affects neither the stability of the
closed-loop system (Fig. 13.8a) nor the convergence of the observer (Fig. 13.9).
Nevertheless, we note an important tracking error between t D 0 s and t D
0:6 s. This phase is critical since the control inputs (Fig. 13.10) reach the actuator
saturation in the range t 2 Œ0 0:2� s and the parameter is not updated. Then, from t D
0:2 s to t D 1:3 s, the estimated parameter is updated and converged to the nominal
value. The tracking error as well as the microrobot’s velocity estimation error
(Fig. 13.11b) is affected by the parametric error because the model-based controller
and observer are quite sensitive to this uncertainty. However, as the update law
gradually stabilizes the parametric error to zero (Fig. 13.12), we observe a noticeable
improvement of both tracking and estimation efficiency. The adaptive backstepping
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Fig. 13.9 Control input : magnetic field gradients on i-axis (black dash line) and on k-axis (gray
solid line)

Fig. 13.10 (a) Simulated (gray solid line) and estimated (black dash line) trajectories.
(b) Estimation error
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Fig. 13.13 (a) Reference (black dash line) and simulated (gray solid line) trajectories.
(b) Tracking error

approach applied in this simulation thus fulfills two goals. During the transient
phase, when estimated parameter has not yet converged, the controller/observer pair
ensures a degraded but good tracking and estimation of velocity, thus demonstrating
robustness to parametric uncertainties. After the estimated parameter has converged
to its nominal value, the controller ensures an essentially perfect stabilization of the
microrobot along the reference trajectory.

13.6.2 Error on the Magnetic Force

The magnetization of the NdFeB microrobot is one of the most sensitive parameters,
as it appears in factor of the control inputs. This second simulation is performed
assuming an error of 5% from the nominal magnetization value. Figure 13.13a
illustrates that the closed-loop system is stable and the tracking is efficient. The
magnetization of the microrobot is underestimated, so the control inputs will be
higher during this transient phase. This phase is critical since the control inputs
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Fig. 13.14 Control input : magnetic field gradients on i-axis (black dash line) and on k-axis (gray
solid line)

(Fig. 13.14) reach the actuator saturation and the parameter is not updated. One can
notice that the microrobot is moving rapidly toward the reference trajectory and the
collision with the blood vessel’s wall is inevitable by twice. The estimated position
of the microrobot (Fig. 13.15) and the estimated velocity (Fig. 13.16) are highly
disturbed during this phase. The estimation of the parameter (Fig. 13.17) drops after
the collision before converging. At time t D 1 s, the parameter has converged to
zero, and the robot is progressively stabilized along the reference trajectory.

13.7 Conclusion

This chapter focuses on an innovative method to perform targeted therapy by
navigating in the cardiovascular system using an MRI system. The idea is the use
of the magnetic gradients coils of a clinical MRI to pull a therapeutic microrobot to
a desired area as well as providing fine observation of its motion in the vasculature.
To perform this task, a precise nonlinear model is presented for an MRI guided
microrobot in blood vessels. The microrobot is a polymer-binded aggregate of
nanoscaled ferromagnetic particles which is subjected to numerous external forces.
This model takes into account the non-Newtonian behavior of blood and the
properties of blood vessels such as electrostatic, van der Waals, and contact forces.
An optimal trajectory is then derived from this precise model so as to minimize the
control efforts. Since the modeling describes both physical and physiological forces,
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Fig. 13.15 (a) Simulated (gray solid line) and estimated (black dash line) trajectories.
(b) Estimation error

it is affected by many biological parameters uncertainties. To robustify the tracking
with respect to these uncertainties, an adaptive backstepping law has been developed
and exposed in this chapter. The aim of this controller is twofold. First, this one is
based on a Lyapunov function which ensures the stability of the system. Secondly,
this controller performs an on-line estimation of some key uncertain parameters.
As this control design requires the velocity of the microrobot, which cannot be
measured by the MRI system, a high-gain observer is also synthesized to reconstruct
the full state. To validate this approach and the stability of the controller/observer
pair, simulations have been performed with assuming important modeling errors on
two significant parameters that affect the dynamics of the aggregate.

This sensitivity to matched uncertainties is a challenging issue: If biological
parameters are very variable among patients, the pumping blood is also very difficult
to estimate (amplitude, mean value, and frequency). If some parameters can be
estimated using adaptative backstepping, it will not be as simple for parameters
like the blood’s viscosity. In fact, drag force is a nonlinear function of viscosity,
thus breaking classical adaptive approaches’ assumptions, and this problem remains
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open. The blood flow velocity is supposed to be measured in this chapter, whereas
it is a tricky issue, in practice, to measure it accurately, especially in deep vessels
and inside an MRI device. To solve the difficult problem of estimating the blood
velocity, a promising approach relies on the synthesis of a Kazantzis-Kazantzis
Luenberger observer [49]. Modeling of the impact of major bifurcations on the
blood’s velocity profile should also be investigated. These improvements should
robustify the presented approach and widen the range of application of targeted
chemotherapy. Nevertheless, any model-based approach is intrinsically sensitive to
assumption violations that may occur especially in experimental setups, namely the
respect of the static field uniformity assumption and the precision of the gradient
field actuators.

The challenges related to targeted therapy through MRI-guided nanorobots
are numerous, and this chapter cannot address all the connected research topics:
experimental setup designs, increased precision of the aggregate’s position using its
magnetic properties, MRI real-time imaging, physical properties of self-assembly
structures, pathplanning, etc. For a focus on the multiplexing issues, the interested
reader can refer to [10]. A crucial hindrance of MRI-based navigation stems from
the strong limitations on the magnetic gradient coils in clinical MRI devices. Since
propulsion is provided by the volumetric magnetic forces, whereas the drag force
is surfacic, the smaller the aggregate, the higher the required control forces with
respect to hydrodynamic perturbations. At the nanoscale, magnetic forces induced
by available MRI devices are not sufficient to steer the aggregate within the smallest
blood vessels, which reduces the accuracy of the drug delivery. Current research
aims to overcome this limitation by upgrading the MRI systems with additional
gradient steering coils in order to increase their amplitude and, in turn, provide a
more precise delivery of the drugs in the vicinity of the diseased cells.
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Chapter 14
Generating Magnetic Fields for Controlling
Nanorobots in Medical Applications

Simone Schürle, Bradley E. Kratochvil, Salvador Pané,
Mohammad Arif Zeeshan, and Bradley J. Nelson

Abstract During the past decade, significant progress has been shown in nanoscale
drug delivery systems, systems for in vitro-testing such as lab-on-chip devices,
endoscopic capsules, and robotics for minimally invasive medicine. Advances in
nanofabrication technology yielded many new approaches for the batch fabrication
process of nanoscale drug carriers including nanotubes, nanowires, and nanoparti-
cles. A major issue is the powering and steering control of these untethered devices
in order to allow in vivo interaction with the human body. Several approaches have
been suggested that can be categorized as energy storage, energy harvesting, and
energy transmission. One promising technique in the class of power transmission
is magnetism. Magnetic forces and torques can be applied directly to magnetic
material and enable navigation in bodily fluids. In this chapter, we focus on wireless
magnetic control of nano drug delivery systems and, in particular, the generation of
the required magnetic fields.

14.1 Introduction

Micro- and nanorobots have the potential to revolutionize many aspects of medicine.
These untethered, wireless controlled and powered devices will make existing
therapeutic and diagnostic procedures less invasive and will enable new procedures
never before possible. Miniaturization of functional devices down to nanoscale
dimensions has been enabled through the advancement and new development
of both bottom up and top down approaches in nanotechnology. This paves the
way for many life science applications such as in vitro molecular diagnosis and
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biochemical analysis as well as in vivo interaction with the human body [1].
However, when scaling down the physics that predominates changes, for example,
imagine a microrobot in the circulatory system. The fluid dynamics change and
inertia becomes irrelevant. Instead surface forces that result in significant viscous
drag dominate.

A major point to consider is powering the devices. Powering techniques can be
classified into three main categories: onboard, scavenged, and transmitted power
[2]. Although batteries offer an inexpensive power source, they are not promising
candidates since the total deliverable energy scales with volume. Microelectrome-
chanical system (MEMS)-based power generators provide higher energy densities
and several approaches to convert various types of energy into electrical energy have
been proposed [3, 4]. A desirable way for powering would be to harvest chemical
energy directly from the environment such as biofuel cells. Alternatively, power can
be instead transmitted wirelessly.

One approach to wireless transmission is the use of magnetic fields. Here it can
be further distinguished by induction or by direct application of magnetic forces
and torques. From a medical point of view, the magnetic permeability of the human
body is approximately the same as that of air, so there are no significant interactions
of tissue with low-frequency magnetic fields, as opposed to electric fields. The
basic principle of transmitting electrical power with magnetic fields is based on
Faraday’s law of induction. When current flows in a circuit (primary), a magnetic
field is generated in its surroundings. An effective voltage source develops in any
nearby circuit (secondary) [5]. Many mesoscale devices incorporate this principle
[6–8]. Large coils outside the body generate a varying field that is captured by
small coils embedded in capsules. However, at the microscale the challenge is in
designing the receiver coils, because they are constrained by planar microfabrication
processes. Additionally, the efficiency of voltage rectification on the receiver side
becomes increasingly important as the device scales down because the induced
voltage amplitude decreases as well.

For microrobots made of a ferromagnetic material, energy can be transmitted
directly by an externally applied magnetic field. A magnetic body subjected to an
external magnetic field will experience a torque related to the field strength and the
magnitude of its own magnetization as well as a magnetic force that is related to the
field gradient and the body’s magnetization and volume [9].

There is a large body of work describing different possible drug carriers based
on magnetic nanospheres or nanowires and nanotubes that are manipulated by
externally applied magnetic fields. Ideas to combine these manipulation methods
with existent MRI technology have been proposed [10].

In this chapter, we discuss the approach and theory of direct magnetic manipu-
lation of magnetic nanomaterial and explain in detail a system for generating fields
for 5-DOF control of nonspherical magnetic bodies. We also give a brief review
of current batch fabrication methods of magnetic nanoagents suitable for in vivo
medical applications.
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14.2 Manipulation of Magnetic Bodies in Fluids

14.2.1 Swimming Behavior at Low Reynolds Numbers

Consider an object of characteristic dimension a which is moving through a liquid
at velocity ª. The viscosity of the fluid is expressed by � and the density by �.
Introduced by Osborne Reynolds, the ratio of the inertial force to the viscous force
is called the Reynolds number and can be expressed as

Re D a#�

�
or Re Da#

v
; (14.1)

where 
 is the kinematic viscosity of the fluid. From the equation we can understand
that for low Re we are in a world that is either very viscous, very slow, or very small.
Low Re flow around a body is referred to as creeping flow or Stokes flow. Further,
the flow pattern does not change appreciably whether it is slow or fast, and the flow
is effectively reversible. Consequently, reciprocal motion results in negligible net
movement [11].

For a better understanding of how different physics are in this world of low
Re, consider the locomotion principles of microorganisms in nature. We distinguish
between three different basic methodologies of how microorganisms swim [12, 13],
as illustrated in Fig. 14.1. For example, cilia are active organelles that are held
perpendicular to the flow during the power stroke and parallel to the flow during
the recovery stroke. Many cilia are used simultaneously. Another kind of active
organelles are eukaryotic flagella. They deform to create paddling motions, such as
traveling waves or circular translating movements. Bacterial (prokaryotic) flagella
work differently and use instead a molecular motor to turn the base of a passive
flagellum [11].

power stroke

b

c

a

Fig. 14.1 Locomotion of
microorganisms. (a) Cilia
move across the flow during
the power stroke, and fold
near the body during the
recovery stroke. (b)
Eukaryotic flagella create
patterns such as traveling
waves. (c) A molecular motor
spins a passive bacterial
flagella (reprinted with
permission from [11])
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A number of bio-inspired robotic swimming methods have been published
that try to mimic the locomotion principle for an effective way of transportation.
However, many of these techniques require mechatronic components that present
challenges in microfabrication and wireless power and control [14, 15]. Almost all
these methods use magnetic fields. As discussed above, this actuation principle is
attractive since no other method offers the ability to transfer such large amounts of
power wirelessly over relatively large distances. Also, a variety of control strategies
have been proposed for navigating wireless microrobots such as gradient magnetic
fields, stick–slip actuation based on rocking magnetic fields, or by exploiting
resonating structures. Bio-inspired magnetically driven propulsion techniques of
helical shaped microagents that mimic a bacteria flagellum have been suggested. A
rotating magnetic field can be used to rotate a helical propeller [16, 17], eliminating
the need to replicate a molecular motor in a microrobot.

A controllable external pulling source is not available for microorganisms;
however, we can generate such a source and utilize gradients in magnetic fields
to apply forces and torques directly on untethered microrobots; a strategy that
obviously could not have evolved through natural selection.

14.2.2 Modeling the Magnetization of Soft Magnetic Bodies

Direct-gradient propulsion is a noncontact manipulation method that can be realized
by the use of either permanent or soft magnetic materials. In the first case, the
magnetization of the object does effectively not depend on the applied magnetic
field, and the object can be modeled as a simple magnetic dipole. The resulting
equations for the torque and the force acting on the object are easily determined [18].

If we consider a soft magnetic material, we face easier fabrication methods
as well as different issues in control. Additionally, soft magnetic materials can
reach levels of magnetization as high as the remanence magnetization of permanent
magnets [4, 19, 20]. However, with soft magnetic materials, the magnetization of the
body is a nonlinear function of the applied magnetic field. Hence, the relationship
between the applied field and the resulting torque and force is nontrivial [18].

The control of soft magnetic beads has been studied widely [10, 21, 22]. Here, a
spherical shape simplifies the control problem since there is no preferred direction
of magnetization. However, let us now consider a soft magnetic body with a unique
axis of symmetry, as shown in Fig. 14.2. We choose ellipsoids as it has been shown
that many simple geometries can be accurately modeled magnetically as ellipsoids
[23, 24]. Regarding the shape of nanowires as potential drug carriers, we then model
the magnetization of a cylindrical body based on its ellipsoidal equivalent.

As illustrated in Fig. 14.2, the body coordinate frame is located at the center of
mass and the x-axis is aligned with the axis of symmetry. The body is magnetized
to a magnetization M in units ampere per meter (A/m) by an external magnetic field
H (A/m) at the body’s center of mass. Because of the symmetry of the body, the
field H, the magnetization M, and the axis of symmetry are coplanar. The applied
magnetic field can be also expressed as an applied magnetic flux density B with the
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Fig. 14.2 Axially symmetric bodies in an external magnetic field. The x-axis of the body frame is
aligned with the axis of symmetry. The field H, the magnetization M, and the axis of symmetry are
coplanar. � 2 [0ı, 90ı] is the angle between H and the axis of symmetry, and ®2 [0ı, 90ı] is the
angle between M and the axis of symmetry (reprinted with permission from [18])

unit tesla (T). They are related as B D �0 H, where �0 D 4	 � 10�7 T=Am, is
the permeability of free space [18]. At low applied fields, the magnetization grows
linearly with the applied field until it reaches a saturation magnitude. As the field
strength increases, the constant-magnitude saturated magnetization vector rotates
toward the applied field.

Let us first consider the linear magnetization region for relatively low applied
fields. As stated in [18], the magnetization is related to the internal field by the
susceptibility of the material X as

M D X � Hi: (14.2)

The internal field Hi can be described as linear superposition of the applied field
Hd and a demagnetizing field

Hi D H C Hd: (14.3)

The demagnetizing field Hd is related to the magnetization by a tensor N of
demagnetization factors based on the body geometry as Hd D �NM. The matrix
N is diagonal if the body coordinate frame is defined such that it aligns with
the principle axes of the body: N D diag.nx; ny; nz/. Combining the earlier
assumptions, we can relate the magnetization to the applied field by a susceptibility
tensor

M D Xa � Hi (14.4)

with a tensor of the form

Xa D diag

� X
1C nxX

;
X

1C nyX ;
X

1C nzX
�
: (14.5)

M, H and Xa are all written with respect to the body frame. Because of symmetry
of the elliptical body, we need only to consider two demagnetization factors—
the factor along the axis of symmetry na, and the factor in all radial directions
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perpendicular to the axis of symmetry nr. For relatively large susceptibility values,
as they are typical for soft magnetic materials on the order of 103–106, and if we
assume the demagnetization factors are not too close to zero, we can approximate
(14.5) with

Xa D diag

�
1

na
;
1

nr
;
1

nr

�
: (14.6)

From (14.5) we can see that magnetization is insensitive to changes in sus-
ceptibility if the susceptibility is relatively high. And in turn, the susceptibility is
dominated by the body geometry, since it is determined by the demagnetization
factor, which is a geometry-dependent value. The demagnetization factors for
general ellipsoid bodies are part of the well-understood results of magnetostatics
and were first computed in 1945 [25]. Generally, they are related by the constraint
nxCnyCnz D 1. We can rewrite this for an axially symmetric body as naC2nr D 1.
To understand the influence of the geometry on the magnetization vector, we
need to look at the magnetization angle � that describes the offset between the
magnetization vector and the body symmetry axis. The longer the axis of the
body, at constant radial dimension, the smaller the angle will become, since the
demagnetization factor na along the body’s symmetry axis will get smaller and,
hence, the magnetization along this axis stronger. This can be understood from the
following expressions:

na D 1

R2 � 1

 
R

2
p
R2 � 1

ln

 
R

p
R2 � 1

R � p
R2 � 1

!
� 1

!
.prolate ellipsoid/ (14.7)

na D R2

R2 � 1

 
1 � Rp

R2 � 1 sin

 
RC p

R2 � 1

R � p
R2 � 1

!!
.oblate ellipsoid/; (14.8)

where R � 1 is the ratio of the long and short dimensions of the body. We can
compute the magnetization angle � directly, assuming (14.5), as

� D tan�1
�
na

nr
tan �

�
; (14.9)

Thus, the larger R gets, the smaller na, and hence the smaller the angle �. The
offset angle between � and � determines how much the body is turning in order to
align its magnetization axis with the vector of the applied field which is known as
the torque. For a uniform magnetization throughout the body, we assume the volume
contributes linearly to the torque and force that the body experiences in an applied
external field. This assumption is fairly reasonable for small shapes with high aspect
ratios. Hence, we can express the magnetic torque acting on the body in an applied
external field as

T D �0vM � H; (14.10)
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where v is the volume of magnetic material in m3. The torque, in Newton meters,
acts on the magnetic moment of the body such that M aligns with the direction of the
magnetic field. A soft magnetic material in a magnetic field will become magnetized
along its long axis, also called its easy axis and the torque tends to align the longest
axis of the body with the field.

From (14.9) we can already see that for a soft magnetic sphere, where nx D
ny D nz or na=nr D 1 applies, there will be no torque acting on the body, since
the magnetization vector and the field vector are always aligned which each other.
This assumes the absence of any remanent magnetization. However, when taking
hysteresis effects into account, the magnetization along the field vector will always
be dominant and almost no rotational movement can be translated. This is why,
if rotary motion of magnetic beads is required, a permanent magnetic material is
generally used.

If the magnetization vector computed in (14.4) results for a certain applied field
H in a smaller magnitude than the saturation magnetization ms of the material,
then we take M and � as accurate. However, for jMj > ms, we move into the
saturated-magnetization region. We set jMj D ms and compute the rotation of M by
minimizing the magnetic energy with respect to �

e D 1

2
�0v.nr � na/m2

s sin2� � �0 vmsjHj cos.� � �/; (14.11)

where e is the energy in units of Joule. This equation is typically applied as a
model for single magnetic-domain samples, but it is a good approximation of a
multidomain body once saturation has been reached. To minimize e in (14.10), we
get the derivative of e and equalize it to zero

.nr � na/ms sin.2�/ D 2jHj sin.� � �/: (14.12)

M will rotate such that � satisfies (14.11). Within that model the magnetization
vector M changes continuously with changes in the applied field H, as proven
in [18].

Due to the dominant magnetic shape anisotropy, it is in general more appropriate
to use bodies with a preferred magnetization axis, the easy axis. For example, this
applies for a cylindrical nanowire. We can apply the same constraints to any shape
by equating them to ellipsoids. Improving these approximations has been the object
of numerous studies, especially for cylinders [26, 27]. From [24] we can extract the
demagnetization factor along a cylinder axis based on the model of an equivalent
ellipsoid. For a cylinder of length l and radius r with aspect ratio � D l=2r

the following expression for the demagnetization factor along the cylinder’s axis
applies:

ncyl
a .�/ D 1C 4

3	�
� F

�
� 1

�2

�
; (14.13)
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with F.x/	2F1
�� 1

2
; 1
2
; 2; x

�
, which is defined by the Gaussian hypergeometric

function 2F1.a; b; c; z/.
Let us consider ferromagnetically filled carbon nanotubes to be magnetized.

We assume common design parameters such as a length l D 1 �m and a radius
r D 50nm. Computing (14.13) with these values, where a piecewise polynomial
approximation of 2F1 is created, we get na D 0:0412, and therefore nr D
0:4794, and the cylinder long axis is the easy axis. For precise and fast alignment
performance, we try to maximize the magnetic torque T in (14.10) and look for
the external field needed to fully magnetize the body for a maximum M. For
a soft magnetic body this means reaching the saturation magnetization ms. The
resulting magnetization dependent on the externally applied magnetic field is given
by combining (14.3) and (14.4) as

M D X
1C XN H; (14.14)

which can be approximated as M D 1
N

H for high X , as for nickel .X D �r � 1 D
599/.

If we apply a field parallel to the body’s long axis, which we set to be coplanar
with the x-axis of the coordinate frame, and we set M 	 ms for the desired reach of
the saturation magnetization, we get jHsatj D na � ms for the field required to fully
magnetize the body. This, however, involves the assumption that the body is fully,
uniformly magnetized along its long axis.

With the magnetic moment, we can now apply a torque and orient the object
as desired. In addition, we can apply a force on the magnetized body and pull the
object along its long axis, which is the topic of the next subchapter.

14.2.3 Pulling Through Fluids by Applied Magnetic Gradients

When a magnetic body is subjected to an externally applied magnetic field, it will
experience a torque aligning its long axis with the direction of the applied field. Let
us set the field vector coplanar with the x-axis of the coordinate frame. Now, if we
apply a magnetic gradient that is coplanar with the x-axis, the object will experience
a force and is pulled along its long axis. More generally, the magnetic force that
body experiences can be expressed as

F D �0v.M � r/H: (14.15)

When pulling a magnetic object through Newtonian fluid at low Re, the object
nearly instantaneously reaches its terminal velocity # where the viscous drag force,
which is linearly related to velocity through a drag coefficient, exactly balances the
applied magnetic force F.
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We can approximate the magnitude of the required magnetic field gradient
needed to accelerate the body until drag force and magnetic force are in equilibrium
and a certain body velocity, such as one body length per second, is reached. Since
no electric current is flowing through the region occupied by the body, Maxwell
equations provide the constraint r � B D 0. This allows us to express (14.15) in the
more intuitive form

F D v.r � B/TM: (14.16)

If we consider that the field gradient is a vector coplanar with the x-axis of the
coordinate frame and the body is uniformly and fully magnetized along its long axis,
which is coplanar with the x-axis, we get

0
BB@
Fx

Fy

Fz

1
CCA D v

0
@

@Bx
@x

0 0

0 0 0

0 0 0

1
A

T

�

0
BB@
ms

0

0

1
CCA : (14.17)

We assume only an axial contribution of the field gradient in x-direction
and no field and field gradient applied along the y- and z-axis. From classical
hydrodynamics we know that drag force can be expressed as

Fdrag D D � #; (14.18)

where # is the velocity of the object and D is the fluid and object dependent drag
coefficient. For a spherical bead of diameter d, the translational drag coefficient is
described as Stokes flow as [28]

Dsphere D 3	�d: (14.19)

For slender bodies, such as very thin cylindrical objects, resistive force coeffi-
cients (RFC) can be used [29], and the drag coefficient can be approximated as

Dcylinder D 2	�l

ln
�
l
r

	 � 0:807 : (14.20)

The required gradient @Bx=@x can be determined when the magnetic force
�!
F is

identified with the drag force Fdrag and by defining a desired velocity vector along
the x-axis.
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14.3 Generating Magnetic Fields and Gradients

14.3.1 State of the Art

Controlled magnetic fields can be generated by stationary current-controlled electro-
magnets [17], as shown in Fig. 14.3, by electromagnets that are position and current
controlled [30], by position-controlled permanent magnets, or even by a commercial
magnetic resonance imaging (MRI) systems [31]. In any case, the rapid decay of
magnetic field strength with distance from its source creates a major challenge for
magnetic control.

Permanent magnets generate strong fields on a per volume basis, however,
obstacles such as the interaction between adjacent magnets and the requirement
of a certain shielding mechanism in order to “turn off” the magnetic field must be
considered. In order to control the field strength the magnets need to be externally
actuated. In comparison, air-core solenoids have rather weak fields compared to
permanent magnets, but field contributions superpose linearly, so current controls
the field strength and the field can be switched off instantly.

A common approach to the generation of homogenous fields is the use of
Helmholtz coil configurations. By positioning three pairs orthogonal to each other
a 3-degree-of-freedom system is achieved. The magnetic propulsion methods
discussed above use Helmholtz coils, Maxwell coils, or various combinations
thereof, that entirely surround the workspace to generate the desired field strength
and orientation. Figure 14.3 shows a typical Helmholtz configuration.

In such a 3 DOF system, the direction of the magnetic field and the magnetic
gradient are dependent on each other, meaning that a nonspherical object cannot
be freely navigated. This system is consequently nonholonomic, i.e., there exist
constraints that prevent the object from moving instantaneously in some directions.

Fig. 14.3 Example of a Helmholtz coil configuration. (a) real configuration, (b) model
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Fig. 14.4 Electromagnetic coils in Helmholtz configuration as field-generation hardware for
microrobot propulsion. Uniform magnetic fields in the center of the workspace are generated by
current flowing in the same direction

14.3.1.1 Calculating Magnetic Fields and Gradients Generated
by Solenoids

Consider a single current loop l at a distance r/2 from the origin of the axis. We
can express the magnetic field Bl

x along its axis (off-axis field is not considered)
generated by a current is flowing through the conductor. From the Biot–Savart rule
we get

Bl
x.x;is/ D �0

isr
2

2
�
r2 C �

r
2

� x	2�3=2
; (14.21)

where x is the distance along the axis of the coil from its center, and r is the radius
of the current loop. For generating higher fields, we can extend the current loop to
a solenoid s consisting of n wire turns. A total current I D n � is flows then through
the coil and the generated field can be expressed as

Bs
x.x;is/ D �0n

isr
2

2
�
r2 C �

r
2

� x
	2�3=2 : (14.22)

Now, if we would like to generate a homogenous field over a larger volume of
space, we add another solenoid at a distance r from the first solenoid plane, at the
position x D �r/2, as shown in Fig. 14.4.
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We can linearly superpose the two fields generated by the same current is flowing
through both coils as

Bx.x;is/ D B1
x.x; is/C B2

x.x; is/

D �0n

2

0
B@ isr

2

�
r2 C �

r
2

� x	2�3=2
C isr

2

�
r2 C �

r
2

C x
	2�3=2

1
CA : (14.23)

At the center point of the two coils we get now the axial component of the field
in x-direction as

Bx.0; is/ D
�
4

5

�3=2
�0nis

r
: (14.24)

Note that this is an accurate expression for on-axis field computation and does
not cover the off-axis field. The off-axis field calculation is nontrivial and in most
cases there is no closed-form analytic solution. It is reasonable, though, to assume
a homogenous field for a certain small workspace around the center point at x D 0.
For Helmholtz coils this can usually be stated for a volume around the center point
as large as 5 % of the distance between the coil planes. Another assumption is that
the thickness of the wire is considered infinitesimally small and, hence, the coil
is considered a plane with no expansion along the x-axis. For long solenoids with
many wire turns or with thick wire, the expression in (14.23) must be integrated
over the length a of the coil from x D r/2 to x D r/2 C a.

In order to obtain 3-DOF control, we add two more pairs of coils in an orthogonal
arrangement as previously mentioned and shown in Fig. 14.3. We can now build up
the field vector B.P/ D �

Bx.P/; By.P/; Bz.P/
�

at a point P D Œx; y; z�T of the
workspace consisting of the three axial contributions of each coil pair.

To generate a gradient an additional coil pair for each axis can be added. The
current in the gradient pair is of same magnitude, but in the opposite direction
(Fig. 14.5).

The magnitude of the field gradient at a certain point along the axis can
be obtained by the derivative of B 0x.x; is/ D B1

x.x; is/ � B2
x.x; is/, where the

contributions of the two coils are subtracted according to the inverse current flow.
The system consists of 12 solenoids but only 6 current inputs.

An alternative is to work with a single coil pair in each direction for both the
generation of field and gradient, resulting in a system of 6 solenoids but controlling
each current independently. In other words, a gradient can also be generated with a
classic Helmholtz configuration by applying a higher current in one coil of the pair
than in the other, with the result of a constant gradient and homogenous field in the
center of the two coils.

Depending on the design constraints other variations, such as Maxwell coils, can
be employed through a similar derivation.



14 Generating Magnetic Fields for Controlling Nanorobots in Medical Applications 287

Fig. 14.5 Maxwell coil configuration. Gradient fields can be generated by running the current in
opposite directions

14.3.1.2 General Control System

Within a given set of air-core electromagnets, each electromagnet creates a magnetic
field throughout the workspace that can be computed for any point P of the
workspace and any given electromagnet e. We express this field as a vector Be.P/
From (14.21), the field created by of a solenoid, we know that the field depends
linearly on the current is through the air-core electromagnet. Hence, we can express
Be.P/ for each electromagnet as a unit-current vector in units T/A multiplied by a
current value ie in units A [32, 33] as

Be.P/ D e�!
B e.P/ie: (14.25)

Since the field contributions of the individual currents superimpose linearly, this
can be denoted by the 3 � n unit-field contribution matrix B.P/

B.P/ D � QB1.P/ : : : QBn.P/
�
2
6664

i1

:::

in

3
7775 D B.P/I: (14.26)

This also applies for electromagnets with soft magnetic cores, if the material used
resembles an ideal soft magnetic material with negligible hysteresis and the cores
are kept within their linear regions.

Furthermore, we can express the gradient of the field in a given direction in a
specific frame, e.g., the x direction, as the contributions from each of the currents
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@B.P/
@x

D
"
@ QB1.P/
@x

� � � @
QBn.P/
@x

#
2
6664

i1

:::

in

3
7775 D Bx.P/I: (14.27)

To control a nonspherical magnetic body, we need to precompute the magnitude
of the magnetic field (to apply a desired torque to orient the body) and the magnetic
gradient G (to apply a desired force to move the body) at a certain point P. This can
be combined as
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The n electromagnet currents are mapped to a field and gradient through an 6�n
actuation matrix A. OB; P/ which depends on the orientation of the magnetic field
and the set point. For a desired field/gradient vector, the currents required can be
found using the pseudoinverse

I D A. OB;P/�
"

B

G

#
: (14.29)

If there are multiple solutions to achieve the desired field and gradient, the
pseudoinverse finds the solution that minimizes the two-norm of the current vector,
which is desirable for the minimization of both power consumption and heat
generation. The pseudoinverse of A is of rank 5 corresponding to the no-torque
generation about the magnetization axis, which is never possible. More details on
this can be found in [32]. In order now to use (14.29), a unit-current field map
must be constructed for each of the electromagnets. This can be done by analytical
models, finite-element-method (FEM) data or system measurements.

14.3.2 A Hemispherical Electromagnetic System for 5-DOF
Wireless Micromanipulation

The use of a Helmholtz coil configuration does not allow the generation of fields
and gradients independently of one another; we are thus limited to nonholonomic
manipulation performance for any full state control in 3D. To create a holonomic
system with 5-DOF (3-DOF positioning and 2-DOF pointing orientation) wireless
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Fig. 14.6 (a) OctoMag system constructed at ETH Zurich [31] (b) top and bottom right:
electromagnetic core arrangement as model and from bottom view; bottom left: top view of the
system, a 30 mm� 30 mm area is available for sample placement [32]

control of a magnetic microrobot a different electromagnet configuration is needed.
Stationary electromagnets are selected instead of permanent magnets that must
be mechanically actuated. Air-core electromagnets are advantageous due to the
linear superposition of the generated fields, but the fields are very weak unless
superconducting coils are used. However, superconductors have slow slew rates.
Alternatively, soft magnetic cores can be used to enlarge the field by a factor
�r, which depends on the magnetic permeability of the core material. However,
analytical modeling becomes more complicated, since the fields do not superimpose
linearly. Though, if kept in their linear regions, this presents only a minor constraint
on modeling and still offers a relatively large region of control.

So far, we have considered microrobotic control that relies on systems that
fully surround the workspace. A technical difficulty lies in scaling the system
to create an interior volume that is relatively large. Based on the control system
explained in Sect. 14.3.1 and by leaving the number of electromagnets open, an
optimization problem can be created that results in a new system with a unique
coil configuration. The system enables the control of a microrobot through a large
workspace while being completely unrestrained in rotational DOFs. The system is
called the OctoMag (see Fig. 14.6a) and is discussed in detail in [32].

In a modification of the OctoMag, the location of the electromagnets is restricted
to a single hemisphere. This allows more physical freedom in the workspace and
allows the system to be compatible with an inverted microscope. This system, called
the MiniMag, is shown in Fig. 14.6b [33]. With its much smaller size it also fits
under conventional tabletop microscopes and is easily transportable.
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Fig. 14.7 Theoretical field magnitude (a, c) and orientation (b, d) at zD 0 of the workspace when
the system is commanded to a 15 mT field along the positive z-axis at [0.000, 0.000, 0.000] (a,
b) and at [0.005, 0.000, 0.000] (c, d). The figure illustrates a more homogeneous region when the
set point is at the center of the workspace than toward the extremities, which reduces the need for
position feedback when working within a small workspace (reprinted with permission from [32])

14.3.2.1 System Design

An optimal magnetic manipulation system can be designed using n electromagnets
[32]. Given a design criteria of an isotropic task space, a configuration with eight
electromagnets, arranged as illustrated in Fig. 14.6, results in the best performance.
Intuition might lead one to believe that electromagnets must uniformly surround the
workspace in order to create the desired isotropic behavior, but this is not the case.
With the configuration shown in Fig. 14.6, pushing, pulling, and lateral forces can
be exerted while maintaining any desired microrobot orientation.

Using (14.29) for control requires knowledge of the microrobot’s pose.
Figure 14.7 depicts the contour plots of a magnetic field of 15 mT along positive z,
set for the position P at the origin of the magnetic workspace (a, b) and for a position
5 mm off center (c, d). The generated field is inhomogeneous and increases towards
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the extremities. The set point of the magnetic field defines an unstable equilibrium
position from where the field magnitude increases equally in all directions. The
instability of this equilibrium causes magnetic agents to drift, as dictated in theory
by Earnshaw’s theorem. For drift minimization, the magnetic agent needs to be kept
in the unstable equilibrium state by setting the magnetic field at its updated location.

For open-loop control experiments, the set point can be left at the origin of
the system if we limit the physical workspace. Then, we can assume that the
magnetic field does not significantly vary across that area (Fig. 14.7a, b) and the
drift is minimal. Hence, we can eliminate the need for any localization of the
micro/nanorobot. This assumption is reasonable in the case of objects ranging on
the order of nanometers or tens of micrometers that use workspaces smaller than
500 �m3 � 500 �m3 � 500 �m3. For applications that require a larger workspace,
the set point needs to be updated through vision-based agent localization (Fig. 14.7c,
d). However, as the set point approaches the boundaries of the workspace, higher
inhomogeneities are appearing.

Closed-loop servoing requires an additional control loop, wherein the error
between the desired and the current position of the object is used as input to a
PID controller that calculates the desired magnetic field strength and gradient. With
closed-loop position control the drift is compensated for.

There are a number of methods to generate the current field maps that are
required for the control system. One can either explicitly measure the magnetic
field of the final, constructed system at a grid of points, or one can compute the
field values at a grid of points using FEM models. For every single electromagnet
a unit-current field map must be calculated as shown in (14.25). In the event that
a given electromagnet configuration exhibits geometrical symmetry, it is possible
to calculate fewer maps and then rotate them during run time using homogeneous
transformations. The point dipole model is chosen as analytical model for fast
computational reasons. This approximation is suitable for solenoids and cylindrical
magnets, also derived in [34].

14.3.2.2 System Performance

MiniMag is capable of producing magnetic fields in excess of 20 mT and field
gradients of 2 T/m up to 2 kHz and with OctoMag fields up to 50 mT and gradients
of 2 T/m up to 10 Hz can be reached. The frequency response is in latter case slower,
since the coils have higher inductance and higher voltages need to be applied to
drive the system. Although MiniMag was originally designed for gradient control
of microobjects, a variety of different control methods are possible, e.g., stepping
or rotational modes. Figure 14.8 demonstrates a microrobot moving on a circle
trajectory while levitating in a plane under closed-loop servo control. The servo
control was performed with a simple proportional controller to the target point. The
tilt visible in the trace is due to the fact that the drift in the system varies slightly
across the workspace due to calibration and modeling inaccuracies, which are not
taken into consideration in the controller causing it to be biased.
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Fig. 14.8 Time-lapse image of a permanent magnetic agent being servoed along a circular
trajectory in the MiniMag. The image shows a top view of the experiment, while the picture-in-
picture inset shows a side view. The trace on the right image shows tracked data for the duration
of the experiment. The circles indicate the target way points while the pluses show the tracked
position. The average trajectory completion time is 7.14 s (reprinted with permission from [32])

Fig. 14.9 Hybrid swimming/gradient strategy. The agent is rotated at a speed sufficient for gravity
compensation and the small gradients on the order of 50–100 mT/m are used to servo the agent
through the trajectory [32]

As an alternate propulsion method, swimming strategies can be implemented for
microrobotic control through the use of rotating magnetic fields [11]. Figure 14.9
shows results of using the MiniMag for this type of control. In this experiment
we first levitate a helical swimmer with a 380 �m large SmCo head and an
approximately 2,000�m long Cu tail into the center of the workspace using gradient
control. A rotational magnetic field around the z-axis at different frequencies with
no gradient is applied and the corresponding average vertical velocities are recorded.
When the rotation frequency is small, the swimmer does not exert as much force as
gravity and falls. At 25–50 Hz the agent generates enough force to lift itself, and at
frequencies beyond this it moves in the vertical direction.

The system is capable of 5-DOF control while occupying a single hemisphere
and providing an open workspace. It provides precise positioning under closed-loop
control with computer vision but can also be used with no visual tracking, relying
only on visual feedback from the human operator during teleoperation.
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14.4 Fabrication of Magnetic Drug Carriers

14.4.1 Overview

In the past 20 years, several synthetic methods for the fabrication of nanostructures
such as nanoparticles, nanohelices, nanotubes, and nanowires (NWs) have been
proposed. Miniaturization of devices towards the nanoscale is important for many
new applications in biotechnology and medicine. In the field of micro- and
nanorobotics, these nanostructures provide a potential biomedical platform for
controlled, noninvasive medicine. The treatment of cancer is one of the most pursued
directions in these fields. Procedures like chemotherapy, radiation therapy, and
surgery are applied and succeed in several cases; however, they are far from being
efficient. A major drawback is the inability to specifically target cancer cells; hence,
healthy regions become traumatized. As an alternative, the use of multifunctional
magnetic nanomaterials that specifically target cancer cells has been proposed [35].
These materials can be used for better imaging of tumors, and to locally deliver
anticancer drugs simultaneously. Among the variety of magnetic nanostructures
available, NWs or nanotubes are advantageous over others due to their high aspect
ratio and magnetic shape anisotropy. Carbon nanotubes (CNTs) are probably the
most widely studied nanostructure, due to their extraordinary mechanical and
physicochemical properties. A wide variety of applications, including biomedical
devices for diagnostics and drug delivery, have been proposed. Since carbon
nanotubes can be functionalized both endohedrally and exohedrally, they can be
used as multifunctional nanocarriers for targeted drug delivery [35].

14.4.2 Magnetic Nanoparticles

Magnetic nanoparticles (MNPs) represent one major class of nanoscale materials
and a tremendous amount of work has been carried out to better address clinical
needs through specific design, synthesis, and surface functionalization of MNPs.
Potential applications can be divided into two major areas, MNPs for MR imaging
and for drug delivery. In MRI technology, they can be used for cancer imaging, car-
diovascular disease imaging, and molecular imaging. Next-generation MNP-based
MRI contrast agents and carriers for drug delivery incorporate novel nanocrystalline
cores, coating materials, and functional ligands to improve the detection and specific
delivery of these nanoparticles [36].

MNPs can be generally classified into two main groups: ceramics, such as iron
oxide and barium ferrite, metallic NPs and alloys, such as cobalt, nickel, iron,
and combinations thereof containing at least one ferromagnetic element. Numerous
synthetic methods have been developed to synthesize MNPs such as coprecipitation,
sol–gel synthesis, microemulsion synthesis, sonochemical reaction, hydrothermal
reaction, thermal decomposition, electrospray synthesis, and laser pyrolysis [37].
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Methods to fabricate iron oxide NPs vary from classical wet chemistry solution
based methods to laser pyrolysis or chemical vapor deposition (CVD) [38]. Iron
oxide NPs are particularly attractive due to their biocompatibility and ease of
fabrication. Metallic NPs, such as those made of iron or nickel, tend to be chemically
unstable. However, since iron nanoparticles are attractive due to their high saturation
magnetization, ways to improve stability have been pursued. As a result, core-shell
techniques such as the coating with magnetite (Fe3O4), gold, or biocompatible
silica have been suggested. Concerning metal-alloy NPs, combinations of metals
can be synthesized that exhibit superparamagnetic properties or that possess high
magnetocrystalline anisotropy such as FePt [37].

There are numerous strategies to functionalize MNPs depending on the type
of MNP and purpose of the functionalization. For biocompatibility reasons an
additional coating is often required. For the purpose of drug delivery, suitable
drug molecules have to be attached, preferably in a manner so that they can
also be released. For optical imaging probes, fluorescent dyes are added. With
advancements in DNA technology, the delivery of genes attached to MNPs may
present a potential application.

14.4.3 Fabrication of Magnetic Nanowires

Most magnetic nanowires for applications in biomedicine are fabricated by the use
of nanoporous templates and a subsequent electrodeposition of the required metal
[39]. This method of template synthesis has become popular for the preparation
of cylindrical materials in a facile, high-throughput and cost-effective way [40].
As described above for nanoparticles, surface functionalization is also pursued for
NWs. Among this wide range of nanomaterials, carbon nanotubes are particularly
interesting. Their unique electrical, mechanical, and optical properties are already
widely exploited; however, they are also superb candidates for various functionaliza-
tion methods. They offer strong covalent bonds as well as weaker  - -stacking and
hydrophobic wrapping. CNTs combined with magnetic nanowires create a device
amenable to magnetic manipulation. Filling CNTs with a ferromagnetic material
results in an object that becomes most easily magnetized along its long axis.

Several approaches have been adopted to fill the core of carbon nanotubes with
ferromagnetic materials like Ni, Co, and Fe including

1. Pyrolysis, where formation and filling of carbon nanotubes occur simultaneously
[41–43].

2. Step-by-step approach, where during the growth process of the CNT their caps
are removed and magnetic material diffuses inside the tubule [44, 45].

3. Template-assisted growth of carbon nanotubes followed by electrodeposition of
metal catalysts inside the pores of a template [46, 47].
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Fig. 14.10 Fabrication steps of the Ni-filled CNTs: (a) Silicon wafer with evaporated Al on top;
(b) Anodization process; (c) Electrodeposition of Ni NWs (d) CNT growth

Fig. 14.11 (a) SEM image of AAO template. The pore diameter distribution is 110˙ 10nm (b)
Array of Ni NWs after selective etching of the AAO template

The template-assisted synthesis has become a widely adopted fabrication tech-
nique. The process steps to fabricate ferromagnetic nickel nanowire cores encapsu-
lated in a carbon nanotube shell by the use of template-assisted electrodeposition
and growth is shown in Fig. 14.10.

The sequence starts with the fabrication of a suitable template for NW synthesis
[35]. Aluminum is evaporated on a layer of gold and titanium on a silicon surface
and a subsequent anodization process transforms the layer into porous alumina
(AAO) (Fig. 14.11a). Anodization of aluminum is tunable with regards to both
diameter and length depending on the operating conditions such as anodizing
voltage and time. AAO templates also produce arrays of carbon nanotubes of equal
dimensions thereby making it possible to have a standardized growth process for
large-scale production. An array of uniform pores of e.g., 100nm diameter and 1�m
depth (which is defined by the thickness of the aluminum layer) can be achieved.

Next, nickel is deposited inside the pores by galvanostatic pulse current (PC)
electrodeposition. Eletrodeposition is an effective method for growing 1D nanos-
tructures in a controlled way without the implementation of expensive instrumen-
tation, high temperatures or low-vacuum pressures. A result of a batch of Ni NWs
after template release is illustrated in Fig. 14.11b.
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Fig. 14.12 Hybrid CNT-based magnetic nanostructures arranged on the silicon surface after
release of the template

Fig. 14.13 High resolution
TEM image demonstrating
graphitic shells encapsulating
a Ni NW. the thickness of the
shells is 17.65nm whereas the
interlayer distance is 0.345nm
which corresponds to 50
shells

After PC electrodeposition, low-pressure chemical vapor deposition (LPCVD) is
utilized to coat nanowires with graphitic as shown in Figs. 14.12 and 14.13.

Finally, the AAO template is dissolved, e.g., by NaOH, and the Ni-filled
CNTs can be washed and dispersed in liquid. They are ready then for further
exohedral functionalization such as the chemical attachment of fluorescent dyes for
tracking and drug molecules for targeted delivery. Considering the manipulation,
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the graphitic volume was neglected in the above estimations, which increase the
drag force and decrease the actual magnetic volume per drug carrier. However, the
thickness of the shell layer varies widely and was not considered due to simplicity.

As mentioned earlier, there are numerous techniques to fabricate cylindrical
hybrid magnetic drug carriers. However, the template-assisted technique was de-
scribed here more in detail, since it is a facile batch-fabrication method that allows
a uniform coating of ferromagnetic nanowires with high quality graphene layers for
biomedical functionalization.

14.5 Conclusion

This chapter focuses on methods of generating multi degree-of-freedom magnetic
fields and gradients to wirelessly control nanorobots with potential applications in
targeted drug delivery. Recent developments in fabricating magnetic nanodevices
that can be used for biomedical applications indicate this area of research has great
potential. The field of nanorobotics requires the expertise of several disciplines
including medicine, biology, physics, micro-/nanosystem technology, hardware
engineering, and computer science and is pushing research in fabrication of optimal
nanostructures for the use as minimally invasive platforms.
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Chapter 15
Techniques for MRI-Based Nanorobotics

Christian Dahmen, Tim Wortmann, and Sergej Fatikow

Abstract This chapter describes several techniques developed for the use of
clinical MRI systems for robotic approaches. At the core are approaches developed
for the detection of ferromagnetic object artifacts inside MRI images, the tracking
of these and the propulsion sequence. All approaches have been verified in
experiments, and tests for the transferability to nanoparticle agglomerations have
been made.

15.1 Introduction

Magnetic resonance imaging (MRI) is a powerful medical imaging modality which
uses strong magnetic fields and sophisticated signal generation, receiving and field
modulation strategies to extract images from biological tissue. Approaches are
widely followed on how to use the MRI with additional actuation and robotic
components to develop robotic systems with many uses in surgery, diagnostics, and
treatment [1]. Though the strong magnetic fields put heavy constraints on useable
materials and feasible actuation principles for any kind of actuation technology,
the magnetic gradient coils used for imaging themselves offer a possibility for
generating forces. Though the achievable gradients are limited in clinical MRI
systems, the principal feasibility for certain cases has been shown [2].

This work focuses on the development of techniques to enable the use of this
approach in medical applications. All design has been done in a standard MRI
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environment supplied by the MRI manufacturer. Certain attempts have been made to
test the scalability of the imaging and propulsion to agglomerations of nanoparticles.
All the work presented was part of the European project NANOMA.

15.2 MRI Artifact Imaging

MRI is based on the phenomenon of nuclear magnetic resonance (NMR). Many
materials show NMR, but for medical applications the magnetic resonance of
hydrogen nuclei is by far the most important. NMR can be explained best using
the concept of nuclei spin (Fig. 15.1).

An externally applied magnetic field B0 causes the nuclei to rotate around the
direction of the field (“precession,” Fig. 15.2). The frequency of precession !0 is
directly proportional to the gyromagnetic ratio 
 of the nucleus and the applied field
strength (Larmor equation).

!0 D 
 � B0

a b
Fig. 15.1 (a) Concept of
nuclei spin and its magnetic
moment vector. (b) Without
an externally applied
magnetic field, nuclear spins
are randomly oriented.
Therefore the sum of their
magnetic moments (“net
magnetization”) is equal to
zero

x

y

z

B0

μ

ω0

Fig. 15.2 Precession of a
nuclear magnetic moment �
around an externally applied
magnetic field B0 along the
dashed line. The angular
frequency of precession is !0
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If the specimen is exposed to an electromagnetic RF pulse with frequency!0, the
magnetic moment vector � can be caused to invert direction and therewith change
into a high-energy state (“spin down”). Shortly after this excitation � will return to
its original state (“spin up”) and emit the energy difference in the form of another RF
signal. This signal response is the NMR. The strength of the NMR signal depends
on many conditions but mainly on the density of the excited nuclei in the specimen
and on their chemical bondings. These parameters vary between different tissues of
the human body and therefore NMR can be exploited to create tomographic images
of the human body.

The tissues do not only differ in proton density but also in the time that is
needed to recover from the excitation. This “relaxation” can be further subdivided
into longitudinal (along B0) and transverse components which are best described
by T1 and T2. By definition T1 is the time needed until 63 % of the original
longitudinal net magnetization in thermal equilibrium is restored. After T2, the
transverse magnetization has vanished to 37 % of its initial value. This results in
three basic forms of image contrast which can be used to form a MR image: proton
density, T1-, and T2-weighted intensity images.

By analyzing the spectral composition of a NMR signal conclusions about its
constituting materials can be drawn. However this knowledge cannot be used to
form an image as there is no information about the spatial origin of the signal.
This problem can be overcome by introducing gradient fields GX,Y,Z in all spatial
directions, which are applied additionally to the static field B0. By modulating the
gradient strength theoretically a specific point inside the specimen can be chosen
in which the resulting Larmor frequency exactly matches the frequency of a very
narrow-banded excitation RF-pulse. Successively scanning every volume element
(voxel) would provide a three-dimensional image. However this procedure is highly
inefficient and not applicable in medical examinations.

Instead, whole slices (2D image) or even volumes (3D image) are excited
simultaneously. This becomes feasible if images are acquired not in spatial, but
in Fourier domain. In the context of MRI, the discrete Fourier domain is called
“k-space.” The principle of spatial encoding in one direction is depicted in
Fig. 15.3. By applying the gradient field after excitation, a dephasing in transverse
magnetization is started. In consequence, signals from voxels with opposite phase of
the precession cancel each other. This is equivalent to spatial filtering of the image
content. As time continues, the phase shift and thus the spatial frequency increases.
With this method the spatial frequency components can be recorded separately. If
enough k-space data is available an image can be reconstructed by inverse transform
into the spatial domain.

This encoding principle can be used in all spatial directions. Naturally the k-space
does not need to be completely filled in order to reconstruct an image.

Two basic types of pulse sequences can be distinguished based on the way the
echo is created: spin-echo and gradient-echo. Both types of sequences start with
an RF excitation pulse. Spin-echo sequences use a second RF pulse for refocusing
of the spins and causing an echo. Gradient-echo sequences cause an echo just by
switching of the gradient fields. Signal acquisition is carried out at echo time.
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Fig. 15.3 The principle of spatial encoding using a linear magnetic-field gradient. (a) After an
initial excitation RF-pulse a constant magnetic-field gradient is applied along the x axis. The
effect is evaluated at four points of time. (b) A linear dependency between position x and angular
frequency of precession ! results from the gradient field. This causes a phase shift in transverse
magnetization which increases over time. (c) The spatial wave in x-direction filters the received
RF-signal so that the signal measured at each point of time 1–4 corresponds to one point in k-space

Important for the approach of detecting small ferromagnetic objects in the MRI
is that the imaging process is very sensitive to field inhomogeneities. This is
one factor influencing device costs and complexity when dealing with high DC
field strengths. For detecting ferromagnetic objects, this actually is advantageous.
The field distortion caused by the material stretches much further than the object
dimensions. In this way it can be thought of a kind of “magnifying glass” effect,
though the morphology of the object cannot be extracted. The field distortions lead
to several effects which produce artifacts inside the image. The most important are
intravoxel dephasing and spatial misregistration. In order to understand the artifact
generation process, simulations have been executed.

15.3 Artifact Simulations

The understanding of the effects which lead to the formation of MRI suscep-
tibility artifacts can be supported by simulating the process of MRI. In this
section, an implementation of an MRI simulator with a focus on susceptibility
artifact generation is presented. Numerical MRI simulators have a large range of
applications, including MRI sequence design, hardware development, or education.
The computational cost of an MRI simulation is generally high. Due to advances
in computational capacity and also simplifications of the simulation process, an
increasing number of effects related to MRI image formation can be simulated
[3, 4]. Most simulators are based on the evaluation of the Bloch equation [5], which
allows the computation of magnetic moments of atomic nuclei (spins). The Bloch
equation is in fact a macroscopic equation and does not model quantum mechanical
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Fig. 15.4 Relaxation trajectory of a nuclear magnetic moment (spin) after excitation, computed
by evaluation of the Bloch equation

effects. According to the Bloch equation, the magnetization vector M.t/for a given
point of time t can be computed from

M.t/ D
0
@ e� t

T2 0 0

0 e� t
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(15.1)

where M0 is the core magnetization in thermal equilibrium, M.t0/is the initial
magnetization after excitation, and T1 and T2 are the time constants for the volume
of interest. The relaxation is thereby described with the help of an exponential
function, whereas the precession movement is expressed by the rotation matrix.
Figure 15.4 shows a typical trajectory of the magnetization vector during relaxation.
The equations assume a sufficiently small voxel size in which the model inputs,
especially the precession frequency and T1 and T2 are constant. In order to model
the effect of intravoxel dephasing, the voxel grid used for imaging must be further
subdivided. For each resulting subvoxel, the equation is evaluated independently.

Prior to the simulation, a description of the object of interest and its surrounding
volume must be specified in the form of two types of input matrices. The relaxation
times T1 and T2 are mostly material constants and will typically depend on the
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Fig. 15.5 Magnetic flux density in the surrounding plane of a sphere (left) and a bar magnet
(right). The left plot has been generated by evaluation of (2) (B0D 3T). The right plot has been
generated using the finite element method (B0D 7T).

surrounding tissue or phantom material. In most cases, the goal of MRI is to recover
T1- or T2-weighted images and therefore in the optimal case input and output of
the simulation will be identical. However, the focus of this investigation is not on
perfect reconstruction of anatomical structure but on the simulation of susceptibility
artifacts. The local differences in magnetic properties can be summarized in a matrix
of local magnetic flux densities.

Generally, the computation of the magnetic flux density around magnetic objects
is nontrivial for arbitrary object shapes. The preferred procedure is the finite
elements method. For this investigation, the software COMSOL Multiphysics 3.5
has been used. The most important input parameters are the magnetic susceptibility
inside (�i) and outside (�e) the magnetic body. For some regularly shaped objects,
analytical approximations exist [6]. The magnetic flux density in (Bi) and around
(Be) a sphere of radius R can be approximated from

Bi � B0

�
1C �e

3

�

Be � B0

 
1C �e

3
CR3

.�e � �i/.x
2 C y2 � 2z2/

3.x2 C y2 C z2/5=2

!
(15.2)

Figure 15.5 (left) shows the magnetic flux density in the surrounding of a ferro-
magnetic sphere with R D 50 mm, based on evaluation of (15.2). The susceptibilities
have been set to �e D �9.035 � 10�6 and �i D 10�4. The results of the COMSOL
simulation for a bar magnet can be seen in Fig. 15.1 (right).

The core of the simulation is the application of a pulse sequence and an
evaluation of the Bloch equations at discrete points of time during the readout
phase of the sequence. All components of a pulse sequence involve an action
in the simulation. In MRI sequences, RF pulses are typically named after their
expected flip angle and the local magnetization vectors must be updated accordingly.
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Gradient fields lead to a local variation of the magnetic flux density and therefore
a deviation in the precession frequency and phase. Besides the input matrices
containing relaxation times and local flux densities the simulation requires a set
of parameters. These are:

– Echo time TE, repetition time TR, and echo type (SE or GRE)
– Receiver bandwidth BW in kHz
– Main magnetic field B0
– Number of layers
– Number of pixel/voxel per layer Res
– Subvoxel per voxel Sxy

– Flip angle (only GRE)

With the help of theses parameters the gradient strengths and acquisition time
can be derived. The acquisition time is obtained from

�t D 1=BW: (15.3)

Frequency- and phase-encoding gradient are computed as follows:

Gf D 	

Sxy ��t � 
=1000; (15.4)

Gp D �ˆ

Sxy ��t � 
=1000: (15.5)

The row-dependent difference in phase is

�ˆ D 2	

Res � Sxy � ..ky � 1/� Res=2/; (15.6)

with the actual row in k-space is ky D Œ1 : : :Res�. Signal acquisition is performed
by computing the vector sum of the transverse components of M.t/ at each sampling
point. The acquired signal is computed by

M?.t/ D
NX
kD1

Mxk.t/C i Myk.t/; (15.7)

where N is the total number of spins in the system. Mxk and Myk are the x- and y-
component of (15.1) for spin k. From the acquired signals, the simulation result can
be reconstructed using the inverse Fourier transform.

Figure 15.6 shows simulation results for a steel sphere with a diameter of 2 mm in
a homogeneous medium and a FOV of 10 cm. The image matrix is 64 � 64, whereas
the spin matrix is 128 � 128 � 256. Scans differ in the type of echo, the orientation
of Gf and B0 with respect to each other (parallel k or perpendicular ?) and the
relative slice location in the volume (50 % corresponds to the sphere location).
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Fig. 15.6 Simulated susceptibility artifacts for steel sphere (¿D 2 mm, �iD 105), FOVD 10 cm,
image matrixD 64� 64, spin matrixD 128� 128� 256

SE artifacts exhibit the characteristic bright fringes caused by spatial misregistra-
tion. The GRE artifacts show larger areas of signal loss. The orientation of the
frequency encoding gradient has a strong impact on the artifact shape and must
be taken into account.

15.4 Artifact Imaging Experiments

In order to test the imaging characteristics of magnetic objects in the MRI, a series
of experiments has been carried out. The usage of phantoms allows the isolated
investigation of susceptibility artifacts in a well-defined environment. A phantom
dedicated for studying magnetic susceptibility artifacts should at least contain two
components: a magnetic object and a source of signal. A popular choice of a signal
source is water. However, for the targeted application the medium should provide the
possibility to fixate an object at a spatial location. Therefore, a phantom filled with
agarose gel has been chosen. It emits a signal comparable to gray matter and can
be mixed to the desired stiffness. Figure 15.7 shows scans of a phantom equipped
with a ¿ D 2.5 mm steel sphere placed in the center. The diameter of the phantom
is 145 mm. It can be seen that the dimension of the susceptibility artifact exceeds
the size of the sphere by orders of magnitude. The artifacts observed for basic spin-
echo and gradient-echo have a correspondence with the simulated scans in Fig. 15.4
(SE, Gf k B0, Sl D 50 % and GRE, Gf?B0, Sl D 50 %). The single-shot sequence
allows frame rates 
1 fps but has not been simulated. Multiple solid object shapes
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Fig. 15.7 Susceptibility artifacts caused by a ¿D 2.5 mm steel sphere, embedded into an agarose
gel phantom. Sequences are spin-echo, single-shot fast spin-echo, and gradient-echo (left to right)

have been tested: spheres of varying diameter, cuboids, and a disk. In summary, for
objects with small aspect ratios their shape has no impact on the artifact appearance.

Because the agarose gel phantoms show a homogeneous image background,
they allow the examination of imaging defects without an interference with the
background structure. However, the targeted environment will show anatomical
structure. Therefore, some of the imaging experiments have been repeated in an
animal tissue environment. Slice views for each plane containing two duck legs
with a ¿ D 1 mm steel sphere embedded can be seen in Fig. 15.8. No significant
difference in artifact shape as compared to the agarose gel phantoms can be
observed.

Additionally to the solid samples, also superparamagnetic nanoparticles in
synthetic carrier oil (ferrofluids) have been investigated. Two setups have been built
for this purpose. In the first setup, different amounts of ferrofluids have been mixed
in containers with agarose gel. Results for a spin-echo sequence can be seen in
Fig. 15.9 (left). Increased concentration of the nanoparticles leads to an increased
damping of the signal. In the second setup, the ferrofluid has been fixed at a single
location near the center of an agarose gel phantom (see Fig. 15.9, right). The high
concentration of magnetic material leads to distortions similar to those observed
from solid objects.

15.5 Artifact Recognition Algorithms

The recognition of magnetic objects deals with the problem of initially localizing
objects in a 3D scan. No prior knowledge is available about the location or number
of objects. This problem can be solved by exploiting the imaging characteristics
studied in the previous sections. Most susceptibility artifacts observed show a very
good contrast in signal intensity between artifact and surrounding tissue or phantom.
This property can be used in order to separate between objects and background or
in other words perform segmentation. Generally, two forms of segmentation can
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Fig. 15.8 [!t]Slice views of each plane showing animal tissue sample (equipped with ¿D 1 mm
steel sphere) and agarose gel phantoms (one of them equipped with a ¿D 0.6 mm steel sphere)

Fig. 15.9 Appearance of Ferrofluids in fast spin-echo sequences. The left scan shows nine agarose
gel phantoms with different concentrations of ferrofluids distributed over all the volume. The right
scan shows pure Ferrofluid locally fixed near to the center of an agarose gel phantom
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be distinguished [7]. The first method is based on the detection of structures of
the object borders, such as points, lines, or edges. Initial experiments showed that
especially in the presence of structured image background these methods do not lead
to reproducible results. Alternatively, regions may be distinguished based on their
intensity level. Depending on the object type, imaging sequence and surrounding
tissue, the intensity level in MRI scans can vary over a large range. Therefore, image
processing in MRI should not rely on the exact reproduction of intensity levels [8].

An adaptive procedure widely used in medical image processing is the expec-
tation maximization (EM) algorithm [9]. The EM algorithm requires a statistical
model and aims at iterative estimation of the model parameters. In the context of
image segmentation, a Gaussian Mixture Model (GMM) is a common choice of
such a model [10]. The model assumes that each segmentation zone in the scan is
a random process with a Gaussian characteristic. Image pixel generated by each
source must be described by a feature vector xl, which can contain for instance
intensity, color, or texture information. For simplicity and due to the lack of color
information, only signal intensity has been used here. Using a fixed number of
processes K, the GMM is described by

F.xl j‚/ D
KX
kD1

˛k G.xl j�k/ (15.8)

where ‚ is the complete parameter set for all processes and G is a Gaussian
distribution parameterized by the vector of mean and standard deviation �k D
Œ�k; �k�. ˛k is a weighting factor indicating the a-priory probability of a data point
originating from process k. The algorithm needs an initial parameter set ‚.0/. In
each iteration, two steps are carried out:

• The expectation step computes the a posteriori probabilities of each pixel
belonging to each process. For obtaining an intermediate result, each pixel can
be assigned to the process with highest a posteriori probability.

• In the maximization step, the parameter vector ‚ is updated by pretending, the
results from the expectation step were new measurement data.

The result of the EM segmentation is an assignment of each pixel to a segmenta-
tion zone. An example can be seen in Fig. 15.10. A big advantage over fixed-level
thresholding techniques is the capability to learn the decision boundaries.

Depending on the choice of K, a number of segmentation zones can be grouped
in order to form connected objects. For example, the two segmentation zones
with lowest mean intensity can be chosen to form candidate objects. Individual
objects can be distinguished by incorporating a labeling step which assigns a
unique identifier to each connected component. These objects serve as input to the
following classification scheme. Figure 15.11 shows segmented artifacts caused by
metallic spheres inside agarose gel phantoms.

Intensity levels in MRI scans typically cover a larger range as compared to the
usual 8-bit image data. Usually a contrast stretch is performed prior to display. This
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Fig. 15.10 Resulting EM segmentation zones obtained for a ¿D 3 mm steel sphere imaged using
a gradient-echo sequence, where KD 20

Fig. 15.11 Binary segmentation results for a set of agarose gel phantoms equipped with steel
spheres of varying diameter of 1.0 mm, 1.2 mm, 1.5 mm (upper row) and 2.0 mm, 2.5 mm, and
3.0 mm (lower row). A FSE sequence has been used

covers the fact that volumes perceived as “dark” can correspond to very different
intensity levels, depending on the rest of the scan. Figure 15.12 shows the histogram
of a HASTE scan, covering a large range of intensity levels. On the other hand, the
areas of signal loss caused by a susceptibility artifact reliably produce low signal
intensity values.

The output of the segmentation procedure has been studied with the help of a
selection of scans from phantom experiments and full 3D head imaging. All scans
have been acquired using gradient-echo imaging. Finally, three types of objects have
been identified in the output of the segmentation procedure:
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Fig. 15.12 Intensity histogram for a HASTE scan of a water container equipped with two steel
spheres

Fig. 15.13 Scatter plot of segmented volumes with respect to size and mean intensity. The
decision boundaries of three different classifiers are indicated

• Background: The surrounding air of phantom or patient produces low signal
intensities. Typically, the segmented background is the largest object in the
volume of interest.

• Susceptibility artifact caused by magnetic object: Exhibits characteristics as
studied above.

• Cavities, bones, anatomical structure: Can show object sizes comparable to those
of susceptibility artifacts.

A scatter plot of all identified objects can be seen in Fig. 15.13, where positive
samples (susceptibility artifacts) have been marked with aC and a� samples (back-
ground and anatomical structure) have been marked with a*. The feature vector
for each sample is composed of the segmented object volume and the mean signal
intensity inside the object. The plot shows that the EM segmentation can indeed
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Fig. 15.14 Computed artifact volume after EM segmentation in dependency of imaging sequence
and sphere volume

converge towards intensity levels above the mean level found in susceptibility
artifacts. Nevertheless, the object classes can be distinguished based on the proposed
feature vector and are in fact linearly separable. The decision boundaries of three
classifiers have been indicated in the figure: The quadratic Bayes classifier, the back-
propagation trained feed-forward neural net classifier and a linear Support Vector
Machine. Details about classifier design can be found in [11].

By incorporating prior knowledge about object size and imaging sequence, the
classification scheme can be improved. In the initial experiment, all artifact objects
in the training dataset had been collectively defined to be positive samples. Alterna-
tively, only the subset corresponding to the expected objects and imaging sequence
can be used for classifier training. This will permit sharper decision boundaries.
The relationship between artifact volume and sphere volume for gradient-echo,
spin-echo, and fast spin-echo is depicted in Fig. 15.14. A further improvement
can be achieved by expanding the feature vector by an object shape descriptor.
The segmentation and classification procedure allows detecting multiple artifact
objects in a volume. Figure 15.15 shows two slice scans of a water-filled phantom
equipped with two steel spheres of different diameter. In order to demonstrate
the transferability of the results to a real-tissue environment, the procedure has
been applied to the animal tissue sample described above. Figure 15.16 shows the
segmentation results for a ¿ D 1 mm steel sphere, embedded into an agarose gel
phantom and animal tissue, yielding to similar classifier responses.
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Fig. 15.15 Multiple steel spheres (left in each scene:¿D 1 mm, right in each scene:¿D 2 mm)
present in the same image scene. The surrounding medium is water. Sequence: FLASH,
TED 4.8 ms, TRD 9.1 ms

Fig. 15.16 Extracted volumes of susceptibility artifact generated by a ¿D 1 mm steel sphere in
a GRE sequence. The sphere has been embedded into an agarose gel phantom (left) and animal
tissue (right)

15.6 Artifact Tracking Algorithms

For the tracking of the artifacts inside the MRI image slices, different algorithms are
used. The algorithms are based on template matching.

When the recognition algorithm has detected the artifact and its initial three-
dimensional position, the position and a slice stack of the artifact is transferred to
the tracking algorithm, as can be seen in Fig. 15.17.

The tracking algorithm uses the template stack to determine two separate
information. First, the best fitting template stack slice is determined. All template
stack slices are correlated with the input MRI slice:
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Fig. 15.17 Data flow between recognition and tracking algorithm. MRI image data coming in on
the left, generated data going out on the right

Cn.x; y/ D I.x; y/ � Tn.x; y/

The best fit is then chosen and the two-dimensional position of the artifact inside
the MRI slice is determined using the selected slice. This is done by calculating the
maximal value of the correlation matrix and its position inside the matrix:

Cn.xn; yn/ D max.Cn.x; y//

C.x0; y0/ D max
8n
.Cn.xn; yn//

The calculation is done with sub-pixel accuracy using center of gravity calcula-
tion of the correlation peak. For this, first a thresholding is executed:

T .v/ D
(

v � t if v � t

0 else

Cthresh.x; y/ D T .C.X; y//

Afterwards, the center of gravity is calculated:

x0 D
P
x;y
x�C.x;y/

P
x;y
C.x;y/

; y0 D
P
x;y
y�C.x;y/

P
x;y
C.x;y/

The best fitting slice is also further refined to enable a more exact z-dimension
position. This is also done by center of gravity calculation:

z0 D
P
n

zn � Cn.x0; y0/
P
n

Cn.x0; y0/
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Fig. 15.18 CAD drawing of the setup used. It is an acrylic glass box with dimensions 30 cm in all
directions. Inside is a glass pipe system with an inner diameter of 3–5 mm, in which ferromagnetic
spheres can be moved. Attached can be external components to generate liquid flow

The determined position .x0; y0; z0/ is then stored and made available for later
processing steps. Also, a new slice position is calculated which can be used by the
gradient controller to update the MRI scanning parameters.

The tracking algorithm has been tested using a HASTE sequence and a ferro-
magnetic ball inside a glass pipe system. A CAD model of the setup can be seen in
Fig. 15.18 and the realized setup in Fig. 15.19.

The HASTE sequence delivers fast images but does not yet enable automatic
slice update. For the testing of two-dimensional tracking this is still sufficient.
Acquired MRI slices can be seen in Fig. 15.20.

The data in Fig. 15.21 show that the ferromagnetic ball can be tracked reliably
while it is not too close to the setup borders. Still, tracking may be lost depending
on the signal status and the movement artifacts.

15.7 MRI Based Magnetic Propulsion

MRI-based propulsion exploits the magnetic field generated by the MRI gradient
coils to exert a driving force on ferromagnetic materials and objects. The idea was
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Fig. 15.19 Picture of the box and pipe setup

Fig. 15.20 Image slices
acquired using a HASTE
sequence. The artifact is
visible in the bottom right
corner of the slice and is
moving horizontally. Bottom
left is the slice 56 in which
the tracking was lost. Visible
is the strong movement
artifacts and the lack of
artifact shape

already proposed in [2] and subsequently demonstrated in a clinical MRI. The force
that can be exerted by the MRI gradients can be expressed as

F D r.m � B/
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Fig. 15.21 The x and y positions tracked in the MRI slices acquired by a HASTE sequence.
Clearly visible is the error in x-position at slice 56. The tracking was lost due to very fast movement
and resulting too strong movement artifacts and had to be recovered
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Fig. 15.22 Combined propulsion and imaging sequence. The propulsion phase may be signifi-
cantly longer than the imaging phase. In this case, a gradient-echo sequence is used for imaging

Using the imaging gradients, only one of the imaging and propulsion functions
can be active at any chosen time. Therefore, a time sharing approach has to be
taken. The sequence designed consists of an imaging part, which delivers a MRI
image slice and a propulsion part, which switches the gradient coils to generate
the necessary magnetic field for the wanted force. The principal sequence design is
shown in Fig. 15.22.
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15.8 Propulsion Experiments

For experiments with the propulsion sequence, the following setup has been used.
The acrylic box was filled with water and a 2.5-mm steel ball was introduced

into a special mechanical mechanism which holds the ball in place until the box is
completely inside the MRI. This is to prevent movements of the ball due to the high
gradients during insertion into the MRI. The setup inside the MRI is depicted in
Fig. 15.23.

The steel ball was propelled by the tailored sequence. The movement has been
filmed using a high zoom camera. The results of the movement can be seen in
Fig. 15.24.

While millimeter-sized objects are interesting, also for certain medical applica-
tions, we also verified the force induction on nanoparticle agglomerations. For this, a
ferrofluid from FerroTec with iron oxide nanoparticles sized around 10nm was filled
into a closed capsule. To enable movement without surface friction, the capsule was
additionally filled with air and put into the water filled acrylic box. Therefore, the
capsule was swimming on the water surface. The capsule can be seen in Fig. 15.25.

It was possible to move the capsule, though the movement was much slower
than the movement of the steel ball. This has three reasons, first the content of
ferromagnetic material is lower with the capsule and therefore the magnetic moment
of the steel ball is stronger. Second, the mass of the capsule is higher, leading to
slower acceleration. The last reason is the damping in water due to the high surface
of the capsule.

Fig. 15.23 Experimental setup for the propulsion. Visible in the middle is the 2.5 mm steel ball.
The setup is already introduced into the MRI bore
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Fig. 15.24 The tracked steel ball from the propulsion experiment. Tracking was executed in video
images. Visible is that the movement is not linear. This is due to friction effects

Fig. 15.25 The capsule filled with iron oxide nanoparticles in oil and air

Considering the achievable repetition rate of the tracking-propulsion process, this
highly depends on the quality and optimization of the imaging sequence and on the
duty cycle needed to propel the object of interest. Technically, when using very fast
imaging sequences, a repetition rate of few executions per second could be achieved.
An additional increase of the repetition rate would require sequences which are
reduced to even less k-space line acquisitions. The minimal number of k-space lines
required for tracking is 3, in which case it may be possible to reach the repetition
rate of 20–30 Hz published by [12].
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15.9 Conclusion

As shown in this chapter, the MRI combined with additional software and ferro-
magnetic objects as end-effectors may be a sufficient tool not only for imaging but
also for actuation. This makes it feasible to use the MRI to realize robotic systems
without the need for additional actuation mechanisms. Though the actuating force
is scaling down unfavorably in comparison to drag forces in the cardiovascular
system, still the actuation of agglomerated nanoparticles is possible under certain
conditions. The conditions necessary are the presence of a significant quantity of
ferromagnetic material, a strong agglomeration force and a flow which is sufficiently
low to enable steering. When not dealing with strong flow like in the cardiovascular
system, even manipulation of micro- and nanoparticles may be feasible. Due to the
artifact imaging, even objects far below the MRI resolution can be detected.

The use of the MRI as robotic system has many potential applications in the
medical field like targeted drug delivery or supporting diagnosis or even minimal
invasive surgery, which should be exploited using technologies like the ones
presented here.
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Chapter 16
Therapeutic Bacterial Nanorobots for Targeted
Drug Delivery Deep Inside Tumors

Sylvain Martel

Abstract In medical interventions such as in cancer therapy, targeting remote
tumors through the human vasculature while avoiding the systemic circulatory
network responsible for side effects is a great challenge. Recently, the fundamental
principles used in robotics have been considered for the implementations of
platforms and microscale entities based on nanoscale components to deliver doses
of therapeutics to such targets. To achieve such goal, more conventional and well-
known engineering practices must expand beyond known traditional practices and
consider a wider range of disciplines. These include the use of synthetic and
biological versions with bacterial carriers capable of carrying the therapeutic loads
deep into the tumor. Here, the advantages and limitations of both synthetic relying
on magnetism and bacterial carriers relying on a self-propelling flagellated system
will be described and the advantages of combining both approaches for navigation
in the vascular network will be demonstrated.

16.1 Introduction and Motivation

Potential applications of nanorobots capable of assisting in various medical in-
terventions include but are not limited to tumor targeting, and elimination or
reduction of arteriosclerosis, blood clots leading to stroke, accumulation of scar
tissue, localized pockets of infection, and many more. But so far, nanorobots have
been subjected to various speculations trying to describe far-future versions that in
most cases resemble the larger and most common counterparts but implemented at
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a smaller scale. These visions are often wrong since they most often forget scaling
effects such as Reynolds numbers and the ones at the nanoscale. Indeed, the physics
and the forces involved at the nanoscale differ from the ones at the macroscale.
Based on this, the designer of microscale nanorobots can take advantages of
nanotechnology combined with the laws of physics at the macroscale to embed more
functionality while being more suited for a given application where considering
traditional engineering based on macroscale physics becomes insufficient. These
designs will eventually use advanced materials and manufacturing techniques, while
traditional parts to be assembled will rely more on biology and biochemistry.
This design strategy should help in the implementations of miniature systems with
embedded capability well beyond the ones relying on only the more traditional
technologies. As it will be described in the following sections, such approach has
been successfully used for the implementation of microscale devices designed to
operate in the human vascular network.

16.2 The Environment

Due to the diameters of the blood vessels, the lack of direct line of sight to track
such robots for navigation purpose, and many more obstacles, implementing robots
to operate in the human vasculature is indeed not an easy task. But the opportunities
for applications and the need to provide new tools in medical target interventions
are great.

In general, the human vascular network offer more potential for interventions,
especially when we consider that it offers close to 100,000 km of accessibility to
various regions inside the human body. The diameter of the various blood vessels
in the human vasculature limit the overall diameter of the untethered robots from
a few millimeters in larger blood vessels such as the arteries, down to �4 �m in
the narrowest capillaries. The larger diameter for a robot navigating in such vessels
should be approximately no more than half the diameter of the vessels being traveled
in order to avoid an increase in the drag force caused by the vessel walls and acting
against the robot or device.

As such, in order to reach the capillary networks, such robots must travel through
the arterioles after being injected typically in one of the larger arteries. Since the
diameters of the arterioles may vary from �150 �m down to �50 �m, an overall
diameter for each robot of no more than �25 �m is required to reach the entrance
of the larger capillaries. But in order to reach deeper in the microvasculature and
towards a targeted region located in a tumor for maximum therapeutic efficacy, each
microrobotic entities would need an overall diameter not exceeding �2 �m. This
size would allow them to release their therapeutic loads with overall sizes in the
nanometer range, allowing them to penetrate further through other mechanisms such
as diffusion including transition through the blood–brain barrier (BBB).



16 Therapeutic Bacterial Nanorobots for Targeted Drug Delivery Deep Inside Tumors 325

16.3 Synthetic Microscale Medical Robots and Carriers

In 2007, the results of a first proof of concept that successfully demonstrated the
automatic navigation (i.e., without human intervention) using the magnetic gradient
fields of a clinical MRI scanner, of a magnetically saturated untethered object (a
1.5-mm bead) in the blood vessel of a living animal [1–6], were published. The
technique known as magnetic resonance navigation (MRN) relied on a clinical
magnetic resonance imaging (MRI) scanner where the highly homogeneous field
(typically 1.5T or 3T on commercial clinical MRI scanners) was used to fully
saturate the ferromagnetic core being navigated, while the 3D magnetic gradients
typically used for image slice selection were used to propel the untethered object
in any direction. A special MR-tracking algorithm was used to feed positional data
to a computer to correct the trajectory along the carotid artery of a living swine, 24
times per second.

Later, the 1.5-mm bead was replaced by biodegradable microcarriers (diameter
50 �m) as depicted in Fig. 16.1, making them the first navigable therapeutic
agents. They were called therapeutic magnetic microcarriers (named TMMC) and
contained doxorubicin (a cancer drug widely used to treat humans) that was
synthesized and navigated successfully through the hepatic artery at 4 cm beneath
the skin before reaching predetermined target sites in the liver of live rabbits
prior to controlled release of the drug (DOI: 10.1016/j.biomaterials.2010.12.059).
This result represents a significant advance compared to all other state-of-the-art

Fig. 16.1 Photograph of the first MR-navigable therapeutic microcarriers
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magnetic drug targeting (MDT) approaches since the technique is still the only one
allowing not only controlled navigation (to avoid systemic circulation and hence
potential secondary effects) but also targeting at any depth in the body. But as
predicted, the experimental results concurred with previous calculated estimations
in that the minimum diameter using magnetic gradients from a clinical MRI
scanner even upgraded with additional gradient coils providing 400 mT/m instead
of the typical 40 mT/m was insufficient to induce a propelling force on magnetic
therapeutic microcarriers (such as the TMMC) of <50 �m in diameter. Therefore,
another approach was needed to go beyond these synthetic microcarriers for efficient
navigation in the microvascular network and in order to reach deep inside tumors.

16.4 Therapeutic Self-Propelled Bacterial Carriers

In order to reach deep inside tumors for maximum therapeutic efficacy instead of
performing chemoembolization further away from the potential tumor sites as for
the previous experiments, calculations based on physiological and technological
data indicated that microcarriers with an overall diameter not exceeding 2 �m and
with propelling force of at least 4 picoNewtons (pN) would be required. Since
these specifications are well beyond today’s technological limits, it forces us to
consider a self-propelled (hence eliminating the requirement of high gradient fields
well above technological limits) micro-entity. Since the fabrication of a synthetic
version of such self-propelled entity with an overall diameter of no more than 2 �m
(to navigate efficiently in the narrower capillaries) is well beyond technological
limits, a biological entity having the proper characteristics was considered instead.
This biological entity is the nonpathogenic MC-1 flagellated magnetotactic bacteria
(MTB) and initial experimental results confirmed that this particular flagellated
bacterium can indeed act like a future synthetic or artificial microrobot or an efficient
therapeutic microcarrier when operating in the microvasculature.

The MC-1 bacterium (Fig. 16.2) has a diameter between 1 and 2 �m allowing
for the maximum surface available to attach nanoscale components such as drug-
loaded liposomes (a real advantage to optimize the amount of drug being delivered
per MTB) while optimizing travel speed in the smallest diameter vessels found in
humans by avoiding wall retardation effect. The thrust propelling force of each cell
is provided by two flagella bundles and has been experimentally measured in human
blood ranging from 4.0 to 4.7 pN (a tenfold increase from other typical flagellated
species), allowing swimming velocities between 100 and 150 body (cell) lengths
per second (200–300 �m/s). A chain of membrane-based single magnetic domain
iron-oxide nano-crystals (nanoparticles) called magnetosomes synthesized naturally
inside each cell during batch cultivation [7] is used for directional control of the
bacteria using a weak (slightly higher than the Earth’s geomagnetic field instead of
tens to hundreds of thousands times higher for any other MDT approaches which is
impossible to produce deeper in the body) directional magnetic field (magnetotaxis
control [8, 9]) by inducing a directional torque on the nano-chain (similar to
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Fig. 16.2 Photograph of the MC-1 magnetotactic bacterium with the two bundles of flagella
(top) with the distortion of the MRI scanner’s homogeneous field being plotted from the chain
of magnetosomes used for directional control

rotating a magnetic compass needle towards an artificially generated North pole).
The same nanoparticles synthesized in MTB are also well known as being the best
biocompatible contrast agents for MRI, allowing us to estimate the amount of drug
(if the MTB are used as therapeutic microcarriers) and the distribution of the drug
using adequate MRI sequences (this has already been shown by our group).

Other types of bacteria have been considered for fighting tumors by proliferating
in the tumor necrotic zone [10–12]. These bacteria would reach tumoral lesions by
means (e.g., chemotaxis) that are not compatible with electronic computers or any
other tools. Although there are efforts to use chemotaxis-based bacteria to move
micro-objects in an aqueous medium [13], preliminary results suggest that the use of
bacteria being influenced by magnetotaxis would be more appropriate and efficient
for computer-based or tool-based navigation and targeting such as for medical target
interventions [14]. Furthermore, as stated earlier, the use of MTB as carriers can not
only enhance targeting through flagellated propulsion and directional control from
an external system or tool, but can also be tracked for feedback control by MRI due
to the chain of magnetosomes in the cell that causes a local field inhomogeneity
detectable by MRI. It should be noted that such tracking should be done only
for investigating targeting efficacy by evaluating the quantity and distribution of
the drug-loaded MTB in the targeted region and not during travel. Since the high
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directional homogeneous field inside the bore of a MRI scanner would prevent
directional control of the MTB, such directional control is performed by a special
platform called a magnetotaxis system located outside the MRI scanner.

Although it appears that the MC-1 cells are the only bacteria known so far
that have the ideal specifications to be used as therapeutic microcarriers in the
microvasculature and capable of directly targeting deep in the tumor necrotic zone,
data acquired during the past years also showed that they have two important
limitations.

First, although much more effective in the microvasculature and in the tumors
than any other known technologies, they are far less efficient in larger blood
vessels (due to higher blood flows) compared to the MRI-based navigation using
synthetic microcarriers (TMMC). This nonpathogenic cell will only survive for 30–
40 min when exposed to the human body temperature of 37ıC (could be extended
by lowering the temperature at the zone being targeted). To resolve the above
two limitations, work has begun for encapsulating MTB in special 50 �m MRI-
navigable liposomal structures or micelles to be injected in an artery prior to being
navigated and released closer to the microvasculature where they become more
efficient. But although this technology could soon be highly valuable to target many
types of tumors, at present, this approach is still not mature enough. Instead, to avoid
injection in an artery prior to transport towards the microvasculature surrounding the
tumor, these MTB are considered initially as therapeutic navigable microcarriers
for colorectal tumors, hence bypassing the artery and larger vessels by performing
an injection of the therapeutic-loaded MTB directly and closer to the tumor by
accessing the injection site through the rectum.

16.5 Conclusion

The complementary use of synthetic and bacterial nanorobots would typically yield
better targeting possibilities when transiting though the human vascular network.
Although flagellated magnetotactic bacteria of type MC-1 with thrust exceeding
4 pN are more efficient when transiting through the capillary networks, they are less
efficient in larger blood vessels due to a higher flow velocity. Therefore, synthetic
microcarriers (e.g., TMMC) and the ones proposed for the transport of these bacteria
through the larger blood vessels and towards the release sites at the arteriocapillar
network entry would most likely be mandatory for targeting tumors, with one
potential exception being colorectal tumors. But by integrating nanotechnology,
biology, and modern engineering techniques, promising new robotic platforms and
navigable nanorobotic carriers may become real in the next generation of medical
interventions.
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Chapter 17
Sensing Strategies for Early Diagnosis of Cancer
by Swarm of Nanorobots: An Evidential
Paradigm

G. F. Cerofolini and P. Amato

As a general rule, the greatest crimes never come to light
because the greatest criminals, their perpetrators, are too clever
to be caught.
J. Futrelle, The Scarlet Thread [1]

Abstract Precancerous states are necessarily characterized by the simultaneous
and persistent occurrence of high temperature, high concentration of pyruvic and
lactic acids and low pH. These physico-chemical features may thus be viewed as the
fingerprint of a growing tumour. A detection strategy based on the use of swarm of
nanorobots circulating in the haematic stream is described, together with the basic
idea allowing the implementation of the sensing and actuating tools necessary to
perform the job.

17.1 Introduction

This chapter is devoted to formulate a conceptual scheme for the identification of
cancerous or precancerous states inside the organism.

This work is based on the following assumption: The best way to recognize
pathogenic states inside the organism requires a distributed surveillance system
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mimicking the immune system and making up for its failures in the detection of
diseases generally manifesting with the exhaustion of the reproduction function,
for which there was not selective pressure for their recognition and termination. To
be concrete, we have in mind cancer, although Parkinson and Alzheimer diseases
satisfy the same condition.

The idea of using a distributed surveillance system formed by a swarm of
nanorobots1 able to navigate, to recognize pathogenic state and to collect and
transmit such an information is not new [2]. We have recently reconsidered this
idea in the light of current integrated-circuit technology [3]; in this chapter, we
reformulate our programme, specializing it to cancer, as an evidential (clue-based)
paradigm. In particular, we shall consider the entire organism as the scene of crime,
the appearance of the disease as the crime, the tumour as the perpetrator, the swarm
as the detecting corpus and each member of swarm as the agent able to collect pieces
of evidence of the crime.

17.2 Circulatory System: The Scene of Crime

The surface areaA of any body of assigned regular form varies with its volume V as

V / A3=2; (17.1)

the constant of proportionality being characteristic of the shape. Any organism,
whose single constituents require a continuous flow of energy2 not to die, cannot
increase its volume indefinitely preserving its shape. In fact, the required energy
would increase as V , whereas the energy input increases at most as A, so that if an
organism grew continued indefinitely according to (17.1), above a certain volume a
part of the organism could not be any longer fed by an adequate energy. The strategy
adopted by living organisms to continue their growth in spite of the limits imposed
by (17.1) is reproduction.

The growth of single cells is an extremely complicated process with several
phases an numerous checkpoints; to some extent, it can however be described as
formed by two phases: growth G, during which the cell increases its volume, and
mitosis M, during which modifies its shape increasing its area without large change
of volume [4]. At the end of the G phase, the cell attains a volume twice that it had at
the beginning of its life; during M, together with important intracellular modification
(formation of telomere and separation of the chromosomes), the cell changes its
shape eventually assuming an area twice that it had at the beginning of its life. In
this way, with the separation of the nucleus in two parts, the cell is in the condition
of forming two copies of the parent cell. Figure 17.1 sketches this process.

1A robot with overall size on the micrometre length scale, whose constituting devices are on the
nanoscale, is referred to as nanorobot.
2In the case considered here, the energy is chemical in nature, although there are system like the
majority of the vegetable kingdom where such an energy is ultimately electromagnetic in character.
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Fig. 17.1 Lin-lin plot of the volume V of a of single cell as a function of its outer area A,
calculated assuming that the cell preserves its original shape during the entire G phase while
changes continuously shape during the M phase until two new cells are formed. The solid line
represents spherical organisms, while the dashed one represents (hypothetical) cubic organisms.
V0 is the initial volume of the sphere, and A0 is its area

Fig. 17.2 Log-log plot of the
volume V of a system
composed of single-cell
organisms as a function of
their total area A, for six
generations. The solid line
represents spherical
organisms, while the dashed
one represents (hypothetical)
cubic organisms. V0 is the
initial volume of the sphere,
and A0 is its area

If each newly born cell may be viewed as isolated, the process can be reiterated
indefinitely; Fig. 17.2 shows that if the details of the GM cycle are ignored, the cell
colony grows over many generations with total volume approximately proportional
to the corresponding area,

V / A; (17.2)

a behaviour that allows the functional characteristics of each cell to be preserved
during growth [5, 6].
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If the cells were homogeneously dispersed in an unbound medium, their number
could increase indefinitely. In a limited environment or in the absence of motility,
however, the cells cannot be assumed independent of one another, because the
required energy increases in proportion to their number while the energy input can
increase only with the size of the zone exposed to the medium.

The strategy adopted to overcome this limit by populations of single cells
involves the growth of dendritic colonies with fractal-like structure. Much more
interesting is the method adopted by higher organisms to solve this problem. The
organization of higher organism is based on the specialization of the various organs
to specific functions (locomotion, vision, hearing, digestion, reproduction, etc.).
This result is obtained specializing the expressome to the task, so that cells with the
same genome are expressed in such a way as to generate, for instance, (a) nucleus-
free cells (red blood cells) as well as polynucleated cells (muscle cells) in addition
of course to mononuclear cells, (b) highly regular lenticular cells (again red blood
cells) as well as dendritic cells (nerve cells) and (c) cells undergoing frequent mitosis
(epithelial cells) as well as cells not undergoing any reproduction for most of life
time (again nerve cells), and certainly, the list is not exhaustive.

All the functions of the organism are supported by organs requiring an adequate
input of energy and neg-entropy; their needs are satisfied centralizing the collection
of energy and neg-entropy and distributing them to the various organs through the
circulatory system.

To some extent, the circulatory system can be described by two trees forming a
double canopy inside each organ [7], where the ultimate branches of the canopies
are linked by filaments (capillaries). The circulatory system is so built that energy-
rich substances and O2 can out diffuse from it (thus feeding nearby cells) only
in the capillaries; conversely, the waste materials produced by cell metabolism
are eventually collected in nearby capillaries before being eventually delivered to
the secretion apparatus. This basin, where the transport of matter is dominated by
diffusion, will be referred to as diffusion basin. The union of all diffusion basins
must embed all the living parts of the organism.

This structure can work as described, but in higher organisms, it is complicated
and, in view of the key role of evolution on structure–function relationship, made
more efficient by another distributed system, devoted to increase the collection
efficiency catabolites and other wastes—the lymphatic system. Although this
system could play a key role in therapy, it will be henceforth ignored, and we shall
limit our attention to the blood circulatory system.

A lumped model of animal organism is sketched in Fig. 17.3, where the
entire organism is depicted as formed by several (respiratory, digestive, urinary,
cardiovascular, lymphatic, immune, etc.) systems linked by two complex space-
filling systems (the circulatory and lymphatic systems). The chemicals necessary
to the life are taken from the environment through the respiratory system (O2)
and digestive system (food) and distributed to all tissues of the organism through
the circulatory system (that in turn must be fed by a subsystem with the same
features—vena venorum); the circulatory and lymphatic systems are also involved
in the elimination of the CO2 and nitrogen-catabolite wastes by the respiratory and
urinary systems, respectively.



17 Sensing Strategies for Early Diagnosis of Cancer by Swarm of Nanorobots 335

Fig. 17.3 Lumped model of
animal organisms
emphasizing the distribution
of O2 and nutritive elements
by the circulatory system and
the collection of CO2into the
circulatory system and the
passage of wastes into the
lymphatic system

A fractal-tree analysis of the circulatory system is given in appendix; for the
present purposes, we limit here to mention the following features that will be
used:

• The circulatory system is formed by a double (arterial and venous) tree.
• Each tree has a branching factor of 2 and terminates after a number n of

approximately 35 branchings.
• The trunks of the trees are connected (by heart), whereas the canopies are

connected by 2n (' 3 � 1010) capillaries.
• Each capillary feeds on the mean 2 � 103 cells, as follows from the total number

of cells of an adult human (6 � 1013 cells).
• The average capillary diameter is in the range 4–8�m, and its length is 0:5 �
1mm.

• The mean blood velocity in capillaries is vn D 5 � 10�2 cm s�1 so that the
mean time �n spent by the any particle flowing along the capillary is around
1–2 s whereas the time required by blood for a complete cycle is about 60 s.

For the purposes of this work, it suffices to emphasize that a hypothetical sensor
travelling in the circulatory system as a red blood cell could be used to feel the
“chemical state” of the cells belonging to the diffusion basin of the capillary.

17.3 Cancer: The Crime

There are several theories of the origin of cancer. Most of them accept that genetic
lesions have a major role in determining tumour phenotype, although evidence is
accumulating that cancers of distinct subfamilies may derive from different cells of



336 G.F. Cerofolini and P. Amato

origin [8]. Without advocating any theory of tumour genesis (tissue or mesenchymal
stem cell undergoing mutation or a hybridization with an oncogenic virus) and
without pretending to formulate any theory of tumour growth, we list a few general
properties of cancerous cells that by themselves are able to account for some general
behaviour of the complex interaction between the tumour and the vascular system.

A cell becomes malign essentially because a sequence of a few (about 5),
otherwise unavoidable but unlucky, errors in the replication of its genetic material.3

In this way, cancer is essentially a disease of the elder.
Cancer is an extremely complex disease whose major features are listed in the

following:

C1 cancerous cells are mutations of tissue cells with unbound Hayflick limit; this
fact allows their unlimited reproduction provided that there is adequate room
and sufficient amount of nutritive substances.

C2 cancerous cells are aggressive and destroy their neighbouring cells via the
emission of proteolytic enzymes or, more likely, by acidification of their
environment.

C3 the metabolism (and thus the reproduction rate) of cancerous cells is much faster
(by approximately a factor of 50) than that of non-malign cells.

C4 the mutant cancerous cells retain much of the characters of the non-malign tissue
cells.

The combination of all these features has dramatic effects: C2 produces available
room to growth thanks to the necrosis of nearby cells; C3 implies that the faster
reproduction rate of cancerous cells allows them to hold actually that room before
non-malign cells; C4 implies the immune response is not effective, and C1 implies
that, in the absence of other factors, the disease extends to the whole organism, at
least until the organism is able to feed the cancer.

The capillary system is already optimized to its diffusion basin that cannot
tolerate a large increase of O2 consumption therein: In fact, moving in the frame
of the minimum volume model [9] and using physiological data of muscle blood
flow and O2 consumption rate in man during heavy exercise, Kamiya and coworkers
calculated the optimum capillary number to be 3:7 � 1010 [10]; since this number
agrees well with the morphological data, the vascular-tissue system is constructed
so as to attain the highest efficiency in O2 transport to tissue at its maximum activity.

Since the metabolism of cancer cells is approximately 50 times faster than that of
healthy cells [11], for solid tumours (to which the following analysis is restricted), a
capillary able to sustain 2 � 103 healthy cells can feed approximately 40 cancerous
cells. This fact has important effects on the dynamics of tumour growth in the early
stages.

Consider now that each capillary is substantially unable to support any large
additional request of O2 to the diffusion basin—the growth of only ten cancerous

3Hence, the first rule for cancer prevention: Avoid abnormal cell replication by reducing inflam-
mation factors and excessive immune response.
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cells would impact significantly (approximately by 12%) on the oxygen uptake of
healthy cells so that the tissue structure must necessarily undergo heavy changes.
The transformation of the entire diffusion basin into a cluster of cancer cells
(a tumourlet) leaves a lot (approximately 98% of the entire mass supported by the
capillary) of necrotic cells and is responsible for heavy tissue hypoxia [12].

The growth of the maximum sustainable amount of cancerous cells is necessarily
associated with the migration of the colony first towards the capillary and then, along
it, towards the arteriole orifice where the capillary is originated. In so doing, most
of the tissue (original healthy cells and older cancerous cells) undergoes necrosis so
that one can imagine different scenarios:

• The growth continues without destroying the arteriole–capillary–venule local
circulation system.

• The growth proceeds destroying locally the local circulation system in such a way
as to produce the necrosis of the entire region (with healthy and malign cells).

• The growth continues destroying the local circulation system but in a way that
allows the inner region of the tumour to be fed directly by the arteriole.

The first case might be taken as characteristic of benign tumours, which are able
to destroy the entire hosting tissue but do not involve the entire organism (except
for the primary damage they produce). The second case may perhaps be viewed as
a spontaneous remission (self-healing) of the disease. The third case is responsible
for the transformation of a local disease in a systemic disease essentially because
of the acceleration of the tumour growth rate produced by the exposure to blood of
larger and larger fraction of the tumour.

The development of the tumour occurs in a relatively quiet manner up to the
angiogenic switch [13], when the tumour promotes a neo-vascularization able to
sustain its subsequent explosive growth and its transformation from a local disorder
into a systemic diseases [14]. Until the angiogenic shift has occurred (that does not
necessarily happens), the tumour is referred to as in a dormant phase. The tumour
is generally believed to remain in the dormant phase up to a size of 1 mm; the
cancerous cells contained in a volume of diameter 1 mm are expectedly 2 � 104

(this amount follows from the maximum number of cells that can be contained in
1 mm3, about 106, assuming that the tumour in the dormant phase is a complex
network of tumourlets, each fed by one capillary, where 98% of the biological
material is necrotic). More difficult is to estimate the number of cancerous cells
after the angiogenic switch; imaging is possible when the tumour has a larger size
than 5 mm; a tissue with such a diameter could contain up to 108 cells; on another
side, assuming that only 2% of the of the whole mass is formed by cancerous cells
(as in the dormant phase), the tumour would contain 2�106 cells (see Fig. 17.4). We
tentatively assume that a tumour at the imaging limit contains 107 cancerous cells.

What gives a hope in this picture is that in all stages, the tumour is characterized
by a large exposure to the bloodstream so that it can be detected by the agents
circulating in the blood. The above argument implies that a nanorobot in a capillary
could feel the metabolic pattern of the family of cells fed by the capillary itself, thus
surveying the cells contained within a diffusion length.
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Fig. 17.4 Dramatic morphological change of the solid tumour when its size switches from
the submillimetre (left) to the centimetre scale length (right). According to Bartha and Rieger [15],
the capillary network is assumed to form a three-dimensional regular grid with step of 100�m;
all the remaining region is filled with cells. The tumour is characterized by proliferating cells, with
the younger ones on its boundary and the oldest ones inside (increasing darkness indicating age).
The tumour bulk is characterized by large regions (shown in white) of necrotic materials

17.4 General Features of Cancerous Tissues: The Clues

In view of the previous considerations, one fundamental issue of fight on cancer
is its early diagnosis. How early it can be may be understood considering the
phenomena occurring even in the early stages of cancer growth. Common markers to
solid tumours are hyperthermia, hypoxia and acidity. The possibility of determining
excess heat and tissue oxygenation maps by swarms of circulating nanorobots was
first envisaged by Freitas [2].

17.4.1 Hyperthermia

Needless to say, the faster metabolism of cancerous cells and their accumulation
at the arterial orifice generating the capillary is responsible for a local increase of
temperature. This effect is so large that it is exploited not only in digital infrared
thermal imaging to make diagnostic-quality images for breast cancer screening [16],
but also hyperthermia is a type of cancer treatment in which the exposure to high
temperatures (up to 45ıC) damages and kills cancer cells, usually with minimal
injury to normal tissues. Hyperthermia may shrink tumours by killing cancer cells
and damaging proteins and structures within cells [17, 18]. Denoting with C k a
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cluster of k cancerous cells, with a long right arrow a spontaneous and easy process
and with a short left arrow a difficult and non-spontaneous process, the tumour
growth can be sketched by means of the following quasi-equilibrium “reaction”

Ck
�! CkC1 C heat: (17.3)

Irrespective of the detailed hyperthermia mechanism (increase of perfusion, perme-
ability, pH, O2 partial pressure, metabolic activity or drug uptake), the inhibitory
effect of heat on cancer can be understood in terms of Le Chatelier–Braun principle
applied to Reaction (17.3)—as far as the disease produces a heat excess, imparting
heat to the system depresses the evolution of the disease.

17.4.2 Hypoxia

Human solid tumours are considerably less well oxygenated than normal tissues.4

Hypoxia is essentially related to the fragility of the circulation system feeding the
tumour. The collapse of weak portions of the tumour circulatory apparatus exposes
the tissue to even hypoxic conditions, and the tumour can tolerate such conditions
only exploiting the glycolytic pathway.5 In this pathway, energy is produced by the
transformation of glucose first to pyruvic acid and then to lactic acid (rather than to
CO2 and H2O). These acids by themselves are however unable to produce what is
perhaps the most important effect on the nearby tissue—the pH reduction.

17.4.3 Acidity

The organism as a whole is a strongly buffered system: Actually, it is able to regulate
the pH of the blood to 7:40 ˙ 0:05. The tumour genesis produces a decrease of
pH (as measured by microelectrodes and thus averaged over a distance non-smaller
than electrode diameter) by approximately 0.5 units (so that the H3OC concentration
increases by a factor of 3) [21].

4Hypoxia leads to resistance to radiotherapy and anticancer chemotherapy, as well as predisposing
to increased tumour metastases. However, it can be exploited in cancer treatment. One such strategy
is to use drugs that are toxic only under hypoxic conditions, and the first drug of this class to enter
clinical testing, tirapazamine, is showing considerable promise [19, 20].
5Moreover, the character expressing the cell ability to survive in strongly hypoxic conditions can
be selected during cancer evolution by the strong competitions among fast-reproducing newly-born
malign cells.
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Assuming for the increase of tissue acidosis the same mechanism as in muscle
during exercise6 [22], the increased acidity is not due to the anaerobic production of
pyruvic and lactic acid, but rather to the vivacious metabolic ATP hydrolysis.

The resulting high H3OC production rate has dramatic effects: Whereas the
tumour cell succeeds in regulating the internal pH, the lower external pH on one
side contributes (in combination with the proteolytic enzymes possibly produced
by the cancerous cell) to destroy the nearby healthy cells and on the other side
facilitates via Bohr’s effect the loss of O2 from the oxyhaemoglobin transported
by red blood cells. In this way, the fast metabolism of cancerous cells allows their
aggression to the hosting tissue and facilitates oxygen uptake.

17.5 Diagnosis of Cancer: Smoking Gun or Frame Evidence?

We know a lot of cytotoxic substances, either of natural origin or artificially
synthesized. From the point of view of human pharmacology, what makes different
one from another, distinguishing them in poison or drug, is their selectivity. In this
respect, a drug is nothing but a poison able to destroy selectively guest or deviant
organisms (from viruses to tissues or parasites) without excessive perturbation of the
hosting organism. Of course, such a total selectivity is impossible (so that any drug
has unavoidable side effects), but nonetheless, the recognition of the pathogenic
agent is a fundamental issue of any systemic (i.e., nonsurgical) treatment of the
disease.

The selective recognition of specific antibodies occurring at the surface of cancer
cells (the smoking gun), allowing their terminations using cytotoxic substances
conjugated to ligands able to bind selectively to the antibodies, has ever been a leit
motif of the fight on cancer. The following discussion leads however to conclude
that this road is probably a cul de sac.

Cancer is certainly a disease of the elder, as confirmed by the power law of the
dependence of its occurrence with age [23]. However, it occurs even in children,
and in those cases, it is even more aggressive. In the light of evolution, this fact
implies that the advantage for the species, coming from the supposedly possible
specialization of the immune system able to recognize and terminate cancer, is so
small that the species has not payed the cost for such an evolution. We see two
reasons for that:

Genetic First of all, cancer is a disease characterized by a high heterogeneity,
where each phenotype is able to develop autonomously (and often more fast)
even when the others are destroyed.

Systemic The common features associated with cancer genesis and growth
(hyperthermia, hypoxia and acidification) are the same as those characteristic

6We shall return later on this analogy.
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of muscle under physical exercise. We propose this similitude as the reason
why the immune systems does not recognize the tumour as a pathogenic state
to terminate—because it is confused with a physiological state.

Getting success where evolution has failed is certainly a difficult task.
Leaving the mainstream of the fight on cancer, in the following we shall ignore

the first case and concentrate on the way to overcome the limits posed by the
possible confusion of cancer symptoms with the general features of muscle under
exercise.

Before considering the details of our programme, we however observe that the
systemic confusion can also explain tumour angiogenesis. Although the detailed
mechanisms of this process are not clear yet, taking as a model for angiogenesis
the revascularization processes resulting from heavy physical exercise, one can
indeed hypothesize that the angiogenesis is ultimately a physiological response of
the organism to the increased demand of energy and O2 (in this case by malign
cells).7

Our programme is thus that of endowing the immune system with an artificial
surveillance system devoted to detecting the simultaneous occurrence of hyper-
thermia, hypoxia and excessive acidity due to localized cancerous states without
confusing it with the similar conditions produced under physiological conditions.

In the light of our crime detection, the search of the perpetrator is not addressed
to the identification of the smoking gun but rather to a frame evidence resulting from
the simultaneous occurrence of three events and their persistence in time.

For that, we imagine to use a swarm of agents, wandering through the organism
along the bloodstream, devoted to recognize hyperthermia, hypoxia and excessive
acidity, resting in the region of detection to form a cluster so numerous to inform
the hosting human of the presence of candidates to tumour.

17.6 Swarm of Nanorobots: Detectives

The basic idea for the early detection of tumours is to inject into the circulatory
system a swarm of “detectives” able to identify the presence in the organism of
malign cells, even if they are just a few or, ideally, just one. The malign cell
identification task can be decomposed in two different aims. The first aim is the
effective location of the malign cells; the second aim is the reporting of this location
outside the body (e.g., to an external unit).

Every living region of the body can become the origin of cancer. This implies
that in principle, the agent must be able to explore the entire body. Actually all
the living parts of the body are at a distance of a nearby capillary by at most
an O2 decay length; in other words, an agent moving in the body transported by

7If this model were correct, cancer would be a source of paradoxes, with self-healing due to
necrosis, and cancerogenesis due to physiological response!
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blood is in principle able to feel the metabolic field of the body averaged over a
distance of about 50�m. Taking into account that such an agent can explore about
one capillary per minute, the time required for exploring the entire organism would
be of approximately 2 � 1012 s, exceeding the human lifetime by approximately 3
orders of magnitude. Such an exploration strategy requires thus a swarm of agents,
whose population is determined by the mean number of necessary visits per region.
Assuming that each region requires one visit per month, the total number of agents
would be approximately 7 � 105.

To be transported by the stream along the entire system, the agent must be so
small as not to obstruct the capillary. This condition gives a criterion about size,
which cannot be much larger than that of a red blood cell: Having already in mind
a production technology, we assume that the area of the agent is on the scale of
102 �m2. Of course, the shape should in a sense be the opposite one to that of the
red blood cell (whose lenticular shape is matched just to occlude the capillary and
to bend under the stream pressure to undergo striction and to release as much O2

as possible). The agent should thus have an ellipsoidal shape with major axis much
longer than its minor axis.

The agent must perform a lot of sophisticated functions like navigation, recogni-
tion, data collection and transmission so that it must be viewed as a robot; on another
side, the limited area available to host them implies that the necessary intelligence
and sensing elements are implemented in nanoscale devices. The agent must thus
be viewed as a nanorobot.

In view of their limited size, nanorobots have necessarily limited computational
resources. The maximum density of devices that can be hosted in a planar circuit
is given by 1=4F 2 where F is the minimum producible feature size (the so-called
4F 2 architecture). At the forefront of the technology, F D 40 nm, so that a planar
surface of area 102 �m2 could host 1:6 � 104 devices (and thus be endowed with a
logic of 16 kbits. At the end of the road map (say, within the next 10 years) [24], F
should be reduced to 10 nm, and the logic could be formed by 250 kbits. This value
is likely achievable within the frame of the current technological paradigm as well
from technological shifts like that based on the crossbar structure [25–27]. The shift
to molecular electronics would however facilitate the integration of sensing devices
onto the nanorobot [28, 29]. Further increase of density with planar arrangements
seems to be in contrast with physical laws; however, if the crossbar structure is built
with out-of-plane wire arrays, tera-scale integration seems possible [30, 31] so that
the logics hosted in a 102 �m2 nanorobot could have a megabit complexity.

Just to have an idea of the computational possibility of such a device, we
remind that the simplest natural living system that can survive on a well-defined
chemical medium is Mycoplasma genitalium. Mycoplasma genitalium has the
smallest genome of any organism that can be grown in pure culture, and its
genomic complexity is just around 1 Mbit [32]. This comparison suggests that
the hypothesized nanorobot can likely perform sophisticated jobs provided that
it is endowed with suitable hardware for sensing and actuating and sophisticated
algorithm to manage them.
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In [3], we described a few options for imparting to the nanorobot the minimal
required functions (power supply, navigation, recognition, data collection and
transmission, etc.). In this work we shall focus our attention on ambient recognition,
having in mind the sensing of regions suspected of hosting a developing tumour.

In particular, according to the strategy described in the following, we want that
when the nanorobot enters a capillary detects the temperature of the medium and the
amount of lactic acid; in the case, the nanorobot feel values that can be considered
symptoms of cancer actuates appendages for docking to nearby wall where remains
anchored until the local pH is sufficiently low.

First of all, consider the time spent by the nanorobot in the capillary, about 4 s,
as follows from the length of capillary, 8� 10�2 cm, and the blood velocity therein,
2 � 10�2 cm s�1. This time is manifestly long enough to allow sufficiently accurate
measurements.

The basic strategy is based on the docking of the nanorobot on nearby capillary
walls when it feels an abnormal increase of temperature and the simultaneous
presence of pyruvic acid and a high concentration of H3OC.

For the detection of the ambient temperature, we hypothesize two possible
ways: (1) In the first approach, the nanorobot is triggered by transient increase
of temperature as measured by a built-in Seebeck thermocouple, whose sensing
junction is exposed to the environment (and thus feeling the capillary temperature)
while its reference junction is thermally isolated (and thus close to the temperature
in the arteriole generating the capillary); (2) in the second case, the temperature is
periodically detected under near equilibrium conditions by measuring the resistance
of a semiconducting wire exposed to the environment.

Once allowed by the change of temperature, the nanorobot looks for chemical
signatures of the tumour. According to the general idea described in this work,
the simultaneous presence of pyruvate and hydronium ions can be assumed an
adequate clue. Extracting the information, however, is not easy: The general scheme
here proposed involves the gentle derivatization of crossbars (as described in [29])
with nicotinamide dinucleotide (NAD)8 and the functionalization in its vicinity
with lactate dehydrogenase (LDH). In this way, the following redox reactions are
expected to occur very efficiently:

N � � � NAD C CH3COCO2H C HC
LDH• N � � � NAD C CH3CH.OH/CO2H; (17.4)

where
N � � � NAD denotes the derivatized crossbar. The higher is the concentration

of pyruvic acid and the acidity, the larger the reaction shift towards the lhs. The
positive charge on the grafted NAD molecule will produce a positive voltage on the
upper side of the underlying crossbar, and this signal can be taken as a marker for
the simultaneous detection of CH3COCO2H and HC.

8“Gentle” means that the derivatization preserves the redox properties of NAD; in particular, the
gentle derivatization should not interfere with Reaction (17.4).
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Fig. 17.5 Conformational
changes, resulting after
proton capture on quinoxaline
cavitands, allowing the
nanorobot docking on nearby
capillary walls in the
presence of pyruvic acid and
high acidity

Signalling the presence of the pathogenic chemical state requires that the nano-
robots behave collectively as a swarm. The collective behaviour, in turn, is started
from the docking of the nanorobot to a nearby wall. That is achieved derivatizing the
bottom of the nanorobot with quinoxaline cavitands, as discussed in [3] and shown
in Fig. 17.5. Due to the hydrophobic character in cave conformation, the termination
will prevent the docking to epithelial cells. Imagine, however, that once a marker
molecule is detected, the nanorobot produces electrochemically (via electrolysis of
water) HC and inject them at its bottom. Their capture by the nitrogen atoms will
cause the opening of the cavity in the kite position due to the Coulomb repulsion
strength among positively charged nitrogen atoms. The protonated nitrogen atoms
will then be attracted the negatively charged sites on the cell membrane forming the
glue for the attachment of the nanorobot to a nearby cell forming the capillary wall.

After docking, electrolysis is turned off, and the cave–kite conformation is
eventually controlled by the ambient pH. If the initial low pH that produced the
nanorobot anchorage was produced by physiological reasons, the pH recovery to
7.4 will produce the detachment of the nanorobot, while it will remain anchored to
the wall until the low pH condition persists; of course, such a behaviour is possible
only via an extremely accurate tuning of the basic strength of proton-hosting site.

As already mentioned, nanorobots, due to their size, are necessarily devices with
very limited computational and energetic resources and able to have only strictly
local interaction with the other nanorobots. Consequently, it is not feasible to fancy
that a single nanorobot has on board the components and the energy to transmit
a signal outside the body. However, although at first sight, these facts seem to
make the challenges really daunting; from nature, we have experiences of tiny living
beings (like ants or bees) with very limited resources but nonetheless able to perform
complex tasks. In fact a task which cannot be tackled by a single individual can be
tackled by a swarm of individuals without the need for a central supervisor. This
is the very idea at the base of swarm intelligence [33], and its application for the
control of swarm of micro and nanobots for medical applications has already been
presented in literature [34–36].
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To accomplish the identification task, the swarm of nanorobots needs to ac-
complish the following subtasks: (1) autonomous dispersion in the capillary bed,
(2) chemical sensor reading, (3) marking of the region where a positive signal is
detected and (4) clustering in the marked region. Once a cluster of a few nanorobots
formed around a malign cell, it could be big enough to be imaged via computerised
x-ray axial tomography or have enough energy to behave as antenna able to transmit
a signal. The authors described a surveillance system together with a strategy to
tackle the identification task in [3, 37]; here, we focus on a general description of
the most complex of these subtasks—the clustering around malign cells.

In swarm robotics, spatial coordination between robots is often critical. When
the robots are macroscopic, usually this coordination is achieved via local relative
positioning sensors which are based, for example, on ultrasound or infrared
technologies. Thus, by using these sensors, nearby robots can communicate and
determine the bearing, orientation and range of their neighbours. When nanorobots
are considered, it is possible to exploit the fact that collisions are not an issue
at microscopic level. Of course, this is very different from what happens for
macroscopic robots, where collision avoidance is a major issue to be taken into
account. Vice versa, communication between nanorobots can happen through direct
physical clashes [3].

It can be hypothesized that when two nanorobots collide in liquid phase (say in
blood), they remain paired for a short time. Although this can lead to the random
formation of a cluster, it may easily be destroyed by the thermal reservoir. On the
other side, clusters may be stabilized when they are formed on the membrane of a
cell, so that nanorobots anchoring on unhealthy cells become themselves sites for
docking of other nanorobots. This self-docking mechanism has also the advantage
of accelerating the formation of the cluster.

To illustrate this mechanism, consider a square area of 30 � 30 (arbitrary units)
and that 50 nanorobots are introduced in its lower left corner—at coordinate (0, 0);
see Fig. 17.6. Suppose that the target site to be identified is in position (20, 20). The
sensing happens trough direct contact, and we assume that each nanorobot can sense
a site in a range of radius 1. At each time step, every nanorobot chooses a random
direction and moves 3 units along it. When a nanorobot senses the target, it stops
moving (anchors to its position); now, the nanorobot becomes itself a target, and
since it is much larger than the true objective, it can be sensed in a range of radius
2. Running this simulation 1,000 times (with 60 time steps each) shows that when
the anchored nanorobots are not used as new target, the cluster is on average of
2.78 nanorobots, while if they are used as new targets (i.e., new sites for docking),
the cluster is on average of 9.91 nanorobots. The left column of Fig. 17.6 shows
the result of one of the simulations. This naive strategy for cluster formation seems
to be effective only when the concentration of target sites is low, that is, in the
early phase of tumour development. In fact, running the same simulation with ten
targets randomly distributed in the area shows that on average only three of them
are identified, because most of the nanorobots tends to cluster around a few targets.
The centre and right column ofFig. 17.6 show the result of simulations performed
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Fig. 17.6 Cluster (+) of nanorobots (�) around the target (�). Top: without self-docking. Bottom:
with self-docking

with two and three targets, respectively. Both the strategies (with or without self-
docking) have problems in dealing with them. This means that, at present stage, the
self-docking strategy is effective only at the early stage of tumour development.

17.7 Conclusions

The common symptoms of the neoplastic disease (high temperature, low pH and
hypoxia) are characteristic of a physiological condition (heavy physical exercise)—
that perhaps explains why the immune system is poorly effective in recognizing and
terminating cancer.

In the light of this analogy, we have developed a strategy, based on the use of
nanorobots able to mark the regions where the said symptoms persist with time and
to signal them exploiting techniques of swarm intelligence.

The single agents circulate in the blood and have size on the 10-�m length scale;
a swarm of 7 � 105 nanorobots guarantees that each capillary is explored on the
mean once per month.

Appendix: Fractal-Tree Description of the Circulatory System

Since the work of Mandelbrot, the fractal geometry of biological structures [38] has
suggested that fractal methods could be used for modelling of human circulatory
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system.9 In fact, in the recent years, fractal analysis of blood vessel in any different
parts of human body has been described. In particular in [40], the application of
asymmetrical and symmetrical fractal trees has been analysed. A fractal tree can be
loosely defined as a trunk and a number of branches that each looks like the tree
itself, thus creating a self-similar object. Often, these structures appear strikingly
similar to real trees.

To some extent, the circulatory system can be described by two fractal trees
forming a double canopy inside each organ [7], where the ultimate branches of
the canopies are linked by filaments (capillaries). For the sake of simplicity, let
us suppose that the two fractals are specular and that each of them is a symmetric
tree where at each bifurcation, two new branches are generated. Given this extreme
simplification, just three parameters are needed to characterize the fractal tree: the
number n of branching (i.e., the depth of the tree), the ratio b between the diameters
of parent and children branches and the ratio h between their lengths.

The description of the circulatory system as a double fractal tree whose canopies
are linked by capillaries (common boundary of the trees) must satisfy the following
five conditions:

2n D N; (17.5)

1 � .2b2h/nC1
1 � 2b2h D

1
2
v

	r20 l0
; (17.6)

1 � .2b2h/nC1
1 � 2b2h D �

2

u0
l0
; (17.7)

.2b2/n D u0
un
; (17.8)

hn D 1

2

ln

l0
; (17.9)

9In particular, Mandelbrot stresses the point that the seminal Harvey work (published in 1628 [7])
led to a view of the circulation of the blood which asserts that both an artery and a vein are found
within a (infinitely) small distance of nearly every point of the body. Stated differently, every point
in nonvascular tissue should lie on the boundary between the two blood networks. Considering then
that blood is expensive, the volume of all the arteries and veins must be a small percentage of the
body volume, leaving the bulk to tissue. These criteria are apparently contradictory since the tissue
must be a topologically 2-dimensional shape (it is the common boundary of two 3-dimensional
shapes) and it must have a non-null volume. However, the two above requirements are perfectly
compatible in fractal analysis. In fact, tissues can be described as fractal surfaces whose topological
dimension is 2 and whose fractal dimension is close to 3. Examples of this kind of fractals have
been introduced by Osgood in 1903 [39].
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where N is the number of capillaries, v is the blood volume, r0 and l0 the aorta
radius and length, � is the cycle time of the blood, u0 and un are the speed of the
blood in the aorta and capillaries and ln is the length of the capillaries.

In the above five equations, the parameters n; b and h defining the fractal
geometry of the tree are on the lhs, whereas the quantities on the rhs can be
found in handbooks of anatomy and physiology. In view of the relative variability
of these data from one source to another, we list the ones assumed in this work:
N D 3� 1010, v D 5� 104 cm3, r0 D 1 cm, l0 D 6 cm, � D 60 s, u0 D 26:5 cm s�1,
un D 2 � 10�2 cm s�1 and ln D 0:08 cm.

Of course, the above equations are not consistent, so that we should limit to
determine the fractal tree describing experimental data with minimum inaccuracy.
To improve the accuracy of the search, we add another geometric condition
produced by the need that even the organs at the maximum distance from the aorta
(hand and foot fingers) must be bathed by the capillary system. This condition reads

1 � hnC1
1 � h

D
1
2
DV

l0 cos.�/
; (17.10)

whereDV is the Vitruvian diameter (DV D 170 cm) and � is the average branching
angle10 (� D 20 ı). Although the notion of Vitruvian diameter goes back to
Da Vinci, to the best of our knowledge, (17.10) has never been used yet. It is
immediately understood merging the concept of circulatory system with the famous
Da Vinci’s drawing generally referred to as Vitruvian Man (hence, the name; see
Fig. 17.7). The drawing (a blend of art and science during Renaissance) depicts
a male figure in two superimposed positions with his arms and legs apart and
simultaneously inscribed in a circle and square and can be interpreted saying that the
proportion of man is so done to admit a centre (the heart) able to bathe the farthest
organs (hand and foot fingers) irrespective of posture.

Of course, (17.5)–(17.10) are not consistent so that we should limit to determine
the fractal tree describing experimental data with minimum inaccuracy. Defining the
relative inaccuracies as follows:

�1.n; b; h/ D 2n �N

N

D 1

N
2n � 1;

�2.n; b; h/ D 2

v
	r20 l0

1 � .2b2h/nC1

1 � 2b2h � 1;

�3.n; b; h/ D 2

�

l0

u0

1 � .2b2h/nC1

1 � 2b2h � 1;

10Since the tree is assumed symmetric, there is only one angle for both branching arteries.
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Fig. 17.7 Da Vinci’s Vitruvian Man
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Fig. 17.8 3D geometry of
fractal vascular symmetrical
tree

�4.n; b; h/ D un
u0
.2b2/n � 1;

�5.n; b; h/ D 2

ln
l0h

n � 1;

�6.n; b; h/ D 2l0 cos.�/

DV

1 � hnC1

1� h
� 1I

the condition determining n; b and h is thus given by

6X
iD1

�2i .n; b; h/ D min. (17.11)

Given as constraints that 25 < n < 40, 0 < b < 1 and 0 < h < 1, the optimal
estimates of n; b and h are the following: On D 34:818; Ob D 0:784 and Oh D 0:867.
These estimates are coherent with other ones computed with different methods
[3, 37]. Figure 17.8 shows a symmetrical fractal tree (whose depth is 9) with the
above parameters.

To check the stability of these equations, the same optimization process has been
run by excluding, in turn, one of the six equations. The obtained estimates are shown
in Table 17.1. On one side, from the table, it is possible to note that the first equation
is paramount in defining an accurate value of depth of the tree. In fact, without the
condition 2n D N , the estimate On is set equal to the maximum allowed value (in this
case 40). On the other side, the estimates of all the other parameters (and also n in
the other conditions) are quite stable regardless of the lack of any single condition.
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Table 17.1 Estimates of the
parameters n; b and h
considering in turn just five
out of the six conditions for
the description of the
circulatory system as a double
fractal tree whose canopies
are linked by capillaries

Excluded
condition On Ob Oh
1 40.000 0.773 0.882
2 34.818 0.784 0.867
3 34.805 0.784 0.866
4 34.818 0.784 0.867
5 34.818 0.784 0.867
6 34.814 0.783 0.869
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Chapter 18
DNA Nanorobotics

Harish Chandran, Nikhil Gopalkrishnan, and John Reif

Abstract This chapter overviews the current state of the emerging discipline of
DNA nanorobotics that make use of synthetic DNA to self-assemble operational
molecular-scale devices. Recently there have been a series of quite astonishing
experimental results—which have taken the technology from a state of intriguing
possibilities into demonstrated capabilities of quickly increasing scale and com-
plexity. We first state the challenges in molecular robotics and discuss why DNA as
a nanoconstruction material is ideally suited to overcome these. We then review the
design and demonstration of a wide range of molecular-scale devices; from DNA
nanomachines that change conformation in response to their environment to DNA
walkers that can be programmed to walk along predefined paths on nanostructures
while carrying cargo or performing computations, to tweezers that can repeatedly
switch states. We conclude by listing major challenges in the field along with some
possible future directions.

18.1 Introduction

DNA self-assembly is an emerging scientific discipline that seeks to engineer
nanoscale systems created out of DNA strands. The underlying principle of
DNA self-assembly is the programmability of DNA strands based on the specific
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Fig. 18.1 A 3-way junction
involving 3 DNA strands

Watson–Crick binding of DNA bases, adenine (abbreviated A), cytosine (C),
guanine (G) and thymine (T). Typically, A prefers to pair up with T, while C
with G. Hence the sequence ATATC would hybridize to its reverse complement
(complement of the molecule written in reverse) GATAT. The sequences for a set
of DNA molecules can be designed such that they interact among themselves in
specific ways. For example, three molecules A, B, and C can be designed such that
first part of A is reverse complementary to the last part of C, last part of A is reverse
complementary to first part of B, and last part of B is reverse complementary to first
part of C. In the right chemical soup, these molecules can assemble into a three-way
DNA junction (see Fig. 18.1).

This basic principle allows us to program nanoscale DNA objects of required
geometry and has resulted in a myriad of nanostructures (see [1–10] for some
illustrative examples). But more importantly, dynamic behavior of these objects can
be controlled via the action of DNA enzymes that act upon specific sequences of
DNA strands, competitive DNA hybridization, or environmental changes such as
pH or temperature. This chapter reviews some of the recent advances made in this
emerging field of DNA nanorobotics. We begin by listing some of the challenges of
DNA nanorobotics.

18.1.1 Challenges of DNA Nanorobotics

The aim of DNA nanorobotics is the design and fabrication of dynamic DNA
nanostructures that perform specific tasks via a series of state changes. We limit
ourselves to tasks that involve some form of robotic motion, such as locomotion
or conformational changes. State changes can be viewed at different granularities,
from the hybridization/denaturing of a single base to hybridization/denaturing of
entire strands. These state changes can be effected autonomously, in which case
the system switches state without external intervention, while in other cases precise
amounts of specific species, such as DNA strands or enzymes, are introduced to
enforce state changes. It should be noted that different copies of the nanostructures
might be in different states at the same time and we are generally interested in the
overall average behavior system.
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Various challenges arise in attempting to create a DNA nanorobot. Design of
the DNA robot begins at the domain level where the overall mechanism of action
of the robot is developed without actually assigning DNA sequence to the strands.
Instead the different interacting segments of the DNA strands that constitute the
robot are assigned a domain name which in the next step is assigned to specific
DNA sequences. The mapping of domains to DNA sequences is done with care to
avoid spurious interaction among the various domains.

Another important consideration at this stage is the fuel that powers the robot.
Typically, robots are powered either by enzymes that act upon specific DNA strands
of the robot or by the energy of hybridization of freely floating single-stranded fuel
DNA with specific strands of the DNA robot. Sometimes entropic effects can be
used to power a state change. For example, two DNA strands that are held together
by the hybridization of a small domain might denature spontaneously leading to an
increase in the entropy of the system.

Other challenges include actual assembly of the DNA nanorobot and its purifi-
cation, setting up initial operating conditions, and finally designing experiments
that validate the proposed mechanism of action of the DNA nanorobot. Since it
is very hard to directly observe the operation of the robot, other means of real-time
detection, such as froster resonance energy transfer (FRET), are typically used. Each
step in the process of creating DNA nanorobots is quite challenging.

We first briefly describe the working of two naturally occurring protein motors
that have served as inspirations for various DNA nanorobots and then discuss the
properties of DNA that make it an ideal material for mimicking such motors.

18.1.2 Natural Examples: Myosin and Kinesin

Kinesin is a motor protein that moves directionally along a microtubule powered
by hydrolysis of ATP to ADP while transporting large cargo. It is a dimer, each
component of which has a globular head at one end connected to a tail region via a
long, thin stalk (see [11]). The head has binding domains to the microtubule, while
the tail binds to the cargo. The common mechanism that accounts for its movement
is the hand-over-hand mechanism where one of the kinesin heads remains anchored
to the microtubule while the other swings over and beyond it.

Myosins (see [12]) are a class of motor proteins similar to kinesins. They
bind to actin filaments via their head domains and push along them using the
energy generated by ATP hydrolysis. Many myosin molecules bind to different
locations on the actin filament and combine to push it. The power stroke occurs
while the myosin is bound to actin. The myosin is detached from the actin at
the end of the power stroke. ATP hydrolysis causes rebinding and the cycle
repeats.
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18.1.3 DNA: An Ideal Material for Molecular Robotics

Below we list some reasons why DNA is a material uniquely suited for building and
manipulation at the molecular scale. From the perspective of design, the advantages
are as follows:

1. A variety of predictable geometries can be achieved by carefully programming
the interaction of DNA sequences.

2. The structure of most complex DNA nanostructures can be reduced to determin-
ing the structure of short segments of double-stranded DNA (dsDNA). The basic
geometric and thermodynamic properties of dsDNA are well understood and can
be predicted by available software systems from key relevant parameters like
sequence composition, temperature, and solution composition.

3. Design of DNA nanostructures can be assisted by software. To design a DNA
nanostructure or device, one needs to design a library of single-stranded DNA
(ssDNA) strands with specific segments that hybridize to (and only to) specific
complementary segments on other ssDNA. There are a number of software sys-
tems (developed at NYU, Caltech, Harvard, Arizona State, and Duke University)
for design of the DNA sequences composing DNA tiles and for optimizing their
stability, which employ heuristic optimization procedures for this combinatorial
sequence design task.

From the perspective of experiments, the advantages are as follows:

1. The solid-phase chemical synthesis of custom ssDNA is now routine and
inexpensive; a test tube of ssDNA consisting of any specified short sequence of
bases (<150) can be obtained from commercial sources for modest cost (about
half a US dollar per base at this time); it will contain a very large number
(typically at least 1012) of identical ssDNA molecules. The synthesized ssDNA
can have errors (premature termination of the synthesis is the most frequent
error), but can be easily purified by well-known techniques (e.g., electrophoresis
as mentioned below).

2. The assembly of DNA nanostructures and devices is a very simple experimental
process: in many cases, one simply combines the various component ssDNA
into a single test tube with an appropriate buffer solution at an initial temperature
above the melting temperature of the target nanostructure, and then slowly cools
the test tube below the melting temperature. Various devices can be implemented
by simple strand displacement processes.

3. The assembled DNA nanostructures and devices can be characterized by a
variety of techniques. Gel electrophoresis provides information about the relative
molecular mass of DNA molecules, as well as some information regarding
their assembled structures. Other techniques like atomic force microscopy
(AFM), transmission electron microscopy (TEM) and cryo-electron microscopy
(cyroEM) provide images of the actual assembled DNA nanostructures on 2D
surfaces and in 3D. These can be used to study snapshots of the device in
its various stages of operation. DNA strands can be coupled to fluorescent
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molecules and their corresponding quencher molecules. The fluorescent signal
from a fluorescent emitter–quencher pair is sensitive (at nanometer resolution) to
the distance between them. These markers can be attached to different moving
parts of the nanorobot and a fluorescence spectrophotometer be used to infer the
configuration of the DNA robot.

18.1.4 Outline of the Chapter

In this chapter, we classify various efforts in building DNA-based molecular motors
and devices under four broad categories. In Sect. 18.2, we describe devices that
respond to changes in their environment. The environmental changes can be used
to actuate these devices. In Sect. 18.3, we describe DNA-based motors that use
enzymes that act upon DNA strands to effect the desired change in state. These
enzymes are both protein enzyme and deoxyribozymes (DNAzymes). In Sect. 18.4,
we describe DNA devices and motors that are operated only by the competitive
hybridization and denaturation of DNA strands. The key to these devices is the
process of strand displacement (defined later). Finally in Sect. 18.5, we describe
programmable molecular devices that compute specific functions when undergoing
state changes. These devices in theory can undergo complex motions based on the
program they are executing. In Sect. 18.6. we make concluding remarks and state
some open problems.

18.2 DNA Nanomachines That Switch Conformation Based
on Their Environment

The earliest demonstration of conformational changes of synthetic DNA induced
by changes in salt concentration (sodium and magnesium ions) was achieved by
Pohl and Jovin [13]. Mao et al. [14] connected two DX [1] tiles by a short piece
of dsDNA and used conformational change between Z and B forms of this DNA
segment to reposition the two DX tiles (Fig. 18.2). When the connecting segment
is in the B form (right-handed double helix), the DX tiles are on the same side
of the connecting segment, while in the Z form (left-handed double helix) they
switch to opposite sides. This conformational switching behavior is demonstrated
using FRET experiments. The branching point of two homologous double strands
that form a Holliday junction [15] can migrate by exchange of their hybridized
bases, lengthening one of the double strands while correspondingly shortening the
other. This process is called branch migration. Yang et al. [16] showed that one
can effect branch migration by applying torsional forces to one of the dsDNA
of the Holliday junction. The torque is applied by the use of ethidium, which
intercalates between the strands of a dsDNA, unwinding it. This induces branch
migration.
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Fig. 18.2 The middle
segment of the DNA
nanostructure switches from
B to Z form based on the
solution conditions and this
can be detected based on the
change in fluorescent activity
of the system. Reprinted by
permission from Macmillan
Publishers Ltd: Nature, [14],
© 1999

Fig. 18.3 The state of the
DNA changes from duplex to
triplex based on pH. The
change is observed by change
in fluorescence as the
flurophore (star) is separated
from the quencher (dot)

The i-motif [17] is a single strand of DNA which at pH 5 folds up into
a compact three-dimensional single-stranded DNA structure in which two DNA
double helices have their base pairs fully intercalated by C–C base pairs. The
relative orientation of the double helices is antiparallel so that each base pair
faces its neighbors. A conformational switch in the i-motif can be achieved in the
presence of a complementary DNA strand by increasing the pH to 8 [18, 19]. A
light-sensitive dye can be used [20] to induce reversible pH changes which lead to
repeated conformational change of the i-motif. A similar autonomous switching
effect can be achieved by using chemical oscillators that regulate pH [21, 22].
Cao et al. [23] demonstrate that a solution of gold nanoparticles conjugated to
DNA strands changes color when the gold particles aggregate. The pH-dependent
conformational change of the i-motif has been converted into a visual signal by
using it to aggregate gold particles [24]. Alternatively, the conformational switch of
the i-motif can be detected using a polythiophene derivative (PMNT) which forms
an interpolyelectrolyte complex with the i-motif through electrostatic interactions
exhibiting a relatively red-shifted absorption wavelength [25]. The i-motif was
used to bend and straighten an array of microfabricated silicon cantilevers via
electrostatic repulsion [26]. The process, controlled by pH changes, was found to
be highly reversible and exerted single motor forces of about 11 pN/m.

Chen et al. [27] (Fig. 18.3) and Brucale et al. [28] show alternate DNA motifs
that demonstrate pH sensitive reversible conformation switching based on a DNA
duplex–triplex transition.

The first ever in vivo pH sensitive conformation switching DNA nanomachine
was demonstrated by Modi et al. [29]. The device switches from an open state
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to a closed triangular state in acidic conditions. The change in state is observed
via FRET. The nanomachine is delivered inside a fruitfly cell by attaching it to
transferrin, a protein absorbed through endocytosis.

18.3 DNA Nanomachines Powered by Enzymatic Actions

Many initial demonstrations of DNA-based nanomachines make extensive use of
protein enzymes. Typically, ligase and various restriction enzymes are used. We
first give a brief introduction of how these enzymes operate and then survey DNA
nanomachines that use them.

18.3.1 Introduction to Enzymes That Manipulate DNA

There are a wide variety of known enzymes and other proteins used for manipulation
of DNA nanostructures that have predictable effects. Interestingly, these proteins
were discovered in natural bacterial cells and tailored for laboratory use.

DNA restriction (Fig. 18.4) is the cleaving of phosphodiester bonds between the
nucleotide subunits at specific locations determined by short (4–8 base) sequences
by a class of enzymes called nucleases. Endonucleases cleave the phosphodiester
bond within a polynucleotide chain, while exonucleases cleave the phosphodiester
bond at the end of a polynucleotide chain. Some nucleases have both these abilities.
Some restriction enzymes cut both the strands of a DNA double helix, while others
cut only one of the strands (called nicking).

DNA ligation (Fig. 18.5) is the rejoining of nicked double-stranded DNA by
repairing the phosphodiester bond between nucleotides by the class of enzymes
known as ligases.

DNA polymerases (Fig. 18.6) are a class of enzymes that catalyze the polymer-
ization of nucleoside triphosphates into a DNA strand. The polymerase “reads” an
intact DNA strand as a template and uses it to synthesize the new strand. The newly
polymerized molecule is complementary to the template strand. DNA polymerases
can only add a nucleotide onto a preexisting 3-prime hydroxyl group. Therefore it
needs a primer, a DNA strand attached to the template strand, to which it can add

Fig. 18.4 Ligase healing a single-stranded nick. Note that the two parts are bound to the same
template
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Fig. 18.5 Example of restriction enzyme cut of a single-stranded DNA sequence. The subse-
quence recognized by the nuclease is unshaded

Fig. 18.6 Extension of primer strand (unshaded) bound to the template by DNA polymerase

the first nucleotide. Certain polymerase enzymes (e.g., ®-29) can, as a side effect of
their polymerization reaction, efficiently displace previously hybridized strands.

In addition, deoxyribozymes (DNAzymes) are a class of nucleic acid molecules
that possess enzymatic activity—they can, for example, cleave specific target
nucleic acids. Typically, they are discovered by in vivo evolution search and have
had some use in DNA computations.

Besides their extensive use in other biotechnology, the above reactions, together
with hybridization, are often used to execute and control DNA computations and
DNA robotic operations. The restriction enzyme reactions are programmable in the
sense that they are site specific, only executed as determined by the appropriate
DNA base sequence. Ligation and polymerization require the expenditure of
energy via consumption of ATP molecules, and thus can be controlled by ATP
concentration.
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Fig. 18.7 Steps of the walker
powered by enzymes

18.3.2 DNA Motors Based on Enzymatic Actions

Yin et al. [30] demonstrate a molecular motor that transports two short DNA
segments along a linear track. The two segments are indicated in red (Fig. 18.7) and
are passed from A to B to C in a sequence of steps mediated by different enzymes.
The double-stranded segments A, B, and C are attached to a linear double-stranded
track by flexible single-stranded regions. The ends of A and B can therefore be in
proximity, whence they may bind via their complementary sticky ends. Now the
DNA ligase T4 seals the nick, joining segments A and B into a single double-
stranded segment. The restriction enzyme Pf1M I now cuts at its two recognition
sites, allowing the segments A and B to separate, with the red segments now
transported to B. Note that the restriction enzyme cuts asymmetrically and hence
this step is irreversible. The same process can now take place between B and C,
with a different restriction enzyme, BstAP I, recognizing two distinct sites between
B and C. Again, the restriction step is asymmetric and prevents the red segment
from being passed back along the linear track. The whole process is autonomous,
the track setup and the three enzymes are mixed together in one pot, and the reaction
is allowed to proceed to completion without external mediation.
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Fig. 18.8 Steps of the walker powered by restriction enzymes

A similar motor was suggested by Sekiguchi et al. [31], with an aim to allow the
walker to walk along 2D and 3D paths (Fig. 18.8). They suggest through simulations
and initial experimental demonstrations that their design can feasibly walk along
pre-programmed paths but full experimental demonstrations are not achieved.

One of the weaknesses of the Yin et al. [30] motor is that the cargo is transported
only two steps. Bath et al. [32] demonstrate a very similar DNA motor which walks
constantly along longer distances. Their design is also autonomous, with the help
of the catalytic action of the restriction enzyme N. BbvC IB (Fig. 18.9). The track
is a single strand of DNA, with periodically spaced single-stranded DNA stators
hybridized along its length. The cargo is passed unidirectionally along neighboring
stators. When the cargo is attached along its full length to a stator, the restriction
enzyme cuts the stator at a recognition site. The short segment of the stator attached
along the top of the cargo can now float away (driven by entropic effects). The next
stator along the track can now bind to the cargo and detach it from the previous
stator, thus moving the cargo by one step. The process is repeated till the fuel is
exhausted or the cargo reaches the end of the track. The cargo cannot move back
since the bridges have been burnt behind—the toehold by which it binds to the
stator is no longer present.

A modification of the Bath et al. [32] motor uses DNAzymes (DNA strands
with enzymatic RNA restriction activity) instead of using restriction enzymes [33].
The track, as before, is a single strand of DNA. The stators are however identical
RNA sequences positioned periodically along the track (Fig. 18.10). The cargo is a
DNAzyme that cleaves the RNA stators at a sequence-specific site when hybridized
to them. The mechanism of the motor is otherwise identical to the motor of Bath
et al. [32] described above.
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Fig. 18.9 Steps of the
unidirectional walker is
shown here. The track gets
used up as the walker
progresses

Fig. 18.10 Steps of the walker powered by DNAzymes. The DNAzyme region of the strand is
shown in different shade

Chen et al. [34] developed an autonomous version of the DNA tweezers of Yurke
et al. [35] (see Sect. 18.4) that opens and closes a DNA nanostructure by the catalytic
activity of a DNAzyme (Fig. 18.11). The flexible linear DNA nanostructure can
either be in an open state where its two ends are held apart by a short double-
stranded region or in a compact closed state where the ends are close together
because the single-stranded DNAzyme collapses into a coil as a result of entropic
forces. The switch from the closed to the open state occurs via the binding of a RNA
sequence S, while the reverse switch occurs when the DNAzyme cleaves S and its
short substrands float away due to entropic effects. Note that if we throw in an excess
of strand S, this cycle would execute many times in an autonomous manner.
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Fig. 18.11 The motor opens
and closes based on the
concentration of the strand S

Fig. 18.12 Nano transport device powered by ®-29. Polymerase extends the primer BP, and pushes
the wheel W on the track T. Protector strand BQ prevents the wheel from moving on its own but is
dislodged by polymerase extension of BP on left. Reprinted with permission from Sahu et al. [37].
© 2008 American Chemical Society

Bishop and Klavins [36] describe a chemical reaction network model of the
autonomous tweezers of Chen et al. [34] and suggest that certain waste products
build up over time that inhibit the switching of the tweezers between its two
states. They suggest a modification of the autonomous tweezers in which the waste
products are selectively digested using the enzyme ribonuclease H.

Sahu et al. [37] demonstrated transport of a cargo along a circular track powered
by a strand displacing DNA polymerase, ®-29. Figure 18.12 shows the circular
single-stranded wheel W mounted on the circular track T. The wheel is driven
forward by the polymerization of the primer sequence BP, while the protection
sequence BQ prevents spontaneous displacement of the wheel in the absence of
the polymerase.

18.4 DNA Motors Based on Hybridization Reactions

While protein enzymes are powerful and efficient, they are difficult to predictively
modify. Also, the range of environmental conditions in which enzyme-mediated
DNA nanomachines operate is restricted as compared to pure nucleic acid systems.
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Fig. 18.13 Strand displacement of a DNA strand induced by the hybridization of a longer strand,
allowing the structure to reach a lower energy state

There have been attempts to replace enzymes and achieve the same functionality
by programming purely nucleic acid systems, with a fair degree of success. In
particular, there have been some ingenious enzyme-free nanomachines driven by
the energy of hybridization of DNA strands. The key to these devices is the process
of strand displacement. We first describe the strand displacement process and then
briefly review these devices.

18.4.1 Introduction to DNA Strand Displacement

Strand displacement is the displacement of a single strand of DNA from a double
helix by an incoming strand with a longer complementary region to the template
strand. The incoming strand has a toehold, an empty single stranded region on the
template strand complementary to a subsequence of the incoming strand, to which
it binds initially. It eventually displaces the outgoing strand via a kinetic process
modeled as a one-dimensional random walk. Strand displacement is a key process
in many of the DNA protocols for running DNA autonomous devices. Figure 18.13
illustrates DNA strand displacement via branch migration.

18.4.2 DNA Motors Based on Hybridization Reactions

The first application of strand displacement processes to a DNA nanomachine is the
molecular tweezers of Yurke et al. [35]. The tweezers nanostructure consists of two
double-stranded DNA arms linked via a flexible single-stranded region (Fig. 18.14).
Single-stranded sticky regions extend beyond the ends of the arms. The tweezers
can exist in two states, the open state when the sticky ends are unbound and the
closed state when the sticky regions are hybridized to a fuel strand F . The tweezers
transition from the open to the closed state via the hybridization of the fuel strandF .
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Fig. 18.14 The tweezer
cycling between open and
closed states. Reprinted by
permission from Macmillan
Publishers Ltd: Nature [35],
© 2000

It transitions from the closed to the open state when the strand NF binds to F via
a toehold and strand displaces it, freeing the sticky regions of the tweezers. The
complex F NF is produced as a waste product of this cycle.

Sherman and Seeman [38] demonstrate a bipedal walker that moves along a
linear track, evocative of kinesin and myosin. However, their biped walker moves
forward in an inchworm fashion where the relative positions of the leading and
trailing leg do not change. The walker system has the following parts (Fig. 18.15): a
track (blue), two legs (brown), two feet (pink and orange), and two footholds (green
and turquoise). The walker progresses along the track by the binding and unbinding
of the feet on the footholds. The binding occurs simply when a single-stranded set
strand binds a foot to its foothold by forming a bridge across them. The unbinding
occurs when this bridge is stripped away via a toehold due to the strand displacement
action of unset strands.

Shin and Pierce [39] demonstrate another similar bipedal walker but with the
difference that their walker moves in a foot–over-foot manner (like kinesin) where
each step the trailing foot swings past the leading foot. Their walker W (Fig. 18.16)
consists of two single-stranded legs partially hybridized together, leaving single-
stranded attachment regions on each. The track is a double-stranded helix with
single-strand stators jutting out at periodic intervals. Locomotion is achieved by
hybridizing and denaturing the legs of W to the stators in a precise sequence. First,
the legs of W are anchored to the first two stators by the use of bridging DNA
strands. The trailing leg is then pried loose by using a detachment strand to strand
displace away its bridging strand via a toehold. The single-stranded leg then swings
over and binds to the next stator, representing a step of the walker. The new trailing
leg is now also pried loose in the same manner. Note that the walker may move
backwards if the sequence of attachments and detachments is reversed.
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Fig. 18.15 Single step of the inchworm walker. Reprinted with permission from Sherman and
Seeman [38]. © 2004 American Chemical Society

The DNA motor of Tian and Mao [40] (Fig. 18.17) operates on the same principle
as the walker of Shin and Pierce [39], with the exception that the cargo walks along
a circular track and returns to its original position after three steps. Due to the
symmetry of the design, the cargo and the track have the same geometric circular
structure.

Another similar approach is taken by Yin et al. [41] where a biped walker
walks hand over hand along stators attached to a double-stranded linear track. The
key difference is that the stators are in the form of hairpins and the process is
autonomous because the stators have identical sequence and the two legs of the
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Fig. 18.16 Single step of the foot-over-foot walker. Reprinted with permission from Shin and
Pierce [39]. © 2004 American Chemical Society

walkers have the identical complementary sequence (Fig. 18.18). The walker is
driven forward when its trailing leg is detached from the stator by the fuel strand
B via a toehold-mediated strand displacement process and the leg swings over to
the next stator in line. However, there is about a 50% chance at each step that the
leading foot is detached from the stator, in which case the walker halts. There is also
a slight probability that both the legs of the walker detach from the track.

The walkers we have seen so far are not autonomous and thus it is difficult to run
them for many steps. Green et al. [42] have designed an autonomous biped walker
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Fig. 18.17 A foot-over-foot
walker walks a circular track.
Reprinted with permission
from Tian and Mao [40]. ©
2004 American Chemical
Society

that functions as a Brownian ratchet. The walker moves along a linear track with
an asymmetric bias towards one end of the track, with the help of fuel supplied by
DNA hairpins. The walker moves using the foot-over-foot mode of transport. The
trailing foot is much more likely to detach from the track compared to the leading
foot. Once detached, the trailing foot may swing forward ahead of the leading foot or
may reattach back at its original position, with about equal probability. The net result
of this is that the walker is biased towards stepping forward rather than back, and
behaves like a Brownian ratchet. The walker assembly is illustrated in Fig. 18.19.
Note that the trailing and leading feet are in competition for the same subsequence
on the track. When the trailing foot loses, it exposes a toehold by which the fuel
strand H1 invades and detaches it. This is the asymmetry that makes the detachment
of the trailing foot much more likely. Once detached, a further fuel strand H2 takes
away H1 and allows the foot to attach back to the track, either at the same location
or further along the track, in which case a forward step is taken.

Venkataraman et al. [43] constructed a DNA motor inspired by bacterial
pathogens like Rickettsia rickettsii. The motor transports a single-stranded cargo by
polymerization, with the cargo always located at the growing end of the polymer.
The system consists of two meta-stable hairpins H1 and H2 and an initiator strand
(A) which carries the cargo (R) (Fig. 18.20). The hairpins are relatively unreactive
in the absence of the initiator, but in its presence a chain reaction occurs which
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Fig. 18.18 Another foot over
foot walker. Reprinted by
permission from Macmillan
Publishers Ltd: Nature [41],
© 2008

builds a linear double-stranded polymer, with each hairpin unfolding to attach as a
bridge between two hairpins of the other type. The byproduct of the polymerization
is the transport of the cargo relative to the initiator strand. The whole process is
autonomous.

18.5 Programmable DNA Nanomachines

So far we have reviewed DNA nanomachines that are highly specialized; they
are designed for executing a particular task: transporting cargo, walking along
a linear track, or changing the state of a nanostructure. The behavior of these
nanomachines cannot be significantly affected without a major redesign. In this
section, we examine programmable DNA nanomachines which are capable of a
range of programmed behavior.
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Fig. 18.19 Autonomous Brownian biped walker

Reif and Sahu [44] propose designs for a RNA nanostructure that walks on a 2D
addressable DNA surface. A network of DNAzymes is embedded on a 2D plane,
and the input nanostructure is routed over it. The path the input nanostructure takes
can be programmed by modifying its sequence. The transport of the walker across
the surface can be understood as a finite state machine that switches states based on
input. The input is encoded as a set of hairpins on the walker which are successively
digested by various DNAzymes of the automaton. The DNAzyme that currently
binds the walker indicates the state of the automaton. At each stage, the sequence
on the walker that corresponds to the next input symbol is consumed by restriction
action of the DNAzyme, the walker is transported to the next DNAzyme on the
surface, and the next input to be consumed is exposed. Figure 18.21 shows a couple



374 H. Chandran et al.

F
ig

.1
8.

20
M

ot
or

th
at

tr
an

sp
or

ts
ca

rg
o

by
po

ly
m

er
iz

at
io

n.
R

ep
ri

nt
ed

by
pe

rm
is

si
on

fr
om

M
ac

m
il

la
n

Pu
bl

is
he

rs
L

td
:N

at
ur

e
[4

3]
,©

20
07



18 DNA Nanorobotics 375

F
ig

.1
8.

21
A

n
in

pu
tR

N
A

na
no

st
ru

ct
ur

e
ro

ut
ed

th
ro

ug
h

a
D

N
A

zy
m

e
ne

tw
or

k.
R

ep
ri

nt
ed

fr
om

R
ei

f
an

d
Sa

hu
[4

4]
,©

(2
00

9)
,w

it
h

pe
rm

is
si

on
fr

om
E

ls
ev

ie
r



376 H. Chandran et al.

Fig. 18.22 Programming different routes

Fig. 18.23 Molecular spider performing biased random walk. Reprinted with permission from Pei
et al. [45]. © 2006 American Chemical Society

of example automata transitions. Such a machine can be used to route a walker on
a 2D lattice grid, for example, an input of 1 causes the walker to move down while
0 causes it to move to the right (Fig. 18.22). The key advantage of this design is
that the surface is not destroyed as the walker is transported over it and thus can be
reused. Several walkers can, in theory, independently walk the surface at the same
time.

Pei et al. [45] demonstrate diffusion of a multi-pedal DNA walker (henceforth
referred to as a spider) on a 2D substrate. In simple terms, their spider crawls a 2D
surface in a biased random walk. The body of the spider is a molecule of strepta-
vidin, and its four legs are DNAzyme molecules attached to the body. The spiders
crawls a surface by attaching and detaching from RNA substrates (Fig. 18.23). The
attachment occurs via DNA–RNA hybridization, while the detachment is via the
catalytic restriction of the RNA stator by the DNAzyme followed by spontaneous
denaturation from short strands due to entropic effects. Once a leg detaches from
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a substrate, it binds (with high probability) to a new substrate and the process
continues. Thus, the spider is biased towards binding unvisited substrates.

This work was recently extended in Lund et al. [46] to allow the spider to crawl
along a specific programmed pathway on a fully addressable DNA origami substrate
[6]. As before the spider has a streptavidin body, three DNAzyme legs, and one
DNA leg used to anchor it to its start point (Fig. 18.24). The path the spider must
follow is specified by precisely placed RNA substrate strands sticking out of the
origami structure. This programmed track can be assembled with high yield in a
simple one pot reaction. The spider first attaches to the start site using its anchor
leg. The anchor is strand displaced from the start site by an incoming trigger strand,
which allows the spider to start crawling. The DNAzyme legs now attach and cleave
RNA substrates along their path. The DNAzyme legs have longer complementary
sequences to unvisited substrates than to visited ones, and hence stay attached to
the former for longer durations, eventually cleaving them. This introduces a motion
bias for the spider towards unvisited substrates and results in a biased random crawl.
The spider stops when it reaches the end of its path where it encounters special stop
substrates which are DNA strands that cannot be cleaved by the DNAzyme legs.
The spider operates autonomously once it is displaced from its anchor.

A similar multi-pedal walker was demonstrated in Gu et al. [47]. In addition to
walking on a DNA origami substrate, the walker picks up cargo in a programmable
manner. This is akin to an assembly line where each component may be added to
the already built assembly, or omitted if so desired. The operation of the walker is
illustrated in Fig. 18.25. The walker is a triangular DNA nanostructure with single-
stranded sticky ends for its three hands (which pick up cargo) and four feet (which
help it move along stators on the origami surface). The cargoes are distinguishable
gold nanoparticles. Each cargo station can be either in an ON state, donating cargo,
or in an OFF state, not donating cargo. As the walker moves by the stations, it
picks up cargo from ON stations in one of its hands. Each station corresponds to a
specific hand with which it may interact. The details of the walking and cargo pickup
are illustrated in Fig. 18.26. The techniques for driving the walker forward and for
picking up cargo are similar to the many DNA strand displacement-based walkers
we have seen previously. Note that the process is not autonomous and requires
addition of appropriate fuel strands at specific time instants.

18.6 Conclusion

The ultimate goal of nanorobotics is the creation of autonomous nanosystems that
are capable of carrying out complex tasks. Additionally, we would like these systems
to be programmable in the sense that one should not resort to complete redesign of
the system to achieve simple changes in target behavior.

The programmability of DNA makes it an ideal construction material at the
nanoscale. DNA self-assembly offers a massively parallel method for low cost
manufacturing of complex nanosystems. In the past two decades, several ingenious
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Fig. 18.25 Operation of the molecular assembly line. Reprinted by permission from Macmillan
Publishers Ltd: Nature [47], © 2010

DNA nanostructures of increasing complexity have been demonstrated. Encouraged
by these results, attempts were made to control the dynamic behavior of DNA
nanostructures. This chapter reviewed some of these preliminary efforts.

Early attempts of DNA nanorobotics enforced state changes of complex DNA
nanostructures using environmental parameters such as salt and pH levels, while
other efforts utilized protein enzymes and DNAzymes to effect state changes. More
recently, enzyme-free systems driven by hybridization of fuel DNA strands and
entropic effects were achieved. Some of the systems reviewed were autonomous,
while others required manual addition of precise amount of various reagents to
enforce state change. Some of the systems were programmable, where one can
easily modify the behavior of the nanorobots, while others were not programmable
and require comprehensive redesign of the nanosystem. Several theoretic designs
for complex programmable autonomous DNA nanorobots have been proposed.
Simplified versions of these have been demonstrated in the laboratory.
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Fig. 18.26 The details of the assembly line. Reprinted by permission from Macmillan Publishers
Ltd: Nature [47], © 2010

These pioneering efforts have provided a glimpse into the future of DNA
nanorobotics and have demonstrated its enormous potential. Many challenges
remain and provide exciting opportunities for research. We have barely begun a
long and fascinating journey.
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Chapter 19
DNA for Self-Assembly

Ahlem Abbaci and Stéphane Régnier

Abstract Biological processes, and in particular DNA hybridization, offer the
potential to form the basis for the assembly of nano-devices. DNA and RNA can
be used to perform two types of functions: to assemble parts of nano-robot and to
transmit information. This chapter focuses on the assembly function of DNA and its
optimization. Indeed, these molecules possess computing properties based on the
nucleic acid 4-letter alphabet which gives them programmable features. In order to
determine the feasibility of such processes, the strength of DNA hybridization is
measured and optimized using a method based on atomic force microscopy. The
multidisciplinary work presented here targets the selection of DNA, the theoretical
study, and the experimental validation.

19.1 Introduction

The choice of biomolecules for bio-nano-robot design is crucial and relies on their
specific biological interactions. These biomolecules can be used to perform two
types of functions: to assemble parts of nano-robot and to transmit information.

DNA and RNA possess computing properties based on the nucleic acid 4-letter
alphabet which gives them programmable features. Moreover, these molecules are
provided with physical properties such as electrical conductivity [1] and stable and
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Fig. 19.1 Principle of microscopic self-assembling based on DNA. DNA simple strand popula-
tions A and B are complementary

controllable adhesion forces at the origin of complex three-dimensional synthetic
structures [2, 3]. These properties make these molecules a real material with both
complex and comprehensive properties.

This chapter focuses on the assembly function. From this point of view, two
fundamental properties are identified to characterize the biological interaction called
DNA hybridization:

• Stability, which is the ability to keep nanostructures in an assembled state in an
unstructured environment over a time period

• Specificity, which is the mutual recognition between the structures to be
assembled

In the framework of the European project Golem,1 it is proposed to study the
DNA assembly function for micro-component self-assembly. Figure 19.1 illustrates
this type of assembly. It consists of setting DNA simple strands on the micro-
component surfaces, using the technique of surface functionalization, and achieving
self-assembly process through the control of some hybridization parameters such
as the temperature. The set of two complementary strands populations fixed on
each surface is called DNA-based bond. This new bio-bond adhesion is explored
by studying the involved force in the separation of self-assembled micro-objects.

The stability study from a theoretical point of view is detailed in the first part.
This property can be approached from several angles. If one looks at the interaction
between two DNA single strands, the approach can be borrowed from the work
in molecular modeling. If one is interested in studying the interaction between

1http://www.golem-project.eu/.

http://www.golem-project.eu/
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two populations of complementary strands fixed on the surfaces to be joined,
this geometrically constrained configuration can be studied with a thermodynamic
approach.

The second part is dedicated to the experimental characterization of stability. This
is to characterize the interaction forces specific to the DNA. Several techniques for
characterizing biomolecular interactions have been proposed over the last 20 years.
These are mainly based on physical principles and thermodynamics such as X-ray
crystallography or magnetic resonance spectroscopy. Atomic force microscopy is
one of these techniques that present the most advantages. The abilities to make mea-
surements in aqueous media [4], chemically modify the gripper to measure specific
forces [5], and modify dynamic parameters directly involved in the issue of self-
assembly, such as approach and retreat velocity, are the main advantages of using
atomic force microscope (AFM) to measure interaction forces that characterize the
stability of a velcro composed of two populations of complementary DNA strands.
In this second part, the AFM experiments are detailed and analyzed.

The third part is dedicated to the study of specificity. Based on the programma-
bility of DNA, an algorithmic approach to sequence generation is proposed. The
goal is to have pairs of DNA strand whose properties and stabilities of specifics
are optimized. An experimental validation is then undertaken. These experiments
validate the design approach of sequences and highlight the influence of key
parameters such as the approach velocity and the assembly waiting time.

19.2 Two Approaches for a Theoretical Characterization
of Stability

The stability of the DNA-based microscopic self-assembly is carried out through
the DNA hybridization process. The study of this property is particularly essential
for determination of the environmental parameters for the design of the assembly
chamber and requires an ab initio characterization of the hybridization process.
Several parameters are now known: temperature, pH, and salt composition of
the solvent [6]. The nitrogenous base sequence and its length influence also the
molecule’s behavior [7].

Stability is definitely biomolecular and can be expressed in terms of energy
through several methods. The choice of a method depends on, however, the
conceptualization of the system. When the contribution of each DNA strand to
stay in the hybridized state is considered from an individual point of view, the first
approach is called local approach.

When the DNA-based adhesion is considered in its entirety as a thermodynamical
and statistical system, the approach used is called global approach.

In the following, each of these two approaches is detailed to determine how it can
be more adapted to our problem with respect to the studied system, to the proposed
experimental study, and to the influence and controlling parameters.
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19.2.1 The Local Approach

Several methods exist to estimate the energy of one molecular system at the
molecular scale [8]. Molecular modeling is one of these methods where the stability
is quantified through the potential energy. This energy depends on the conformation
and fundamentally on the structure of the strands in interaction. To estimate the
energy, it is preferable to use a force field2 where each atom’s energy is a function
of the atom’s center position [9]. The three-dimensional structure of a DNA double-
stranded molecule can be given by a molecular modeling software directly from
its nitrogenous bases sequence. Such software provides different force fields to
calculate the interaction energy as a function of one of the force fields proposed
(Amber, CHARMM, etc.) [10].

In this work, it is necessary to compare the theoretical calculated values of
interaction energy to the experimental measured interaction forces obtained by
AFM. Because the micro-component separation is made perpendicular to the func-
tionalized surfaces, a special consideration is given to the double helix hypothetical
axis. The force that occurs at this axis can be estimated from the study of energy
variation during a displacement.

If the analytical expression of the interaction energy is not accessible through the
molecular modeling software, a method of estimating the force is to approximate the
interaction energy by an analytic function [11] from a set of points. The derivation
of this function gives a direct estimate of the force required to drive the system from
binding state to nonbinding state. This is assessed using an extrapolation of a set
of values around a fixed position. In this energy approximation, the molecules are
assumed rigid as the relative atom positions of each strand are fixed. Indeed, the
mass center position of the molecule is the central element in this method.

In reality, DNA strands are elastic [12, 13], and this approach does not take into
account this molecule’s particularity. Although it is possible to solve the problem
of the elasticity using an intermediate model, the local approach remains complex.
Indeed, the velcro DNA-based consists of an unknown number of strands attached to
the surface of micro-components. Methods for determining the distribution density
of the strands attached to surfaces exist such as fluorescence [14]. These methods
require specialized equipment and must be a separate study. This question remains
important in this approach because each strand’s behavior is studied separately. In
addition, the population effect, which can be studied through a statistical physics
reasoning, must be incorporated in this approach.

Ultimately, the extrapolation of the interaction energetic profile between two
strands based on the assumption of a rigid molecule, does not take into account
the molecule’s elastic behavior. An alternative may be proposed for the study of this

2A force field is an ensemble of numerical parameters determined by techniques such as
crystallography.
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behavior, but several drawbacks make the local approach inappropriate and difficult
to implement in the context of the DNA-based velcro. Indeed, in addition to the
unknown distribution density parameter, the estimated interaction energy depends
on the force field used. Consequently, the derived force value depends on the chosen
force field and is not absolute. Finally, environmental parameters such as hydration
and the presence of cations, and the populational behavior of DNA strands are too
complex to be studied from a molecular point of view.

19.2.2 The Global Approach

In the global approach, stability is characterized by the ability of micro-components
to remain in an assembly state. Characterizing the overall stability is therefore
necessary to characterize the separation process of two micro-components.

The global approach takes into account both the molecular systems overall
behavior and each strand pair individual behavior. Quantification of stability is
achieved using tools from thermodynamics. These provide a quantification of the
system’s energy variation as a whole and the disorder degree due to the different
configurations adopted by the strand pairs during hybridization.

From the thermodynamics point of view, the studied system is defined as an open
one. Two states are identified. The initial state corresponds to the hybridized state
of the molecular system, and the final state is the non-hybridized one.

The transition from the initial to the final state is characterized by an energy
variation that reflects the system’s ability to remain in its assembled state. It
corresponds to the free energy variation of the overall velcro. The studied system
may be compared to a bio-microarray molecular system. Thus, the methods used to
study these type of systems can be applied here. In that technology, hybridization
occurs between the free strands in solution and the strands attached to a surface,
usually glass. Several dedicated models to estimate the free energy variation
state function based on intrinsic and extrinsic DNA parameters exist. The nearest
neighbor model is one of the most used models in this area [15]. In this model,
the estimation of this energy variation requires knowledge of the nitrogenous base
sequence. The central assumption is to estimate the free energy of one base pair as a
function of its two neighboring base pair energies. This energy estimation is valid for
a perfect hybridization between two strands. This setting aside, several exceptions
are possible. Indeed, two noncomplementary strands can be assembled partially, or
the strand may fold on themselves. These exceptions are called mismatch (denoted
as MM), as opposed to perfect match (denoted as PM) for perfect hybridization as
a double helix [16].

It is necessary to define the notion of a couple of base pairs that are of ten
types. For each type of couple, a numerical energy value �Gi is associated. These
numerical parameters are the nearest neighbor model parameters [17] determined at
a temperature of 37 ı and a salt concentration about 1M (standard parameters).
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Fig. 19.2 Algorithm for free energy variation �G computing. A window of couple of base pair
slides along the representation of the two complementary sequences hybridized. These sequences
exhibit five couples of base pairs

Two complementary sequences, with chemical orientation 5’-3’, S: CGTTGA
and S’: TCAACG, are illustrated in Fig. 19.2. With a length of 6 bases, S has 5 base
pairs: GC, GT, TT, TG, and GA. Similarly, S’ has the following 5 base pairs: CG,
AC, AA, AC, and CT. Consequently, the double helix formed by hybridization of
perfect S and S’ has five couples of base pairs: GC/GC, GT/CA, TT/AA, TG/AC,
and GA/TC (Fig. 19.2). At standard parameters, the �G estimation for a perfect
hybridization between the sequences S and S’is the sum of �Gi characteristics of
the five couples of base pairs. Here,�G D �5:35Kcal/mol at standard parameters.
For a given sequence, it is possible to imagine a window framing a couple of a base
pairs sliding along the two complementary sequences as shown in Fig. 19.2.

From [17], a general equation (19.1) is obtained taking into account both intrinsic
parameters, i.e., n is the number of nitrogenous bases, �H.i/ and �S.i/ enthalpic
and entropic components of �Gi characteristic of the i th couple of base pairs, and
extrinsic parameters, temperature T and salt concentration ŒNaC�:

�G.T;NaC/ D
X
i

.�H.i/ � T�S.i//� 0:114.n� 1/ lnŒNaC�: (19.1)

For a known sequence, at fixed environmental parameters, the higher the
temperature T and the lower the concentration ŒNaC�, the higher is the energy
variation.

This equation characterizes the transition between the initial and the final states.
Converted into force, this energy represents the interaction force involved in the
separation process. To correlate the energy values �G derived from the nearest
neighbor model with experiments, estimating the interaction force F must be made.
The conversion of �G in F can be expressed as approximated by (19.2):

F D �d�G

dx
(19.2)

F is the sum of the forces exerted on the external system, and x the displacement
along the axis of the double helix.3 As this is a variation of energy and not a
differential, the estimated force gives an average value and not an instantaneous
one. The average interaction force NF is obtained by

3The hypothetical axis of the double helix discussed in the local approach.
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NF D ��G
�x

: (19.3)

For hybridization of the type perfect match with that matched all bases along
the double helix, the displacement �x can be approximated by the length of the
sequence. Indeed, the energy difference calculated for this type of hybridization
corresponds to the separation of n nitrogen bases. �x can be approximated by
(19.4):

�x D n dbase (19.4)

with dbase distance between two consecutive bases of one strand. For example,
dbase D 0.34 nm for a salt concentration of 1 M [18].

For the sequence S1, one of the sequences proposed in Golem, for the PM
hybridization,�G D �164.42 kcal/mol, and NF is estimated at 44 pN.

In this global approach, it is possible to take account of both individual and DNA
population behaviors in the stability quantification. This quantification is based
on an estimate of energy whose two main components are the enthalpy and the
entropy. Control settings are easily accessible, and the conversion of energy into
force is achieved. This conversion gives a mean value of the interaction force for
configurations of type PM.

19.2.3 Conclusion

For several reasons, some among them bring the access control parameters and the
elasticity of the molecule, the local approach is highly simplified.

The global approach provides direct access to the intrinsic and the extrinsic DNA
parameters. In this approach, the interaction force is estimated at approximately
44 pN (for one of the sequences used in Golem, the sequence S1 75 bases in length).
This estimate is valid for a complete hybridization of the bases along the double
helix formed by the two complementary strands. This value is retained as a first
approximation and is compared with experimental measurements in the remainder
of this chapter.

19.3 Measurement of Stability with Atomic Force
Microscope

To characterize the DNA interactions, several techniques exist. The technique of
osmotic pressure was first used to measure DNA condensation interactions (the
interaction between double helices) [19]. For thinner molecular interactions, in
which membership and direction are involved, such as molecular recognition, a
direct measurement is needed. Thus, techniques such as magnetic tweezers [20] or
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optical tweezers [21] are used to measure the individual elongation properties of a
double helix of length 10�m. Using the technique of flexible microneedles, forces
obtained are from 10 to 15 pN [22]. In 2002, Bockelmann et al. [23] confirmed
the results obtained by their predecessors, using another technique, optical trapping
interferometry, and bringing a new factor in the dependence of the interaction force
to the GC content4 of nucleotide sequences.

Several studies have been conducted to characterize the unwinding initiation
between two strands. Information from these studies is great significance in
understanding the DNA response to external mechanical disturbance. However, the
strand separation by a force applied in the direction of the hypothetical axis of the
double helix remains an unexplored phenomenon. Furthermore, in our studied case,
the collective behavior of the DNA strands glued on a surface becomes important.
This state is an additional challenge to the characterization of stability. Indeed, the
process is stochastic because the molecular system contains hundreds of thousands
of molecules. Therefore, the characterization of interaction forces requires the use of
an instrumental dedicated platform that measures interactions due to a force applied
perpendicular to the functionalized surfaces.

Among the existing instruments for measurement of surface forces, the AFM is
the most appropriate because of its sensitivity in the measurement of stress (hun-
dreds of piconewtons order). In addition, in the AFM technology, the environmental
conditions of microscopic self-assembly can be reproduced in the separation of two
functionalized objects, such as electrostatic and hydrodynamic forces, approach and
retreat velocities, and the influence of applying external forces.

Experiments using a commercial AFM to quantify the stability of a DNA-based
bond composed of two complementary DNA strands populations were performed.
The use of AFM for measuring DNA-DNA simple strands is introduced. The
technical issues of calibration and optical detection are not addressed. A brief
summary is proposed in the second paragraph. Then, special attention is paid to
the results obtained for the sequence S1, one of the sequences studied in Golem.5

19.3.1 Using AFM Technique to Measure DNA Force
Interactions

An atomic force microscope consists of a cantilever of 100-�m length. It is provided
with a tip interacting with the surface. A sensor measures the cantilever deflection,
and a control loop controls the parameters such as tip-surface distance or the force
applied [5](Fig. 19.3).

Invented by Gerd K. Binnig, Nobel Prize winner in physics [24], the principle
of AFM is to scan the surface by the cantilever tip and to reproduce the surface to-

4Percentage of nitrogenous bases on a DNA molecule that is either guanine or cytosine.
5http://www.golem-project.eu/.

http://www.golem-project.eu/
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Fig. 19.3 AFM general principle

Fig. 19.4 The AFM used for surface characterization. At left, the approach/retreat curve for
a silicon substrate in a liquid medium. The interaction force is plotted against the beam. The
approach phase is shown by the part generally flat of the curve, and the retreat is the part of the
curve including a peak. At right, the topography of a silicon surface

pography (Fig. 19.3). This is achieved by measuring and representing the cantilever
deflection depending on its position.

The AFM can also be used to measure interaction forces needed for determining
the physical behavior of objects at scales below the micrometer. Measuring and
analyzing physical phenomena at the microscopic scale are of great significance in
micro-object handling and assembly. In this experimental context, the AFM is used
to measure the interaction forces between the functionalized tip and the micro-object
surface. Knowing the cantilever stiffness, denoted as k, efforts can be deducted.
Figure 19.4 illustrates an AFM measurement between the cantilever tip and a silicon
substrate. Here, the force displacement curve is called approach/retreat curve (A/R)



392 A. Abbaci and S. Régnier

due to the process of approach and the retraction of cantilever (or substrate) during
the measurement.

For 10 years, this technology was used by a community of biophysicist ex-
perimenters for the characterization of the intramolecular interaction forces. The
advantages of AFM for such a use are the ability to make measurements in aqueous
media [4] and chemically modifying the gripper to measure the specific forces [5].

In the particular case of functionalization with DNA strands, the A/R curve of one
measure of interaction forces, several jumps corresponding to different unbinding
events can occur. The graphical representation of this measure takes the form of
an A/R curve with the same shape of the curve shown in Fig. 19.4. These jumps
may be due to different hybridized strand pairs or to interactions between certain
segments of a given strand pair or to the molecule’s elasticity. It is therefore difficult
to interpret an A/R curve when a DNA measure is involved. In most of the work
encountered in the literature, the hypothesis of an interaction between two individual
DNA strands led the authors to interpret the collected data within the meaning of a
single molecule [25–27]. Throughout this work, this assumption makes easier data
interpretation. In our analysis, this assumption is kept.

Each measured unbinding event is characterized by its rupture force value, called
also unbinding force and denoted as Fr. This force can be defined as the necessary
and sufficient force to break the barrier energy that characterizes the biomolecular
binding intensity also called activation energy. This is the amount of energy required
to initiate or break a relationship. It can be also defined as the work done by an
external force moving in the physical sense of the link.

The energy supplied to a biomolecular system in an A/R process influences
directly the physical response of the studied system. This energy is expressed in
terms of the A/R velocity denoted as v and the cantilever stiffness k. The product
of these two parameters is known as loading rate, denoted as Tc . The external force
exerted on the molecular system over time can be seen through this parameter.

In the following paragraphs, a brief state of the art is proposed for the rupture
force and the loading rate.

19.3.1.1 The Rupture Force

The first AFM measurements of biomolecular interaction forces are from 1994.
That first work on the biomolecular biotin-avidin complex [26] generated the most
interest and has contributed to the advance in interpretation methods of AFM
biochemical interaction measurements [28]. The work on DNA [25] was slowed
because of the difficulty of interpretation with regard to molecule’s complex spa-
tiotemporal behavior. Indeed, during hybridization, the formation of biomolecular
unexpected complex structures called mis-matches (MM) is largely responsible of
this complex behavior.
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Early work on interaction forces measured between DNA strands in the axis of
the double helix was made on a sequence of 20 bases in length6 by Lee et al. [25].
The measured forces are between 1520 and 830 pN. A second study performed
by Sattin et al. [29] on the same sequence reveals quite different measurements
with values between 10 and 80 pN. Both teams, however, show great variability in
the measurements. The statistical analysis proposed in the two studies attempts to
relate the observed variability with the different configurations adopted by the DNA
strands during hybridization. Lee et al. [25] submitted their AFM measurements
in the form of three statistical classes with three possible configurations.7 The
statistical classes represent the most probable rupture force values. Sattin et al. [29]
show that the number of statistical classes increases with the number of repetitions
of measurements. Thus, the authors repeat the measurements with the same can-
tilever 1,500 times on different blocks functionalized with different sequences. This
protocol then makes possible the comparison between measurements of different
interactions. The authors show the need to have a large number of measurements
for statistical analysis of variability.

Two other major works are selected in this chapter, those of Strunz et al. [27] and
Morfill et al. [30]. Both teams make AFM measurements on the DNA strands with
different sequences but the same length of 20 bases. They achieve the same order of
magnitude as Sattin et al. [29].

The results obtained by Strunz et al. [27], Morfill et al. [30], and Sattin et al.
[29] are of the same order of magnitude unlike the work of Lee et al. [25].
These first three works have in common an experimental parameter of the same
order of magnitude. This parameter is the loading rate, which could explain this
homogeneity. In the following section, the influence of this experimental parameter
is introduced.

19.3.1.2 The Loading Rate

The loading rate, denoted as Tc , is an experimental parameter that directly
influences the rupture force. It is the product of the A/R velocity v and the
cantilever stiffness k. This parameter reflects the impact of the energy charged on
the molecular system.

The rupture force dependency on the loading rate logarithm is given in [31]
through the theory of dynamic force spectroscopy (DFS). This feature is experi-
mentally proven for several protein complexes [32–34] and for DNA [27, 30].

In this theory, the biomolecular binding is characterized by a lifetime (or
relaxation time) that was introduced by Bell in 1978 [35] in the context of the
mechanical characterization. Based on Kramers theory [36] and Bell’s model, Evans
et al. extended this pioneer model by taking into account the applied force on the
molecular system and due to the liquid environment.

6The sequence of nitrogenous bases is [.CAGT /5�.
7These configurations correspond to 20, 16, and 12 nitrogen bases consecutively hybridized.
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Concerning DNA, Strunz’s [27], Sattin’s [29], and Morfill’s [30] measurements
are performed with loading rates of the same order of magnitude (10�9 N/s). Thus,
the measured rupture forces are of the same order of magnitude.

Comparison of the AFM measurements is required to keep this parameter
constant. The consideration of the loading rate parameter is therefore crucial in the
analysis of rupture forces measurements specific to DNA.

19.3.1.3 Conclusion

The characterization of the DNA-based bond stability using an AFM is based on the
measurements of rupture force characteristic of the unbinding events. Variability
shown by several experimental works [25, 27, 29, 30] requires a great repetition
number to achieve statistical analysis.

Comparison of data requires constant experimental parameters. Indeed, the
rupture force depends not only on the sequence of nitrogenous bases and its length
but also on an important experimental parameter, the loading rate. Furthermore,
characterization of the rupture force values for different loading rates would provide
some basic knowledge concerning the microscopic assembly.

Finally, the DNA structure and complexity and the number of experimental
statistical classes corresponding to the number of possible configurations seem to be
the cause of the observed variability. Nevertheless, the link between these elements
is not clearly identified in the literature.

Experiments were performed in Golem with several values of experimental
parameters. The next section is dedicated to the measurements for a proposed
sequence S1.8 In these measurements two methods are proposed. The first mode
is called ponctual.

19.3.2 Quantification of DNA Interactions

Quantifying the interaction between two populations of DNA strands is done by
measuring the final rupture of bonds. This is achieved by measuring the rupture
force Fr between a functionalized cantilever tip and a functionalized substrate. For
a given measure, Fr is the maximum recorded jumps on the A/R curve. For example,
the curve of Fig. 19.4 illustrates the AFM measurement obtained with the following
experimental parameters: v D 1�m/s and k D 0:1N/m with Fr D 50 pN.

In our measurements, two modes are proposed. The first one, called ponctual,
consists of repeating the A/R process 256 times on the same part of substrate.

8The sequence S1 proposed in the European project Golem (5’-3’): CAA ATA CCG TGG GAC
GAC ACG CAC CGG CAG TGC GCA GGC AGC GTC GGA CAC AAC ACG CTT ACG GCC
CTC AAC ACT.
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The second mode called scan consists of repeating the A/R process by scanning
the substrate surface on different parts that can be described as a regular grid.
The ponctual mode experiments the measure repeatability on the same molecular
system. The scan mode compares responses of several molecular systems assumed
to be identical. During these A/R experiments, the force versus displacement is
recorded with known loading rates. The dissociation of the two surfaces during the
retreat phase is induced by strand separation of the hybridized structures formed
during the approach phase of the experiment. Only experiments in which the
measures correspond to molecular responses are used. Indeed, the experiments
are sorted through a statistical variance analysis. This analysis identifies invalid
experiments where variability is due to a temporal dependency of unbinding events
to the experimental setup.

Figure 19.5 shows the rupture forces Fr estimated from the measurements. A
homogeneous distribution is observed on all measures. The recorded values are less
than 150 pN with high rates (98%). The average value of these samples is thus
representative.

The histograms of Fig. 19.5 show the variability for each experiment. The
classification is performed with a cutting constant of 10 pN. Between 13 and 15
statistical classes are observed. This variability is in agreement with the variability
described in the literature.

Finally, for the sequence S1, the rupture force is estimated in the range
Œ36 pNI 44 pN�. Variability described in the literature [29, 30] appears on these
measures and complicates the characterization of the S1 sequence stability. The
use of a given sequence in our problem of microscopic self-assembly requires the
control of this variability. It is therefore necessary to find methods to identify what
is possible to control this variability.

19.3.3 Conclusion

Experimental characterization of stability is realized through AFM measurements
for a given sequence S1. From these data, the average value of rupture force is
estimated at 39˙ 4 pN. Surface interaction9 is at 4 nN/�m2.

The observed variability on the measures is difficult to interpret and makes
complex the classification of the DNA-based bond stability in the context of
microscopic assembly. To overcome this variability and to obtain a quantitative
indication of the bond quality, the design of a dedicated sequence is needed. This
is to eliminate MM configurations through the study of the second fundamental
property of microscopic self-assembly, the specificity.

9According to the manufacturer, the tip of the beam can be likened to a sphere of diameter between
20 and 60 nm.
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19.4 Specificity Analysis

Specificity characterizes the degree of “mutual recognition selectivity” between
micro-components during a self-assembly process. It is generated by the WC
complementarity10 between DNA strands belonging to two DNA populations
attached to the micro-component surfaces. This selectivity can be encoded by a
DNA strand sequence. In this section, an algorithm for generating optimal sequence
to achieve this property is proposed.

The study of stability of the sequence S1 has demonstrated the need to reduce
possibilities of mismatch (MM) configurations. Minimizing this type of configura-
tion involves the use of an optimized sequence whose most likely configuration is
the type perfect match (PM).

For a given DNA strand, the nitrogenous base sequence is encoded by its
complementary strand sequence. The basis of this coding is the WC complemen-
tarity between bases G and C on one hand and A and T on the other. Thus,
the DNA molecule specificity consists of the uniqueness of this nitrogenous base
composition.

Several algorithmic methods and experimental techniques developed around the
area of DNA computing exist. This new discipline is common to both research areas,
DNA computers [37] and nucleic nanostructures [38]. The basic principle is similar
to machine programming of electronic computers. This is indeed a program to
establish design principles for systematic molecular systems with desired properties.
Applied to DNA, the main objective is to design unique and dissimilar sequences.
These must meet specific conditions that may affect the thermodynamic properties.
For example, this may be realized by avoiding stable MM structures through
the combinatorial DNA rules. However, the main difficulty concerns the trade-off
between maximizing the stability and the specificity.

The developed algorithms in this discipline are numerous and varied. Table 19.1
is a non-exhaustive summary of the state of the art for generating sequence
algorithms. Two major families of algorithms exist. The first optimizes these

Table 19.1 Algorithms for
sequence generation of state
of the art [43]

Approaches Authors

Exhaustive research [39]
Random research [40]
Template-map strategy [41, 42]
Graphs [43]
Stochastic methods [44]
Dynamic programming [45]
Bio-inspired methods [46]
Evolutionary algorithms [47]

10DNA base pairing: adenine (A) forms a base pair with thymine (T), and guanine (G) forms a base
pair with cytosine (C).
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Fig. 19.6 Scenarios of possible configurations between two complementary DNA strands

conditions during construction of the sequence. In the second family, sequences
are generated randomly. Afterward, specific conditions, such as thermodynamic
properties, are verified using a “filter.” This is a set of predefined conditions to
maintain the desired sequences. In both types of algorithms, the conditions are set
for the requirements of stability and specificity in particular.

19.4.1 Generation of Dedicated Sequence

19.4.1.1 Principle

During hybridization of a strand with its complementary set, multiple configurations
are possible. They depend essentially on the nitrogen base sequence and are
identified in Fig. 19.6.

The proposed solution to optimize stability is to increase the probability of
forming a configuration using PM or reduce the number of MM configurations with
low energy. If case A is the perfect hybridization type (PM) between complementary
strands X and Y , cases B, C, D, E, F, and G in this figure represent the unwanted
MM configurations.

In following sections, the “sequence reference” is attached to the substrate by its
5’ end. It is indexed from 1 to n, where n is the number of nitrogenous bases in the
5’-3’ orientation.

The ideal filter to address this issue must eliminate these undesirable configura-
tions. The conditions that constitute the filter consist of comparing segment pairs of
length ˇ belonging to each of the interacting strands. To compare two words of the
same lengthm1 andm2, the Hamming functionH.m1;m2/ is defined as the number
of positions for which the symbols are different. If the two wordsm1 D ATCGAAA
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and m2 D ATGGAAT, then H.m1;m2/ D 2. The use of this distance involves
six comparisons. An optimization is possible to reduce the number of comparisons
considering the definitions of complementary sequence, noted with exponent C, and
the reverse sequence noted with exponent R.

Complementary Sequence For each A (C respectively) of the sequence reference,
a symbol T (with respect to G) is equivalent to the complementary sequence and
vice versa. The resulting strand is oriented 3’-5’ for the same index. In the AFM
experiments, the complementary sequence is attached to the AFM tip by its 5’ end.

Reverse Sequence The reverse sequence is obtained by changing the 5’-3’ orien-
tation to 3’-5’.

Property The reverse complementary sequence of a sequence Y complementary to
a sequence X is X itself: Y RC D X .

This property reduces the number of comparisons between strand segments
corresponding to six cases of MM. Thus, considering the xi segments of length
ˇ of one sequence X , the comparison of these segments to the segments yj of the
complementary sequence Y is equivalent to the comparison of the x segments to
themselves with different indices i and j .

The six MM cases B, C, D, E, F, and G of Fig. 19.6 can be summarized in the
following three conditions:

• To avoid cases B, C, and D, each of the two segments xi and xj of the generated
sequence must be different.

• To avoid cases F and G, each of the two segments xRi and xCj of the generated
sequence must be different.

• To avoid the case E, each of the two segments xi and xRj of the generated
sequence must be different.

with i and j indices of different segments in the studied sequence.
These comparisons can be expressed through the function H. The three previous

conditions can then be written as follows:

• H.xi ; xj / > ˛.
• H.xRi ; x

C
j / > ˛.

• H.xi ; x
R
j / > ˛.

The parameter ˛ is a minimum Hamming distance set by the user. It provides
a minimum difference of ˛ bases between the segments. The three rules define the
filter of the sequence generation algorithm detailed in the following section.

19.4.1.2 Algorithm

The algorithm for generating specific sequences aims at generating a sequence
whose configuration is most likely the PM configuration. To maximize stability,
this sequence must also have a value of desired�G. This algorithm consists of two
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steps. The first one is the generation of a random sequence of nitrogen bases, and
the second verifies the specificity of the sequence across the three defined rules.

The defined filter checks only the sequence specificity. Stability is characterized
by two parameters �G, the Gibbs free energy variation, and l , the length of the
unknown sequence. The energy �G is calculated from the nearest neighbor model
in the global approach discussed later. These two parameters are linked. Indeed, its
calculation requires knowledge of the nitrogenous base sequence and thus depends
indirectly on the length l . The latter is unknown: it is necessary to fix one of the two
parameters. By setting a maximum value of energy, denoted by �Gm, such that the
free energy of the unknown sequence is below this threshold, a frame of the l can
also be proposed.

The estimated interval is of the form ŒlmaxI lmin� whose terminals are the lengths
of maximum and minimum sequences, respectively. Indeed, the pair (A, T), whose
energy is minimal in absolute value, and the pair (G, C), whose energy is maximal,
define two characteristic sequences. First, a sequence built successively with (A,
T) has a lower energy than a random sequence constructed for the same length.
Second, similarly, a sequence built with successively (G, C) has a higher energy
than a random sequence constructed for the same length.

The energy of any given sequence is within the range defined by the energies
of the two characteristic sequences. At standard environmental parameters, these
characteristic energies are given by the following equations:

�Gmin D 1:2n � 1:1; (19.5)

�Gmax D 3:4n � 3:1: (19.6)

From (19.5) and (19.6), lmax and lmin can be estimated as follows:

lmax D dbase � �Gm C 3:1

3:4
; (19.7)

lmin D dbase � �Gm C 1:1

1:2
: (19.8)

The random sequence produced by the algorithm is of length l and with absolute
energy higher than the given�Gm.

The second step is to check the specificity of the sequence through the filter
defined by the three rules. This requires the determination of two parameters: ˛ and
ˇ. The parameter ˛ is the minimum Hamming distance for defining the three rules,
and ˇ is the length of the segments to compare the number of bases.

19.4.2 Theoretical Analysis

The objective of the algorithm is to provide sequences for which the defined
configurations in the filter are improbable. The formation probability of configu-
rations is given through the value of �G. Thus, configurations in which the Gibbs
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Table 19.2 S1–S3 theoretical comparison

Properties S1 S3

Hetero configurations 118 41
Hairpin configurations 14 1
Hetero configurations (energy > 4 Kcal/mol) 27 0
Hairpin configurations (energy > 4 Kcal/mol) 14 0
�G (PM) 164 Kcal/mol 51 Kcal/mol

energy variation is less than �4 kcal/mol are considered improbable [25]. Four bases
correspond to this energy, and the parameter ˛ is initialized to this value.

Using the Hamming function, segments of length ˇ are compared. This length
can be initialized with values close to the persistence length of single-stranded DNA,
estimated at 11 bases (for a B form of DNA) [18]. This length characterizes the
smallest unit of a strand similar to a rigid segment. The sequences are generated
randomly: the optimization of computation time led to an underestimation of the
length and initialized to 8 bases. The choice of energy and the length of the sequence
are fixed in relation to the specific sequence desired.

The probability of MM configuration formation increases with sequence length.
Sequences of small lengths are preferred. On one hand, compared to the sequence
S1, the length of the sequences generated should be less. On the other hand, for
reasons of detection, the experimental characterization of sequences requires a
choice of length at least greater than 10 nm. A sequence of length 30 bases, denoted
by S3, is thus produced using this algorithm.

Comparison of possible configurations11 between the specific sequence S3 and
the old sequence S1 shows one unstable possible configuration of type hairpin for
the sequence S3, while configurations of this type are stable in their entirety for the
sequence S1. For configurations of type hetero,12 no stable configuration is possible
for the generated sequence.

With an optimal probability for the configuration PM, the sequence S3 seems
more specific than the sequence S1 initially tested. To validate the specificity of this
sequence, experiments were conducted (Table 19.3).

19.4.3 Experimental Analysis

Seven experiments are conducted. The experimental parameters of each experiment
are summarized in Table 19.3.

Measurements of interaction forces between S1 and its complementary strand
detailed in the second part of this chapter are different from experiences detailed

11mfold.
12Complementarity between two segments with different indices from two complementary strands.



402 A. Abbaci and S. Régnier

Fig. 19.7 A/R curves in the study of specificity. Left Exp14, and right top Exp1, right bottom
Exp10. See Table 19.3

in this part because the material used is disassemblable (AFM, beams, ambient,
noise, etc.). The target also appears dissimilar as these experiments are intended
to demonstrate the specificity of the new sequence and the influence of two
experimental parameters of velocity and latency time. This last corresponds to a time
measured in seconds, introduced between the two-stage approach and the retreat of
an AFM measurement. The introduction of this parameter in the characterization
of interactions between DNA strands is a way to study the influence of time on the
stability of specific DNA-based adhesion. In these second series of measurements,
two velocities (0.05 and 0.1�m/s) and two latency times (0 and 60 s) are studied.

The specificity analysis is based on the comparison of specific interactions
between the two complementary sequences S3 and S4 generated by the algorithm
and is nonspecific between S3 and the initial sequence S1 proposed in Golem.
Thus, for the specific interactions, a homogeneous distribution is expected as only
stable configuration is possible, while for nonspecific interactions, heterogeneous
distribution is expected.

This analysis consists of two types of comparison, the rupture forces and
the rupture distances. The rupture distance corresponds to the distance made by
the cantilever during a local rupture event. The rupture distance is not directly
represented on the A/R curves (Fig. 19.7). Indeed, the displacement shown in these
curves is of the cantilever base and not of the tip. To obtain the rupture distance, it
must be subtracted from the measured displacement on the curve, and the cantilever
bending that corresponds to the corresponding measured force is divided by the
cantilever stiffness [5].



19 DNA for Self-Assembly 403

T
ab

le
19

.3
E

xp
er

im
en

ta
lp

ar
am

et
er

s
fo

r
sp

ec
ifi

ci
ty

st
ud

y

In
te

ra
ct

io
n

N
on

sp
ec

ifi
c

N
on

sp
ec

ifi
c

N
on

sp
ec

ifi
c

Sp
ec

ifi
c

Sp
ec

ifi
c

Sp
ec

ifi
c

Sp
ec

ifi
c

E
xp

er
ie

nc
e

E
xp

1
E

xp
5

E
xp

14
E

xp
10

E
xp

16
E

xp
17

E
xp

13
C

an
ti

le
ve

r
S
3

S
4

S
4

S
4

S
4

Su
bs

tr
at

e
S
3

S
1

S
3

S
3

S
3

S
3

V
el

oc
it

y
(�

m
/s

)
0.

1
0.

1
0.

1
0.

1
0.

05
0.

05
0.

1
D

is
ta

nc
e

(�
m

)
1

1
1

1
1

1
1

R
ep

et
it

io
n

nu
m

be
r

10
10

20
20

10
10

10
Po

in
ts

nu
m

be
r

1
5

12
8

20
20

16
E

nv
ir

on
m

en
t

PB
S

(1
M

)
PB

S
(1

M
)

PB
S

(1
M

)
PB

S
(1

M
)

PB
S

(1
M

)
PB

S
(1

M
)

PB
S

(1
M

)
St

if
fn

es
s

(N
/m

)
0.

28
0.

26
0.

21
0.

04
3

0.
18

0.
18

0.
14

L
oa

di
ng

ra
te

(N
/s

)
3
1
0

�
8

3
1
0

�
8

2
1
0

�
8

4
1
0

�
9

1
1
0

�
8

1
1
0

�
8

1
:4
1
0

�
8

L
at

en
cy

ti
m

e
(s

)
0

0
0

0
0

60
60



404 A. Abbaci and S. Régnier

19.4.3.1 Plateau Phenomenon

A phenomenon of regular plateaus is observed for all experiments except the
experiment with a velocity v D 0:1 �m/s.

The appearance of these levels involves classifying data by the appearance of
each plateau. The study of the values of rupture force and rupture distance homo-
geneity function of these groups is a way to analyze the phenomena characteristic
of each experiment.

The length of the sequence S3 is 10 nm. When the measured distance is greater
than this value, the measured interaction on the plateau corresponds to an interaction
of a couple of strands different from the first. However, when the rupture distance
is less than this value, it is not possible to deduce the number of pairs of interacting
strands.

19.4.3.2 Analysis of Specificity

The mean value of rupture distance is 2 nm for specific interactions (Exp10)
and 7 nm for nonspecific ones (Exp14).13 Consequently, the measured nonspecific
interactions may correspond either to one or more S3-S1 pairs.

The rupture forces measured in the specific experience are higher than in the
nonspecific experience. The highest values correspond to the force recorded during
the first plateau group with an average of 793 pN. The values of the second
and the third plateaus are higher than the average value estimated at 219 pN for
the nonspecific experience. The specific rupture forces are naturally lower as the
sequence generated S3 is smaller. In addition, because of S1, in the nonspecific
experience, complex configurations are set up during the hybridization.

The histograms of Fig. 19.8 show the consistency measures for the specific ex-
perience. Indeed, the average value is significant, while the measures of nonspecific
experience are much more heterogeneous. Even if the measured forces are weaker in
the specific experience, these two experiments show that the sequence S3 is specific
with the repeatability of the phenomenon.

19.4.3.3 The Velocity Influence

From the conducted experiments, we observe:

• The averages of measured rupture force with low velocity (0.05�m/s) are well
above the estimated average for the measures with higher velocity (0.1�m/s). In
addition, the average Fr for different plateau groups is decreasing for experience
with low velocity: 1510 pN, 456 pN, and 81 pN. Thus, stronger interactions are
measured with lower velocity.

13See Table 19.3.
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Fig. 19.8 Specificity analysis. Specific and nonspecific (Top) rupture force and (Bottom) rupture
distance distributions. The same experimental parameters are used in both experiences (See
Table 19.3)

• The rupture distances measured are much higher and heterogeneous in the
experience with lower velocity. The averages of the different plateau groups are
4, 8, and 9 nm. They are growing and are close to the characteristic value 10 nm.
It appears that the interactions measured for each plateau with lower velocity
introduce match interactions of different couple of strands.

For a low velocity, a larger number of interactions are observed through the
phenomenon of plateaus. These interactions correspond to pairs of different strands.
It is possible that the decrease of the rupture forces is due to a detachment of
successive strands hybridized during the approach.
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Low velocity improves the overall stability of the DNA-based adhesion involving
a larger number of strands. Indeed, with a lower velocity, the analysis shows that the
DNA strands appear to hybridize more often with a stronger adhesion.

19.4.3.4 The Latency Time Influence

Experiments show that the velocity influences the overall adhesion stability in-
volving a larger number of strands. We can assume that hybridization takes some
time. To study the influence of time on the specific interaction (S3 � S4), AFM
measurements were performed by introducing a time delay between the two-stage
approach and the retreat called latency time Ta. This is not to determine the time
required for hybridization but to identify whether the influence of this parameter is
typical:

• For a velocity v D 0.1�m/s and a latency time of 60 s, the number of plateaus
becomes very high, and the values of measured Fr are much larger (averaging
540 pN) than those measured with no latency (219 pN average). The introduction
of a wait at this rate implies a larger number of strands in the adhesion between
the two populations of complementary strands. This is a gradual separation of
the hybridized strands during the approach.

• For a velocity v D 0.05�m/s and a latency time of 60 s, the overall number
of plateaus does not vary compared to the experience with zero latency, but the
values of measured Fr are much larger when latency is introduced. Here again,
the introduction of a waiting time at a constant rate implies a greater number of
strands in the adhesion between the two populations of complementary strands.
This is a gradual separation of the strands hybridized during the approach.

Finally, when the latency time is 60 s, but the velocity is lower, the number of
levels is less important in the experiment at low velocity, but the values of Fr are
much higher.

19.4.3.5 Conclusion

The latency significantly influences the overall stability of the DNA-based adhesion.
Indeed, the number of pairs of strands increases, and the intensity of the measured
rupture forces is optimized by the introduction of this parameter.

Nevertheless, the influence of this parameter depends on the A/R velocity.
Indeed, when this parameter is important (0.1�m/s), the stability is optimized by
increasing the number of strands of the interaction, and when it is lower (0.05�m/s),
the stability of the velcro is optimized by increasing the intensity of interactions.
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19.5 Conclusion

Self-assembly of components on a microscopic scale is an innovative approach to
the widespread use and the industrialization of emerging systems based on micro-
and nanotechnology.

The multidisciplinary work presented here is part of the European project Golem
objectives and specifically targets the selection of DNA, the theoretical study, and
the experimental validation.

The prospects of this work are numerous and go beyond the framework of
the microscopic self-assembling. The integration of biological functions on micro-
and nano-devices opens a new avenue for the implementation of the properties of
actuation, sensing, and interaction control. These functions exist in nature and are
complicated to replicate using only inorganic matter, whereas they are part of the
fundamental processes of biology. For example, nano-robots for in vivo applications
could be provided with capacity to transport biological interaction-controlled drugs
or perform diagnostics.
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8. Brandsdal Bo, Osterberg F, Almlöf F, Feierberg I, Luzhkov Vb, Aqvist J (2003) Free energy

calculations and ligand binding. Adv Protein Chem 66:123–158
9. Leach A (2001) Molecular modelling: principles and applications, 2nd edn. Prentice Hall,

Englewood Cliffs
10. Guvench O, MacKerell AD Jr (2008) Comparison of protein force fields for molecular

dynamics simulations. In: Molecular modeling of proteins, 3rd edn. Humana Press, Springer
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Chapter 20
Local Environmental Control Technique
for Bacterial Flagellar Motor

Toshio Fukuda, Kousuke Nogawa, Masaru Kojima, Masahiro Nakajima,
and Michio Homma

Abstract Micro/nanorobots have attracted scientific attention to develop novel
technologies such as drug delivery systems. Recently, microorganisms, especially
flagellated bacteria, have been used as propulsion for microobjects. To enhance the
controllability of bacteria-driven microrobots, it is needed to establish a method to
control the bacterial driving force directly. In many cases, the bacterial movements
are regulated by the environment. Therefore, local environmental control technique
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is desired for bacterial driving force control. In this chapter, we introduce a local
environmental control technique based on nano/micro dual pipettes for bacterial
flagellar motor control. We show transient-state control of NaC-driven flagellar mo-
tor rotational speed by switching local discharges between NaC-containing and -free
solutions, and steady-state control by simultaneous local discharges of the solutions
with controlling discharge velocities independently. We found that rotational torque
generated by the flagellar motor could be controlled in 102 pN�nm orders using the
local environmental control technique based on nano/micro dual pipettes.

20.1 Introduction

Recently, micro/nanorobots have been actively studied. If functional mi-
cro/nanorobots are realized, it is expected to lead the developments of novel
technologies, especially in the medical robotics domain for drug delivery systems
(DDS) and nano/micro-surgery inside the human body [1–5]. The requirements
for functional micro/nanorobots are various: sensing, actuation, data transmission,
remote control, power supply subsystems, etc., and their embedment or integration
into the micro/nanorobots to make it functional [6, 7]. So, all components have to
be downsized by improving the manufacturing technique or using novel materials.
Here, we focused on the actuation and its power supply subsystem because we think
that the actuation is the most fundamental function for all sorts of micro/nanorobots.

To achieve the downsizing of the actuators to micro/nano-meter scale, recently,
propulsion for the micro/nanoobjects based on biomolecular motors and microor-
ganisms have been used [3, 4, 8–14]. Such bioactuators are natural actuators in
micro/nano-meter scale. Their energy sources are chemical reactions. So, there is a
possibility to reduce the size of complete robotic systems to micro/nano-meter scale.

Flagellated bacteria are one of the promising candidates to solve the propulsion
challenge for micro/nanoobjects. In the first place, the bacteria self-propagate
unlike the biomolecular motors which need reconstitution. Many bacteria, such as
Escherichia coli (E. coli), Vibrio and Salmonella, can multiply in short time (from
few dozen minutes to a few hours depending on the environmental condition, such
as temperature and nutrients). This facilitates the mass production of the actuators
at low time-cost.

Second, the bacteria have the metabolic function. The micro/nano electro
mechanical actuators become easily impaired in a short time due to the friction
of the rotational or the sliding motion. Also the biomolecular motors have the same
problem [10]. So, the self-repairing function of the actuators is necessary for the
actual utilization of the micro/nanorobots. The bacteria can produce the proteins
and can replace the old proteins by their metabolic function. Therefore, this self-
repairing function is an advantage over other actuators.

Third, the bacteria have the biomolecular motors, bacterial flagellar motors,
which convert chemical reactions into mechanical energy for propulsion at high
energy conversion efficiencies of up to near 100 %. The internal-combustion engines
convert the fuels (thermal energy) into the driving force at low efficiency around
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Table 20.1 Methods and prospective features to control bacterial propulsion for
microobject

Control

Method Direction Speed Example References

Configuration � �

[13]

(improved directivity)

Magnetotaxis C �

[3, 4]

Phototaxis C �

[14]
Chemotaxis C �

[15, 16]

Energy source � C

ITO coated glass

Thin wire electrode

Na+-free
solution

Tethered cell

Glass micropipette: ~1 μm
(Na+-free solution)

Micro manipulator Micro manipulator

Objective lens (Phase contrast microscopy)

DC power supplies

Glass nanopipette: ~50 nm
(Na+-containing solution)

I II [17–19]

30–40 %. The electric motors convert the electric power into the driving force at
efficiencies of up to �90 %. However, there is a lot of energy loss in the electric
power generation when the thermal energy is converted into the electric energy.
Therefore, the biomolecular motors, especially the bacterial flagellar motors, excel
in the energy efficiency.

Fourth, most of the bacteria naturally have sensors and systems to regulate the
propulsion in response to the environment. Some bacteria do not move randomly but
have a taxis system to move toward or away from environmental stimuli [15], such
as chemical substances (chemotaxis), temperature (thermotaxis), light (phototaxis),
and magnetic field (magnetotaxis). In addition, some of the flagellated bacteria
such as E. coli, Vibrio, and Salmonella were genetically and behaviorally studied
well. These bacteria can be modified genetically to add or delete some functions
depending on the requirements for the micro/nanorobots. As the taxis system is
well characterized, it is expected that the taxis system can be utilized to control the
bacterial propulsion artificially. Therefore, we focused on the flagellated bacteria as
the actuators for the micro/nanorobots.

Since Darnton et al. [12] achieved a random delivery of bacteria-driven mi-
croobject using Serratia marcescens, various control methods of bacteria-driven
microobjects were demonstrated. These methods and prospective features to control
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the bacterial propulsion for microobjects are summarized in Table 20.1. A good con-
figuration of the bacteria and microobjects increases the directivity of the bacteria-
driven microobjects. Behkam et al. [13] improved the directivity of the bacteria-
driven microobject delivery by limiting the bacterial attaching area. It is difficult to
control the bacteria-driven microobjects arbitrarily by such configuration, because
of the bacterial random propulsion generation. Bacterial taxis systems, such as
magnetotaxis and chemotaxis, can be used to control the bacteria-driven microobject
[3, 4, 15, 16]. Also an example is given using the phototactic beating type flagellated
microbe Chlamydomonas reinhardtii [14]. By using these taxis systems, the direc-
tions of the continuously moving bacteria-driven microobjects can be controlled.

If the moving speed can be controlled directly by precise and direct control
of the bacterial driving force, it is expected to enhance the controllability of the
bacteria-driven microobject more. Walter et al. [17] modified E. coli genetically and
used light to control the flagellar driving force by generating the electrochemical
gradient utilizing light-driven proton pumping from inside to outside across the
membrane. We developed local environmental control system with nano/micro
dual pipettes to control the bacterial driving force by controlling the external ion
concentration [18, 19].

In this chapter, we introduce a local environmental control technique based
on nano/micro dual pipettes for bacterial flagellar motor control by dynamic
and arbitrary changes in the local reagents/ions concentrations. We demonstrate
transient-state control of NaC-driven flagellar motor rotational speed by switching
local discharges between NaC-containing and -free solutions, and steady-state
control by simultaneous local discharges of the solutions with controlling discharge
velocities independently.

20.2 Bacterial Flagellar Motor

Many bacteria swim actively in liquid by rotating their flagella and migrate toward
favorable directions. The bacterial flagellum has a helical filament that acts as a
propeller. Each flagellum consists of a helical filament extending from the cell
body, a basal body embedded in the cell surface, and a flexible hook that connects
them [20–23] (Fig. 20.1). The bacterial flagellar motor is a molecular machine that
converts ion-motive force (IMF) into the mechanical force; the energy source of the
rotation is the electrochemical gradient of HC or NaC ion across the cytoplasmic
membrane. The rotational speed of the flagellar motor depends on IMF [24, 25]. In
most situations, it can be considered that the concentration of the coupling ion inside
the membrane is constant, because of the homeostasis of the bacteria. Therefore, the
rotational speed of the flagellar motor mainly depends on the ion concentration in
the external environment.

While the bacterial cell is swimming at constant speed (v), Magariyama et al.
[26] defined the driving force generated by the flagellar motor (FD) as:

FD D ˛fv C 
f!f (20.1)
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Fig. 20.1 Schematic of the bacterial flagellum. The substructures and components of the flagellum
of E. coli. HC/NaC influx through the stator complex is believed to generate torque at the interface
between the stator component of MotA and the rotor component of FliG. OM outer membrane, PG
peptidoglycan, IM inner membrane

with the assumption that the flagellar filament is a helical rigid body and rotates
around the axis of the helix (where !f is the rotational speed of the flagellum, ˛f

and 
 f are the drag coefficients depending on the shape of the flagellar filament,
the radius and the pitch of the flagellar helix, and the radius and the length of the
flagellar filament). Under this assumption, the driving force of the flagellar motor
(FD) depends on the swimming speed of the bacterial cell (v) and the rotational
speed of the flagellum (!f). Generally, the swimming speed of a bacterial cell (v) is
roughly proportional to the rotational speed of its flagellum (!f) [26]. So, basically,
the driving force generated by the flagellum can be controlled based on the rotational
speed of the flagellar motor.

20.3 Local Environmental Control Technique Based
on Nano/Micro Dual Pipettes

Conventionally, Piper et al. [27] used a glass nanopipette for local and repeatable
delivery of water-soluble reagent in ionic solution to make localized controlled
changes in reagent concentration on a surface. Then they applied their method to
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control the NaC-driven flagellar motor in single E. coli cell by dosing NaC ions.
However, their system was not enough to produce an intended dynamic change in
the reagents/ions concentrations. When the discharge of NaC-containing solution is
conducted with a single pipette, diffusion of NaC ions is the only way to reduce the
NaC ion concentration. In addition, even if the solution is not being discharged, the
NaC ions diffuse through the pipette–bath interface and are unintentionally supplied
to the flagellar motor. In this case, the flagellar motor rotation is affected by the
diffusion rate. In fact, we confirmed that the rotational speed of the flagellar motor
was affected by diffusion of NaC ions in an experiment with a single pipette [18].
If both drastic increase and decrease in the NaC ion concentration can be generated
as shown in Fig. 20.2, it will be possible to control the bacterial driving force more
arbitrarily by controlling the ion concentration in the external environment. So, we
constructed the local environmental control system with nano/micro dual pipettes,
as shown in Fig. 20.3 [18, 19].

This system has glass nano/micro pipettes with a �50 nm/�1 �m inner
diameter that are used for the discharge of the NaC-containing/NaC-free solutions,
respectively. Each pipette is fixed to a micromanipulator. So, it is possible to
approach the pipettes to an arbitrary cell, and additionally the cell–pipette distance
can be controlled independently for each pipette. The bath is filled with the NaC-free
solution. To discharge the solutions, DC voltage is applied between indium tin oxide
(ITO)-coated glass at the bottom of the bath and the thin wire electrodes inserted
into the pipettes. The discharges of the solutions can be switched or turned on/off
independently with changing the discharging velocity by the applied DC voltages.

Through this dual pipettes system, the NaC ions are supplied to the flagellar
motor of an arbitrary cell by discharge from the nanopipette. The NaC ions diffusing
from the nanopipette and the NaC ions remaining around the cell can be flushed by
discharge from the micropipette to immediately stop the feeding of the NaC ions to
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Fig. 20.3 Schematic and experimental appearance of the local environmental control system with
nano/micro dual pipettes for the rotational speed control of NaC-driven flagellar motor

the flagellar motor. So, when the discharge is switched between the NaC-containing
and the NaC-free solutions, the feeding of the NaC ions to the flagellar motor can
quickly change between ON and OFF states. Furthermore, the transition rate of
speedup and slowdown of the flagellar motor rotational speed can be controlled
(transient-state control) by controlling the feeding rate of NaC ions with the applied
DC voltages.

Meanwhile, for continuous discharge of the NaC-containing solution for a long
period of time, the rotational speeds of flagellar motor get into the same value at
any applied DC voltages because of saturation of the local NaC ion concentration
or the rotational speed of tethered cell [19]. However, when both solutions are
discharged simultaneously, the local NaC ion concentration is determined by the
difference between the discharging velocities of both solutions. Therefore, the
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steady-state control of flagellar motor rotational speed can be realized without
changing the concentration of the discharging solution by simultaneous discharges
of both solutions.

20.4 Rotational Speed Control of Flagellar Motor Using
Local Environmental Control Technique Based
on Nano/Micro Dual Pipettes

Tethered cells were used for the flagellar motor rotational speed control experiments
as shown in Fig. 20.3. Generally, it is difficult to directly observe and measure
the rotational speed of the flagellum under the optical microscope because of its
ultrathin filament and high-speed rotation. “Tethered cells” means the cells whose
flagella are attached onto a substrate [28] as shown in Fig. 20.4. When cells rotate
the flagella with attaching onto a substrate, as a result, cell bodies rotate. That is
to say, tethered cell is the system with which rotational speed of the flagellum can
be easily observed as the rotational speed of the cell body. The rotational speed
of the cell body was measured by image processing. (The details of cell strain,
culturing condition, fabrication procedure of the tethered cells, and observation and
measurement of the rotational speed are shown in [18, 19].)

20.4.1 Transient-State Control of Flagellar Motor Rotational
Speed

Figure 20.5 is the time-series data of the transient-state control of the NaC-driven
flagellar motor rotational speed in single E. coli cell by the local environmental
control technique based on nano/micro dual pipettes. The shaded area in Fig. 20.5
represents the terms for which the NaC-containing solution was discharged from
the nanopipette. This result shows that the rotational speed of NaC-driven flagellar
motor was iteratively increased/decreased in a near-pulse shape, as shown in
Fig. 20.2, by switching the local discharge between NaC-containing and NaC-free
solutions with nano/micro dual pipettes.

Cell body

flagellum
SubstrateFig. 20.4 Schematic of the

tethered cell



20 Local Environmental Control Technique for Bacterial Flagellar Motor 419

0

2

4

6

8

10

12

14

0 60 120 180 240 300 360

R
ot

at
io

na
l 
sp

ee
d 

[H
z]

Time [s]

60 sec 60.5 sec

Time (29.97 fps)

Time (29.97 fps)

0.5 sec0 sec

Fig. 20.5 Transient-state control of the NaC-driven flagellar motor rotational speed by switch-
ing the discharges. (I) The terms for which the NaC-free solution was discharged from the
micropipette. (II) The terms for which the NaC-containing solution was discharged from the
nanopipette (reprinted from [18] with permission)

20.4.2 Steady-State Control of Flagellar Motor Rotational
Speed

Figure 20.6a/b is the time-series data of the control/steady-state control of
the NaC-driven flagellar motor rotational speed in single E. coli cell by the
local environmental control technique based on nano/micro dual pipettes. In
the control, the discharge of NaC ions was continued for a long period at
20 V, and the rotational speed got into �6.9 Hz. In Fig. 20.6b, when the
NaC-containing and NaC-free solutions were discharged simultaneously, the
rotational speed was increased from the base level �5.0 to �6.3 Hz. It was
slightly slower than the rotational speed in the control (�6.9 Hz, in Fig. 20.6a).
After multiplying the applied DC voltage of the micropipette, the rotational
speed slightly decreased to �5.6 Hz. It was still faster than the base level
(�5.0 Hz), because the NaC-containing solution was still being discharged. This
result shows that the steady state of the rotational speed of the NaC-driven
flagellar motor was controlled by simultaneous local discharges of the NaC-
containing and NaC-free solutions with controlling the discharging velocities
independently.
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20.5 Evaluation of Control Performance of Local
Environmental Control Technique Based
on Nano/Micro Dual Pipettes

For the evaluation of the control performance of the local environmental control
technique based on nano/micro dual pipettes, the rotational torque generated by the
flagellar motor in Fig. 20.6 was estimated as an example. The rotating cell body was
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simplified as the rotating cylinder. Under this condition, the rotational torque (T) is
calculated by the equations

T D 
! (20.2)

and


 D
1
3
	�L3

ln.L=2r/� 0:66
; (20.3)

where 
 is the rotational drag coefficient, ! is the rotational speed, � is the viscosity
of the environmental solution, L is the length of the cylinder, and r is the radius of
the cylinder [29]. The rotational torque was calculated by (20.2) and (20.3) where �
is 0.001 Pa s (pure water), L is 3 �m, and r is 0.5 �m.

The results of the rotational torque calculation were �2.8 � 103/�2.5 � 103/
�2.3 � 103 pN�nm at �6.9 /�6.3 /�5.6 Hz, respectively. This shows that the
rotational torque of the flagellar motor could be controlled in 102 pN�nm orders by
the local environmental control technique based on nano/micro dual pipettes. This
value is hundredth part of the maximum rotational torque of the magnetic-actuated
artificial flagella reported by Zhang et al. [30]. It can be concluded that the driving
force of the flagellar motor can be controlled very finely.

20.6 Conclusions

In this chapter, we introduced the local environmental control technique based
on nano/micro dual pipettes for bacterial flagellar motor control by dynamic and
arbitrary changes in the local reagents/ions concentrations. We showed the transient-
state control of the rotational speed, i.e., the driving force, of the NaC-driven
flagellar motor in single E. coli cell by switching local discharges between NaC-
containing and -free solutions. Then we demonstrated steady-state control by
simultaneous local discharges of the solutions with controlling discharge velocities
independently. And, we found that the rotational torque of the flagellar motor could
be controlled in 102 pN�nm orders by the local environmental control technique
based on nano/micro dual pipettes.

In addition, the local environmental control technique based on nano/micro
dual pipettes can be used for any other reagents/ions. The dynamic and arbitrary
controlled change in the local reagents/ions concentrations will be useful as a
chemical stimulation or a trigger to analyze or control the biological samples, such
as DNA [27], ion channel, protein, and neuronal cell [31].
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Chapter 21
Protein-Based Nanoscale Actuation

Gaurav Sharma, Atul Dubey, and Constantinos Mavroidis

Abstract This chapter discusses protein-based nanoscale actuation mechanisms
with two illustrative examples, the viral protein linear nanoActuator and the GCN4
peptide nanoActuator. The VPL peptide is based on the conformation change
mechanism of envelope glycoprotein of naturally occurring retroviruses. The GCN4
is an artificial design based on two ˛-helical coils. Structural features, stability, and
optimal design considerations are described in detail. Computational methods are
applied to gain knowledge about a given molecule and its suitability to function as
a nanoActuator.

21.1 Introduction

Many new age engineering applications seek devices that work at the nano scale.
Modern day discoveries such as that of carbon nanotubes with their associated
applications drive the initiative from macro to nanoscale devices. Nanodevices
based on biological systems like proteins promise to be small, fast, and energy
efficient [1, 2]. For specific applications, engineers want to develop nano-scale
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actuators [3], joints, motors, and other machine components which could either be
single-molecule or macromolecular.

With advances in imaging techniques in the recent decades, it has been possible
to observe the functioning of subcellular molecular machines in living organisms.
These complex machines are optimized to carry out specific tasks such as moving
cellular cargo, oxidizing high-energy molecules, etc. Such devices can be used in
an artificial environment by applying appropriate stimuli. A bottom-up approach of
assembly can also be applied [4–10].

Molecular machines can be protein-based, DNA-based, or chemical machines.
They have a different operating environments, force and displacement capabilities,
and fuel requirements. Hence all of them figure in a molecular part-list and can be
utilized when requirements are specific to them. For example, protein-based ATP
motors require protons or high energy molecules, whereas DNA-based machines
require DNA strands as fuel. Both these machines can be used to produce rotary
motion, although in different environmental circumstances. There is a need to
find nanoscale equivalents of robot parts such as actuators, links, end-effectors,
sensors, etc. In the first part of this review, a protein-based linear actuator, called the
viral protein linear (VPL) actuator, is discussed. The second part presents another
molecular actuator which is based on a coiled-coil protein and has been engineered
to undergo pH-dependent reversible actuation.

21.2 The VPL nanoActuator

The idea of VPL originates from the modus operandi of a family of retroviruses
[11]. The role of envelope glycoproteins (surface proteins) of various retroviruses
in the process of membrane fusion has been investigated and understood over
the years. Such viruses infect their target cells by the process of membrane
fusion. Membrane fusion is necessary for a large number of diverse processes in
biology such as protein trafficking, protein secretion, fertilization, viral invasion,
and neurotransmission. The mechanism is best understood among enveloped viruses
such as the influenza virus [12–15]. Specialized viral proteins are required to
promote membrane fusion—a process which is otherwise very slow. In many cases,
these membrane-fusion proteins also serve as agents that promote the binding of
the virus onto the cell surface receptors. In the influenza virus, a protein called
hemagglutinin (HA) mediates both the binding of the virus to the cell surface and
the subsequent fusion of viral and cellular membranes. The receptor binding subunit
of HA is termed HA1, while the fusogenic subunit is denoted as HA2. Figure 21.1
shows a schematic of the influenza virus.

HA1/HA2 complex consists of the disulfide bonded HA1 and HA2 peptides.
Each HA monomer is synthesized as a fusion-incompetent precursor polypeptide
known as HA0, which undergoes proteolytic cleavage to give rise to the two chains
[16, 17]. The two subunits have different functions. For example, in the case of
the human immunodeficiency virus (HIV), HIV 1, the precursor glycoprotein is
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Fig. 21.1 A schematic of the influenza virus. Hemagglutinin (HA) polypeptides lie on the surface
of the virus, while viral RNA resides inside. HA has subunits that attach to cells and then facilitate
membrane fusion in order to infect the cell (reprinted with permission from Springer Publishers)

gp160, which is proteolytically cleaved into gp120 and gp41 subunits. The gp120
is the surface subunit and the gp41 is the transmembrane (TM) subunit. The surface
subunit serves to recognize the cell to be infected when it comes in the vicinity of
the virus with the help of receptors located on the cell surface. The gp41 mediates
membrane fusion between the viral and cellular membranes. It has been found that
gp41 and the corresponding TM subunits in other (above listed) viruses acquire
an alpha-helical conformation when the virus is in its active or fusogenic state.
The structure is like a hairpin composed of three coils, having one C terminal
(carboxy-end) and the other N terminal (amino-end). The carboxy regions pack in an
antiparallel manner around the three hydrophobic amino ends as shown in Fig. 21.3.

The native HA1/HA2 complex in the viral envelope is fusion-inactive. The cell-
surface receptor needed for the virus to bind onto the cell is known as sialic acid.
HA1 binds to this receptor and hence serves the purpose of bringing the virus and
cell together. Upon binding with sialic acid, the virus is endocytosed by the cell
(Fig. 21.2). HA remains dormant until the endosome begins to mature, and the pH
in the HA surroundings drops to a value of about 5.

At this pH, there is a conformational change in HA2 domain of HA that
induces the viral membrane to fuse with the cellular, endosomal membrane, thereby
permitting the nucleocapsid of the virus to be deposited into the cytoplasm of the
cell. Hence it can be inferred that the acidic pH acts as the physiological trigger for
the HA conformational change. Since the low pH also activates membrane fusion,
the low pH conformation of HA is also known as fusogenic conformation.
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Fig. 21.2 Various stages in influenza virus infection. The virus in endocytosed by the cell and
an endosome is formed, wherein a conformational change of interest occurs (reprinted with
permission from Springer Publishers)

The crystal structures of HA in both the native and the fusogenic conformations
are known [18–21]. As stated above, the HA1 only serves the purpose of cellular
recognition and binding to the cell surface receptor and is not of much interest as a
nanoActuator. The HA2 subunit, however, is then responsible for the membrane
fusion activity. In the native state, the central region of HA2 folds as a helical
hairpin-like monomeric structure (Fig. 21.3a). The monomer consists of two
segments A and B. At the N-terminal is the fusion peptide contained in segment A
(residues 1–25) followed by short antiparallel ˇ-sheet (residues 26–37). The outer
arm of the hairpin is a small ˛-helix (residues 38–53) which is connected to a long ˛-
helix (residues 82–125) by a loop region (residues 54–81). The loop region converts
into a relatively more rigid ˛-helix and forms a continuation of the long ˛-helix
as shown in Fig. 21.3b. The short ˛-helix is thus translated upward along with the
fusion peptide (not shown). Figure 21.3c shows the native state of the HA2 trimer.
The remaining structure other than the helices (bottom) is the fusion peptide from
the N-terminal and the other smaller secondary structures following the long helices.
The helical hairpins open up to form an extended three-stranded coiled-coil structure
with the previously loop regions now helical. Such coiled-coil motif is found in
many other proteins such as the leucine zipper domain of some transcription factors.
The ˛-helices are wrapped around each other with a left-handed superhelical twist.
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Fig. 21.3 (a) Hairpin-like structure of central HA2 native state monomer. (b) HA2 chains A and
B in fusogenic states. (c) The native state of the HA2 trimer. (d) Fusogenic state of the HA2 trimer
(reprinted with permission from Springer Publishers)

Two more such subunits (consisting of two segments each) are present to form
a trimer together. The long ˛-helices from each subunit in the native state form
a well-known structure called the three-stranded coiled-coil system. Coiled coils
can be visualized as an intertwined rope of three interacting helices. As is visible
in Fig. 21.3c, d, in addition to the helical domains, there are other regions—small
helices, ˇ-sheets, turns, and random loop regions. The blue regions in the native
stage in Fig. 21.3c are triple-stranded coiled coils wound against each other. They
are connected to smaller helices (yellow) in the HA2 domain by loop regions shown
in orange. The smaller helices connect to the fusion peptide (residue numbers 1–25).
After attachment and pH drop, the orange loop regions convert into extended coiled
coils effectively, extending the blue coils and moving the fusion peptide by about
10nm [22].

Coiled-coil motifs contain hydrophobic and hydrophilic amino acids in a repeat-
ing heptad pattern (positions a through g) as shown in Figs. 21.4 and 21.5. Looking
down the axis of the helix, hydrophobic residues tend to occur at the positions a and
d of the heptad repeat and these residues form the interface between the helices. It
is believed that HA folds into its thermodynamically most stable state at neutral
pH, known as its native state. But at a lower pH, the fusogenic state becomes
thermodynamically more feasible and hence the protein changes conformation in
order to achieve it [23]. Another model that is widely accepted suggests that the
native state is a metastable state that can be disturbed by any agent, not only pH. It
has been observed that heat can also produce this conformational change at neutral
pH and so does a denaturant such as urea [23].
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Fig. 21.4 Two helices of a coiled-coil system. The seven positions (a–e) denote locations of
hydrophobic/hydrophilic residues. Hydrophobic residues tend to occur on the inside positions a
and d, whereas the hydrophilic residues reside in other positions (reprinted with permission from
Springer Publishers)

Fig. 21.5 Packing of two helices of a coiled-coil system. The hydrophobic residues in positions
a–a0 and d–d0 of each chain interact with each other to stabilize the coiled-coil system (reprinted
with permission from Springer Publishers)

In addition to influenza, there are other viruses and their respective peptides that
can be candidates for a VPL-like nanoActuator, such as the HIV 1 peptide gp41 [24],
the human respiratory syncytial virus (HRSV) protein subunit F1 [25], the simian
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immunodeficiency virus (SIV) protein gp41 [26], the Human T-cell leukemia virus
type 1, protein gp21 [27], the simian parainfluenza virus peptide unit SV5 [28], and
the Ebola virus protein gp2 [29]. Each of these peptides can result in a different
actuator that can have different properties such as weight, volume, range of motion,
and force generation capabilities. However, the principle of actuation is the same.
Studies have shown [15, 30, 31] that the common characteristic in these viruses is
the structure of a portion of the envelope glycoprotein and the mode of infection.

21.2.1 Molecular Dynamics Simulations of VPL nanoActuator

For the computational study, a fragment from the VPL segment, the loop36,
was chosen due to its established role in the conformational change [22]. The
large conformational change was simulated using the targeted molecular dynamics
(TMD) technique [32, 33] using implicit solvent calculations. In order to simulate
the effect of environmental pH change on the VPL motor protein [34], acidic amino
acids were protonated. In the TMD simulations, the protein was allowed to undergo
a transition from one known state to another. This is a useful approach to ensure
the feasibility of the conformational change and to get an idea of the magnitude
of the energy change involved. The VPL nanoActuator works in a solution where
there are protons bombarding the protein due to a reduction in the solution pH. This
allows acidic amino acids in the protein to accept the protons on their negatively
charged sites, and hence get protonated. Protonation changes the energy balance of
the solvent–protein system and can create conditions that promote a conformational
change. Low pH simulations on the small fragment loop36 were performed to study
the effect on the protein conformation and the way it interacts energetically with its
surroundings.

In addition to the TMD analyses, classical molecular dynamics approaches were
performed to quantify some other aspects such as helicity and free energy of the
peptides. In order to be able to perform classical unbiased MD simulations in a
realistic time scale, it is important to energize the system by using high temperatures.
The open and closed structures were taken from the protein data bank (PDB) with
the open state as the target state and the closed state as the starting point [35]. The
simulations were performed using an implicit solvation model known as Effective
Energy Function for proteins EEF1 [36]. Loop36 is a 36-residue long peptide of the
VPL protein that forms a hinge region of the viral protein joining the two ˛-helical
regions of each monomer [21, 22]. An initial state as obtained from PDB [37] file
1HGF at pH of about 7.0, loop36 consists of a 15-residue long ˛-helical part with
the remaining fragment in a random and flabby form (Fig. 21.6). It is located in the
segment B of the influenza hemagglutinin protein sequence from residues 54 to 89.
It has been recognized as being critical for a pH-dependent conformational change
[22, 23]. The loop36 wild-type (naturally occurring) sequence is as follows:
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Fig. 21.6 The peptide
loop36 in the initial and final
states of the conformational
change. Coiled coils are
helical and the random loop
regions are hanging from
them. The random loop
regions rise and convert into
˛-helical coiled coils upon
activation (reprinted with
permission from Springer
Publishers)

ARG VAL ILE GLU LYS THR ASN GLU LYS PHE HIS GLN ILE GLU LYS GLU
PHE SER GLU VAL GLU GLY ARG ILE GLN ASP LEU GLU LYS TYR VAL
GLU ASP THR LYS ILE

The initial and final states of loop36 as obtained by the crystal structures 1HGF
(pH �7.0) and 1HTM (pH �5.0) from PDB are shown in Fig. 21.6.

In order to simulate low pH, the biochemical response of certain amino acids to
the acidic conditions was considered. Some amino acids are acidic in nature, some
basic, and some neutral; and they get protonated at different pH values. Out of the
20 constituent types of amino acids, glutamic acid (GLU), aspartic acid (ASP), and
histidine (HIS) are in their unprotonated states at neutral pH (7.0). There is only one
histidine residue in loop36, whereas there are eight glutamic acid residues and two
aspartic acid residues which make a large part of loop36. Hence, overall, there were
11 residues out of the 36 that were protonated.

Figure 21.7 shows the visual molecular dynamics (VMD) [38] rendered transi-
tion of a loop36 monomer from initial (closed) state to an open (fusogenic) state.
The entire transition is achieved in 66 ps when using TMD, while it is not achievable
in 30 ns using traditional MD techniques. As seen in the figure, after 20 ps the loop
regions of the peptide are halfway open and after 50 ps they are completely opened
but have not attained an ˛-helical conformation.

The deviation of the final state from the initial state of the monomer in Fig. 21.7
can be seen in the root mean square deviation (RMSD) from the open state. Results
are depicted in Fig. 21.8 and values of RMSD indicate that the open and close
conformation differ by approximately 19 Å. The rate of opening of the monomer
can be estimated by the slope of this curve, which in this case is 0.2 Å/ps. It must be
kept in mind that to have an estimation of the real rate of opening, this value should
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Fig. 21.7 Transition of a loop36 monomer from native to fusogenic state during a TMD simulation
(reprinted with permission from Springer Publishers)

Fig. 21.8 RMSD from the final state is an indicator of the rate of opening of the peptide. In the
beginning the RMSD has a maximum value, which decreases linearly with time as the open state
is achieved (reprinted with permission from Springer Publishers)

be rescaled to account for the increase in speed of the process given by TMD. Thus,
the real rate of opening is approximately 3.5 Å/�s.

21.2.2 Optimal Design of VPL nanoActuator

Mutations in a protein can be made by replacing one or more constituent amino acids
with different amino acids. The structure and properties of a protein change when
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Fig. 21.9 Comparison of potential energy paths of four types of loop36 monomers. (1) Wild type
WT (the protein in this state does not have any mutation or protonation), (2) mutated type M1 (in
this state), GLY (glycine) is replaced by ALA (alanine), (3) protonated type PROT (GLU (glutamic
acid)) is replaced by protonated GLU, ASP (aspartic acid) by protonated ASP, HIS (histidine)
replaced by doubly protonated histidine, and (4) protonated and mutated type PM1 (in this state, the
protein has both protonation and mutation). The low pH structures follow lower energy pathways
than the neutral pH structures, although all structures eventually achieve similar end-state energy
values (reprinted with permission from Springer Publishers)

they undergo a mutation. It is therefore possible to design a protein according to
specific requirements; for example, if a high hydrophobicity is desired, hydrophobic
amino acids should replace some of the residues.

The loop36 peptide contains one glycine (GLY) residue which is known as
a helix-breaker amino acid because its side chain is simply one hydrogen atom.
In experimental studies, it is observed that replacing this residue by an alanine
(ALA) results in better ˛-helix formation [22]. In line with the experiments, in our
simulations the glycine is replaced with the alanine. The GLY residue is the 22nd
residue in loop36, and a mutated version of the loop36 with GLY replaced by ALA
is called mutation M1. The unmutated version of the peptide is simply called the
wild type (WT). GLY contains no side chain and it has no atom attached to the ’-
carbon (CA). On the other hand, ALA contains a simple side chain (CH3) attached
to its CA atom.

The four different cases compared in this study are as follows:

1. The wild type (no mutation or protonation) guided to an open state
2. One mutation M1
3. Protonation of amino acids (with no mutations)
4. Mutation and protonation (PM1). Conformational energies of these simulations

are compared in Fig. 21.9.
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Fig. 21.10 The number of H-bonds in each of the monomer WT, M1, PROT, and PM1 modified
structures varies as the open state is achieved. A moving average of 15 points (3 ps) is shown
in each curve. The H-bonds oscillate around a constant value up to about 50 ps in each of the
cases. A steep rise in the number is observed beyond this point. This region corresponds to the
helix formation which results in intra-helical H-bond formation (reprinted with permission from
Springer Publishers)

The intra-helical H-bonds stabilize ˛-helical structures. The hydrogen bonds for
the loop36 conformational transition (Fig. 21.10) were found to be oscillatory in
nature and hence a moving average with a period of 15 time units was chosen.
Each observation was made every 0.2 ps, hence 15 points correspond to 3 ps time
interval. In the initial stages of the simulation (time< 50 ps), the partial helix of
loop36 is the only region with a significant number of H-bonds. The random loop
region is converted into ˛-helix beyond 50 ps and hence a steep increase in the
numbers is observed. The variation in the open state contacts, namely, the H-bonds
quantitatively describe the achievement of the open state.

Even though classical methods cannot capture a large conformational change
such as that exhibited in the VPL nanoActuator, they provide insight into important
structural details and properties [39]. Typically higher temperatures are used to
accelerate structural events in macromolecule simulations. When the protein is
exposed to high temperatures, not only can it fold/unfold but it may also become
denatured. Heating a protein corresponds to increasing the kinetic energy of its
atoms, and this, in turn causes the molecules to vibrate more, possibly disrupting
many of the hydrogen bonds and nonpolar interactions, and hence the secondary
structure of the protein. The classical simulations on VPL protein were performed
to understand the behavior of the VPL trimer at elevated temperatures. Knowledge
of this will also help to ascertain whether there is a range of temperatures in which
changes of structure such as folding or ˛-helix formation were initiated, before the
protein denatures [33]. Figure 21.11 shows temperature effects on the VPL trimer
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Fig. 21.11 Effect of temperature on VPL peptide. The heated state corresponds to 500ıC
temperature achieved in 150 ps and the equilibrated state corresponds to a constant temperature
equilibration for up to 6 ns. The peptide gets denatured at this point

loop50, which is an extended loop36 trimer. In contrast to the TMD simulations in
which the open state was achievable in about 60 ps, the classical simulations need
approximately 4 �s to achieve the same results (Fig. 21.12) [40].

It has been shown experimentally [41] that viral membrane fusion in the
hemagglutinin of influenza virus occurs at 335 K. The loop50 trimer was subjected
to a range of simulated temperatures ranging from 333 to 973 K with an attempt to
capture the conformational changes required for fusion and hence the performance
of the VPL nanoActuator. The RMSD from the initial equilibrated state at various
temperatures is shown in Fig. 21.13. The expected trend would be that increasing
temperature increases the RMSD from the initial state as it allows the peptide to
jump energy barriers and denatures it. This was observed in simulations at 773
and 973 K. However, the 333 K simulation indicates that the peptide has a larger
difference with the initial state (larger RMSD values) in the same time frame than
those at 343, 363, and 423 K. This result is in agreement with the experimental
observation and suggests that larger conformational changes may take place in the
temperature range of 333–343 K [22]. The extremely high temperatures 773 and
973 K result in denaturation of the peptides as seen by the H-bond data in Fig. 21.14.

The VPL undergoes a remarkably large conformational change upon a drop in
pH. In order to simulate the motion of the protein, targeted and traditional MD
techniques are employed. Structural changes induced by pH variations are studied
by protonating a number of amino acids in the peptide sequence. The TMD results
showed a clear preference to conformational transition paths at low pH values.
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Fig. 21.13 RMSD of the loop50 trimer from its initial state for each of the simulations ranging
from 333 to 973 K. Higher temperatures take the peptide further away from the initial state which
indicates a larger conformational change. However, there is significant denaturation of the peptide
at 773 and 973 K (reprinted with permission from Springer Publishers)

Our findings confirm that the protein forms a helical coil at acidic pH values,
but it shows a coiled structure at neutral pH. It is important to mention that high
temperature approaches remain a valuable tool for conformational exploration; one
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Fig. 21.14 H-bonding data for the conformational changes achieved at 773 and 973 K (reprinted
with permission from Springer Publishers)

must understand, however, that torsional transition kinetics are not correct at higher
temperatures. Furthermore, rescaling to lower temperatures yields only approximate
results. In spite of this, our goal is to present a methodology for studying large
conformational changes in nanoscale molecular systems using both targeted and
traditional molecular dynamics techniques that can ultimately be extended to much
longer time frames using parallel computing.

21.3 The GCN4 Peptide-Based nanoActuator

In this section, we review the molecular dynamics-aided design, biophysical charac-
terization, and potential applications of an engineered peptide-based nanoActuator.
A nanoscale length two-stranded parallel ’-helical coiled-coil protein/peptide
was used to create a robust nanoActuator that can be employed for nanoscale
manipulation and sensing. The coiled coil is a ubiquitous protein motif made up
of ˛-helices wrapping around each other forming a supercoil [42]. As discussed
previously coiled coils are ideal candidates for protein design studies, as they
represent probably the simplest secondary structure with physical properties that
make them ideal for both nanoscale manipulation and measurement. The particular
coiled-coil model studied here is the one corresponding to the leucine zipper (LZ)
of the yeast transcriptional activator GCN4 [43]. From an engineering point of
view, GCN4-LZ consists of two identical 33-residue polypeptide chains/helices
and is �4.5nm long and �3nm wide. The helices wrap around each other to form
approximately ¼ turn of a left-handed supercoil. The pitch of the supercoil averages
181 Å, and the average distance between the helix axes is 9.3 Å [44]. Figure 21.15
shows the enlarged view of the leucine zipper with the corresponding dimensions.
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Fig. 21.15 (a) Coiled-coil GCN4 bound to DNA showing the basic and the leucine zipper regions;
(b) enlarged view of the leucine zipper region showing the side (left) and top (right) views and the
corresponding dimensions (reprinted from [66], with permission from Sage Publications)

The GCN4-LZ peptide was engineered to obtain an environmentally responsive
nanoActuator involving the reversible movement of helices toward and away from
each other. The actuation mechanism depends on the creation of like electrostatic
charges along the peptide chain which forces the two coils to repel each other and
move apart, thus creating an opening tweezer-like motion of the nanoActuator. This
motion can be reversed by neutralizing the charges. Creating electrostatic charges
depends on the differences in the ionization states of certain amino acids in the
peptide chain, which in turn depends on the pH of the solvent. Of the 20 amino
acid residues, histidine, glutamic acid, and asparatic acid ionize at pH range 4–
7.4. Glutamic and asparatic acids are initially negatively charged at neutral pH
(�7.4) and become neutral at lower pH due to the addition of a proton. On the
other hand, histidine which is neutral at pH �7.4 becomes positively charged at
lower pH (�4). Thus by introducing different ionizable residues along the peptide
chain and varying the pH of the solvent, different nanoActuator architectures with
varying degree of motion can be obtained. Figure 21.16 shows the schematic of one
such nanoActuator.

21.3.1 Peptide Design and Molecular Dynamic Studies

The X-ray crystallographic structure of the native GCN4 (PDB entry: 1YSA),
complexed with AP-1 yeast DNA, was obtained from the Protein Data Bank. The
DNA was removed by deleting the coordinates from the PDB structure and the two
peptide chains (A and B) were truncated to contain 33 residues each numbered 249–
281 corresponding to the coiled-coil portion of the peptide (henceforth referred to
as GCN4-LZ). Two different nanoActuator mutants (M1 and M2) were designed
using GCN4-LZ as template. First, a pentaglycine tag was added at the N-terminus
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Fig. 21.16 Schematic of a nanoActuator showing the working principle; (left) nanoActuator in
its initial closed state at neutral pH; (right) open configuration of the nanoActuator due to the
electrostatic repulsions of the positively charged histidines residues along the chain at low pH
(reprinted from [66], with permission from Sage Publications)

of GCN4-LZ; the glycine (Gly) residues were added in order to maintain the
same number of residues as those in the nanoActuator mutants described below.
The resulting structure is referred to as the wild-type (WT) peptide in subsequent
discussions. Mutant M1 consists of a pentahistidine tag (His-tag) aligned with the
’-helix at the N-terminus of the GCN4-LZ. Mutant M2 consists of five mutations
(L253H, K256H, E259H, L261H, and Y265H) in each of the helical chains in
addition to the His-tag. At low pH upon histidine protonation, the His-tags at the
N-terminus of the mutants help in generating electrostatic repulsive forces, thereby
aiding the motion of the nanoActuator. Figure 21.17 shows the architecture of
different nanoActuator mutants with the position of His-tags and histidine residues
shown in dark color.

The protonation states of histidine (His), glutamic acid (Glu), and asparatic
acid (Asp) residues were modified appropriately to model neutral and low pH.
His residues are unprotonated at neutral pH, whereas Glu and Asp are negatively
charged. At low pH, His are protonated and therefore positively charged, whereas
Asp and Glu are considered neutral. The nanoscale molecular dynamics (NAMD)
[45] program was used to perform molecular dynamics (MD) simulations in this
study. The protein was modeled with an all-atom CHARMM27 force field [46].
Please see [47, 48] for detailed information on peptide design and MD simulation
parameters.

21.3.2 Wild-Type Structure and Mutant M1 Are Stable

Previous experimental [49–51] and computational studies [52–54] have shown
that the wild-type GCN4-LZ is stable and does not undergo any conformational
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Fig. 21.17 NanoActuator mutants; wild-type (WT), mutants M1 and M2. The position of glycine
tag in WT “bond” representation. Position of His-tags and histidine mutations in other mutants is
shown in dark color (reprinted from [66], with permission from Sage Publications)

change at both neutral and low pH. In our initial setup where simulations were
performed starting with the GCN4-LZ crystal structure, the backbone C’ root mean
square deviation (RMSD) for residues 248–281 did indeed remain low (1.5

0

Å) over
the course of simulation at neutral and low pH. This value agrees well with the
previously reported range of RMSD values from MD simulations [53, 55, 56] of
GCN4-LZ. No net opening was observed between the two helices (as measured by
the distance between the His247 residues in the corresponding helices) for the WT
structure at low pH; the initial and final distance between the two helices was 11

0

Å
and 12

0

Å respectively (Fig. 21.18a). This behavior was expected since the wild-type
GCN4 is in a very stable conformation due to various hydrophobic and electrostatic
interactions as explained earlier. Also under normal physiological conditions (pH
�7), there was no protonation of the residues and hence no extra electrostatic
charges strong enough to overcome the stabilizing hydrophobic interactions were
generated.

The pH-dependent actuation of mutant M1 which contains a 5-histidine tag
at the N-terminus of each helical chain (see Fig. 21.17) was next evaluated at
low pH. It was hypothesized that the protonation of histidine residues in the N-
terminal tags at pH 4 would result in significant electrostatic repulsive forces and
“push” the two helices apart, thus generating the closed-to-open mechanochemical
actuation in the mutant peptide. Two atoms (C’ atoms of the His246 residues) were
selected near the N-terminal of the individual chains in order to measure the opening
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Fig. 21.18 (a) Opening dynamics of WT peptide at pH 4. There was no net opening observed
between the two helices, the initial and final distance between the two helices was 11

0

Å and 12
0

Å,
respectively. This is largely due to the hydrophobic binding and the absence of perturbation forces
in the WT structure; (b) opening dynamics of Mutant M1. The initial separation of 13

0

Å between
the two helices increased to 16

0

Å over the simulation time, thereby showing a total opening of only
3

0

Å which is insignificant and can be attributed to thermal fluctuations. The opening was measured
between the C’ atoms of His246 residues in peptide chains. Images in inset are the simulation
snapshots at 0 and 4 ns (reprinted from [66], with permission from Sage Publications)

between the helices and the distance between the two was plotted as a function of
simulation time. Figure 21.18b shows the plot of opening dynamics of M1 during
the simulation. No significant opening was observed after a 4-ns simulation; the
initial distance of 13

0

Å between the two atoms remained constant during the first
nanosecond of simulation after which it increased to 16

0

Å and remained stable at
this separation for the rest of the simulation. The increase of 3

0

Å is not significant
and can be attributed to atomic fluctuations or the perturbation in the histidine
residues due to repulsive forces rather than the overall displacement of the two
chains. This implies that the electrostatic repulsive forces generated by the positively
charged N-terminal histidines are not sufficient to overcome the strong hydrophobic
interactions that stabilize the coiled-coil core of M1 mutant.

21.3.3 M2 Shows pH-Dependent Conformational Change

A new mutant M2 was designed to incorporate histidine residues along the length
of coiled coil in order to offset the attractive hydrophobic interactions in the
core. M2 incorporates the following point mutations in addition to the N-terminal
histidine tag: L253H, K256H, E259H, L261H, Y265H. M2, therefore, has a uniform
distribution of His residues along the helical chain which resulted in a spatial
distribution of electrostatic charges in addition to the concentrated charges from
the distal His-tags. Further, the L253H, L261H, and Y265H mutations replace
the hydrophobic leucine and tyrosine residues with polar His residues, thereby
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Fig. 21.19 Snapshots of mutant M2 at various time instances during a 4-ns simulation. The
position of histidine residues is shown in dark color. Location of the His246 residue between
which the opening is measured is shown as a sphere

significantly reducing the strength of the hydrophobic interactions toward the
N-terminal and “middle” regions of the coiled-coil core while maintaining the
strong hydrophobic core in the C-terminal region. This evolved design was therefore
a balance between repulsive forces that can induce the actuation mechanism at
acidic pH and strong hydrophobic interactions that can (1) maintain the coiled-coil
structure and (2) serve as the restituting force for the “hinge” action in order to
restore the original conformation of the peptide at neutral pH.

Figure 21.19 shows the snapshots of a 4-ns simulation of M2. Large conforma-
tional changes were observed in the M2 system leading to a significant net opening
between the two helices. The helices rapidly moved apart within the first nanosecond
and continued to move apart steadily until three nanoseconds, before adopting a final
stable conformation. The distance between the C’ atoms of the His246 residues
in both chains was plotted as a function of the simulation time (Fig. 21.20). The
initial distance between the two atoms was 11

0

Å, which gradually increased to
28

0

Å at the 2.5-ns stage. The distance then fluctuated due to the dynamic nature
of the electrostatic forces but stayed near the 27

0

Å separation during the rest of the
simulation (4 ns). Thus, a net opening of 16

0

Å, which is approximately 150 % of the
initial separation, was observed for M2 at low pH. This result verifies the hypothesis
that selective mutations can be performed in the native GCN4-LZ that can induce
large conformational changes without compromising its structural stability.

21.3.4 Conformational Change in Mutant M2 Is Reversible
upon pH Modulation

One of the key design goals of a nanoActuator is reversibility of mechanochemical
actuation. It was therefore investigated if the mutant M2 demonstrated a reversible
open-to-closed transition when the pH was reverted back to neutral from acidic.
The initial structure (the “open” state) for this simulation was taken from the final
conformation generated from the previous 4-ns closed-to-open simulation at low
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Fig. 21.20 Opening dynamics of M2 at low pH. The initial separation between the two chains
was 11

0

Å which gradually increased to 27
0

Å at the 2.5-ns stage and then stabilized for the rest
of the simulation giving a net opening of 16

0

Å (reprinted from [66], with permission from Sage
Publications)

Fig. 21.21 Snapshots of a 5-ns simulation of open-to-close transition to show the reversible
motion of mutant M2. Due to lack of ionic repulsions at neutral pH and also due to the attractive
hydrophobic interactions, the actuator chains rapidly closed back. The final state closely resembles
the initial NMR structure

pH. Histidine, glutamic acid, and aspartic acid residues in M3 were unprotonated to
simulate neutral pH. Figure 21.21 shows snapshots of a 5-ns long reversible motion
simulation of M2. Increasing the pH back to neutral triggered the reversible transi-
tion of the mutant and the final conformation generated by this simulation resembles
the initial starting structure from the closed-to-open simulation (Fig. 21.21).

Figure 21.22 shows the dynamics of the reversible motion of M2 over the
simulation time. The “open” state generated at the end of the close-to-open
simulation of M2 at pH 4 was in a state of dynamic equilibrium. This means that
the peptide was in a “tensed” state, wherein the restituting forces due to helices
elasticity and the hydrophobic attractions near the C-terminal of the peptide chains
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Fig. 21.22 Reversible motion dynamics for mutant M2 at neutral pH. As all elastic systems mutant
M2 shows motion hysteresis (reprinted from [66], with permission from Sage Publications)

balanced the repulsive electrostatic forces of the ionized histidine residues. At pH
7, the force generating capability vanished due to histidine neutralization leading to
the restitution of the “relaxed” state. The reversible transition of the mutant at pH
7 was exactly as hypothesized and verifies the concept of designing a nanoActuator
element whose actuation can be modulated by pH. Figure 21.22 reveals also that the
new nanoActuator has some hysteretic behavior which is something very common
in nonlinear actuators as the one discussed in this review.

From the results, it is obvious that mutant M2 is the best design for a nanoAc-
tuator element. It shows maximum pH-dependent opening while maintaining its
structural rigidity. The motion of the M2 mutant also was shown to be reversible
upon pH modulation. The next step was to calculate the mechanical force generated
by the M2 nanoActuator upon pH actuation.

21.3.5 Mechanical Force Generated by the nanoActuator

In this section, we discuss the results from computational studies employing
statistical mechanics principle to investigate the nature and magnitude of the
mechanical force generated by the M2 nanoActuator. A modified steered molecular
dynamics (SMD) technique was employed within the conventional MD framework.
This type of technique has also been previously employed to study the mechanical
force generated in G proteins [57]. The closed-to-open transformation model of
the nanoActuator at low pH is used as a computational platform to estimate the
external force and hence the work done by the system. To measure this force, the
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Fig. 21.23 Schematic representation of the structure of the closed (left) and open (right) states of
the nanoActuator. To estimate the force generation capabilities of the nanoActuator, a harmonic
spring with a known spring constant was attached to the COM of His-246 residues (shown as
spheres) near the N-termini of the two chains (reprinted from [66], with permission from Sage
Publications)

low pH simulation of M2 mutant was repeated but this time with an applied external
constraint to its motion. This constraint was applied in the form of a harmonic spring
of known stiffness k, attached to the center-of-mass (COM) of the His-246 backbone
atoms in the corresponding chains (Fig. 21.23). Please see [48] for a more detailed
discussion on methods used in this study.

The harmonic guiding potential and the corresponding exerted force for this
system are of the form

U D �k.x � x0/
2=2I F D k.x � x0/;

where x is the distance between the COMs of the two His-246 residues at any
given time instance t, and x0 is the equilibrium value (at t D 0) of x. With a known
value of the spring stiffness k, the time series of the reaction coordinate x can
be obtained from the MD simulations which can then be plugged into the force
equation above to obtain the force-time series. A statistical analysis of the force-time
series can reveal the nature and magnitude of the force exerted by the nanoActuator.
Seven simulations were performed with the value of k varying between 0.2 and
3 kcal/mol/

0

Å2. Figure 21.24 shows a representative result of a 4-ns SMD simulation
of the nanoActuator peptide in the presence of an attached harmonic spring with
k D 0.6 kcal/mol/

0

Å2. The time series of force (top curve) exerted by the protein
on the spring is calculated using the equation F(t) D k(x(t) � x0), while the bottom
curve shows the corresponding normalized force distribution histogram.

For the most part, the nanoActuator exerts a stretching force on the spring
the magnitude of which increases with the applied load (spring stiffness). For
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Fig. 21.24 Force–time series
(upper) and the
corresponding force
distribution histograms
(lower) obtained for a 4-ns
simulation of mutant M2 at
low pH with a harmonic
spring attached to the COM
of the His-246 backbone of
the two chains. The value of k
is 0.6 kcal/mol/

0

Å2 (reprinted
from [66], with permission
from Sage Publications)

k D 0.2 kcal/mol/
0

Å2, the mean force exerted is 20 pN (results not shown) which
increases to 50 pN for k D 0.6 (Fig. 21.24). The magnitude of mean force remained
in the 40–50 pN range for larger force constants of k D f0.8, 1.0, 2.0, 3.0g. This force
output is comparable to that generated by other protein-based molecular motors such
as flagella, ATPase, etc. [58], even though the nanoActuator is smaller in size and
does not require any external fuel such as ATP for its functioning.

21.3.6 Applications of the nanoActuator: Modulation
of DNA-Binding Activity

The pH-dependent conformational change of the nanoActuator can be employed
for modulating the DNA-binding affinity of the parent GCN4 transcription ac-
tivator protein. The design principle can also be employed to generate proteins
with distinct DNA-binding specificities and different physiological targets, thereby
having implications in engineering of novel transcription factors and ligand design
for DNA purification. To demonstrate the DNA-binding modulation capability of
the nanoActuator, a new peptide was designed in which the DNA-binding basic
region of the parent GCN4 peptide was grafted at the end of the N-terminus of the
nanoActuator based on the M2 mutant design (henceforth called GCN4mT). The
residue sequence of the resulting GCN4mT peptide is shown in Fig. 21.25a.

Two simulations were carried out to study the GCN4mT–DNA complex at
low and neutral pH, respectively. It was hypothesized that the conformational
opening in the GCN4mT and protonation (and hence neutralization) of charges



448 G. Sharma et al.

Fig. 21.25 (continued)
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on the adenosine nucleotides at low pH [59] would result in the reduction of the
GCN4mT–DNA binding activity, in turn resulting in the release and diffusion of
DNA molecule away from the GCN4mT binding site. However, diffusion is an
extremely slow process governed mostly by random Brownian motions and hence is
difficult to simulate in typical MD timescales. In order to “accelerate” the diffusion
process and therefore, obtain quantitative data on the strength of GCN4mT–DNA
binding, we employed SMD technique. The DNA molecule was pulled out of the
GCN4mT-binding site using a constant velocity SMD simulation and the force
required for this pull was computed and plotted. Each simulation was further divided
into two runs: In the first run, a normal 4-ns MD simulation (without applying SMD)
was carried out on the GCN4mT–DNA complex to let the system evolve naturally
and change conformation. A second 4-ns long MD simulation was then started from
the end point of the first simulation, but this time the C-terminal residues of the
peptide were held fixed while the DNA atoms were pulled out with a constant
velocity. Please see [47, 60] for a more detailed discussion on methods used in this
study.

Figure 21.25b, c shows the simulation snapshots of the GCN4mT–DNA complex
at neutral and low pH values. No major conformational changes were observed
in the GCN4mT–DNA system at neutral pH during the first 4 ns of simulation
(Fig. 21.25b). This was expected, firstly because at neutral pH there are no elec-
trostatic repulsive forces “pushing” the peptide chains since the histidine residues
are unionized. Secondly, the DNA bases as well as phosphate backbone is negatively
charged at neutral pH and hence binds electrostatically with the positively charged
residues in the DNA-binding region of the peptide. For the next 4 ns, the C-terminal
residues (Arg281) in both peptide chains were held fixed and the DNA atoms were
pulled with a constant velocity in the direction of the vector joining the COM of
DNA atoms and the COM of the fixed Arg281 residues in the peptide chains. This
effectively pulls out the DNA along the longitudinal axis of the peptide. There was
no reduction of the DNA binding capability of the GCN4mT at neutral pH, which
is evident from the 4–8-ns simulation snapshots in Fig. 21.25b. The strength of the
GCN4mT–DNA binding at neutral pH was such that instead of the DNA molecule
being released from the GCN4mT binding pocket, the force applied on the DNA

J

Fig. 21.25 (a) Residue sequence of the GCN4mT peptide. The basic DNA binding region is
grafted at the N-terminus of the mutant M3 design; snapshots of the SMD simulation to study
DNA-binding modulation; (b) at neutral pH the DNA molecule is tightly bound to the peptide
chains and cannot break free when pulled using an external force; (c) at low pH the conformational
changes in the GCN4mT peptide reduces the strength of DNA binding and when pulled the DNA
molecule is rapidly released from the peptide-binding cavity; (d) force required pulling the DNA
out of the GCN4mT-binding cavity. The left and bottom axis are for data at low pH, while the
top and right axis are for neutral pH data. As hypothesized the force required to pull the DNA
is considerably smaller at low pH (reprinted from [47], with permission from Dove Medical
Press Ltd.)
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atoms was transferred to peptide chains and the ’-helices started to unfold under its
influence.

At low pH, a significant actuation mechanism was observed in the GCN4mT
peptide during the initial 4 ns of simulation; the actuation was a result of the
electrostatic repulsive forces in the M2 coiled-coil portion. The average RMSD of
the C’ atoms was 4.3

0

Å at low pH which is significantly higher when compared
to 2.2

0

Å RMSD at neutral pH. At low pH, the system was initially simulated till
the C’ RMSD for the peptide stabilized at a constant value (4.3

0

Å), signifying that
the peptide had achieved a stable “open” state. This corresponds to the 3.2 ns mark
in the simulation timeline. At this stage, the C-terminal residues (Arg281) were
fixed and the DNA molecule was “pulled” using a constant velocity. As can be
seen from the simulation snapshots shown in Fig. 21.25c, the DNA molecule was
rapidly released from the GCN4mT-binding cavity without destabilizing the protein
secondary structure. The force required to pull the DNA was computed using the
equation:

F D �rU U D 1

2
kŒvt � .r � r0/ � n�2:

Here, U is the potential energy, k is spring constant, v is the pulling velocity, t is
time, r is the actual position of the pulling atom, r0 is the initial position of the
pulling atom, and n is the pulling direction. Figure 21.25d shows the plot of this
force at both the neutral and low pH values. The force required to pull the DNA
from the GCN4mT-binding cavity is much weaker at low pH than at neutral pH.
At low pH a 40-nN force was being applied to the DNA molecule to overcome the
peptide–DNA interactions. At the 3.9-ns stage, the DNA molecule started to break
free from the peptide, which resulted in a weaker “pulling” force from this point on.
At the 4.4-ns stage, the DNA molecule is completely free from the peptide-binding
cavity and the only force required is the friction force to drag it through the water
box which is signified by the flattening of the force curve at a low (35 nN) value. Due
to the lack of initial conformational “opening” in the GCN4mT peptide at neutral
pH the peptide-DNA interaction remains strong which results in a higher force (58
nN) being applied to pull the DNA. This applied force increases with simulation
time due to the additional work being performed upon unfolding of the coiled-coil
’-helices.

Taken together, the SMD simulation results (Fig. 21.25b, c) in conjunction with
the force profiles (Fig. 21.25d) suggests a reduced DNA binding of the GCN4mT
peptide at low pH when compared to neutral pH and confirms our hypothesis that
DNA binding activity of the GCN4 peptide can be engineered in order to obtain
environmentally responsive mutants as exemplified by the pH-activated nanoActua-
tor in this case. Environmentally responsive DNA-binding protein systems can lead
to practical tools for the studying cellular chemistry and controlling transcription
process. Several groups have reported techniques for controlling DNA-binding
ability of basic zipper domains and cross-linked peptide constructs with applications
in drug delivery either independently [61, 62] or in conjunction with cell-penetrating
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peptides [63]. Examples of these techniques include the reversible photocontrol
of designed GCN4-bZIP proteins using a azobenzene chromophore [64] and the
design of a negative vitellogenin promoter-binding protein (VBP) leucine zipper
[65]. In a similar fashion, we propose that our nanoActuator construct may also
have applications in drug delivery; drug-binding domains may be grafted at the
N-terminus of the nanoActuator which can than be employed for releasing the bound
drug by inducing repulsions in the helices of the coiled-coil upon pH activation.

21.4 Conclusion

This chapter discusses protein-based nanoscale actuation for bio-nano robotic
applications and elaborates upon the research on two systems, the VPL and GCN4.
For the study of nanoActuators, molecular simulations provide a very valuable tool.
Experiments at the nanoscale may not be simple to perform. Alteration to the protein
sequence (mutations) is a good example of a process in which computational studies
are much easier to perform than experimental ones due to the complexities involved.
One of the challenges is to learn how to control structural mechanisms, behavior, and
properties of the basic nanocomponents involved in molecular motors.

In this review, we illustrate how conformational changes in a protein/peptide
structure can be induced through its interaction with peptides, mutation of its
sequence, and changes in temperature and solution pH. We also illustrated a new
method to estimate the mechanical forces generated by biological motors and
simulation results to show a potential application of the nanoActuator. From a
bio-nanotechnological perspective, the results presented here demonstrate that the
mechanical properties of protein-based nanodevices can be controlled by using
rational design based on protein engineering principles. The force calculation tech-
nique can readily be applied to other bio-molecular systems and has implications
in the area of bio-nanotechnology and in particular to study and characterize the
mechanical properties of novel protein- and DNA-based nanodevices. In this review
we have illustrated the use of molecular dynamics simulations to study some aspects
of the response of the VPL motor and the GCN4 nanoActuator to different stimuli.

We are at the dawn of a new era in the development of molecular machinery, and
we are just starting to elucidate some of the challenges that these nanoActuators
represent. Future studies will involve investigating interfacing with other molecular
components such as carbon nanotubes, biological membranes, inorganic substrates,
ions, etc. As mentioned earlier, the end-effector of VPL can be designed according
to the requirement. Moreover, the composition of the peptide can be varied
according to the environment, as long as the rules of having hydrophobic and polar
residues to ensure stability of the coiled-coil system are adhered to. The length of
the VPL peptides, the role of the solvent (and solvent composition), and binding
energies to various target objects are other variables that need to be investigated in
order to assess conditions for optimum performance (i.e., for example, maximum
force and stability and a given velocity).
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The VPL and GCN4 peptides are known to work better with specific mutations
[22]. This opens up doors for further mutational analysis of the peptide, again
directed toward achieving optimal performance parameters. The goal will be to
determine the optimal sequence of the peptide that results in the most stable,
quickest, powerful, and robust nanoActuator.
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osmotic pressure, 389
plastic deformation, 35
PRC-400 self-sensing cantilever, 34–35
quantification, DNA interactions, 394–395
robust adaptive controller, 36–37
rupture force, 392–393, 396
schematic representation, 34–35
setup, 34
surface caracterization, 391

Attocube system, 157
Automated nanomanipulation

advantages, 161
depth detection, 161–162
four-point probe measurement, nanowires,

162–163
visual tracking, 161

Autonomous Brownian biped walker, 373
Axially symmetric bodies, 278, 279

B
Bacterial-based nanorobotics

artificial bacterial microswimmers, 15
biomimetics, 15
flagella motors, 14
magnetotactic bacteria, 15
unicellular organisms, 14
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Bacterial flagellar motor
description, 414–415
rotational speed

steady-state control, 419, 420
transient-state control, 418, 419

Binding type gel-microtool, 186
Bioinspired robotic swimming methods, 278
Biological cells

mechanical properties
deviation parameter, 233
myeloblasts with acute myeloid

leukemia, 235–237
red blood cell, 233–235

optical stretching of
cell preparation and treatment, 227
cell stretching, 228–230
force calibration, 227–228
mechanical modeling, 230–232

Biomaterials
atomic force microscopy

advantages, 200, 202
biosensors, 204
cantilevers, 201–202
disadvantages, 201
DNA electrical properties, 206–207
hydrogen bonding strength,

complementary DNA strands,
204–205

intermolecular forces, analysis of, 204
ligand–receptor binding force

measurements, 204
limitations, 202–203
“look and move” scheme, 200
manipulation tasks, 200
research work, AMiR, 207–212
sample preparation, 201
virus shells, stability measurements,

206
visualization, 203

biological cells, 194–195
characteristic sizes, 193
deoxyribonucleic acid

asymmetric bonds, 198
bases of, 198
complementary base pairing, 199
conformations, 199
description, 197
electrical properties, 206–207
genetic information, 197
nucleoside, 198
nucleotides, 197, 198
phosphate and sugar residues, 198
role of, 197
transcription process, 197

dielectrophoresis
applications, 217
definition, 216
phenomenological bases, 216–217
time dependent dielectrophoretic force,

217
E. coli, 195–196
environmental scanning electron

microscope, 199
future aspects, 219
ion channels, 196–197
microcapillaries, 217–218
microgrippers, 218–219
nanotweezers, 218–219
optical tweezers

applications, 214, 216
components, 214, 215
gradient force, 214
optical traps vs. simple spring, 214, 215
principles of, 212–213

prokaryotic vs. eukaryotic cells, features of,
195

scanning electron microscope, 199
Biomedical applications, nanorobotic

manipulation
circular gel-microtool fabrication, 184–186
fluorescent methods, 170
functional gel-microtool

calibration, 183–184
environment sensing, 180–181
pH and temperature measurement, 186,

188
salting out concentration, 180
in situ fabrication, 181–183

microbead modified with pH-sensitive
fluorescent dye, 170

microfluidic chip (see Microfluidic chip)
virus, quantitative analysis of, 170

Biomolecular motor, 412
Bionanorobotics

biomolecular motor, 9–10
CAD drawing, 9–10
components, 9
nanogripper, 11
virtual molecular dynamic simulation,

11, 12
VPL, 11

Biosensors
AFM-based structuring techniques, 209
components, automated fabrication, 209
intermolecular forces, analysis of, 204
microprinting, 208
microstamping, 208

Bipedal walker, 368
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Branch migration, 359
Bridging phenomenon, 60
Bromocresol green (BCG)

binding type gel-microtool, 186
calibration result, 183, 184
indicator range, 181

Bromothymol blue (BTB)
binding type gel-microtool, 186
calibration result, 183, 184
circular gel-microtool fabrication, 184, 185
indicator range, 181

C
Canadarm, 73
Cancer

angiogenic switch, 337
diagnosis, 340–341
dormant phase, 337
features, 336
optimum capillary number, 336
swarm of nanorobots (see Swarm of

nanorobots)
tissues features
acidity, 339–340
hyperthermia, 338–339
hypoxia, 339

Carbon nanotubes (CNT)
building blocks, 139–140
filling of nanotube, 139
mass transport between nanotube

internanotube, 149
molecular dynamics simulation,

150–151
mass transport inside nanotube, 144–145

containers, 148
evaporation and condensation of copper,

146
impact of cooling speed, 146, 148
self-soldering, 146, 148
spot welding, attogram mass delivery,

146–147
methods

electrostatic forces, 144
evaporation mechanisms, 142–143
mass delivery mechanisms, 141
modes, 142
thermal expansion, 140

nanomanufacturing system, 138–139
Carbon placement tools, 103–104
Cell stretching process, 228–230
Chemical reaction network model, 366
Chromallocytes, 98
Chromosome replacement therapy, 97

Circular gel-microtool fabrication, 184–186
Circulatory system

fractal-tree analysis, 335
lin-lin plot, 332, 333
log-log plot, 333
lumped model, animal organism, 334, 335
mitosis and growth, 332

Coexistence-type gel-microtool, 186
Coreflood testing

outcomes, 64
particle-free, 65
program, 63
rock sample, 64

CubeSat, 85–86

D
Da Vinci’s Vitruvian Man, 348, 349
Deoxyribonucleic acid (DNA)

asymmetric bonds, 198
bases of, 198
complementary base pairing, 199
conformations, 199
description, 197
electrical properties, 206–207
genetic information, 197
handling and manipulation, 207–208
nanorobotic systems (see also Bacterial-

based nanorobotics)
advantages, 358–359
challenges of, 356–357
kinesin, 357
myosin, 357
nanomachines (see Nanomachines,

DNA)
three-way DNA junction, 356

nucleoside, 198
nucleotides, 197, 198
phosphate and sugar residues, 198
role of, 197
self-assembly

atomic force microscope, 389–394
DNA-based bond, 384
global approach, 387–389
hybridization, 394
local approach, 386–387
specificity analysis (see Specificity

analysis)
transcription process, 197

Dextre, 74
Diamondoid nanorobotics

chemically actuated cantilever arrays, 94
femtolaser surgery, 95–96
massively parallel positional assembly, 106
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Diamondoid nanorobotics (Cont.)
mechanosynthesis

albeit on silicon atoms, 105
carbon placement tools, 103–104
chemically active tooltip and insert

handle, 102
chemical vapor deposition, 102
covalent chemical bonds, 101
DCB6Ge dimer placement tool,

100–101
2D patterns, 105
hydrogen abstraction tools, 102–103
hydrogen donation tools, 104
materials, 101
reaction sequences, 104
types of tool, 102–103

Nanofactory Collaboration, 107–108
nanomechanical design, 106–107
nanomedicine, 96
positional molecular manufacturing,

99–100
programmable positional assembly,

105–106
treatments for human diseases

chromallocytes, 98
chromosome replacement therapy, 97

Dielectrophoresis
applications, 217
definition, 216
phenomenological bases, 216–217
time dependent dielectrophoretic force, 217

Direct-gradient propulsion, 278
DNA. See Deoxyribonucleic acid (DNA)
5-DOF wireless micromanipulation, 288–292
Dormant cancer phase, 337

E
Efficiency index, 54–56
Elastic-flagellated robot, 244–245
Electrical SPM-based control and

manipulation, 31–32
Electromechanical SPM-based control and

manipulation, 32
Electroosmosis micropump, 55–56
Endovascular navigation, 247
Environment measurement gel-microtool

composition, 180
fabrication, 182
polyethylene glycol indicator, 180

Escherichia coli bacteria, 195–196
Expectation maximization (EM) algorithm,

311

F
Ferrofluids, spin-echo sequences, 309, 310
Flagellated bacteria, 412
Foot-over-foot walker, 370–372
Force–time series, 447–448
Fractal-tree description, circulatory system

Da Vinci’s Vitruvian Man, 348, 349
definition, 347
symmetrical fractal tree, 350

Free energy variation computing algorithm,
387–388

Functional gel-microtool
calibration, 183–184
environment sensing, 180–181
pH and temperature measurement, 186, 188
salting out concentration, 180
in situ fabrication, 181–183

G
Gaussian mixture model (GMM), 311
GCN4mT–DNA complex, 449
GCN4 peptide-based nanoactuator

applications, 447–451
leucine zipper, 438, 439
mechanical force, 444–447
peptide design and molecular dynamic

studies, 439–440
pH-dependent conformational change,

442–443
wild-type structure and mutant, 440–445

Gradient-echo sequences, 303

H
Harmonic guiding potential, 446
HASTE sequence, 317–319
Helical-flagellated robot, 244–245
Helmholtz coil configuration, 284
Hemagglutinin (HA), 426
Hemispherical electromagnetic system

MiniMag and OctoMag system, 289, 290
optimal magnetic manipulation system

design, 290–292
Hofmeister series, 180
Hybrid swimming/gradient strategy, 292–293
Hydrodynamic forces, 170
Hydrogen abstraction tools, 102–103
Hydrogen donation tools, 104
Hyperthermia, 338–339
Hypoxia, 339
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I
i-motif, 360
Inchworm walker, 369
Influenza virus, 427–428
Ion channels, 196–197

J
JAXA’s ETS-VII, 74

K
Kinesin, 357
Kleindiek system, 157

L
Laser-free AFM imaging

imaging ultrasoft samples, 35
plastic deformation, 35
PRC-400 self-sensing cantilever, 34–35
robust adaptive controller, 36–37
schematic representation, 34–35
setup, 34

Lifetime, 393
Ligand-gated ion channel, 197
Lin-lin plot, 332, 333
Loading rate, 393–394
Local environmental control technique

flagellar motor rotational speed
steady-state control, 419, 420
transient-state control, 418, 419

methods and features, bacterial propulsion,
413

NaC ion concentration vs. diffusion and
flushing, 416

with nano/micro dual pipettes, 416–417,
420–421

Lumped model, animal organism, 334, 335

M
Magnetically guided nanorobots

closed loop control algorithm, 11, 13
nanoparticle motion, 11
navigation techniques, 13
weak magnetic gradient, 14

Magnetic body manipulation
field and gradient generation

control system, 287–288
Helmholtz coil configuration, 284
hemispherical electromagnetic system,

288–292
solenoids, 285–287

field application
drag force, 282–283
magnetic force, 282

Helmholtz coil configuration, 284
magnetization, soft magnetic bodies

demagnetization factors, 280
ferromagnetically filled carbon

nanotubes, 282
magnetic energy and torque, 281
magnetization angle, 280
susceptibility tensor, 279

swimming behavior at low Reynolds
numbers, 277–278

Magnetic drug carrier fabrication
MNPs, 294
nanowires

AAO templates, 296
graphitic shells, 296, 297
hybrid CNT-based magnetic

nanostructures, 296, 297
pulsed current electrodeposition, 296
template-assisted synthesis, 295

Magnetic drug targeting (MDT) approaches,
326

Magnetic microparticles, 13
Magnetic nanoparticles (MNPs), 294
Magnetic resonance imaging (MRI)

artifact imaging
experiments, 308–310
frequency of precession, 302–303
k-space, 303
magnifying glass effect, 304
pulse sequences, 303
spatial encoding, 303, 304

artifact recognition algorithms
EM algorithm, 311
histogram, HASTE scan, 312, 313
scatter plot, segmented volumes, 313
segmentation, steel sphere, 314, 315
segmented artifacts, 311, 312
water-filled phantom scan, 314, 315

artifact simulations
magnetic flux density, 306
magnetization vector, 305
required parameters, 307
for steel sphere, 307–308

artifact tracking algorithms
center of gravity, 316
HASTE sequence, 317–319
template stack slice, 315

drug delivery nanorobots (see MRI-guided
drug delivery nanorobots)

magnetic propulsion, 317–319
propulsion experiments, 320–321
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Magnetic resonance navigation (MRN), 325
Magnetic steering, 245
Magnetosomes, 245
Magnetotactic bacteria (MTB), 15
Magnetotaxis system, 328
Magnifying glass effect, 304
Massively parallel positional assembly,

diamondoid, 106
Mass transport system

filling of carbon nanotube, 139
inside nanotube, 144–145

containers, 148
evaporation and condensation of copper,

146
impact of cooling speed, 146, 148
self-soldering, 146, 148
spot welding, attogram mass delivery,

146–147
methods using nanotube

electrostatic forces, 144
evaporation mechanisms, 142–143
mass delivery mechanisms, 141
modes, 142
thermal expansion, 140

nanomanufacturing system, 138–139
between nanotube

internanotube, 149
molecular dynamics simulation,

150–151
nanotube-based building blocks, 139–140

Maxwell coil configuration, 286, 287
MC-1 magnetotactic bacterium, 326, 327
Mechanical nanomanipulation, 156
Mechanosensitive gated ion channel, 197
Mechanosynthesis, diamondoid

albeit on silicon atoms, 105
carbon placement tools, 103–104
chemically active tooltip and insert handle,

102
chemical vapor deposition, 102
covalent chemical bonds, 101
DCB6Ge dimer placement tool, 100–101
2D patterns, 105
hydrogen abstraction tools, 102–103
hydrogen donation tools, 104
materials, 101
reaction sequences, 104
types of tool, 102–103

Microbivores, 97
Microcapillaries, 217–218
Microfluidic chip

DEP force, virus concentration, 173–175,
177–178

experimental setup, 176–177

fabrication of, 175–176
photo-crosslinkable resin, 173
photolithography, 175
polyethylene glycol methacrylate resin, 175
replica molding, 175
schematic illustration, 171, 172
single influenza virus manipulation

chamber isolation, local polymerization,
178, 179

deirect laser manipulation, 178
and H292 cell contact, 178, 179
virus transportation force, 178

specific cell, single cell infection of,
171–172

virus loading method, 172–173
Microgrippers, 218–219
Micromechanisms, 70
Microorganisms, locomtion of, 277
Micropropulsion, 78, 86
Microsatellites

AAUSAT-II Cu-besat, 86
CubeSat, 85–86
function of, 84
mass distribution, 84–85
MOST, 87

NanoSail-D and O/OREOS, 87–88
PRISMA mission, 87
SwissCube-1 mission, 86

Microscaled objects, robot-tweezers, 226–227
Miniaturization in space robotics

actuators, 83
benefits, 76
inertial navigation systems, 77
Jet Propulsion Laboratory, 78
MEMS and technology readiness levels, 79
MEMS market volume, 77
microsystems, 76
MNT R&D per space robot class, 80–81
mobile micro-robot, 78
OBDH & GNC, 83
power, 83
selection criteria, 81–82
sensor islands, 82–83
spinning-in, 75
structure, 83
subsystem, 79
total resources, 76
vehicle launch, 76

MiniMag system, 289, 290, 292
Mitosis, 332
MIT SPHERES, 75
MM3A nanomanipulator, 33
Molecular positional fabriation, diamondoid.

See Mechanosynthesis, diamondoid
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Molecular spider, 376, 378
MOST, 87
Mount Everest of nanorobotics, 5
MRI-guided drug delivery nanorobots

control approach, 260–262
flagellum design, 244
hydrodynamic wall effects, 245
magnetic bead, 244
modeling

apparent weight, 253
contact force, 253
hydrodynamic drag force, 251–252
levitation, 254–255
magnetic force, 254
optimal trajectory, 257–258
resisting drag, 255–257
state space representation, 258–259
translational and rotational motions,

250
Van der Waals and electrostatic forces,

253–254
propulsion, 245
simulations

error on electrostatic force, 263–267
error on magnetic force, 267–268
parameters, 263

state estimation, 262
in vasculature, 246

MRI constraints, 247–248
physiological constraints, 248–250

Mycoplasma genitalium, 342
Myosin, 357

N
Nanites. See Nanorobotic system
Nanoactuator

GCN4 peptide
applications, 447–451
leucine zipper, 438, 439
mechanical force, 444–447
peptide design and molecular dynamic

studies, 439–440
pH-dependent conformational change,

442–443
wild-type structure and mutant,

440–445
VPL

˛�helix, 428–429
coiled-coil system, 429–430
influenza virus, 427–428
membrane fusion, 426
molecular dynamics simulations,

431–433

optimal design, 433–438
origin, 426

Nanobots. See Nanorobotic system
Nanobugs, 6
Nanocarriers, 58–59
Nanofactory Collaboration, 107–108
Nanofluid coreflood testing. See Coreflood

testing
Nanohandling of biomaterials. See

Biomaterials
Nanohand strategy, 119–121
Nanomachines, DNA

conformational switching behavior,
359–361

enzymatic actions
DNA polymerases, 361–362
ligase healing a single-stranded nick,

361
restriction enzyme, 361, 362

motors
enzymatic actions, 363–366
hybridization reactions, 367–372

programmable, 372–377
Nanomanipulation system

attocube system, 157
automated nanomanipulation

advantages, 161
depth detection, 161–162
four-point probe measurement,

nanowires, 162–163
visual tracking, 160–161

Kleindiek system, 157
robot-tweezers (see Robot-tweezers

manipulation system)
SmarAct system, 157
teleoperated nanomanipulation

device construction, 161
nanomaterial characterization, 158–160

tool strategy
coulomb and viscous friction, 123
lateral PSD signal, 121
nanoparticle pushing model, 121–122
nanorod pushing model, 122–123

uncertainty
AFM tip position error, 117–118
instantaneous center of rotation, 117,

119
nanoparticle pushing experiment,

117–118
nanorod pushing, 118–119

visual servoing, 163
Zyvex system, 156–157

Nanomanipulators
DCG system, 8
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Nanomanipulators (Cont.)
definition, 5
MM3A, 33
nanopositioning, 6
requirements, 7
SPM, 7
STM, zenon atoms, 7

Nanomanufacturing system, 138–139
Nanomechanical cantilever (NMC) systems

controlled tip force, 39
laser-free AFM imaging

imaging ultrasoft samples, 35
plastic deformation, 35
PRC-400 self-sensing cantilever, 34–35
robust adaptive controller, 36–37
schematic representation, 34–35
setup, 34

nanofiber manipulation, 29–30
nanoobject manipulation, 30
nanorobotic manipulation, 32–33
nanoscale force tracking, 38–39
SPM

atomic force microscope, 32
generalized schematic representation,

30–31
scanning tunneling microscope, 31–32

Nanomedicine, 17–18
Nano-object manipulation

coulomb and viscous friction, 123
lateral PSD signal, 121
nanoparticle pushing model, 121–122
nanorod pushing model, 122–123

Nanopackaging
using biomaterials, 209–211
using cellulose fibrils, 212
using DNA nanowires, 211

Nanoparticle pushing
500nm pushing experiment, 129–130
NSC15/AIBS, 129
pushing velocity vs. mean pushing force,

129–130
simulation, 130–131
velocity of particle center, 130

Nanoparticle suspensions
A-Dots, 62
latex spheres, 61–62
polymer microspheres, 61–62

Nanorobotic manipulators (NRM). See
Nanomanipulators

Nanorobotic system
characteristics, 5
definition, 3, 93
diamondoid (see Diamondoid nanorobotics)
fish-like nanocapsule, 21–22

history, 4
manipulation system (see

Nanomanipulation system)
mass transport (see Mass transport system)
medical applications, 17–18
MRI-guided drug delivery (see MRI-guided

drug delivery nanorobots)
multidisciplinary field, 5
nanocomponents, 5
PubMed database, 94
space applications, 19–20
subterranean oil reservoir applications,

20–21
swarms of (see Self-organized nanorobots)
types of

bacterial-based system, 14–16
bionanorobotics, 9–11
magnetically guided nanorobots, 11,

13–14
nanobugs, 6
nanomanipulators, 6–8

Nanorod pushing
angular velocity, 124
constraint condition, 129
coulomb and viscous friction, 125
equivalent resistance force, 127
experimental process, 131–132
numerical analysis, 132–134
static model, center of rotation, 123–124
surface resistance force, 126
velocity of AFM tip-particle push

relationship, 128
NanoSail-D, 87–88
Nanosatellites. See Microsatellites
Nanoscale force tracking, 38–39
Nanotechnology, in space robotics. See

Microsatellites
Nanotweezers, 218–219
Nanowires

AAO templates, 296
automated four-point probe measurement,

163
graphitic shells, 296, 297
hybrid CNT-based magnetic nanostructures,

296, 297
piezoresistivity characterization, silicon,

158
pulsed current electrodeposition, 296
template-assisted synthesis, 295
transfer procedure, MEMS device, 158–160

NMC systems. See Nanomechanical cantilever
(NMC) systems

Noncontact manipulation, 170
Nonlinear model, 250
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Nuclear magnetic moment
precession of, 302
relaxation trajectory of, 305

Nuclear magnetic resonance (NMR), 302–303
Nuclei spin, 302

O
OctoMag system, 289, 290
Off-axis field calculation, 286
O/OREOS, 87–88
Optical tweezers, 225

biomaterials, nanohandling of
applications, 214, 216
components, 214, 215
gradient force, 214
optical traps vs. simple spring, 214, 215
principles of, 212–213

local sensing, functional gel-microtool (see
Functional gel-microtool)

single influenza virus nanomanipulation,
171–173, 178, 179

Osmotic pressure technique, 389

P
Passive agents, 52
Permanent magnets, 284
Piezoelectric gripper, 218
Ponctual, 394
Pore network, 60
Positional diamondoid molecular manufacture,

99–100
Programmable DNA nanomachines, 372–377
Programmable positional assembly,

diamondoid, 105–106
Protein-based nanorobotic systems. See

Bacterial-based nanorobotics
Protein-based nanoscale actuation

GCN4 peptide
applications, 447–451
leucine zipper, 438, 439
mechanical force, 444–447
peptide design and molecular dynamic

studies, 439–440
pH-dependent conformational change,

442–443
wild-type structure and mutant,

440–445
VPL

˛�helix, 428–429
coiled-coil system, 429–430
influenza virus, 427–428
membrane fusion, 426

molecular dynamics simulations,
431–433

optimal design, 433–438
origin, 426

R
Reactive agents, 52–53
Red blood cell, robot-tweezers, 233–235
Resbots, 52–53
Reservoir nanoagents

active agents, 52
coreflood testing

outcomes, 64
particle-free, 65
program, 63
rock sample, 64

effects
Brownian motion effect, 57
low Reynolds number, 56
stickiness, 57
surface tension, 57–58

micro-nanotechnology applications in
upstream E&P, 53

model, 58–59
nanoparticle suspensions

A-Dots, 62
latex spheres, 61–62
polymer microspheres, 61–62

nanotechnology efficiency index, 54–56
passive agents, 52
pore size characterization, 60–61
reactive agents, 52–53
requirements, 59–60
Resbots, 52–53

Respirocyte, 97
Robochips, 171
Robot-tweezers manipulation system

control module, 225–226
executive module, 225
mechanical properties of cells

deviation parameter, 233
myeloblasts with acute myeloid

leukemia, 235–237
red blood cell, 233–235

microscaled objects, 226–227
optical stretching of cells

cell preparation and treatment, 227
cell stretching, 228–230
force calibration, 227–228
mechanical modeling, 230–232

with optical tweezer, 225
sensory module, 225–226

Robyspace, 75
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Root mean square deviation (RMSD), VPL
nanoactuator, 432, 433

Rover exploration system
characteristics of, 72
full-scale models of generations, 72–73
Lunar Roving Vehicles of Apollo

program, 71
Rupture force, 392–393

S
Scanning electron microscopy (SEM)

description, 156
focused electron beams, 156
nanorobotic manipulation system (see

Nanomanipulation system)
Scanning probe microscopy (SPM), NMC

atomic force microscope, 32
generalized schematic representation,

30–31
scanning tunneling microscope, 31–32

Self-assembly approach
DNA

atomic force microscope, 389–394
bond, 384
global approach, 387–389
hybridization, 394
local approach, 386–387
specificity analysis (see Specificity

analysis)
nanorobots, 46–47

Self-docking mechanism, 345–346
Self-organized nanorobots

active self-assembly approach, 46–47
communication, 43
helicoidal propellers, 43
nanowire chemical sensors, 42
robotic artificial cells, 42
simulation, 44–46
surface markers, 42
tasks

decentralized approach, 43
global-local compilation problem, 44
shape construction, 44

Sensor islands, 82–83
Shear-thickening agents, 53
Shuttle Remote Manipulator System (SMRM),

73
Single cell phenomena, 192
SmarAct system, 157
Soft magnetic bodies

demagnetization factors, 279
ferromagnetically filled carbon nanotubes,

282

magnetic energy and torque, 281
magnetization angle, 280
susceptibility tensor, 279

Space robotics
applications

experimental system, 74–75
rover exploration system, 71–73
servicing system, 73–74

inertia forces, 88–89
micro/nanosatellites

AAUSAT-II Cu-besat, 86
CubeSat, 85–86
function of, 84
mass distribution, 84–85
MOST, 87
NanoSail-D and O/OREOS, 87–88
O/OREOS, 87–88
PRISMA mission, 87
SwissCube-1 mission, 86

miniaturization
actuators, 83
benefits, 76
inertial navigation systems, 77
Jet Propulsion Laboratory, 78
MEMS and technology readiness levels,

79
MEMS market volume, 77
microsystems, 76
MNT R&D per space robot class, 80–81
mobile micro-robot, 78
OBDH & GNC, 83
power, 83
selection criteria, 81–82
sensor islands, 82–83
spinning-in, 75
structure, 83
subsystem, 79
total resources, 76
vehicle launch, 76

spacesuit repairs, 88
Space Station Remote Manipulator System

(SSMRM), 73
Spatial encoding principle, 303, 304
Special Purpose Dexterous Manipulator

(SPDM), 73–74
Specificity analysis

algorithms, sequence generation of state,
397

dedicated sequence generation
algorithm, 399–400
Hamming function, 398

experimental analysis, 403
A/R curves, 402
latency time influence, 406
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plateau phenomenon, 404
specificity, 404
velocity influence, 404–406

mismatch configurations, 397
theoretical analysis, 400–401

Spin-echo sequences, 303
Strand displacement, DNA, 367
Swarm of nanorobots. See also Self-organized

nanorobots
ambient temperature detection, 343
4F2 architecture, 342
malign cells, 341
nicotinamide dinucleotide, 343
self-docking mechanism, 345–346
swarm of agents, 342

Synthetic microscale medical robots, 325–326

T
Targeted molecular dynamics, VPL

nanoactuator, 431
Teleoperated nanomanipulation

device construction, 161
nanomaterial characterization

AFM cantilevers, 158
electrical, 158
MEMS devices, 158–159
nanowire transfer procedure, 158–160
tensile testing, 158

Tethered cells, 418
Therapeutic magnetic microcarriers (TMMC),

325
Therapeutic self-propelled bacterial carriers,

326–328
Thermal gripper, 218
Tweezer cycling, 367–368

U
Uncertainty in nanomanipulation

AFM tip position error, 117–118
instantaneous center of rotation, 117, 119
nanoparticle pushing experiment, 117–118
nanorod pushing, 118–119

Unidirectional walker, 363
Upstream E&P, 53–54, 58

V
Viral protein linear (VPL) nanoactuator
˛�helix, 428–429
coiled-coil system, 429, 430
influenza virus, 427–428

membrane fusion, 426
molecular dynamics simulations, 431–433
optimal design

helicity and fraction, 436, 437
helix-breaker amino acid, 434
hydrogen bonds, 435
RMSD, 437
temperature effects, 435–436
wild type peptide, 434

origin, 426
Virtual tooling strategy

active probe control method, 116
nanohand strategy, 119–121
nano-object manipulation

coulomb and viscous friction, 123
lateral PSD signal, 121
nanoparticle pushing model, 121–122
nanorod pushing model, 122–123

nanoparticle pushing
500 nm pushing experiment, 130–131
NSC15/AIBS, 129
pushing velocity vs. mean pushing

force, 129–130
simulation, 130–131
velocity of particle center, 130

nanorod pushing
angular velocity, 124
constraint condition, 129
coulomb and viscous friction, 125
equivalent resistance force, 127
experimental process, 131–132
numerical analysis, 132–134
static model, center of rotation, 123–124
surface resistance force, 126
velocity of AFM tip-particle push

relationship, 128
uncertainty in nanomanipulation

AFM tip position error, 117–118
instantaneous center of rotation, 117,

119
nanoparticle pushing experiment,

117–118
nanorod pushing, 118–119

Vision-based contact detection method, 162
Visual molecular dynamics, VPL nanoactuator,

432, 433
Voltage-gated ion channel, 196, 197
VPL nanoactuator. See Viral protein linear

(VPL) nanoactuator

W
Wide pH measurement gel-microtool, 186, 187
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