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Preface

While geolocation is a relatively new topic in the multidisciplinary area of electrical,
mechanical, and industrial engineering, it has grown very rapidly in the last decade
due to the tremendous impact it is having on our everyday lives. Some of the most
conspicuous applications, to name a few, range from location identification in
mobile social networking and in automatic recognition systems, to furnishing real-
time directions on the road, as well as in critical missions for precision personnel
tracking in emergency situations such as firefighting.

Geolocation systems are based on a number of different technologies. For
example, the Global Positioning System has existed for several decades, but only
in the last couple of years has it been commercially accessible to the everyday
consumer in the form of portable navigators. The pervasiveness of wireless access
points for communications has, as a byproduct, provided yet another means for
consumers to determine their positions using Wi-Fi technology. Fourth generation
cellular systems, which are currently being rolled out, are being designed spe-
cifically—as opposed to previous generations—with location services in mind and,
in turn, can deliver accuracy an order of magnitude higher. Also, the approval of
the unlicensed FCC band has enabled rapid growth in the use of Ultra-Wideband
technology for high-precision ranging. Finally, the maturity of inertial-based
location systems coupled with their cost-effective solutions are beginning to play a
central role in cheap smartphones as well as in more complex emergency
responder rescue systems. All these technologies, while treated separately in the
past, are coming together in the form of hybrid systems that offer robust solutions
for a wide range of user communities.

This scope of this book is to provide a comprehensive overview of geolocation
technologies and techniques, from radio-frequency based to inertial based—to our
knowledge, the first book to do so—affording the reader a valuable resource that
facilitates not only basic understanding of the subject, but also depth to serve as a
reference for scholarly activities such as teaching, self-learning, or research. The
book contains sufficient detail for use as a university textbook, but is broad enough
to be of interest to laymen wishing to gain insight into the topic. In that capacity, it
could serve as a starting point for a graduate student who wishes to conduct
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in-depth research on the topic. Likewise, it could be used in the industry during the
first stages of product development. The audience will range from general readers
who are interested to know about geolocation fundamentals to the more advanced
readers such as researchers and industry engineers who will benefit from the
technical depth and advanced techniques provided. The collaboration of interna-
tional co-authors brings together expertise in different specific subjects to ulti-
mately provide material that adds value to the many interested in the field of
geolocation.
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Chapter 1
Introduction

1.1 Overview

1.1.1 Outdoor Localization

The integration of location services into our day-to-day life will grow significantly
over the next decade as technologies mature and accuracy improves. The evolution
of localization technologies has occurred independently for different wireless sys-
tems/standards. The Global Positioning System (GPS) was the first system to bring
to light the benefits of accurate and reliable location information. Consequently, it
has been incorporated into many services and applications. Currently, outdoor
localization, thanks to GPS, has revolutionized navigation-based applications
running on automotive GPS-enabled devices and smart phones. Applications range
from location awareness, to point-by-point directions between destinations, to
identifying the closest cinema or coffee shop. The basic technology behind the
system is to measure the time elapsed for a signal to travel between a number of
satellites orbiting the globe and a mobile device. Through a computational tech-
nique known as triangulation, the location of the mobile can be calculated from the
tracked positions of the satellites and the times measured, each known as the Time-
of-Arrival. The success of GPS has been due to the reliability, availability, and
practical accuracy that the system can deliver; however, GPS lacks coverage
indoors and in urban areas, in particular near buildings when the signal is blocked;
even in the best of conditions, the accuracy is on the order of several meters.

As the growth of the number of smart devices and mobile users continues to
increase without bound, the desire for new location-based services that require
enhanced accuracy, including in GPS-denied areas, has emerged. To address this
challenge, novel solutions attempt to integrate different wireless technologies with
GPS. For example, assisted GPS (A-GPS) was developed to provide better locali-
zation information in limited coverage areas by decreasing the time necessary for
GPS to obtain a position fix (Richton 2001). Specifically, in A-GPS, cellular

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_1,
� Springer Science+Business Media New York 2013

1



networks furnish GPS-equipped mobile devices with satellite constellation infor-
mation such that they can identify the closest orbiting satellites a priori, providing a
faster lock. In addition, A-GPS relieves the burden of the computationally intensive
triangulation technique from the CPU-limited mobile device by forwarding the links
the GPS receiver measures to the base stations (BSs), which then calculate the
mobile’s position and return the information to the mobile device.

Unsurprisingly, the next logical evolution of localization systems emerged from
the cellular domain, where the requirement for localization was spearheaded by the
Emergency-911 (E-911) mandate. Before GPS was widely available on mobile
phones, cellular operators adopted and deployed varying technologies to locate
mobiles within a cell radius. Time-Of-Arrival-based computational techniques,
which originated from GPS systems, were adapted in order to achieve similar
localization performance for the common cell phone channel sharing (multiplex-
ing) schemes: Time Division Multiple Access (TDMA) and Code Division
Multiple Access (CDMA). The use of cellular localization was limited to E-911
due to the difficulty in achieving useful accuracy especially in urban environments.
The poor accuracy stemmed from clusters of buildings in urban and suburban
residential areas which brought about significant signal degradation due to mul-
tipath and Non-Line-Of-Sight (NLOS) problems.

At the same time, the popular IEEE 802.11 standard emerged, enabling ubiq-
uitous deployment of Wi-Fi hotspots which sparked enthusiasm for an alternative
to cellular localization. The rapid expansion of Wi-Fi access points (AP) across the
urban/indoor environments made it possible for researchers to envision alterna-
tives to TOA-based systems. Specifically, Received Signal Strength (RSS) location
fingerprinting techniques emerged. One success story for deployment in the urban
environment is Skyhook Wireless, a start-up company in the Boston area. Skyhook
realized the potential of exploiting Wi-Fi signals emitted from residential homes
and offices (available for free!) that are continuously in use—particularly in dense
urban areas. Skyhook realized they could improve localization by building dat-
abases of Wi-Fi signatures tied to locations that could be integrated to aid in the
localization process. In essence, a survey is conducted by ‘‘wardriving’’ across a
city with a Wi-Fi equipped device and a companion GPS receiver to record
location. Wi-Fi RSS values and associated Medium Access Control (MAC) IDs
are registered in a database for each location. During a localization query, a mobile
device compares the RSSs measured from the registered APs to those in the
database using a pattern matching technique. The mobile’s location is then
determined by the best RSS match. Skyhook Wireless’s technology has attracted
attention from the major players in the mobile device industry such as Apple and
Google (Wortham 2009). The technique is very practical and delivers decent
accuracy (tens of meters) for mobile location applications in outdoor urban
environments where Wi-Fi APs are plentiful.

Of course, the aforementioned triangulation fingerprinting techniques are not
just applicable to GPS, cellular, or Wi-Fi networks. They can also be readily
extended to virtually any pervasive radio-frequency source, in particular to tele-
vision networks. In fact, the Rosum Corporation from Redwood City, CA took
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advantage of the 4.5 MHz of bandwidth available in broadcast TV channels.
Besides the wide bandwidth available for accurate TOA estimation, the low carrier
frequency offered excellent penetration through walls to mitigate NLOS condi-
tions. The performance of different types of RF location systems in terms of cost
and accuracy will vary widely. Other system design considerations include 2D or
3D location accuracy requirements, power requirements, and whether infrastruc-
ture installation is acceptable and, if so, the density of BSs required to achieve the
desired accuracy. In designing a system, there will be tradeoffs between perfor-
mance and cost requirements. For example, typical RF base positioning accuracies
are tens of meters accuracy at best and do not provide accurate elevation. Many
solutions available to augment GPS leverage surrounding infrastructure such as
cell towers, Wi-Fi hot spots, or installed RF tags. The precision of the results
varies widely based on the infrastructure location and availability.

• Cellular survey-based techniques: hundreds or thousands of meters
• Cellular triangulation techniques: less than 100 m
• Television triangulation techniques: tens to hundreds of meters
• Wi-Fi survey-based techniques: tens to hundreds of meters.

The latter three techniques require signals from at least three reference stations
which could lead to operational lapses indoors. It is not possible to rely on these
infrastructure-based solutions in uncontrolled environments such as emergency or
combat operations where the infrastructure may not exist; however, for commer-
cial use, the accuracy and reliability provided may be adequate (Baker 2011; Mia
2011; Young 2008).

1.1.2 Indoor Localization

The lucrative business opportunities for location-enabled services are not limited
to outdoors. In fact, the potential for indoor services has been projected by dif-
ferent sources as an untapped multibillion dollar industry (Patel 2011). The variety
of indoor applications affects every aspect of our lives: from E-911 to respond to
mobile emergency calls to tracking kids in day-care centers, elderly in nursing
homes, inventories in warehouses, medical devices in hospitals, and personnel in
emergency/first responder applications (firefighters). What is stopping or hindering
the emergence of such needed—even life-saving for emergency response—
applications is the difficulty in delivering the required accuracy and reliability in
indoor environments. Indoor localization research has been going on for decades
in the robotics field (Smith 1986; Durrant-Whyte 1988). The E-911 requirement
for improved localization of cell phones indoors spurred more RF infrastructure
and signals of opportunity-based research (Pahlavan et al. 1998). The fact that
location research is to date a very active research area indicates that there are still
many challenges left to resolve. The challenges depend on the required accuracy
and reliability dictated by the application. For applications that require only coarse
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location information and can afford to install a significant amount of infrastructure,
there are existing products, for example by the Finnish company Ekahau (EKA-
HAU 2012) and CISCO Wireless Location Appliance (CISCO Corporation 2012).
These systems capitalize on the RSS location fingerprinting technique to deliver
accuracies on the order of a few meters in the indoor environment. However, it
became evident that the effectiveness and robustness of RSS-based fingerprinting
techniques are limited to uncluttered environments and outdoors.

As the application domain gravitated toward the dense urban and indoor settings,
where localizable assets naturally clutter together due to smaller dimensions, an
alternative to legacy cellular localization and fingerprinting techniques was needed
to push the accuracy boundary to sub-meter—the so-called ‘‘holy grail’’ of indoor
localization. Many potential applications were envisioned to benefit from centi-
meter-level information, from inventory tracking to firefighters/soldiers tracking
inside buildings. The fundamental challenge indoors is that the radio frequency
environment—characterized by limited coverage, severe multipath signal fading
and NLOS conditions—is not conducive to wireless propagation. Since the limi-
tations are physical in nature, they must be dealt with by any algorithm or technique.
To this end, researchers revisited TOA-based techniques—however applied Ultra-
Wideband (UWB) communications which uses low power but increased bandwidth
to provide protection against multipath—and NLOS mitigation algorithms to
combat the effects of the propagation environment. A significant portion of this book
is dedicated to addressing the challenges of harsh propagation environments.

As the form factor of mobile devices diminished in size, yet increased in
complexity, a new school of thought emerged from the localization research
community around the idea of collaboration using sensor networks. This area is
interesting in that wireless sensor networks (WSNs) developed independently from
cooperative localization and—only when applications were considered for the
former—did it become obvious to the sensor network researchers that location
information is indeed vital. At the same time, localization researchers analyzed the
potential in collaboration between the two areas to address the propagation chal-
lenges and currently cooperative localization in WSNs is a very active research
area—theory, experimental, and hardware/software development.

Since geolocation is a dynamic process, navigation and tracking techniques
(similar to outdoor GPS) naturally complement ‘‘stationary’’ localization tech-
niques/algorithms. The development of Microelectromechanical Systems (MEMS)
technology led to the dawn of miniature inertial sensors such as accelerometers
and gyroscopes, enabling smartphones and mobile/gaming devices to be equipped
with navigation sensors. MEMS-based inertial navigation systems (INS) devel-
oped in parallel to RF geolocation techniques and provided another localization
dimension. Inertial navigation technologies do have their own challenges and
limitations—due to low-cost hardware that introduces errors/drifts/biases to the
speed/acceleration estimation. The development of inertial technology integrates
naturally with the evolution of ‘‘RF localization’’ in the sense that their comple-
mentary error properties can make possible even more accurate and robust geo-
location systems.
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In general, providing accurate location and navigation indoors will require
extensive infrastructure or the implementation of multiple, complementary tech-
nologies (RF, gyroscopes, pressure sensors, speed sensors, etc.). In fact, the trend
in indoor geolocation research seems to point towards the integration of hybrid
sensor technologies. The effectiveness of different sensors can vary based on the
environment of operation and the tracked subjects motion: RF propagation
depends on building topology and construction material, lighting affects optical
sensors, and the tracked subject’s motion affects optical and inertial sensors.
Inertial and RF based location sensors provide complementary location informa-
tion: inertial tracking systems provide high accuracy over short durations, but
suffer from significant drift over longer times in the absence of methods to mitigate
their drift; in contrast, RF ranging measurements are subject to short-term outages
in areas with poor RF connectivity, but can provide long-term stability when fixed
references are part of a managed infrastructure. Wi-Fi only location provides an
unmanaged and often changing network of APs which cannot be relied upon if a
known level of accuracy is required, but may provide adequate accuracy for many
consumer applications. Finally, elevation determination (floor location) presents a
challenge for RF systems; here, inertial and referenced barometric pressure sys-
tems can provide support.

Developing algorithms to effectively fuse sensor data from multiple sources to
produce improved localization results is a hot research topic. One popular tech-
nique is Simultaneous Localization and Mapping (SLAM). SLAM relies on data
from multiple sensors to build a map of the environment that enables one to
navigate for long periods of time by using the map to provide location corrections.
SLAM systems use RF and inertial sensors as well as sensors that measure the
environment directly such as image, Light Detection and Ranging (LIDAR), and
sonar sensors to construct a geometric or topological map of the environment and
then use that map for navigation. The environmental sensors help to alleviate some
of the problems faced by inertial and RF techniques, but they have their own set of
problems and challenges in the path to accurate mapping and localization.

1.2 Organization

The focus of this book is to provide an overview on the different types of infra-
structure supported by most commercial localization systems as well as on the
most popular computational techniques which these systems employ. While much
of the content presented applies to outdoor systems as well, the specific concen-
tration of the book is on robust systems which can deliver high degrees of accuracy
in harsh multipath environments; these environments are most common indoors.
Each chapter of this book introduces a different aspect of localization systems and
describes solutions that have been developed to address specific challenges.

The organization of the book chapters follows closely the evolution of geolo-
cation techniques for the last couple of decades. In this section we will provide a

1.1 Overview 5



detailed overview of each chapter. Figure 1.1 highlights the overall structure of the
book where the focus is to introduce the fundamentals, challenges, and evolution
of localization technology.

1.2.1 Chapter 2: Localization in Harsh Multipath Environments

In Chap. 2 the basics of RSS, TOA and Angle-of-Arrival (AOA) localization are
first introduced. The impact of multipath and NLOS is then investigated for the
two most popular ranging technologies: TOA and RSS. Finally, measurement and
modeling of ranging is presented to provide an empirical analysis into the chal-
lenges of harsh multipath environments. For RSS-based systems, multipath causes
the well-known fast fading phenomenon, where the received power in a given
location fluctuates significantly due to constructive and destructive interference of
incoming multipath signals. For TOA-based systems, the multipath impacts the
distance estimation directly by adding a random bias to the estimation and it is
usually a more serious problem. In low bandwidth systems, for example, the time
resolution can yield significantly inaccurate distance estimates. Typically, the time
domain resolution is inversely proportional to the system bandwidth. For example,
the bandwidth of GSM signals is 200 kHz which translates to 5 ls or 1,500 m!
This means that two paths arriving less than 1,500 m will not be resolved. For
example, system bandwidth can vary between 5 and 20 MHz (UMTS/WiMAX/
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LTE) in which the highest bandwidth of 20 MHz equates to *15 m of time
resolution. This resolution, unfortunately, is not suitable for dense multipath
environments (such as indoors) where large errors in the final localization solution
can make it difficult to localize mobile devices to within even a single floor. The
ambiguity resulted from poor multipath resolution is one of the major challenge
facing localization technology in multipath rich environments such as dense urban
or indoors.

The second major challenge facing dense urban/indoor environments is the
high probability of the obstruction of the LOS between the transmitting and
receiving device. This channel condition is commonly referred to as NLOS. For
RSS-based systems, NLOS introduces the problem of shadow fading, where RSS
is attenuated randomly as the mobile device moves from one area to the other.
Since obstructions change significantly (doors, walls, elevators, etc.) the RSS
changes significantly and this fluctuation makes it difficult to rely on RSS-based
range estimates in NLOS. Furthermore, pathloss models that describe the dis-
tance–power relationship can be difficult to obtain for the variety of obstructions
in realistic urban/indoor environments. For TOA-based systems, NLOS affects
the estimation of the delay of the direct path signal. Since in most cases the
direct path delay signal will not be detectible, ranging is achieved through non-
direct path components which bias TOA-based estimation. This bias can range
from a meter to even tens of meters depending on the propagation environment
and type of obstructions.

A detailed empirical evaluation is further introduced in the last section of
Chap. 2 which will shed light on the significance of the multipath and NLOS
problems. The ultimate aim of the measurement and modeling of TOA- and RSS-
based ranging is to be able to answer the following fundamental questions:

• How does the system bandwidth improve accuracy?
• To what extent can the increase in system bandwidth improve accuracy in LOS

and NLOS environments?
• How significant are the NLOS-induced errors experienced in harsh multipath

environments?
• Is the TOA-based ranging error a function of the propagation environment (e.g.

building structure)?
• For a given operational multipath environment, what is the practical ranging

coverage that can be achieved for TOA-based techniques? This question is
important since a notion of ranging coverage which is analogous to communi-
cation coverage is needed in practice.

• How are RSS-based ranging techniques affected by the LOS/NLOS power
variations with location?

These questions are fundamentally important to system engineers designing
next-generation ranging and localization systems. In addition, channel measure-
ment and modeling can shed light on the correlation between the channel condi-
tions (LOS vs. NLOS) and signal metrics such as power of the first path, total
signal power, etc. These relationships can be exploited in NLOS identification
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algorithms, which are typically required for reliable and practical ranging and
localization in harsh multipath environments (NLOS identification/mitigation
algorithms are introduced in Chap. 3).

1.2.2 Chapter 3: Multipath and NLOS Mitigation Algorithms

Mitigating the multipath propagation challenges is addressed in Chap. 3 and the
chapter starts with describing two major techniques/technologies to mitigate the
multipath problem: Super-resolution and UWB. Super-resolution techniques have
shown great potential for low-bandwidth systems and the improvement in time
resolution can enhance the accuracy significantly for certain scenarios. UWB is an
emerging technology that utilizes very large system bandwidths and has the
potential for high data rate communications (in the Gigabit range) and centimeter
level TOA estimation accuracies. From a ranging/localization perspective, full
usage of the designated 7.5 GHz bandwidth translates into a time domain reso-
lution of 4 cm, which is highly desirable for accurate positioning. There are two
main types of UWB systems: Single band and multiband UWB. The single band
UWB is typically known as impulse radio UWB [6], where very narrow pulses in
the time domain achieve the bandwidth that defines UWB. The latter technique is
multiband in nature and the very popular multiband OFDM (MB-OFDM) imple-
mentation has been the main proponent for high-data rate and accurate localiza-
tion. Results of measurements and simulation have shown that UWB has the
potential to achieve sub-centimeter accuracy in LOS environments but struggles to
match the accuracy in NLOS environment due to the physical obstruction problem.

The NLOS problem is addressed in the second part of Chap. 3 and it typically
involves two stages: NLOS identification and NLOS mitigation. This area has
received considerable attention in the research community within the last decade
and it continues to provide innovation potential for researchers. NLOS identifi-
cation techniques are based on estimating or identifying the condition of the
channel to infer whether it is LOS or NLOS. Once the ‘‘channel’’ information is
available, it is possible to incorporate it into an NLOS mitigation algorithm to
improve the accuracy and robustness of the location estimate. NLOS identification
typically operates on the physical-layer-sensed signal which can be used to extract
a ‘‘metric’’ that can indicate the state of the channel. NLOS mitigation, however,
operates at higher levels closer to the localization algorithm. As a result, identi-
fication and mitigation are typically independent; however, there are approaches
that combine the identification and mitigation in one step. The robustness of NLOS
mitigation algorithm depends inherently on the robustness of the NLOS identifi-
cation stage. The better the detection accuracy (probability of detection for a given
probability of false alarm) the more effective and useful the channel information
can be for the mitigation stage and the entire localization algorithm. As a result it
is no surprise that NLOS identification can be the critical element in the mitigation
process.
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1.2.3 Chapter 4: Fingerprinting Techniques

Survey-based localization is the focus of Chap. 4. The basic idea behind this
technique is to associate physically measurable properties to discrete locations
throughout a deployment area. These properties, commonly referred to as fin-
gerprints or signatures, can then act as location identifiers. The greater the spatial
variability of the signatures, the greater the capacity of the system to discriminate
between locations and, in turn, to deliver finer resolution. Therefore, the same
physical properties of the environment which render non-survey-based techniques
more challenging—in particular multipath fading in radio frequency systems—on
the contrary facilitate survey-based techniques.

Location fingerprinting techniques are categorized mainly by the type of prop-
erties which are collected. The three major radio frequency properties that have been
implemented to date are: RSS, the time domain Channel Impulse Response (CIR) [or
equivalent frequency domain Channel Transfer Function (CTF)], and the Frequency
Channel Coherence Function (FCF). RSS is by far the most prevalent in commer-
cially deployed wireless systems. This is due to many factors, most notably its
robustness and good penetration in NLOS conditions—especially at lower carrier
frequencies—its simple data structure, and the computational ease (inexpensiveness)
with which it can be measured. It also stems from the fact that RSS is accessible
directly from the frameware in popular wireless standards such as the IEEE 802.11.
As mentioned earlier, RSS fingerprinting systems have been successfully deployed
in dense urban and indoor environments by Skyhook Wireless and Ekahau,
respectively. The disadvantage of using RSS as a signature—especially when only a
few APs are available—is the lack of uniqueness, meaning that multiple sites in close
proximity throughout a deployment area may have similar fingerprints. This trans-
lates into limited localization resolution. While CIR, CTF, and FCF provide more
distinctive signatures, they also require more complex (expensive) equipment to
extract and have larger data storage requirements. The latter can be prohibitive for
medium to large sized databases (typical indoor environments). In addition, because
the data structure is more complex, the pattern matching algorithms are more
computationally intensive.

The fingerprinting technique, in a nutshell, is to construct a database of
signatures from available wireless network infrastructures, such as APs. Each
signature is registered at a unique location—typically at points on a uniformly
spaced grid throughout a given environment (e.g. 1 m2). This occurs in an ‘‘off-
line’’ phase, i.e., before localization is attempted. Figure 1.2 highlights the method
of constructing a fingerprint at a given location. The location of a mobile device is
then estimated during an ‘‘online’’ phase. For each query, the signature parameters
are measured at the mobile device and subsequently are compared against the
signatures registered in the database through a pattern matching algorithm.
The location of the mobile is then designated as the location corresponding to the
closest signature in the database. The role of the database in the offline and online
stages is illustrated in Fig. 1.3.
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1.2.4 Chapter 5: Cellular Localization Systems

Cellular localization is of tremendous interest for the network operators. As
mentioned before, this was publicly stimulated by the FCC requirements that were
published at the end of the 1990s for E-911 calls in the US and in 2003 Europe the
E-112 initiative by the European Commission. However, the communication
systems, like GSM, UMTS or LTE are designed to use the well-paid spectrum
efficiently for communication needs. These needs are, e.g., a robust coverage as
well as high throughput—to fulfill these requirements the spectrum is used effi-
ciently for unknown data transfer. Localization in cellular systems is performed
through fingerprinting or ranging. Fingerprinting methods range between a coarse
localization through the cell ID or via signal strength-based localization. Signal
strength methods are based on premeasured datasets and rely on known trans-
mitted signal strength. Common time-based ranging methods require precise
synchronization between the transmitter and the receiver. Such precise synchro-
nization is not well established in common communication systems, especially not
at the mobile terminal. Furthermore, in communications a single BS is enough to
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802.11g WLAN)
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Mobile Terminal 
at location X
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802.11g WLAN)
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Fig. 1.2 Overview of existing fingerprint construction. a Mobile terminal at location X conducts
measurements to 3 APs and captures RF signals. b Channel metrics are extracted from the 3 RF
signals and a fingerprint is created
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cover the basic needs. Localization requires three or more differently placed
transmitters or receivers. The simplest solution to overcome interference was
proposed for UMTS: Adding an idle period in the downlink to listen and to
synchronize to multiple BSs one after another. Idle periods contradict the idea of
an efficient use of spectrum, but it showed that a communication system needs to
be defined properly to apply successfully geo-location in cellular mobile radio
systems. The LTE standardization process intended to improve this, by adding
special synchronization sequences for positioning. Chapter 5 presents an overview
of the different methods that were proposed and are applied since the 1990s and
are now discussed in standardization of 3GPP LTE-advanced. Figure 1.4 presents
how the different radio links are used to position in cellular mobile radio systems.
Either the BSs or the mobile terminal performs ranging. Furthermore, also indoor
APs acting as an anchor may be exploited to improve the performance of
localization.

1.2.5 Chapters 6 and 7: Cooperative Localization in Wireless
Sensor Networks—Centralized and Distributed Algorithms

The falling price and reduced size of wireless sensors in recent years have fueled
the proliferation of dense networks to gauge and relay environmental properties
such as temperature, light, sound, and vibration. Applications of such networks
range from video surveillance and traffic control to health monitoring and indus-
trial automation. In tandem, wireless specifications have been established to
support these networks, most notably the Zigbee standard for communication
protocols between small, low-power, and low-bit-rate radios designed to operate
for years on a single disposable battery. In close relation, the IEEE 802.15.4 g
standard also enables range measurement between such radios using UWB tech-
nology to extract TOA. In fact, furnishing the locations of the sensors in the
networks proves as critical as furnishing the spatially sensitive readings them-
selves in order for an external system to calibrate a network response. In particular,
military and public safety operations call for ad hoc localization such as that of a
man down in a building ablaze with zero visibility. This has launched a research
area known as cooperative localization which seeks to aggregate potentially
enormous quantities of data to achieve optimal results.

The localization topology of wireless sensor networks differs fundamentally
from the topology of other networks. In the latter, mobile devices enjoy direct
connectivity to base stations (BSs) whose locations are known, as illustrated in
Fig. 1.5. In the former, however, since the devices operate on low power, their
range is limited. So even if placed outdoors, they will not be able to access GPS
satellites, cellular BSs, or Wi-Fi hot spots. In addition due to their compact size,
they may suffer from inadequate computational resources to process range or angle
measurements into estimated locations. The implicit assumption in cooperative
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localization is that only a small ratio of the total number of devices in the network,
known as anchor nodes, are able to estimate their locations from BSs. This may be
due to their favorable placement in the environment which enables connectivity,
but for the most part special network devices equipped with higher power and
enhanced computational resources will be required.

Hence in cooperative networks, sensors lacking direct connectivity to anchors
must discern their locations through neighboring nodes whose locations are also
unknown. In essence, sensors must connect to anchors through multiple hops, as
illustrated Fig. 1.6. A consequence of this complex topology is that simple tri-
angulation algorithms must be substituted with more sophisticated algorithms. And
since each connection on a multi-hop link is subject to measurement error, the
reliability of the composite link is diminished with respect to an otherwise direct
link. However, since the number of nodes can range from the hundreds to the

Fig. 1.5 Localization
topology in GPS, cellular,
and WLAN networks. The
mobile device has direct
connectivity to the base
stations

Fig. 1.6 Localization
topology in wireless sensor
networks. The anchors (red)
have direct connectivity to
the BSs. The sensors (blue)
are connected to the anchors
through mulit-hop links
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thousands, WSNs are often densely packed with overlapping coverage. Coopera-
tive localization algorithms take advantage of this redundancy and, despite the
multi-hop connectivity, have been shown to deliver good results.

Chapter 6 introduces centralized cooperative localization. Centralized implies
that the range or angle measurements are gathered locally and then forwarded to a
central processor such that they can transformed into the locations of the unknown
nodes. The scalability of algorithms is a key ingredient for future wireless net-
works and the expected increase in the number of devices in wireless networks is
exponential compared to the number of active devices today. For such networks, it
may be infeasible to coordinate the devices through a centralized architecture. The
positioning solutions for centralized cooperative methods are user/agent-centric. A
related idea, which is common in WSNs, consists in sharing computational load
onto the entire network, yet preserving reasonable complexity and low power
consumption in each node. The sharing of computational load between geo-
graphically distributed nodes builds on the concept of distributed algorithms. The
application requirements (scalability, energy efficiency, and accuracy) will influ-
ence the design of distributed algorithms. In Chap. 7, a variety of distributed
cooperative positioning algorithms, especially message passing, is presented.

1.2.6 Chapters 8 and 9: Inertial Navigation Systems

Chapters 8 and 9 introduce sensors and methodologies that have been widely used
in navigation systems for decades but are only recently applicable to commercial
navigation applications thanks to the advancement in electronics miniaturization
and increased computational power. The sensors discussed in Chaps. 8 and 9 have
complementary error characteristics to RF sensors and so can enable mitigation of
the effects of multipath and NLOS errors in the location solution.

Chapter 8 is dedicated to INS. An inertial navigation system (INS) is a navi-
gation system that provides position, orientation, and velocity estimates based
solely on measurements from inertial sensors. Inertial measurements are differ-
ential measurements in the sense that they quantify changes in speed or direction.
The two primary types of inertial sensors are accelerometers and gyroscopes.
Accelerometers measure instantaneous changes in speed, or equivalently force,
and gyroscopes provide a fixed frame of reference with which to measure orien-
tation or equivalently change in direction. Given its previous position and orien-
tation as well as accelerometer and gyroscopic measurements over an elapsed
period of time, an instrumented platform may calculate an estimate of its current
position and orientation. Calculation of navigation information from differential
measurements of speed and direction is termed dead reckoning.

Inertial navigation systems, by definition, compute their navigation solutions
without the use of external references. INS were used as a prime means of navi-
gation in the nineteenth and early twentieth century in maritime, aviation, and
spaceflight applications. A main drawback of using purely inertial systems for
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navigation is that errors in the differential measurements are necessarily accu-
mulated in the navigation solution over time. Thus, even with highly precise
inertial measurements, position estimates based on them degrade over time.

It is now well accepted that a high accuracy navigation solution requires the
ability to fuse input from multiple sensors making use of all available navigation
information. Cross-validation allows inconsistent sensor data to be identified and
suppressed in the overall navigation solution. Figure 1.7 illustrates a navigation
device that takes input from multiple sources including sensors and map
information.

The key to making inertial sensors part of a precision positioning system is
developing methods to both minimize free inertial position error growth and
bound accumulated inertial position errors. In Chap. 8 we discuss fusion of inertial
sensor data with sensors and/or algorithms that provide estimates of secondary
inertial state variables such as velocity, heading, and elevation.

SLAM techniques are one approach to fusing information from a variety of
sensors. In Chap. 9 we introduce SLAM algorithms which incorporate past path
history and derived or available map information to determine the most probable
position estimates conditioned on constraints determined by map information.
Figure 1.8 shows a conceptual diagram of SLAM. Both the subject’s state, xk

(termed the subject pose and indicated by successive triangles), and the location of
select landmarks (indicated by stars) are tracked. The basic idea of SLAM is that if
the sensor and algorithms can identify a landmark and a location of that landmark
relative to tracked subject, then any time that landmark is seen again, its location
can be used to correct the track subject’s location.

Fig. 1.7 Robust navigation solutions require input from multiple sources
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We discuss a small set of environmental sensors that can be used in SLAM
algorithms including optical, magnetometer, and inertial and discuss how features
are selected. We give an overview of approaches to solving the SLAM problem
and then discuss some results of a particular implementation.
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Chapter 2
Ranging and Localization in Harsh
Multipath Environments

In this chapter, we will first introduce the basics of geolocation techniques that are
based on Time of Arrival (TOA), Time Difference of Arrival (TDOA), Angle of
Arrival (AOA), and Received Signal Strength (RSS). Then we introduce the major
challenges to accurate localization: multipath propagation and non-line-of-sight
conditions where we will focus on the two most popular ranging techniques, TOA
and RSS, and evaluate how the accuracy of localization is affected by these
physical challenges. We will further highlight the relationship between the accu-
racy of estimation and the signal to noise ratio and bandwidth parameters through
the well-known Cramer-Rao Lower Bound (CRLB) equations. Finally, we will
introduce measurement and modeling of the RSS/TOA ranging that will highlight
the impact of multipath and NLOS on the accuracy of ranging systems.

2.1 Basics of Geolocation

Classical geolocation techniques (non-survey based) depend on geometrical rela-
tionships between the coordinates of the reference points (satellites in GPS technology)
and the associated range/angle measurements. Typically, reference points are wireless
devices with known location information (e.g. x- and y-coordinates) either pre-pro-
grammed or obtained through GPS. The mobile device (seeking its own position
information) exchanges RF signals with the reference points to estimate the distance or
angle to each of the reference points. Equipped with the range measurements and the
coordinates of the reference points, the mobile device can solve for the unknown
position through a variety of techniques (geometrical, optimization, etc.). The accu-
racy of the location information is affected by three major factors: the accuracy of the
reference points’ position, the accuracy of range/angle estimates, and the geometrical
configuration of the reference points and the unknown position. The non-survey
geolocation techniques computes location estimates through two steps: range/angle
estimation and tri-lateration/angulation. Figure 2.1 illustrates the two-step procedure.

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_2,
� Springer Science+Business Media New York 2013
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In this section we will introduce the most popular geolocation techniques: TOA,
TDOA, AOA, and RSS and provide an evaluation of the achieved accuracy
through the well-known Cramer-Rao Lower Bound (CRLB) analysis.

2.1.1 TOA-Based Techniques

Once distance/range measurements to at least 3(4) reference points are available
the 2(3)-dimensional position estimate can be obtained. The set of distance
measurements from the reference points to the mobile terminal forms a set of
nonlinear equations that can be solved to estimate the position. Here, it is assumed
that the mobile terminals exchanging range measurements are time synchronized
and that they are all in LOS condition (no obstruction between the mobile device
and the base stations). Figure 2.2 illustrates the basic concept of tri-lateration.

The range measurements can be used to estimate the position of a mobile device
through several techniques that are generally grouped under Maximum Likelihood
(ML) and Least-Squares (LS) Techniques. In ML techniques, the solution is the
position that maximizes the conditional probability density function or

ĥ ¼ arg max
h

P d̂jh
� �

ð2:1Þ

where ĥ ¼ ½x̂; ŷ�T and h ¼ ½x; y�T are the estimated and true position coordinates,
respectively. d̂ ¼ dþ w is the measured/estimated distance vector to each base

station or d̂ ¼ d̂1 d̂2 . . . d̂nB

� �T
, w is zero-mean Gaussian measurement noise

and nB is the number of base stations. Assuming that the noise measurements are
independent and identically distributed (i.i.d), then the conditional distribution is
given by

Range/Angle 
Estimation 
Subsystem

Lateration/
Angulation 
Subsystem

RF Signal

1( )r t

2 ( )r t

( )nr t

Distance or Angle 
Estimates

2 2
ˆ ˆd or

1 1
ˆ ˆd or

ˆ ˆ
n nd or

θ

Position 
Estimate

( )ˆ ˆ,
T

x y=

Fig. 2.1 Classical geolocation system. Range or angle information is extracted from received RF
signals. Location is then estimated by lateration/angulation techniques
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P d̂jh
� �

¼
YnB

i¼1

1
ffiffiffiffiffiffiffiffiffiffi
2pr2

i

p exp �
d̂i � di

� �2

2r2
i

( )

:

where r2
i is the variance of the ith measurement noise. There are two major

problems with this ML approach. The first is that conditional PDF requires the
knowledge of the exact distances, which is not available in practice. The second is
that solving for the position using the maximization approach requires a search
over all possible locations which is neither practical nor computationally efficient
(Guvenc and chong 2009). There are also some variants of the original ML
technique which are the two-step ML and the approximate ML (AML). The
interested reader can find more details about the ML techniques in Guvenc et al.
(2006), Chan and Ho (1994).

The other class of TOA-based localization algorithms is based on the LS
techniques. The range measurements to the reference points form a set of nonlinear
equations of which the solution is the mobile position. The LS techniques are
further subdivided into nonlinear LS (NL-LS) and the linearized LS (L-LS). The
NL-LS technique estimates the position by minimizing a residual error function
(Caffery and Stuber 1998) or

ĥ ¼ arg min
h

Res hð Þf g ¼ arg min
h

XnB

i¼1

bi d̂i � h� hik k
� �2

( )

: ð2:2Þ

Thus the residual, Res hð Þ, is a measure of error between the measured distances,

d̂i, and the estimated distance obtained from computing the Euclidean distance
between the reference points and the estimated position, h� hik k. bi is a weight
that can be used to emphasize range estimates which is proportional to the degree
of confidence in the measurement. The L-LS solution is obtained by linearizing the
nonlinear equations formed by the nBdistances given by

1̂d
2d̂

3d̂

Fig. 2.2 TOA-based tri-
lateration. Range
measurements to at least three
base stations make up a set of
nonlinear equations that can
be solved to estimate the
position of a mobile device.
Black points are base stations
with a priori known position
information while the
intersection of the circles is
the position estimate of the
mobile device
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FðhÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x1ð Þ2þ y� y1ð Þ2

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x2ð Þ2þ y� y2ð Þ2

q

..

.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xnBð Þ2þ y� ynBð Þ2

q

2

6666664

3

7777775

ð2:3Þ

where xn; yn½ � are the coordinates of the nth base station. The linearization is
obtained through the well-known Taylor series expansion around h0 given by
F hð Þ � F h0ð Þ þ J h� h0ð Þ Kay (1993) where J h� h0ð Þ is the Jacobian of F
evaluated at h0 and it is given by

J ¼
of1
ox

of2
ox . . .

ofnB
ox

of1
oy

of2
oy . . .

ofnB
oy

" #T

h¼h0

ð2:4Þ

and the L-LS solution (mobile position estimate) is then given by Kay (1993)

ĥ ¼ h0 þ JHJ
� ��1

JH d̂� F h0ð Þ
� �

ð2:5Þ

where H is the Hermitian operation. Typically, the accuracy of localization is
affected by the accuracy of the base station location; the statistics of the range
measurements and the geometry of the base stations with respect to the mobile
terminal. The performance of TOA-based localization can be examined by eval-
uating the Cramer-Rao Lower Bound (CRLB), which provides the lower bound on
the variance of the estimate or Kay (1993)

E ðĥ� hÞ2
h i

� IðhÞ ð2:6Þ

where IðhÞ is the Fisher Information Matrix (FIM) and E½�� is the expectation
operation. The FIM is given by Kay (1993)

IðhÞ,E
o

oh
ln f ðd̂jhÞ

� �2
" #

¼ E
o

oh
ln f ðd̂jhÞ � o

oh
ln f ðd̂jhÞ

� �T
" #

ð2:7Þ

where f ðd̂jhÞ is the joint PDF of d̂ condition on the unknown parameters. The
measured distances are modeled by

d̂ ¼ dþ w ð2:8Þ

where d is the vector containing the actual (exact) distances between the mobile
device and the BS and w is the zero-mean Gaussian measurement noise. Since the
joint PDF is a function of d which is a function of h, then from the chain rule

20 2 Ranging and Localization in Harsh Multipath Environments



o

oh
ln f ðd̂jhÞ ¼ od

oh
� o

od
ln f ðd̂jdÞ: ð2:9Þ

So (2.7) can be rewritten as

IðhÞ ¼ E
od

oh
� ln f ðd̂jdÞ � od

oh
� ln f ðd̂jdÞ

� �T
" #

¼ od

oh
E

o

od
ln f ðd̂jdÞ o

od
ln f ðd̂jdÞ

� �T
" #

od

oh

T

IðhÞ ¼ JIdJT

ð2:10Þ

where J is the Jacobian given in (2.4) or explicitly

J ¼
x�x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1�xÞ2þðy1�yÞ2
p . . .

x�xnBffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxnB�xÞ2þðynB�yÞ2

p

y�y1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1�xÞ2þðy1�yÞ2
p . . .

y�ynBffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxnB�xÞ2þðynB�yÞ2

p

2

64

3

75

T

ð2:11Þ

or alternatively

J ¼ cos /1 . . . cos /nB

sin /1 . . . sin /nB

	 

ð2:12Þ

where /n is the angle between the mobile device and the nth BS. The joint PDF of
the distance measurements is given by

f ðd̂jdÞ ¼ 1

ð2pÞnB=2 Rj j1=2
exp � 1

2
ðd̂� dÞTR�1ðd̂� dÞ

� �
ð2:13Þ

where R is the covariance. Id can then be easily derived and it is given by

Id ¼ R�1 ¼ diagðr�2
1 ; r�2

2 ; . . .; r�2
nB
Þ ð2:14Þ

The CRLB for the mobile device position is then given by

IðhÞ�1
h i

2�2
¼ JIdJT
� ��1

: ð2:15Þ

Another popular metric to characterize the accuracy of localization is the
Geometric Dilution of Precision (GDOP) which describes the amplification of the
errors in range measurements to the location error (Patwari et al. 2003) and it is
given by

GDOP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

x þ r2
y

q

rr
ð2:16Þ
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where r2
x and r2

y the variances of the position estimate and rr is the standard
deviation of the range measurement error. An alternative expression for the GDOP
could be derived to emphasize the geometrical relationship between the BSs and
the mobile device Spirito (2001)

GDOPðnB;/Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nB

RiRj; j [ i sin /ij

� � 2

s
ð2:17Þ

where /ij is the angle between the ith and jth BSs.
Although the CRLB derivations in this subsection assumed single-path ideal

propagation (simplified zero-mean Gaussian noise model) it can provide a starting
point to evaluate the performance and understand the main factors that can affect
the accuracy. Different CRLB derivations that address the NLOS problem can be
found in Qi et al. (2006), Dardari et al. (2006), Shen et al. (2007). The accuracy of
the TOA-based techniques relies heavily on the measurement noise and the
multipath condition of the channel. Thus the CRLB will only be meaningful when
the models are realistic in that they reflect the actual propagation conditions. In
addition it is common to assume that the BS and the mobile device are synchro-
nized, but this is not the case in practice.

2.1.2 TDOA Techniques

Time Difference of Arrival (TDOA) technique is based on the idea that the
position of the mobile device can be determined by examining the difference in
time at which the signal arrives at multiple reference points (Liu et al. 2007).
Adopting this technique is useful in practical scenarios where synchronization
between mobile devices is not available. Each TDOA measurement constrains the
location of the mobile device to be on a hyperboloid with a constant range dif-
ference between the two reference points. For two-dimensional position estimation
three reference points are required. Figure 2.3 illustrates the localization technique
based on TDOA measurements.

A TDOA measurement between BS1 and BS2 can be given by Sayed et al.
(2005)

t21 ¼ t2 � t0ð Þ � t1 � t0ð Þ ¼ t2 � t1 ð2:18Þ

where t0 is the clock time of the mobile device, t1 and t2 are the TOA between the
mobile device and BS1 and BS2 respectively. The equation can be written in terms
of distance through speed of light scaling or d21 ¼ t2 � t1ð Þc. Thus the time dif-

ference (or range difference) is d21 ¼ d2 � d1 where d2
2 ¼ x2 � xð Þ2þ y2 � yð Þ2 and

d2
1 ¼ xð Þ2þ yð Þ2. Without loss of generality, the latter equation is valid with the

assumption that the x- and y-coordinates of BS1 are 0,0ð Þ. The range difference
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equation can be rearranged to d21 þ d1 ¼ d2. The TDOA equation can then be
obtained by squaring both sides or

d21 þ d1ð Þ2¼ d2
2 ¼ x2

2 þ x2 � 2x2xþ y2
2 þ y2 � 2y2y ð2:19Þ

Using K2
2 ¼ x2

2 þ y2
2 the above equation simplifies to

d21 þ d1ð Þ2¼ K2
2 � 2x2x� 2y2yþ x2 þ y2 ð2:20Þ

which can be further rearranged to solve for the unknowns or

�x2x� y2y ¼ d21d1 þ
1
2

d2
21 � K2

2

� �
: ð2:21Þ

Two equations are required to solve for the two unknowns and the second
TDOA equation between BS3 and BS1 can be similarly obtained

�x3x� y3y ¼ d31d1 þ
1
2

d2
31 � K2

3

� �
: ð2:22Þ

The equations can be arranged in matrix form given by Sayed et al. (2005)

Hh ¼ d1aþ b ð2:23Þ

where a ¼ �d21

�d31

	 

, b ¼ 1

2
K2

2 � d2
21

K2
3 � d2

31

	 

. Solving for h we have

h ¼ d1H�1aþH�1b: ð2:24Þ

Extension to more reference points and three dimensions is trivial and more
details can be found in Sayed et al. (2005).

The performance of TDOA-based localization can be similarly examined by
evaluating the CRLB. A similar derivation of the CRLB for TDOA localization

1d

2d

3d

BS1

BS2

BS3

3 1d d−

2 1d d−

Fig. 2.3 TDOA localization.
At least three BS are required
for two-dimensional
localization. The time (range)
differences d2 � d1 and d3 �
d1 form two hyperboloids of
which the intersection
(solution) is the estimated
position
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follows from (2.7). In fact it can be shown that the TDOA CRLB is given by Qi
et al. (2006)

ITDOAðhÞ�1
h i

2�2
¼ JTDOAITDOAJT

TDOA

� ��1 ð2:25Þ

where

JTDOA ¼
cos /1 cos /2 � � � cos /nB

sin /1 sin /1 � � � sin /nB

1 1 � � � 1

0

@

1

A ð2:26Þ

ITDOA ¼ ITOA: ð2:27Þ

where /n is the angle between the mobile device and the nth BS.

2.1.3 AOA-Based Techniques

Localization using angle-of-arrival is simpler than time-based techniques in that
only two angle measurements are required, as opposed to three range measure-
ments, in order to estimate the two-dimensional position. However the challenge is
presented when obtaining accurate angle of arrival estimation using wireless
devices. In typical scenarios, the base stations are equipped with K antenna array
elements spaced by D which are capable of estimating the angle of arrival which is
then used to locate the mobile device. Figure 2.4 illustrates the basic concept of
AOA localization.

The relationship between the coordinates and the angles is given by

y� y1

x� x1
¼ tan /1ð Þ

y� y2

x� x2
¼ tan /2ð Þ ð2:28Þ

These equations can be combined to estimate the position of the mobile ter-
minal as Dempster (2006)

h ¼ tan /1 �1
tan /2 �1

	 
�1
x1 tan /1 �y1

x2 tan /2 �y2

	 

ð2:29Þ

1φ 2φ

( ),x y

( )1 1,x y

( )2 2,x y

Fig. 2.4 AOA positioning
(angulation). The AOA
estimate from 2 base stations
to the mobile terminal can be
used to estimate the position
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The CRLB for AOA can be similarly obtained from the formulation in (2.6) and
(2.7), but with specific models for the angle measurements. In practice, the antenna
array is capable of measuring a function of the angle or Qi et al. (2006)

ûn ¼ unð/nÞ þ wn ð2:30Þ

where n is the index identifying the BS and wn is a zero mean Gaussian noise with
a variance given by Qi et al. (2006)

r2
w ¼ 2! � daH

n ðunÞ
dun

� danðunÞ
dun

� ��1

ð2:31Þ

where anðunÞ is the steering vector for a specific antenna array configuration and !
is the Signal to Noise Ratio (SNR). For an antenna array with K elements spaced
by D the steering vector is given by

anðunÞ ¼ 1 expðiunÞ . . . expðiðK � 1ÞunÞ½ �T ð2:32Þ

where un ¼ 2pD cos /n. The variance of the estimation error is then given by Qi
et al. (2006)

r2
w ¼

3
KðK þ 1Þð2K þ 1Þ! : ð2:33Þ

Given the above model parameters of the AOA localization system the CRLB
can be given by Qi et al. (2006)

IAOAðhÞ�1
h i

2�2
¼ JAOAIAOAJT

AOA

� ��1 ð2:34Þ

where

IAOA ¼
KðK þ 1Þð2K þ 1Þ

3
diag !1 !2 . . . !nBð Þ ð2:35Þ

and

JAOA ¼ 2pcD

�
1
d1
ðsin /1Þ2 1

d2
ðsin /2Þ2 � � � 1

dnB
ðsin /nB

Þ2

� 1
d1

cos /1 sin /1 � 1
d2

cos /2 sin /2 � � � � 1
dnB

cos /nB
sin /nB

 !

ð2:36Þ

The performance of AOA positioning techniques in LOS conditions is satis-
factory. However, in severe NLOS multipath conditions the reliability and accu-
racy of AOA techniques suffers considerably. As a result in these unfavorable
propagation conditions, TOA- or RSS-based techniques are preferred. Further-
more, hybrid positioning techniques can be used to incorporate the advantages of
two different techniques which usually outperform the individual techniques.
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2.1.4 Received Signal Strength Localization

Localization using Received Signal Strength (RSS) is very similar to TOA-based
technique in that the distances to nB base stations are used in a tri-lateration
approach to estimate the position. The difference is the method in which the
distance is estimated. For a mobile device and nB base stations, the unknown
location can be estimated using the LS method similar to that of the TOA pre-
sented in (2.5) or

ĥ ¼ h0 þ JHJ
� ��1

JH d̂RSS � F h0ð Þ
� �

ð2:37Þ

The difference between (2.37) and (2.5) is the estimated distance vector. For RSS-
based localization the distance can be estimated through the power–distance rela-
tionship that is very well known for wireless propagation in different environments.
The RSS between the mobile device and the nth base station is modeled by

PdBm
r ¼ �10c log10 dn þ Sn ð2:38Þ

where c is the pathloss exponent (governing the rate of power decay with dis-
tance), Sn is the log-normal shadow fading component with variance r2

Sn
and dn is

the distance between the mobile devices and the nth base station. The ML estimate

of the distance is given by d̂n ¼ 10 �Prð Þ= 10cð Þ Patwari et al. (2003). Then the dis-

tance vector in (2.37) is given by d̂RSS ¼ ½d̂1; d̂2; . . .; d̂nB �
T . The CRLB for RSS-

based localization can be similarly derived from (2.6) to (2.7) (Qi et al. 2006)

IRSSðhÞ�1
h i

2�2
¼ JRSSIRSSJT

RSS

� ��1 ð2:39Þ

where

IRSS ¼ diagð r�2
S1

r�2
S2

. . . r�2
SnB
Þ ð2:40Þ

and

JRSS ¼
10cc

ln 10
�

cos /1
d1

cos /2
d2

� � � cos /nB
dnB

sin /1
d1

sin /2
d2

� � � sin /nB
dnB

0

@

1

A: ð2:41Þ

2.2 The Multipath Problem

The presence of multipath fading in harsh propagation environments can have a
significant impact on the performance of TOA-, RSS-, or AOA-based ranging and
localization systems. Multipath is the reception of multiple copies of the trans-
mitted signal—each arriving from different propagation paths—which combine in
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either a constructive or destructive manner that distorts the received signal. The
transmitted signal undergoes reflections and diffractions along different propaga-
tion paths to the receiver. At the receiver, replicas of the transmitted signal arrive
attenuated, phase-shifted, and time-delayed. For RSS-based systems, multipath
causes the well-known fast fading phenomenon, where the received power in a
given location fluctuates significantly due to constructive and destructive inter-
ference of incoming multipath signals. For TOA-based systems, the multipath
impacts the distance estimation directly by adding a random bias to the estimation.
In this section, we will introduce the multipath problem and highlight its impact on
RSS- and TOA-based ranging/localization systems.

In order to appreciate the impact of multipath, it is important to analyze it in
LOS environments, since multipath is the major error contributor. LOS propaga-
tion can behave drastically different based on the environment. For example,
performance in outdoor open-field LOS, outdoor urban LOS, and indoor LOS can
exhibit different TOA estimation behavior. In outdoor open-field LOS, the direct
path between the transmitter and receiver is unobstructed and there is at least a
single ground reflection at the receiver. In urban LOS or indoor LOS, there may be
many signals arriving at the receiver that were reflected or diffracted from the
surrounding buildings or objects. Figure 2.5 illustrates different possible LOS
multipath scenarios.

In outdoor open space, the multipath structure is mainly composed of the direct
path signal and a single-bounce ground reflection (see Fig. 2.5a). In urban LOS,
reflections from the surrounding buildings make up the multipath environment (see
Fig. 2.5b). The density of the buildings and surrounding obstacles will dictate the
structure of the multipath environment. Finally, in indoor LOS environments,

(b)

(c)

(a)

Fig. 2.5 LOS multipath channels. a Outdoor open space—single bounce model, b urban LOS,
c indoor LOS
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the multipath structure can be significantly different as there are reflections from
the many cluttering objects and also reflections from walls, doors, and windows
with closer interarrival of multipath components at the receiver (see Fig. 2.5c).
This creates an environment that is very different from the urban environment.

Formally, the multipath can be modeled by

h sð Þ ¼
XLp

k¼1

akej/kd t � skð Þ ð2:42Þ

where Lp is the number of MPCs, ak and, /k and sk are amplitude, phase and
propagation delay of the kth path, respectively (Pahlavan and Levesque 2005;
Rappaport 1996). The received waveform is then given by rðtÞ ¼ hðtÞ 	 sðtÞ where
sðtÞ is the transmitted signal waveform and (*) is the convolution operator.

2.2.1 TOA-Based Ranging in LOS Multipath Channels

The basic idea behind TOA-based ranging is to estimate the distance between a
transmitter and a receiver through measuring the signal propagation delay. For a
transmitter at location ðx1; y1Þ and a receiver at location ðx2; y2Þ the Euclidean

distance is given by d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � x2Þ2 þ ðy1 � y2Þ2

q
. In practice the distance can be

calculated from the speed of light/propagation delay relationship given by c ¼ d=s,
where c is the speed of signal propagation (in free space c ¼ 3e8 m/s) and s is the
propagation delay. But in realistic applications, the propagation delay estimates are
always corrupted by noise—additive white Gaussian noise (AWGN). Thus, the

measured distance can be written as d̂ ¼ c� sþ w ¼ d þ w. Here w is a zero-mean
Gaussian noise. In practice, the delay can be estimated using two methods: one-way
TOA ranging or two-way TOA ranging. The latter requires no synchronization and it
is the basic ranging technique proposed in IEEE 802.15.4a (IEEE 802.15.TG4a).
The former requires strict synchronization since the distance is estimated from the
received waveform. This is practically challenging for two reasons. The first is that
extracting the TOA of the first path arrival is difficult (Lee and Scholtz 2002; Guvenc
and sahinoglu 2005). The second is that synchronization of wireless devices
in multipath environments is very difficult to achieve and is in fact an open research
area. The main challenges are due to the clock drift over time and the effect of
temperature and humidity on the accuracy of clock frequency (Sundararaman et al.
2005). Two-way TOA ranging techniques are the most popular due to the fact that
they do not require synchronization and the protocols are very simple. For treatment
of one-way TOA ranging further details can be found in (Guvenc and sahinoglu
2005). Two-way TOA ranging is achieved by noting the time that the ranging
reference signal is sent out with the time it takes to receive it. Figure 2.6 illustrates an
example where Device 1 is attempting to estimate the distance to Device 2.
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Device 1 initiates the two-way ranging by sending a ranging packet (signal) to
Device 2 and noting the time as tTX1. Device 2 receives the signal at tRX2 and prepares
its own ranging signal (after a processing delay) and sends out a response ranging
signal at time tTX2. Finally Device 1 receives the response at tRX1. Given that Device
2 shares the time stamp information tRX2 and tTX2 with Device 1 it is now possible to
estimate the propagation delay (distance) between the two devices by

s ¼ ttotal � tround�trip

2
¼ tRX1 � tTX1ð Þ � tTX2 � tRX2ð Þ

2
ð2:43Þ

where ttotal ¼ 2sþ tround�trip is the total time it takes for the two-way ranging and
tround�trip is the round-trip delay at Device 2. The assumptions regarding this two-
way TOA ranging are overly simplistic and not valid in practice. In reality, the
clocks of the two devices are not synchronized and not perfect. This means that
with time the clocks will drift and the delay estimation will not be accurate
(biased). Recently, researchers have investigated this problem and proposed some
practical techniques to estimate the delay in non-ideal scenarios (clock drift and
bias) (Zheng and Wu 2010; Wu et al. 2011).

The performance of TOA estimation in single path AWGN ideal scenario is
usually analyzed using the Cramer Rao Lower Bound, which is a statistical
approach to quantifying the variance of TOA estimation. Essentially any algo-
rithm, in theory, can achieve the CRLB given that both the CRLB and algorithm
follow the same assumptions (for example LOS single path model and same noise
variance). The variance of TOA estimation r2

TOA is bounded by the CRLB given
by Gezici et al. (2005),

r2
TOA�

1

8p2!TBf 2
0 1þ B2

12f 2
0

� � ð2:44Þ

where T is the signal observation time, ! is the SNR, f0 is the frequency of
operation, and B is the system bandwidth. This relationship highlights that the
accuracy of TOA estimation can be improved by either increasing the SNR—since
higher signal level will enable the estimation of the direct path signal with greater
accuracy—or increasing the system bandwidth—since higher system bandwidth

Device 1 Device 2

1TXt

1RXt

2RXt

2TXt

Fig. 2.6 Two-way TOA
ranging. Devices 1 and 2
exchange transmit and
receive time information.
With these four time stamps,
the propagation delay
(distance) between the
devices can be estimated
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means higher time–domain resolution leading to better range estimates.
The increase in time–domain resolution of the channel can be attributed to narrower
time–domain signals/pulses. This makes it possible to discriminate or resolve the
different multipath arrivals and improve the TOA estimation. Multipath signals
(especially in dense cluttered environment) tend to arrive fairly close to the direct
path. If the interarrival time between the multipath components is much smaller than
the time–domain resolution of the system (low bandwidth systems) then at the
receiver those multiple signals will combine to create a new cluster. The TOA
estimate (from the receiver’s point of view) will then be the peak of the cluster. In
order to clarify this phenomenon, Fig. 2.7 illustrates a power delay profile example
and the resulting envelope. A power delay profile is a representation of the channel
impulse response where the power from different arrival paths can be measured and
analyzed. In the figure there are ten multipath components where the first multipath
component is the strongest and, in this case, is the LOS or direct path. The multipath
components arriving after the direct path fall in close proximity to each other
(because of the nature of the propagation environment). For this narrowband system,
the multipath components arrive and combine (due to low time–domain resolution)
and appear at the receiver as four multipath components (the peaks of the blue
envelope). As a result, the peaks will ultimately be detected as path arrivals. The first
path arrival will be estimated as the LOS path and thus used for distance estimation.
It is clear in this case that the actual TOA is not equal to the estimated TOA. This
difference in estimation is the multipath error.

For higher system bandwidths, the multipath error in LOS environments is
usually smaller. For example, Fig. 2.8 illustrates a measured channel impulse
response (measurement systems will be described in detail later in the chapter) for
200 MHz bandwidth in a typical LOS office environment.

Multipath error

Time delay (s)

Relative 
Amplitude

Fig. 2.7 Power delay profile highlighting the multipath error corrupting TOA-based range
estimates
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As can be seen from the figure, the actual/expected TOA is very close to the
peak of the measured TOA of the first path. Also, note that there are about 15
multipath components for a noise threshold of –85 dBm. These non-direct mul-
tipath components can originate from wall reflections, furniture diffractions, and
scattering from other objects in the office.

One way to assess the performance of TOA-based ranging is to analyze the
ranging error. In LOS environments, the ranging error could be attributed to both
multipath and measurement noise. Let aDP

1 and sDP
1 denote the DP amplitude and

propagation delay, respectively. The distance between the transmitter and the
receiver is dDP ¼ m� sDP

1 , where m is the speed of signal propagation. Then
ranging error which is defined as the difference between the estimated and the
actual distance or,

e ¼ d̂ � dDP ð2:45Þ

In a general LOS multipath environment, the ranging device will experience
varying error behavior depending on the structure of the propagation environment
and the system bandwidth. In LOS, the distance estimate can be modeled by

d̂DP ¼ dDP þ eDPðBÞ þ w ð2:46Þ

where eDP ¼ ~bmðBÞ is a bias induced by the multipath and it is a function of the
system bandwidth and w is a zero-mean additive measurement noise. As we will
later discuss, the statistics of the multipath bias can be modeled differently. One
popular approach is to model it spatially as a zero-mean Gaussian (Alavi and
Pahlavan 2003). This means that an ensemble of LOS measurements in a given
LOS environment will generally result in a Gaussian distribution. The variance of
the distribution will be directly related to the variation in the multipath structure in

Fig. 2.8 Measured power
delay profile highlighting
TOA estimation in indoor
LOS office at 200 MHz
bandwidth
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a given environment. For example, the spatial variance in an indoor office envi-
ronment is typically higher than the variance in an outdoor, flat terrain.

An analytical treatment of the performance of TOA estimation in multipath
environments can be found in (Dardari et al. 2009) where Ziv-Zakai Bounds are
introduced for realistic propagation environments.

2.2.2 RSS-Based Ranging in LOS Multipath Environments

Unlike TOA-based ranging, RSS-based ranging depends on an a priori power–
distance relationship or pathloss model. The power–distance relationship has been
investigated extensively in wireless communications for different technologies
(Pahlavan and Levesque 2005; Rappaport 1996). In many of the experimental
findings, the distance is related to the power law. For a narrowband transmitted
signal in free-space with transmitted power Pt, the received signal power Pr is
given by Pahlavan and Levesque (2005)

Pr ¼ PtGtGr
k

4pd

� �2

ð2:47Þ

where Gt and Gr are the transmitter and receiver antenna gains, respectively. k is
the wavelength of the transmitted signal and d is the distance between the trans-
mitter and receiver. A reference received power at distance d ¼ 1 m is usually

defined as P0 ¼ PtGtGrðk=4pÞ2 then the distance–power relationship in free space
can be given by

Pr ¼
P0

d2
: ð2:48Þ

RSS ranging is based on models which assume an a priori relationship between
the distance and the received power (or pathloss of the signal). A popular model in
LOS channels relates the received power to the transmitted power by the following
equation

log10 Pr ¼ log10 P0 � 10c log10 d ð2:49Þ

where c is the pathloss exponent that determines the rate of power loss with
increasing distance. Note that this is equivalent to (2.48) for c ¼ 2. If we define
pathloss to be the ratio of received power to transmitted power then the above
power–distance relationship can be rewritten in terms of pathloss L given by

L ¼ L0 þ 10c log10 d ð2:50Þ

where L0 ¼ 10 log10 Pt � 10 log10 P0 and L ¼ 10 log10 Pt � 10 log10 Pr. In order to
model the power–distance relationship more accurately, a random component that
models the shadow (slow) fading is included or

32 2 Ranging and Localization in Harsh Multipath Environments



L ¼ L0 þ 10c log10 d þ S ð2:51Þ

where S is a normally distributed random variable in the log domain and it models
the fluctuation of the signal away from the median pathloss. This fluctuation stems
from the presence of different obstructions between the transmitter and receiver
which ‘‘shadow’’ the signal. RSS-ranging is mainly affected, however, by fast-
fading (Pahlavan and Levesque 2005; Rappaport 1996). At the receiver, the
attenuated and phase shifted replicas of the transmitted signal combine either
constructively or destructively. The effect is a fast fluctuation of power at a given
distance. One way to deal with this fast fading problem is to collect more RSS
measurements and ‘‘average out’’ the fluctuations by taking the mean of the
measurements. Then, for a given pathloss exponent and P0, the Maximum Like-
lihood Estimate (MLE) of the distance between a transmitter and a receiver can be
estimated from the measured received power as Patwari et al. (2003)

d̂MLE ¼ 10 P0�Prð Þ= 10cð Þ ð2:52Þ

The major weakness with RSS-based distance estimation is the assumption that
the pathloss exponent (pathloss model) is known a priori when in fact the exponent
changes between multipath environments—and even within the same environ-
ment. Furthermore, the accuracy of the range estimate cannot be improved by
averaging the received signal power alone. Averaging of the RSS prior to esti-
mating the distance will only remove the small-scale fading (fast fading) due to the
multipath but not the shadow fading (which is more common in NLOS environ-
ments). Typical values for the pathloss exponent in LOS multipath environments
range between 1 and 2 (Pahlavan and Levesque 2005). There are approaches that
attempt to estimate the pathloss exponent prior to the localization stage, but that
approach presents some challenges as well (Li 2006). The statistical performance
of RSS ranging can be analyzed through the well-known CRLB given by Qi and
Kobayashi (2003)

r2
RSS�

ðln 10Þ2r2
Sd2

100c
ð2:53Þ

where r2
S is the variance of the shadow fading term. This relationship indicates that

RSS-based ranging estimation is affected by the pathloss exponent and the vari-
ance of the shadow-fading in addition to the distance. As the distance increases,
RSS estimation degrades. More importantly, as the variance of the shadow fading
increases, the variance of RSS ranging also increases. This basic, yet powerful
relationship highlights the challenges of RSS-based ranging. In typical multipath
environments, the shadow fading variance is significant and thus reliable estima-
tion of the distance can be difficult. In addition, the inverse dependency on the
pathloss exponent indicates that performance of RSS ranging in LOS environ-
ments (lower pathloss exponent *1–2) is expected to be much better than NLOS
environments (typical pathloss exponents *3–5). These challenges to RSS-based
ranging make it a more practical, but inaccurate option for localization.
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2.3 The NLOS Problem

This section introduces the NLOS problem and describes the impact of NLOS
channels on TOA- and RSS-based ranging. For the former, NLOS affects the
estimation of the direct path signal. Since in most cases the direct path will not be
detectible, ranging is achieved through non-direct path components which bias
TOA-based estimation. For the latter, NLOS introduces the problem of shadow
fading, where RSS is attenuated randomly as the mobile device moves from one
area to the other.

2.3.1 TOA-Based Ranging in NLOS Multipath Environments

In the previous section, the basics of TOA-based ranging in LOS environments
were introduced. A natural extension of the LOS case is a more challenging and
complex situation where the transmitter and receiver experience an NLOS mul-
tipath channel. Specifically, when considering NLOS cases, there is an obstruction
in the path of the transmitter and receiver. Depending on the type of obstruction
and the relative distances of the transmitter/receiver to the obstruction, the channel
behavior can vary significantly. There are two specific NLOS cases that occur in
typical obstructed environments. The first is when the direct path (DP) signal is
attenuated but detected (albeit weak SNR). This situation can arise naturally when
the transmitter and receiver are separated by ‘‘light’’ obstructions such as a glass or
a wooden door. Indeed, in this scenario TOA estimates can be obtained with good
accuracy due to the detection of the DP signal. The second NLOS case is when
there is a ‘‘heavy’’ or severe obstruction between the transmitter and receiver,
where the direct path is severely attenuated and ‘‘buried’’ under the noise floor of
the receiver, making it undetectable. The first non-Direct path (NDP) component is
then used for TOA estimation. This results in a significant bias that corrupts the
TOA estimation and ultimately the position estimate. In this severe NLOS con-
dition, the variance of TOA estimation with time is usually large due to the fact
that the estimated first arrival path varies significantly due to the shadowing
problem. For a quasi-static channel, the first path can be detected. However, when
some perturbation is introduced to the multipath structure (another person moves
around/close to the TX-RX path), then the estimation of the first path arrival will
fluctuate significantly. It is clear, then, that NLOS does not only introduce a bias,
but also introduces significant TOA estimation perturbations that can degrade the
real-time distance estimation.

Formally stated, in the absence of the DP, ranging is achieved using the amplitude
and propagation delay of the first Non-Direct Path (NDP) component—denoted as
aNDP

1 and sNDP
1 respectively—resulting in a longer distance dNDP ¼ m� sNDP

1 , where
dNDP [ dDP. In order for the receiver to successfully identify the DP, the ratio of the
strongest multipath component to that of the DP, given by
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j1 ¼
max aij jLp

i¼1

� �

aDP
; ð2:54Þ

must be less than the receiver dynamic range, j, and the power of the DP must be
greater than the receiver sensitivity, u. These constraints are given by

j1
 j ð2:55Þ

PDP [ u ð2:56Þ

where PDP ¼ 20 log10 aDP
1

� �
.

In an indoor environment the mobile device will experience varying error
behavior depending on the availability of the DP and, in the case of its absence, on
the characteristics of the DP blockage. It is possible to categorize the error based
on the following ranging states (Alsindi et al. 2009). In the presence of the DP,
both the constraints above are met and the distance estimate is accurate, yielding

d̂NLOS
DP ¼ dDP þ eNLOS

DP þ w ð2:57Þ

eNLOS
DP ¼ bpd þ ~bmðBÞ ð2:58Þ

where ~bm is the zero-mean random bias induced by the multipath, bpd is the bias
corresponding to the propagation delay caused by NLOS conditions and w is a
zero-mean additive measurement noise. It has been shown that ~bm is indeed a
function of the bandwidth and signal to noise ratio (SNR) (Pahlavan et al. 1998),
while bpd is dependent on the medium of the obstacles (Gentile and Kik 2007). In
the more severe case, the DP is completely attenuated and the requirement that
j1
 j is not met because the DP is shadowed by some obstacle, burying its power
under the dynamic range of the receiver. In this situation, the ranging estimate
experiences a larger error compared to the LOS condition. Emphasizing that
ranging is achieved through the first arriving NDP component, the estimate is then
given by

d̂NLOS
NDP ¼ dDP þ eNLOS

NDP þ w ð2:59Þ

eNLOS
NDP ¼ ~bmðBÞ þ bpd þ bNDP ð2:60Þ

where bNDP is a deterministic additive bias representing the nature of the blockage.
Unlike the multipath biases, and similar to biases induced by propagation delay,
the dependence of bNDP on the system bandwidth and SNR has its own limitations,
as reported in Pahlavan et al. (1998). Figure 2.9 illustrates the two specific con-
ditions occurring in NLOS environments.

An example of the measured channel profiles in the NLOS conditions is shown
in Figs. 2.10 and 2.11.

It is clear from the figures that in NLOS channel conditions large ranging errors
are possible, highlighting the major limitation to deploying accurate geolocation
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systems in urban and indoor environments. The impact of NLOS range mea-
surements on the localization performance can be evaluated through CRLB-type
bounds. Given that the statistics of the NLOS biases are available then it is pos-
sible to derive the Generalized-CRLB which integrates the statistical information.
The analytical treatment of this problem can be found in Qi et al. (2006).

2.3.2 RSS-Based Ranging in NLOS Multipath Environments

In the previous section, RSS-based ranging in LOS multipath environment was
introduced and it was illustrated how a simple pathloss model can be used to
estimate the distance. Besides the limitation due to the unknown parameters of the

(a) (b)

Fig. 2.9 Indoor NLOS multipath channels. a ‘‘Light’’ NLOS—the DP is attenuated but can be
detected b Severe NLOS—the DP is not detected

Fig. 2.10 Measurement of a
‘‘light’’ NLOS channel—the
DP is attenuated but can be
detected
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pathloss model, the challenge of RSS ranging in NLOS is exacerbated by the fact
that obstructions between the transmitter and receiver can further complicate the
distance–power relationship, making it difficult to directly estimate the distance
accurately. For example, consider a mobile station moving away from a base
station in a typical LOS environment. The pathloss model for this scenario is a
typical LOS propagation model with pathloss exponent around 1–2 and minimal
shadowing variance. However, as the mobile moves behind a wall, cabinet, or even
an elevator, the power suddenly fluctuates and severe attenuation perturbs the LOS
distance–power relationship. It then becomes very difficult to achieve accurate
distance estimation in light of this problem. Although Li (2006) proposed a
technique to estimate the pathloss exponent in real-time, the limitations still affect
the accuracy and practicality of this approach. As a result, numerous research
efforts have focused instead on an alternative RSS-based localization technique,
namely fingerprinting-based localization, an approach to which Chap. 4 of this
book is completely dedicated.

In NLOS environments the pathloss model introduced earlier for LOS envi-
ronments can be further extended

L ¼ L0 þ 10cNLOS log10 d þ SNLOS ð2:61Þ

where cNLOS and SNLOS is the pathloss exponent and shadow fading parameters for
NLOS. Usually cNLOS [ cLOS, with cNLOS ranging between 3 and 6 (Pahlavan and
Levesque 2005). The NLOS pathloss model will be significantly different when
considering the type and number of obstructions separating the transmitter and
receiver. For example in indoor NLOS environments, the number of walls between
the transmitter and receiver can significantly change the pathloss behavior. An

Fig. 2.11 Sample
measurement of a Severe
NLOS multipath channel—
the DP is not detected
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additional parameter to incorporate the wall effect has been modeled in the lit-
erature as

L ¼ L0 þ 10cNLOS log10 d þ SNLOS þ
XN

n¼1

Wn ð2:62Þ

where Wn is the attenuation specific to a type of wall (Durantini and Cassioli 2005).
It is clear that, in practice, it is very difficult to have an accurate pathloss model that
can be used to estimate the distance accurately for all the environments.

2.4 Empirical Evaluation of the Multipath and NLOS
Problems

In order to understand the impact of the propagation channel on the effectiveness of
existing TOA-based and RSS-based algorithms and to appreciate the limitations that
they face, it is necessary to empirically characterize the radio propagation channel for
the ranging- or geolocation-specific application. The TOA- and RSS-specific
propagation studies help to shed light on the fundamental aspects of the ranging
technique and the parameters that control its performance. In this section, we will
provide an overview of the measurement techniques, results, and modeling efforts
that have been carried out for TOA- and RSS-based ranging. The aim of this section is
to introduce the reader to the methodologies used to measure and characterize the
wireless channel for geolocation applications. This will serve as a foundation through
which it is possible to understand the limitations facing some of the popular ranging
and localization techniques that will be introduced in the later chapters.

2.4.1 Channel Measurement Systems

In order to characterize the behavior of TOA- or RSS-based ranging in multipath
environments, the channel impulse response (CIR) or the power delay profile of
the channel must be measured. The CIR is the time-delay characterization of the
multipath and it provides the amplitude/delay relationship of the arriving multipath
components. In practice the CIR can be measured directly by either using a time–
domain measurement system or indirectly by using a frequency–domain mea-
surement system. For geolocation-specific measurements and modeling, either
systems can be used to extract relevant information for TOA-based ranging.
Specifically, the measurement systems can be used to measure the large-scale,
spatial characteristics of the direct path, mainly the âDP

1 and the ŝDP
1 , which can be

used to examine the ranging coverage (pathloss characterization) and accuracy,
respectively. In the absence of the DP, it is possible to measure the first detected
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path, ŝNDP
1 , and analyze the probability of blockage and the error statistics in this

condition. These TOA-based parameters can be extracted directly from the mea-
sured CIR.

2.4.1.1 Time Domain Systems

One way to capture the channel multipath profile is through the well-known time
domain measurement system. The channel is captured by transmitting a known
waveform (with special autocorrelation properties) and post-processing the
received waveform by cross-correlation with the known template. Since
the arriving waveform will be a superposition of shifted and attenuated replicas of
the original signal, then the output of the cross-correlation will contain ‘‘peaks’’ at
the delay values of the multipath components. A typical time domain measurement
system is depicted in Fig. 2.12.

Typically, the template waveform can be either pulses or PN-sequences,
employed in direct-sequence spread spectrum systems (Ciccognani et al. 2005).
After amplification, the received waveform is captured by a digital sampling
oscilloscope and stored for post-processing (Cassioli et al. 2002). Depending on
the waveform type, the multipath profile can be extracted from the received
waveform. In the case of the PN-sequence waveform, the received signal is cor-
related (after demodulation) with a replica of the transmitted sequence (Janssen
and Vriens 1991). Note that for this measurement system the signal generator must
be ‘‘synchronized’’ with the digitally sampling oscilloscope. That is a trigger
signal is typically used to trigger the events for correlation purposes.

2.4.1.2 Frequency Domain Systems

One of the most popular and practical methods to measure the wireless channel is
through the use of the frequency-domain measurement system. For such mea-
surement systems a generic vector network analyzer (VNA) can be used. Fre-
quency-domain measurement techniques have been previously employed to
characterize the channel impulse response (Ghassemzadeh et al. 2004); Chong and

Signal 
Generator

Channel Digital Sampling 
Oscilloscope

Laptop

PA LNA

Trigger Signal

Fig. 2.12 Time domain measurement system block diagram
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Yong (2005), Pahlavan and Levesque (2005), Howard and Pahlavan (1990) but for
modeling the communication channel—characterizing RMS delay spread and
power-distance relationships. The frequency measurement system captures the
channel transfer function (CTF) and the time domain CIR can then be obtained by
the inverse Fourier Transform (IFT).

The core of the measurement system is the VNA, which is used to sweep the
frequency spectrum of a desirable system bandwidth with a certain sampling
interval. The CTF can be captured by measuring the S21 S-parameter on the VNA
which are samples of the frequency domain of the channel. Figure 2.13 illustrates
an example measurement system setup. Further details of the measurement system
can be found in Ghassemzadeh et al. (2004), Pahlavan and Levesque (2005) and
Alsindi et al. (2009).

Vector Network
Analyzer

PA

LNA

RX

TX

Fig. 2.13 Frequency-domain measurement system block diagram

Calibration IFT (Chirp-Z) Peak Detection

( ) GHzU fH 63− ( ) GHzfH 63− ( )h τ

Fig. 2.14 Measurement post-processing and CIR generation
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The CIR is then obtained by an IFT process and Fig. 2.14 highlights the system
block diagram of the post-processing stage.

The uncalibrated measured CTF from the VNA is passed through a post-
measurement calibration process that removes the channel response of the cables,
LNA and PA. The CIR is then obtained by the IFT or the Chirp-Z transform which
has a signal processing ‘‘zooming’’ capability. The time and amplitude of the
multipath delays are then extracted by passing the raw estimated CIR through a
peak detection algorithm, that essentially identifies the peaks in the profile that are
greater than a certain noise threshold (typically -120 to -110 dBm).

The frequency domain measurement parameters are related to the time domain
channel impulse response. The parameters that can be controlled in the VNA when
measuring the frequency response are the swept frequencies (bandwidth), the
number of samples, and the transmitted power. The frequency spacing is deter-
mined by the number of samples in a given bandwidth. For a CTF measurement

Table 2.1 Common
frequency/time domain
definitions and relationships

B ¼ f2 � f1 ¼ Nf Df
smax ¼ tNt � t1 ¼ NtDt

B / 1
Dt and smax / 1

Df

max

t

B
1f 2f

f

( )H f

IFT

( )h
Δ

Δ

Fig. 2.15 Frequency domain measurement system—parameter relationships between the
frequency and time domain signals
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Hðf Þ ¼ Hðf1; f2Þ the VNA can be configured to measure a certain bandwidth
between f1 and f2, or B ¼ f2 � f1. Selecting the number of points will dictate the
frequency spacing Df . The relationship between the number of measured fre-
quency samples, Nf , and the frequency spacing, Df is Nf ¼ ðf2 � f1Þ=Df . The
frequency samples on the VNA directly affect the time domain CIR. The measured
bandwidth B controls the time domain resolution Dt and the frequency spacing Df
controls the maximum time delay, smax, that can be measured. Figure 2.15 and
Table 2.1 illustrate and summarize the relationship.

The collected measurement data can be then used to extract the TOA or RSS
parameters for analysis. In the next subsectionss we introduce some of the models
developed for the indoor environment.

2.4.2 Alavi Models

One of the earliest TOA-based ranging measurements and modeling was con-
ducted by Alavi and Pahlavan (2006). The focus of the measurement and modeling
was to characterize the impact of multipath on the accuracy of range estimation.
The measurements and modeling provided an analysis of the impact of system
bandwidth on the multipath-induced error. In addition, the TOA-specific mea-
surements errors were analyzed under different NLOS conditions. Specifically, in
this work, ranging error was referred to as Distance Measurement Error (DME)
and it is given by

eBðdÞ ¼ d̂B � d ð2:63Þ

where d is the ground-truth distance, d̂B is the measured distance, and its depen-
dence on system bandwidth is explicitly given by the subscript B. As a result, the
error is a function of the distance between the transmitter and receiver and
the bandwidth. Furthermore, depending on the condition of the indoor channel, the
error can be significantly different: in LOS environments, multipath is the domi-
nant source of error while in NLOS the absence of the DP—also known as
Undetected Direct Path (UDP)—dominates the error. UDP is essentially severe
NLOS where the DP cannot be detected due to a large obstruction between the
transmitter and receiver which causes the DP path to be buried under the receiver
noise floor. The models were obtained by conducting frequency domain mea-
surements using the VNA described in the previous subsections. Figures 2.8 and
2.11 illustrate LOS versus NLOS with undetected DP.

By comparing the two measured profiles, it is clear that the error in UDP
conditions contains a combination of the multipath error and a ‘‘UDP’’ error,
which is essentially a bias in the time delay estimation. Note from the figure that
the direct path is severely attenuated and lies below the noise threshold, which
makes its detection very difficult. Based on the measurements in an indoor
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environment, Alavi introduced a model that incorporates the different ranging
conditions. Specifically, the error is modeled as

eBðdÞ ¼ eþ eM;BðdÞ þ nðBÞeU;BðdÞ ð2:64Þ

where eM;BðdÞ is the multipath error, eU;BðdÞ is the UDP error or bias, and nBðBÞ is
a random variable that takes the value of ‘‘1’’ when a UDP condition occurs and
‘‘0’’ otherwise. The model also includes e, which is an error that models the
inaccuracies occurring during measurement of the actual distance between the
transmitter and receiver. Typically, this error can be assumed zero-mean Gaussian
with a variance that depends on the accuracy of the measurement error. Since e
cannot be separated from the multipath error, it is assumed that
eþ eM;BðdÞ � eM;BðdÞ, which simplifies the model to

eBðdÞ ¼ eM;BðdÞ þ nBðBÞeU;BðdÞ: ð2:65Þ

The multipath error eM;BðdÞ can been modeled by

eM;BðdÞ ¼ XðmM;B; rM;BÞ logð1þ dÞ ð2:66Þ

where XðmM;B; rM;BÞ is a Gaussian random variable with mean mM;B and standard
deviation rM;B. The UDP error component was similarly modeled as Gaussian
XðmU;B; rU;BÞ. As a result, the overall model is given by

d̂ ¼ d þMDMEþ nBðdÞUDME

¼ d þ XðmM;B; rM;BÞ logð1þ dÞ þ nBðdÞXðmU;B; rU;BÞ
ð2:67Þ

The random variable nBðdÞ can be modeled as

fnW
ðyÞ ¼ 1� pU;BðdÞ

� �
dðyÞ þ pU;BðdÞdðy� 1Þ: ð2:68Þ

The proposed models have been verified to fit actual data in Alavi and Pahlavan
(2006).

The work in Alavi and Pahlavan (2006) also investigated the impact of the
system bandwidth on the DME. Basically, as the system bandwidth increases,
the error decreases due to enhanced time resolution. The finding further supports
the idea that one way to mitigate the multipath problem is to increase the system
bandwidth. This observation was also highlighted in Gentile and Kik (2007).

2.4.3 Alsindi Models

As stated earlier, the Alavi models were the first models developed for TOA-based
ranging that analyzed the impact of LOS/NLOS and system bandwidth on the
accuracy. The results of these models highlighted the fundamental limitations and
challenges facing TOA-based ranging in harsh multipath environments. The
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measurements and models, however, were limited in scope since they were based
on a single floor/office of an indoor environment and thus lacked comprehensive
analysis in different buildings/environments. In addition, the models do not pro-
vide any indication of the coverage aspect of the ranging systems. As a continu-
ation of the modeling efforts, Alsindi’s work focused on developing models for
Ultra-Wideband (UWB) TOA-based systems that characterize in detail some of
the fundamental parameters such as ranging coverage, ranging error in LOS,
NLOS-presence of DP, and NLOS-absence of DP (Alsindi et al. 2009). UWB is
defined as any system operating with a bandwidth of 500 MHz or with a band-
width exceeding 20 % of the center frequency.

The objective of the measurement campaign was to develop models for fire-
fighter/soldier TOA-based ranging/localization in hostile indoor environments. In
such scenarios, beacons or anchors were placed surrounding a given building in
order to aid firefighters/soldiers to localize and navigate themselves in an indoor
environment through cooperative localization using wireless sensor networks
(WSN). Cooperative localization is dealt with in Chaps. 6 and 7 where centralized
and distributed techniques will be discussed in more detail. Figure 2.16 illustrates
the localization scenario that was considered for the measurement campaign.

In order to develop reliable systems operating in these challenging environ-
ments, it is necessary to understand the propagation characteristics that impact
ranging and localization accuracy. It is clear from the figure that three distinct
ranging scenarios are possible: Indoor-to-Indoor (ITI), Outdoor-to-Indoor (OTI)
and Roof-to-Indoor (RTI). In addition four different building types were investi-
gated: old office (Atwater Kent—AK), new office (Fuller Labs), residential
(Schussler) and manufacturing floor (Norton). All the buildings are in Worcester,
MA, USA. From this application point of view, it is then interesting to investigate
the following issues:

Fig. 2.16 Firefighter/soldier localization scenario in hostile indoor environments
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• For the outdoor beacons (OTI & RTI), how far can the devices reliably provide
TOA-based ranging estimates? What is the ranging coverage?

• What is the probability of DP blockage in NLOS environments?
• What are the ranging error characteristics in ITI, OTI and RTI?
• How is the ranging/localization performance impacted for different building

types: residential, office, etc.?

For the firefighter/soldier localization scenario, the multipath and NLOS
problems can be difficult challenges that will impact the accuracy of the locali-
zation directly. Figure 2.17 highlights the NLOS challenges facing OTI/RTI and
ITI scenarios.

For OTI/RTI scenarios, the signal propagating through the external walls of the
building typically undergoes significant attenuation because the walls are usually
thick in construction and are composed of brick and steel material. As a result, the
ranging coverage can be limited significantly and, in most cases, is much less than
the ITI scenarios. For ITI scenarios the ranging coverage, although higher than
OTI/RTI, is significantly different for LOS and NLOS scenarios.

Alsindi’s models focused on characterizing the ranging coverage and ranging
error in these different scenarios and environments. For the former the distance–
power relationship of the Direct Path (DP) signal provides an empirical evaluation
of the ranging coverage which is the maximum distance where the DP can be
detected. For the latter the spatial distribution of the ranging error in different
scenarios and environments provides an empirical evaluation of the physical
limitation facing indoor geolocation.

In indoor environments, the distance-dependence of the received power, which
can be used to determine the communication coverage, is usually predicted from

Fig. 2.17 NLOS challenges
facing the firefighter
localization application
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experimental pathloss models of the total signal energy in different environments
and scenarios (Durgin et al. 1998; Molisch 2005; Ghassemzadeh et al. 2004).
Similarly, the distance-dependence behavior of the power of the DP can be used to
determine the ranging coverage. Unlike communication coverage which is related
to the received power of all the multipath components at a given distance, ranging
coverage is related to the received power of the DP component. For a given system
dynamic range, j, ranging coverage, Rr, is defined as the distance in which the
maximum tolerable average pathloss of the DP is within j (Alsindi et al. 2009).
This is represented by

max LDP
p

n o
¼ 10c log10ðRrÞ
 j ð2:69Þ

where LDP
p is the average pathloss of the DP and c is the pathloss exponent. The

pathloss behavior of the DP is distance-dependant, but because of the attenuation
and energy removed by scattering, its intensity decreases more rapidly with dis-
tance compared with the total signal energy (Siwiak et al. 2003). This means that
for typical indoor multipath scattering environment, communication coverage is
greater than ranging coverage, Rc [ Rr. Operating out of ranging coverage causes
large TOA estimation errors and performance degradation (always in NLOS-NDP
condition). The characterization of ranging error in different scenarios has been
introduced earlier in the chapter and it is summarized in Table 2.2 for
convenience.

2.4.3.1 Modeling the Pathloss: Ranging Coverage

Using the same established pathloss modeling approach used in the literature,
(Ghassemzadeh et al. 2004; Pahlavan and Levesque 2005), Alsindi characterized
the distance–power dependence of the measured DP (Alsindi et al. 2009) and
compared it to the distance–power relationship of the total received power (RSS).
The pathloss exponent is determined from measurement data through least-square
(LS) linear regression. The pathloss relationship is provided in (2.61) but an
additional factor attributed to the power loss due to penetration through walls can
be incorporated as LX (which is depending on the ranging scenario OTI, RTI, etc.).
Thus the modified expression is given by

LðdÞ ¼ L0 þ LX þ 10c log10ðd=d0Þ þ S; d� d0: ð2:70Þ

Table 2.2 Summary of TOA-based ranging error conditions

LOS NLOS-DP NLOS-NDP/UDP

d̂DP ¼ dDP þ eDPðBÞ þ w
eDPðxÞ ¼ bmðBÞ

d̂NLOS
DP ¼ dDP þ eNLOS

DP þ w
eNLOS

DP ¼ bpd þ bmðBÞ
d̂NLOS

NDP ¼ dDP þ eNLOS
NDP þ w

eNLOS
NDP ¼ bmðBÞ þ bpd þ bNDP

46 2 Ranging and Localization in Harsh Multipath Environments



All the parameters of the model in (2.70) are a function of the building type/
propagation environment. Figures 2.18, 2.19 and 2.20 show sample measured
scatter plots of the pathloss as a function of TX-RX separation for different
buildings and ranging scenarios.

The pathloss model parameters are summarized in Table 2.3.
Several observations can be made from the table and the figures. The first is that

for all the measurement data the pathloss exponent is higher for the DP relative to
the total signal power, which is consistent with the modeling approach. Second,
the DP power experiences greater fluctuations around the mean pathloss as
compared with the total signal counterpart. This observation makes sense because
small variations on the transmitter location affect the DP power more than the total
power. Third, LX changes for the different penetration scenarios. In ITI scenarios
Schussler NLOS suffers 6 dB penetration loss due to the walls compared to 7.5 in
AK. Norton ITI measurements are a mixture of LOS/NLOS because the manu-
facturing floor contained scattered machines. The impact can be clearly seen on the
pathloss exponent when the bandwidth increases, hence higher attenuation. Results
of OTI measurements show that Fuller and AK exhibit the largest penetration loss
mainly because the signal had to penetrate a thicker building construction when
compared with Norton and Schussler. In addition, the pathloss exponents in AK
are large mainly because the measurement locations were conducted inside a metal
shop on the edge of the building and between concrete corridors and rooms. AK in
general imposes a very challenging environment for ranging because of the

Fig. 2.18 Pathloss scatter plots in Fuller ITI LOS at 3 GHz bandwidth
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Fig. 2.19 Pathloss scatter plots in Norton OTI at 500 MHz bandwidth

Fig. 2.20 Pathloss scatter plots in AK RTI at 500 MHz
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building material and dense cluttering. RTI measurements experienced the largest
penetration loss and high pathloss exponent. Finally, note that the harsher the
indoor environment, the higher the pathloss exponent difference when moving to a
higher system bandwidth. This is mainly due to the fact that larger system
bandwidths provide better time domain resolution at the cost of reduced power per
multipath component. This implies that the advantage of higher time domain
resolution comes at a cost of shorter ranging coverage.

2.4.3.2 Modeling the Ranging Error

The spatial characteristics of the ranging errors are determined through the
behavior of the biases, which are random due to the unknown structure of the
indoor environment and the relative location of the user to them. Since the errors
are highly dependent on the absence or the presence of the DP, the models
introduced by Alsindi are based on the classification in Table 2.2. Further, in order
to model and compare the behavior in different building environments and sce-
narios, the normalized ranging error was modeled instead as

w ¼ e
d
¼

d̂ � d
� �

d
: ð2:71Þ

The range error observed in an indoor environment can then be modeled by
combining the conditions in Table 2.2 through the following expression

w ¼ wm þ G wpd þ XwNDP

� �
ð2:72Þ

where wm is the normalized multipath error that exists in both the presence and
absence of the DP. wpd is the normalized propagation delay-induced error, and
wNDP is the normalized error due to DP blockage. In order to distinguish between

Table 2.3 Pathloss modeling parameters

Scenario Environment LX(dB) Direct Path Total signal

500 MHz 3 GHz

c S (dB) c S (dB) c S (dB)

ITI Fuller (LOS) 0 3.2 8.9 3.3 7.1 2.4 5.5
Norton (Mixed) 0 3.5 8.5 4.5 9.1 2.6 3.4
Schussler (NLOS) 6 3.4 7.9 4.0 8.4 3.0 4.6
AK (NLOS) 7.5 5.4 6.2 5.6 8.5 3.6 6.2

OTI Fuller 14.3 3.4 13.7 3.7 14.1 2.2 7.7
Norton 8.7 3.9 7.8 5.0 10.1 3.3 4.4
Schussler 7.6 4.1 10.5 4.2 11.1 3.2 6.1
AK 10 4.6 8.7 5.1 8.9 3.1 3.2

RTI AK 24.5 4.3 7.6 5.3 8.8 2.9 1.7
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the error behavior in LOS and NLOS, a Bernoulli random variable, G was used.
That is,

G ¼ 0, LOS
1, NLOS

�
ð2:73Þ

where p G ¼ 0ð Þ ¼ p LOSð Þ is the probability of being in LOS and p G ¼ 1ð Þ ¼
p NLOSð Þ is the probability of being in NLOS. Similarly, X is a Bernoulli random
variable that models the occurrence of DP blockage and is given by

X ¼ 0; f1

1; f2

�
ð2:74Þ

where p X ¼ 0ð Þ ¼ p f1ð Þ denote the probability of detecting a DP, while
p X ¼ 1ð Þ ¼ p f2ð Þ denotes the probability of the occurrence of blockage. It is
important to emphasize that Alsindi’s modeling approach focuses on the DP and
not the traditional definition of NLOS used for communications. This means that a
mobile station and a base station separated by a wall, for instance, is considered
NLOS, but does not necessarily imply the absence of the DP. In the remainder of
the chapter, ranging error, bias, and normalized error will be used interchangeably.

The results of the measurement and modeling also revealed a significant dif-
ference in the probability of DP blockage among the different environments, which
is highlighted in Table 2.4.

Several observations can be concluded. First, a positive correlation between the
system bandwidth and the blockage probability p f2ð Þ exists due to lower energy
per MPCs in higher system bandwidths. Second, as expected, DP blockage
increases from ITI, to OTI, and RTI. Attenuation due to penetration from exterior
walls and ceiling results in higher p f2ð Þ. Third, blockage is highly correlated with
the building type. In residential environments, blockage probability is low since
the interior is composed of wooden structures with few metallic objects (e.g. a
fridge, laundry room, etc.). Office buildings, however, pose harsher conditions
with thicker walls, metallic beams, vending machines, metallic cabinets, shelves,

Table 2.4 Probabilities of the presence and absence of the DP

Scenario Environment 500 MHz 3 GHz

p f1ð Þ p f2ð Þ p f1ð Þ p f2ð Þ
ITI Fuller 0.1 0.90 0.2 0.98

Norton 0.96 0.4 0.83 0.17
Schussler 0.89 0.11 0.87 0.13
AK 0.39 0.61 0.32 0.68

OTI Fuller 0.42 0.58 0.39 0.61
Norton 0.57 0.43 0.24 0.76
Schussler 0.77 0.23 0.60 0.40
AK 0.40 0.60 0.22 0.78

RTI AK 0.58 0.42 0.37 0.63
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and elevator shafts, resulting in a substantial blockage up to 90 %, see Fuller and
AK (ITI/OTI). Also, ITI measurements on the manufacturing floor highlight the
impact of occasional clutter of machineries. Finally, it is worth mentioning that
these results were measured using a 120 dB dynamic range provided by the
external amplifiers and LNA extending the measured range. In realistic UWB
systems, unfortunately, this would be prohibitively high in terms of implementa-
tion expense, which means that the results here can be seen as a lower bound.

The models also analyze the behavior of ranging error in the presence and in the
absence of the DP. The measurement results of the ranging error in LOS scenarios
revealed that the impact of the multipath can be modeled through a normal dis-
tribution since the DP is available and the error deviates in both directions relative
to the actual distance. In addition, normality of the ranging error in this condition
has been reported in Alavi and Pahlavan (2003, 2006). The error distribution can
then be explicitly modeled as,

f wjG ¼ 0ð Þ ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

LOS

p exp � w� lLOSð Þ2

2r2
LOS

" #

ð2:75Þ

with mean lLOS and standard deviation rLOS specific to the LOS multipath-
induced errors. Figure 2.21 further confirms the normality of errors in this
condition.

A similar observation of the multipath effect in indoor LOS environments has
been reported through measurements (Alavi and Pahlavan 2006). In NLOS

Fig. 2.21 Norton ITI at 500 MHz bandwidth: confirming the normality of the biases in LOS
conditions
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scenarios, when the DP is present, the amount of propagation delay and multipath
due to obstructing objects such as wooden walls causes the biases to be more
positive. The results show (see Fig. 2.22) that the spatial characteristics retain the
statistics of the LOS counterpart but with a higher mean and standard deviation.

According to these results, the normalized ranging error is modeled similar to
(2.75), but with emphasis on the condition. This is given by,

f wjG ¼ 0;X ¼ 0ð Þ ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

NLOS�DP

p exp � w� lNLOS�DPð Þ2

2r2
NLOS�DP

" #

ð2:76Þ

The subscripts in (2.76) specify the contributing error factors. Table 2.5 pro-
vides the modeling parameters of all the scenarios and environments in the
presence of the DP.

The results show a positive correlation between the statistics of the normal
distribution with the complexity of environment and/or ranging scenario. Negative
correlation can be seen between the statistics and the system bandwidth due to
reduction of multipath error in higher bandwidths.

The ranging error behavior in the absence of the DP is significantly different.
The shadowing of the DP impacts the error behavior in several ways. First, only
positive errors occur, since the blockage induces a higher positive bias that
dominates compared to the multipath counterpart. Second, there are occasionally
large positive range errors that occur due to heavier indoor constructions such as
elevator shafts, clustering of cabinets, or even metallic doors. Third, the diversity
of blocking material in indoor environments means that the spatial distribution of

Fig. 2.22 Schussler ITI NLOS—mean of biases is larger than LOS
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errors will in general exhibit a heavier positive tail. By examining the PDF of the
errors in this condition, it is observed that different subsets of the data showed
varying tail behavior. The ‘‘heaviness’’ of the tail depended on the ranging envi-
ronment and scenario. Thus harsher blockage conditions, i.e., higher number of
blocked MPCs, exhibited heavier tails. As a result, the ranging error in this con-
dition was modeled as log-normally distributed. The lognormal model is then
given by,

Table 2.5 DP normal distribution modeling parameters for normalized ranging error

Scenario Environment 500 MHz 3 GHz

lLOS rLOS lLOS rLOS

ITI Fuller (LOS) 0 0.028 0 0.006
Norton (LOS) 0 0.022 0 0.007

lNLOS�DP rNLOS�DP lNLOS�DP rNLOS�DP

Fuller (NLOS) 0.058 0.028 0.003 0.01
Schussler 0.029 0.047 0.014 0.016
AK (NLOS) 0.023 0.020 0.009 0.004

OTI Fuller 0.015 0.017 0.002 0.011
Norton 0.019 0.029 0.002 0.015
Schussler 0.041 0.045 0.011 0.013
AK 0.034 0.023 0.012 0.004

RTI AK 0.029 0.041 0.012 0.012

Fig. 2.23 Schussler OTI at 3 GHz bandwidth—confirming the lognormality of the measured
normalized ranging error
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f wjG ¼ 1;X ¼ 1ð Þ ¼ 1

w
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

NLOS�NDP

p exp � ln w� lNLOS�NDPð Þ2

2r2
NLOS�NDP

" #

ð2:77Þ

where lNLOS�NDP and rNLOS�NDP are the mean and standard deviation of the
ranging error’s logarithm. The subscripts emphasize the contributing factors.
Figure 2.23 provides a sample measurement result confirming the lognormal
behavior of the error.

The estimated parameters of the lognormal distribution, obtained using Maxi-
mum Likelihood (ML) estimation techniques, for different ranging scenarios and
environments, are given in Table 2.6. Similar observations compared with earlier
models can be observed for the correlation between the error statistics with
bandwidth and ranging conditions.

However, there are several scenarios where the extent of the correlation
diminishes. For example, Fuller OTI and ITI contain measurements in severe
NLOS conditions and increasing system bandwidth has a limited impact on the
parameters of the model. This is mainly due to ranging conditions that induce large
blockage errors which are effectively insensitive to bandwidth changes, e.g., ele-
vator shafts.

The measurement and modeling introduced in this section provides realistic
insight into these challenges, which is necessary for performance evaluation
through CRLB and algorithm design and development.

2.5 Conclusion

The development of location-enabled services is mainly hindered by the realities
of harsh propagation in environments where the devices are to be deployed—
typically the dense urban and indoor environments. These environments pose
serious challenges to system designers and engineers developing next generation

Table 2.6 Lognormal distribution modeling parameters of the normalized ranging error in the
absence of the direct path

Scenario Environment 500 MHz 3 GHz

lNLOS�NDP rNLOS�NDP lNLOS�NDP rNLOS�NDP

ITI Norton (NLOS) -3.13 0.62 -4.29 0.45
Fuller (NLOS) -1.68 0.88 -1.90 1.13
Schussler -1.59 0.49 -2.72 0.53
AK (NLOS) -2.17 0.45 -2.89 0.81

OTI Fuller -2.33 0.75 -2.99 1.17
Norton -2.78 0.65 -3.82 0.52
Schussler -2.03 0.58 -3.16 0.45
AK -2.32 0.51 -3.11 0.77

RTI AK -1.99 0.54 -3.01 0.61
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location enabled devices. Specifically, multipath and NLOS are the two main
physical limitations that need to be resolved in order to enable accurate and
reliable localization. In this chapter we have first introduced the basics of geolo-
cation techniques such as TOA, TDOA, AOA, and RSS. Then the multipath and
NLOS problems for TOA- and RSS-based ranging techniques were presented.

Through channel measurements and modeling, the impact of multipath on
TOA-based ranging as a function of bandwidth was investigated. It was shown that
an increase in system bandwidth can reduce the multipath error significantly. For
RSS-based ranging systems, however, the bandwidth does not play a major role in
mitigating the multipath problem. Instead, averaging can remove the fast-fading
variations of power due to multipath, yielding better distance estimation. With
regard to the NLOS problem, both RSS- and TOA-based ranging suffer from the
physical limitations. For the former, large power variations (shadow fading) affect
the power–distance relationship and make it difficult to accurately estimate the
distance; for the latter, NLOS introduces biases that corrupt the distance estimation
and cause large errors that can affect the accuracy of any localization algorithm. In
the next chapter, we will investigate popular techniques to mitigate the multipath
and NLOS problems.
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Chapter 3
Multipath and NLOS Mitigation
Algorithms

In Chap. 2, the multipath and NLOS problems were introduced and the degrading
impact on distance estimation was highlighted through channel measurements and
modeling. In this chapter, we will first introduce popular multipath mitigation
techniques and then highlight the major approaches to dealing with the NLOS
problem. For the multipath problem two mitigation techniques will be introduced:
Super-resolution algorithms and Ultra Wideband (UWB) technology. The former
is a spectral estimation technique that improves the TOA estimation through
enhancing the time-domain resolution. The latter approach is an emerging tech-
nology that transmits very narrow pulses in time (very large bandwidths) and thus
has the benefit of improved time-domain resolution which results in higher TOA
estimation accuracy. The second part of the chapter is dedicated to NLOS iden-
tification and mitigation algorithms. An important pre-requisite to NLOS mitiga-
tion is channel identification. The effectiveness of the mitigation algorithms will
rely mainly on the accuracy of NLOS channel identification. Thus, we will first
introduce popular approaches to NLOS identification and then conclude the
chapter with NLOS mitigation algorithms.

3.1 Multipath Mitigation

In Chap. 2, the degrading impact of multipath fading was introduced and illus-
trated through channel measurements and modeling. In order to improve ranging
and localization accuracy in harsh multipath environments, as we shall see here, it
is necessary to apply multipath mitigation techniques. Multipath for TOA-based
ranging is a more pressing problem compared to RSS-based ranging. This is
mainly because narrowband RSS-based systems suffer from multipath fast fading
but a simple, yet effective, time-averaging can be performed as practical mitigation
technique. Also for RSS-based ranging, there are more pressing issues than mul-
tipath such as the estimation of the path loss exponent and the shadow fading
problem that makes the distance-power relationship difficult to know for different
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environments. As a result the focus of this section will be on multipath mitigation
for TOA-based systems.

To appreciate the magnitude of the multipath problem for TOA-based ranging,
consider geolocation systems operating with low bandwidths. The time resolution
of TOA systems is roughly inversely proportional to the system bandwidth. That is
the ability to resolve two successive multipath components arriving after each
other is dictated by the system bandwidth. For example, the bandwidth of GSM
signals is 200 kHz, which translates to 5 ls or equivalently to a resolution of
1,500 m! This means that two paths arriving less than 1,500 m apart will not be
resolved. Multipath also affects next generation wideband systems such as Digital
TV (DVB) signals, UMTS 3G/4G, WIMAX and WiFi. What is common among
those systems is that the operational bandwidth is suitable for communication, but
not for accurate ranging/localization. For example, system bandwidth can vary
between 5 and 20 MHz (UMTS/WiMAX); however, even the highest bandwidth
of 20 MHz equates to only *15 m of time resolution. This resolution, unfortu-
nately, is not suitable for dense multipath environments (such as indoors). Thus,
for many of the existing systems it is necessary to investigate multipath mitigation
techniques.

In this subsection, we will introduce two popular approaches to mitigate the
impact of multipath fading on TOA estimation in cluttered multipath environ-
ments. The first is known as super-resolution, which is a spectral estimation
technique that can deliver higher time resolution to compensate for low-bandwidth
systems. The algorithm can be easily integrated with wideband systems such as
DVB, 3G, and WiFi. The second approach is based on deploying Ultra-Wideband
(UWB) localization systems. UWB is an emerging technology that utilizes very
large system bandwidths and has the potential for high data rate communications
(in the Gigabit range) and centimeter level TOA estimation accuracies (in LOS).
Thus the latter approach is more of an alternative system that can be deployed
alongside the existing communication systems, while the former is an algorithm
that can be integrated with existing wireless systems. As we shall see in the
following sections UWB can have a much better TOA estimation capabilities
mainly because of the very large bandwidth (high time-resolution).

3.1.1 Super-Resolution Technique: MUSIC Algorithm

Estimating the time-domain delays of a multipath signal/channel is essentially a
spectral estimation problem that can be applied in either the time domain or the
frequency domain. The super-resolution algorithm takes advantage of the under-
lying multipath model to solve this problem. The model as was first introduced in
(2.42) is described as a train of multipath arrivals, each with discrete delays and
varying amplitudes, such as the tapped-delay line model for the indoor environ-
ment (Hashemi 1993). The low-pass impulse response of the multipath channel is
given by
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h tð Þ ¼
XLp�1

k¼0

akej/kd t � skð Þ ð3:1Þ

which was introduced in (2.42) but presented here for convenience. The Fourier
transform of (3.1) is the frequency domain channel impulse response which is
given by

H fð Þ ¼
XLp�1

k¼0

bke�j2pf sk ð3:2Þ

where bk ¼ akej/k : A harmonic signal model can be created by exchanging the role
of time and frequency variables in (3.2) which yields,

H sð Þ ¼
XLp�1

k¼0

bke�j2pfks ð3:3Þ

This model is well-known in the spectral estimation field (Manolakis et al.
2000). As so, spectral estimation techniques that are suitable for a harmonic model
can be applied to the frequency response of the indoor radio channel such that
time-domain analysis can be performed. A popular high resolution parametric
spectral estimation technique is the multiple signal classification (MUSIC), which
was originally proposed by Schmidt in 1977 in the context of sensor arrays.
MUSIC can be used to accurately estimate the time delays by converting the
channel frequency response to a channel impulse response in the time domain. In
essence, the spectral estimation technique estimates the spectral components (the
time-delays) in the time domain. Once the multipath delays are estimated, the
TOA of the direct path (DP) can be estimated. The discrete measurement data is
obtained by sampling the channel frequency response Hðf Þ from (3.3) at L fre-
quencies equally spaced by D: Considering additive white noise in the measure-
ment, the sampled discrete frequency domain channel response is given by

x lð Þ ¼ H flð Þ þ w lð Þ ¼
XLp�1

k¼0

bke�j2p f0þlDfð Þsk þ w lð Þ ð3:4Þ

where l ¼ 0; 1; . . .; L� 1 and wðlÞ denotes additive white measurement noise with
zero mean and variance r2

w:
The signal model can be rewritten in vector form as

x ¼ Hþ w ¼ Vbþ w; ð3:5Þ

By defining V ¼ ½vðs0Þ vðs1Þ . . . vðsLp�1Þ �T and v ¼ ½1 e�j2pDf sk . . .

e�j2pðL�1ÞDf sk �T : The MUSIC super-resolution algorithm is based on the eigende-
composition of the autocorrelation matrix of the signal model in (3.5). The
autocorrelation matrix is given by
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Rxx ¼ E xxH
� �

¼ VBVH þ r2
wI ð3:6Þ

where B ¼ E bbH� �
and superscript H is the Hermitian, conjugate transpose, of a

matrix. Therefore, the L-dimensional subspace that contains the measurement
vector x is split into two orthogonal subspaces, known as signal subspace and noise
subspace. The spaces are spanned respectively by the signal eigenvectors (EVs)
and noise EVs. From (3.5), we know that the signal vector vðskÞ; 0� k� Lp � 1 by
definition lies in the signal subspace; hence it must be orthogonal to the noise
subspace. This implies that

Pwv skð Þ ¼ 0 ð3:7Þ

where PwvðskÞ is the projection matrix of the noise subspace. Thus the multipath
delays sk; 0� k� Lp � 1; can be determined by finding the delay values, at which
the condition in (3.7) is met, or equivalently the following MUSIC pseudospec-
trum achieves peak values:

SMUSIC sð Þ ¼ 1

Pwv sð Þk k2 ¼
1

PL�1

k¼Lp

qkv sð Þj j2
ð3:8Þ

where qk are the noise EVs. In practical implementations, when only one snapshot
of length N is available, the data sequence is divided into M consecutive segments
of length L. The estimate of the correlation matrix can be further improved by
using the forward–backward correlation matrix which serves to decorrelate the
signals—more details are described in Li and Pahlavan (2004). In theory, the
decomposition results in signal eigenvalues and noise eigenvalues (corresponding
to the signal and noise subspaces, respectively) for which the noise eigenvalues are
all equal to the variance of the noise. In practice, however, this is most often not
the case. As a result, a slight variation on the MUSIC algorithm is used, which is
the EV method. The pseudospectrum is defined as

SEV sð Þ ¼ 1
PL�1

k¼Lp

1
kk

qH
w v sð Þ

�� ��2
ð3:9Þ

where kk Lp� k� L� 1 are the noise eigenvalues. Effectively, the pseudospectrum
of each EV is normalized by its corresponding eigenvalue, giving a greater weight
to the smaller eigenvalues. Ideally, the signal EVs are associated with the Lp

largest eigenvalues and the L - Lp are associated with the smallest eigenvalues. In
practice, however, there may be overlap between the two sets, in particular when
the noise variance is high. So in the linear combination containing the noise EVs in
(3.9), the EVs which are associated with the smaller eigenvalues are given a
greater weight. This is because the smaller the eigenvalue, the greater the confi-
dence that the associated EV is indeed a noise EV and not mistakenly a signal EV.
The performance of the EV method is less sensitive to inaccurate estimate of the
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parameter Lp, which is highly desirable in practical implementation (Manolakis
et al. 2000).

As a practical illustration to the performance of super-resolution algorithm,
MUSIC algorithm (using the EV with FBCM) was tested on measurement data
collected in a typical indoor office environment. The measurement campaign was
conducted on the 3rd floor of Atwater Kent building at Worcester Polytechnic
Institute where the locations of the measurements are provided in Fig. 3.1 for
illustration.

Different measurement scenarios and system bandwidth were considered. Spe-
cifically, LOS/NLOS channels were measured and the system bandwidth upto
200 MHz was used. Figure 3.2 highlights a typical super-resolution estimation
result in LOS channels at 40 MHz bandwidth. Note that the MUSIC algorithm has
the capability to accurately resolve and mitigate the multipath and enhance the
TOA estimation accuracy. To compare the performance, the Inverse Fourier
Transform (IFT) and Direct Sequence Spread Spectrum (DSSS) techniques are.
Basically for the IFT technique the measured data in the frequency domain is
transformed into time domain without any additional signal processing. This can be
considered as the most basic channel estimation. The DSSS technique is simulated
by convolving the measured data with a raised cosine filter prior to the IFT oper-
ation. This effectively emulates the cross-correlation method using DSSS signals.

The multipath mitigation capabilities of MUSIC can be further highlighted by
examining measurement results for NLOS channels. Recall from Chap. 2 that in
NLOS propagation two conditions might arise. The first is when the DP signal is
detected and the other when it is undetected. Figures 3.3 and 3.4 provide a clear
indication of the advantage of using super-resolution algorithms to mitigate
multipath error in low-bandwidth systems.

Super-resolution algorithms can resolve multipath components whose signal-to-
noise ratio is greater than one (i.e., the signal eigenvalues are greater than the noise
eigenvalues). In the extreme cases of NLOS-NDP, super-resolution algorithms do

Fig. 3.1 Measurement locations at 3rd floor of Atwater Kent building in WPI. Measurements
were used to test the effectiveness of super-resolution algorithm (MUSIC) in mitigating
multipath-induced ranging errors
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Fig. 3.2 Super-resolution
MUSIC algorithm multipath
mitigation at 40 MHz in LOS
channels. The performance of
MUSIC algorithm is
compared with inverse
fourier transform (IFT) and
direct sequence spread
spectrum (DSSS). The former
is the simple IFT technique
where no additional signal
processing techniques were
used. The later is a technique
that uses the traditional cross-
correlation method with
DSSS signals

Fig. 3.3 Super-resolution
MUSIC algorithm multipath
mitigation at 40 MHz in
NLOS-DP channels. Note
that the DP is only detected
by MUSIC while it is
unresolvable by traditional
techniques

Fig. 3.4 Super-resolution
MUSIC algorithm multipath
mitigation at 40 MHz in
NLOS-NDP channels. Note
that the DP is not detected by
all the algorithms. MUSIC is
superior in resolving/
mitigating multipath but
cannot ‘‘revive’’ a lost path
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not have the capability to recover a ‘‘lost’’ path. In other words, if the DP path is so
severely attenuated and it is buried under the receiver noise, then it will not be
possible for super-resolution algorithms to recover that path. Super-resolution
algorithms can, however, mitigate multipath error in those scenarios by enhancing
the estimation of the first arrival path. Figure 3.4 and 3.5 highlight the perfor-
mance under an extreme NLOS-NDP condition. Note that MUSIC (EV/FBCM)
algorithm has a marginal improvement compared to DSSS technique. This is due
to the fact that in such environments the DP is not available and thus multipath
mitigation can only improve the detection of the first arrival paths.

Figure 3.6 illustrates the behavior of distance estimation with bandwidth under
the three channel condition. Note that MUSIC’s ability to mitigate multipath depends
on whether the DP is detected or not. In the latter case significant ranging error cannot
be alleviated with system bandwidth and/or super-resolution algorithms.

Fig. 3.5 Mean and STD of
ranging errors for NLOS-
NDP channel condition using
different TOA estimation
algorithms. Note that the
Super-resolution TOA
estimation error is around
*4–5 m—a significant value
which is due to the absence of
the direct path

Fig. 3.6 Measured TOA
estimation error (distance
estimation error) versus
different system bandwidths
for the system under different
multipath conditions (LOS/
DDP, NLOS-DP/NDDP,
NLOS-NDP/UDP)
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3.1.2 Ultra Wideband Technology

It has been established in the previous sections that multipath fading presents a
serious challenge to accurate ranging and localization in rich multipath environ-
ments. For band-limited systems (narrowband/wideband), multipath can be miti-
gated through the use of advanced spectral estimation techniques such as MUSIC
and other super-resolution algorithms. Although effective for different scenarios,
super-resolution algorithms still have inherent limitations due to limited system
bandwidth. As a promising technology that has the potential for delivering sub-
centimeter ranging accuracy, UWB has received considerable attention in the past
decade.

UWB technology first came to light in the 1960s when it was used for the
development of short-pulse radar and stealth communication systems (Hussain
1998). The recent growth of UWB is attributed to the Federal Communications
Commission (FCC) ruling in 2003 that introduced an unlicensed band for UWB
devices (Siriwongpairat and Liu 2008). Specifically, they have been assigned the
3.1-10.6 GHz spectrum for legal operation with a power spectral density limit of
-41 dBm/MHz. The FCC definition of UWB is any transmission system/scheme
that occupies a bandwidth of more than 500 MHz or a fractional bandwidth greater
than 0.2. Fractional bandwidth is defined as the system bandwidth divided by the
center operational frequency, or B=fc; where B ¼ fH � fL is the -10 dB bandwidth
(Siriwongpairat and Liu 2008). From a ranging/localization perspective, full usage
of the designated 7.5 GHz bandwidth translates to a time-of-arrival resolution of
4 cm, which is highly desirable for accurate positioning. This means that any two
paths arriving within 4 cm can be resolved. This is highly desirable in both LOS
and NLOS since the first arriving path can be detected with great accuracy.

There are two main types of UWB systems: single-band and multi-band UWB.
Single-band UWB is typically known as impulse radio (IR) UWB (Win and
Scholtz 1998), where very narrow pulses in the time-domain results in GHz range
of bandwidth. The other system is based on multi-band Orthogonal Frequency
Division Multiplexing (MB-OFDM) which has been the main proponent for high-
data rate and accurate localization. In the sequel, we introduce both system
implementations.

3.1.2.1 Impulse Radio Ultra Wideband

Impulse Radio Ultra Wideband (IR-UWB) is the traditional implementation that
uses a single-band approach in which the transmitted signal does not employ any
carrier (it is also known as carrier-free communications) (Siriwongpairat and Liu
2008). The time-domain pulses usually have duration on the order of nanoseconds
and the waveform shapes are typically Gaussian, Laplacian, Hermitian, and
Rayleigh (Fontana 2004). The basic Gaussian pulse is the most popular for UWB
systems and it is given by Sheng et al. (2003)
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pG tð Þ ¼ exp
�2pt2

r2
p

 !

ð3:10Þ

Alternatively, the nth derivative of the basic Gaussian pulse can also be adopted
for UWB systems and it is given by

p tð Þ ¼ pn
G tð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 1ð Þ!

2n� 1ð Þ!pnr 1�2nð Þ
p

s

; n [ 0 ð3:11Þ

where pn
GðtÞ is the nth order derivative of pnðtÞ:

In system implementations, the narrow Gaussian pulses, each with duration Tp,
are transmitted in the preamble of a data packet–packet communications is most
common for multiple access architecture. The preamble is subdivided into
N symbols and each symbol is further subdivided into Nf frames, each of duration
Tf. Within each frame the UWB pulse can occupy one of the Nc time slots/chips (of
duration Tc) according to a user-specific pseudorandom TH sequence cu

k

� �
(Win

and Scholtz 2000). Figure 3.7 illustrates the transmitted preamble concept.
Typical approaches for IR-UWB TOA estimation include the Stored Reference

(SR) and the Energy Detection (ED). SR technique is based on correlating the
received signal with a reference template and integrating the results to estimate the
first arrival path (Guvenc et al. 2006). Cross correlation techniques are similarly
used in DSSS systems to extract the multipath arrivals through RAKE receiver
architecture. On the other hand, the ED technique is based on the concept of
detecting the energy of the first arrival path. This is achieved through squaring the
incoming signal (by a square-law device) and then integrating and sampling it.

payloadpreamble

symbol 1 symbol 2 … …symbol k symbol N

T
c

T
f

N
s 
pulse

Fig. 3.7 IR-UWB preamble structure used for TOA estimation. The narrow UWB pulses within
a symbol occupy a time slot according to a user-defined pseudorandom TH sequence
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The ED has a simpler architecture, but the SR technique is more robust to noise
since a noise-free template is used for correlation with incoming received signals
(Guvenc et al. 2006). For details regarding the system architecture of different IR-
UWB based TOA estimation refer to Guvenc et al. (2006); Lee and Scholtz (2002)
and Stoica et al. (2006).

One way to estimate the TOA is to implement Maximum Likelihood (ML)
estimators, but they are not practical due to the high sampling rate required for
systems with such large bandwidths. Instead, a popular and practical technique to
estimate the TOA of the first arriving path is to process the preamble signal using
ED (Dardari et al. 2009). Figure 3.8 illustrates the system diagram of ED-based
TOA estimator.

The filtered signal can be expressed as

rðtÞ ¼ sðtÞ þ wðtÞ ð3:12Þ

where the transmitted signal is sðtÞ and wðtÞ is the AWGN. The transmitted signal
is given by Dardari et al. (2009)

sðtÞ ¼
XNt�1

n¼0

x t � cnTc � nTf

� �
ð3:13Þ

where

xðtÞ ¼
ffiffiffiffiffi
Es

Ns

r XLp

k¼1

akp t � skð Þ ð3:14Þ

The output of the ED detector is then samples that contain the multipath arrival
information and thus estimating the TOA of the first path involves searching for
the first arrival that is above the noise threshold.

Several techniques have been proposed in literature and they vary according to
the method in which they search for the TOA of the first path. The following is a
brief summary of the techniques and the interested reader can find more details in
Dardari et al. (2009) and the references therein.

1. Max Technique: The simplest TOA search is the Max technique where the
strongest sample is chosen as the first arrival signal. This approach works in
LOS environments but fails in NLOS environments where the strongest signal
is not always the first arriving signal.

Bandpass 

Filter

IntegratorSquare-law 

device

First path 

detection

Energy Detector

Fig. 3.8 ED TOA estimation in IR-UWB systems
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2. P-Max Technique: The second approach is the P-Max technique and it is based
on the concept that the P largest arrivals are stored and then the earliest path
arrival is chosen as the TOA estimate. Naturally the performance of this
technique depends on the parameter P.

3. Simple Thresholding: An alternative technique is called the Simple Thres-
holding where for a given threshold; the first arrival sample that crosses the
threshold is taken to be the TOA of the first path. The design of the threshold is
the main factor that will affect the performance and that depends on the
operating conditions and the channel statistics.

4. Jump Back and Search Forward Technique: When the receiver is synchronized
to the strongest path it is possible to implement the Jump Back and Search
Forward technique which is based on the detection of the strongest sample and
then carry out a forward search algorithm. Note that a forward search in the
TOA context means increasing delay and a backward search implies decrease
in delay.

5. Serial Backward Search Technique: This technique detects the strongest path
and then performs a backward search to find the TOA of the first path. The
search ends when the tested sample falls below a certain threshold.

6. Serial Backward Search for Multiple Clusters: Finally this algorithm similarly
detects the strongest sample and then performs a backward search. However the
difference here is in the termination point; this algorithm acknowledges that for
UWB channels, multipath signals arrive in clusters and thus the backward
search should not end when a sample falls under the noise threshold; instead,
the search continues backward until subsequent samples are below the
threshold indicating that there are no further multipath clusters and thus the
sample is the TOA of the first arrival path.

3.1.2.2 Multi-Band Orthogonal Frequency Division Multiplexing

The other popular UWB technique is based on MB-OFDM. Instead of sending
very narrow pulses in the time domain (very large signal bandwidth), MB-OFDM
divides the UWB bandwidth into subbands, each in excess of 500 MHz, and
employs the OFDM modulation technique in each subband (Ghavami et al. 2007).
The advantage of the multi-band approach is that parallel transmission over each
subband eliminates the pressing requirements of transmitting very large bandwidth
signals. Thus information is processed over a much smaller bandwidth, which
reduces the overall system design complexity and improves spectral flexibility
(Siriwongpairat and Liu 2008). The use of OFDM technique ensures high-data
rates combined with spectral efficiency. MB-OFDM is a leading proposal for the
IEEE 802.15.3a standard. One frequency allocation scheme proposed in the
standard is illustrated in Fig. 3.9, where the 7.5 GHz UWB band is subdivided into
14 bands of 528 MHz each.
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Figure 3.10 illustrates a block diagram of a MB-OFDM transceiver architecture
highlighting where TOA estimation typically occurs (Xu et al. 2008).

In MB-OFDM, the TOA estimation is typically achieved by processing the
estimated frequency domain received signal (which is the output of the FFT block
in Fig. 3.10). For a given subband, the frequency domain received signal RðnÞ on
the nth subcarrier can be give by Xu et al. (2008)

RðnÞ ¼ HðnÞSðnÞ þWðnÞ; 8n 2 ½1;N� ð3:15Þ

where N is the number of sub-carriers in a subband, SðnÞ is the transmitted pilot
signal, WðnÞ is the AWGN and HðnÞ is the channel frequency response coefficient
that can be described as

HðnÞ ¼
XL

k¼1

hk exp �j2pfnskð Þ ð3:16Þ
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Fig. 3.9 WiMedia specification for UWB spectrum allocation. The 7.5 GHz band is sub-divided
into 14 bands of 528 MHz bandwidth each
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Fig. 3.10 MB-OFDM Transciever architecture. (a) Transmitter (b) receiver. Note that the TOA
estimation typically occurs at the receiver after the FFT operation

70 3 Multipath and NLOS Mitigation Algorithms



where fn is the nth subcarrier, hk and sk are the amplitude and delay of the kth path.
The least-squares (LS) channel estimate is then

YðnÞ ¼ RðnÞS�ðnÞ ¼ HðnÞ þWðnÞS�ðnÞ ð3:17Þ

assuming that S�ðnÞSðnÞ ¼ 1:
From the Least Squares formulation, the TOA estimate (or the channel estimate

in time domain) can be achieved through different approaches. One approach is to
estimate the CIR using the space-alternating generalized EM (SAGE) algorithm
(Fleury et al. 1999). EM is a well-known Expectation and Maximization algorithm
for the ML estimation. The problem with LS estimation is that it will cause the
energy leakage problem that arises when the impulse response is mis-sampled (the
sampling interval does not fall on the location of the time of arrival of a path). Mis-
sampling the impulse response causes the energy of one channel path to disperse to
all the other taps in the recovered channel estimate which increases the TOA
estimation error. An alternative technique that suppresses leakage of multipath
components due to sampling was proposed in Xu et al. (2008) where the CIR is
first recovered using a simple tap-spaced model given by

�hðtÞ ¼
XLM

k¼1

�hkd t � �skð Þ ð3:18Þ

where �sk ¼ ðk � 1ÞTp þ �s1 and Tp ¼ Th=LM is the tap interval (inverse of the
bandwidth), Th is the multipath channel length and LM is the number of taps. The
taps are equally spaced and distributed in �s1;�s1 þ Th½ �. �hk is the amplitude value of
the CIR at each tap (bin). The tap-spaced model divides the delay into taps (bins)
of equal length that is related to the time-resolution which is inverse of the system
bandwidth, B. The CIR can then be estimated using the frequency domain
observations on the nth subcarrier or

YðnÞ ¼
XLM

k¼1

�hk exp �j2pfn�skð Þ ð3:19Þ

For all the subcarriers (3.18) can be re-written in matrix form or

y ¼ Fh ð3:20Þ

where �h ¼ �h1; �h2; . . .; �hLM½ �T ; F is an N � LM Fourier transform matrix with ele-
ments exp �j2pfn�skð Þ: The LS estimate can then be given as (Xu et al. 2008)

�h ¼ FHF
� ��1

FHy ð3:21Þ

The TOA is then obtained as the estimated first arrival path from (3.20).
In general for MB-OFDM systems there are two major approaches to channel and

TOA estimation. The first is to estimate TOA in individual subbands and then
combine/average the TOA estimates across all subbands (Berger et al. 2006;
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Dabak et al. 2005). This approach is typically non-coherent in nature. The alterna-
tive, a coherent approach, is to concatenate all the subbands in the frequency domain
and then perform the LS estimation procedure outlined above. The performance
results in Xu et al. (2008); Saberinia and Tewfik (2004) verified the expected higher
resolution which is due to the fact that all the 7.5 GHz UWB bandwidth imply very
high time-domain resolution compared to 528 MHz. In the next sub-section the
mitigation capabilities of UWB will be investigated through experimental mea-
surements of the CIR in typical indoor environments. The focus will be on the
effectiveness of multipath mitigation from a channel propagation point of view.

3.1.2.3 Evaluation of UWB Multipath Mitigation

The effectiveness of UWB systems in resolving multipath arrivals can be evaluated
by examining results of channel measurements versus different bandwidths. Using
the frequency domain measurement system described in Chap. 2, it is possible to
measure the entire FCC-allocated UWB band. The impact of system bandwidth on
TOA estimation can be subsequently examined by selecting different system
bandwidths prior to taking the IFT. The relationship between the multipath error
and system bandwidth of UWB was experimentally illustrated by Alavi and
Pahlavan (2006). In LOS environments, for 20 MHz bandwidth an RMSE of 10 m
was observed. As the bandwidth increases by an order of magnitude, the error
drops to 2 m. At 2 GHz the RMSE is less than 0.1 m. It is therefore possible to see
why the two OFDM approaches have gained considerable attention for accurate
TOA-based ranging in harsh multipath environments. In NLOS environments, the
RMSE error does not follow the improvements in LOS. This observation further
emphasizes the need for effective NLOS identification and mitigation algorithms
since bandwidth alone cannot solve this specific problem.

3.2 NLOS Identification and Mitigation

Chapter 2 has provided sufficient motivation to appreciate the NLOS problem that
localization systems face in harsh multipath environments. Although the indoor
environment has been used as an example, the problem applies to any propagation
environment where there is high probability of NLOS. Naturally, in order to enable
effective and accurate localization in such environments, it is necessary to deal
with the NLOS problem since it causes bias in range estimates. A popular research
area that has grown significantly during the last decade is NLOS identification and
mitigation. NLOS identification techniques are based on estimating or identifying
the condition of the channel to infer whether it is LOS or NLOS. Once the
‘‘channel’’ information is available, it is possible to incorporate it into a NLOS
mitigation algorithm to obtain a better location estimate. Figure 3.11 illustrates an
example of the effectiveness of NLOS identification and mitigation techniques.
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NLOS identification typically operates on the physical-layer-sensed signal
which can be used to extract a ‘‘metric’’ that can indicate the state of the channel.
NLOS mitigation, however, operates at higher levels closer to the localization
algorithm. As a result, identification and mitigation are typically independent but
there are algorithms that mitigate NLOS and adopt an implicit NLOS identification
as we shall see later. Figure 3.12 illustrates the general localization process with
NLOS identification and mitigation.

An important clarification on the definition of the channel conditions is nec-
essary before introducing the NLOS identification and mitigation techniques. LOS
and NLOS have been used traditionally in communications terminology to
describe the absence and presence of an obstruction between the transmitter and
receiver, respectively. For localization, the terminology can be confusing, espe-
cially for TOA-based systems. In TOA-based systems, NLOS can still be used to
describe the existence of an obstruction between the transmitter and receiver.
However, the performance of TOA estimation algorithms can vary significantly for
different NLOS channels. For example, in practice there are situations where a
transmitter and receiver might be in NLOS but the channel ‘‘exhibits’’ LOS
properties. This can happen, for example, when the transmitter and receiver are
separated by light obstruction that attenuates the DP. Since the DP is detected, the
range estimate will be very similar to that of a LOS channel (since the bias is
negligible). In extreme NLOS cases, the DP path cannot be detected due to thicker
obstructions which cause severe bias errors. Most of the NLOS identification and
mitigation techniques in literature are based on the two channel conditions (LOS/
NLOS) where the NLOS-DP is usually ignored (since it cannot be grouped with
the LOS conditions). The three-channel condition classification is even more
important when considering channel (CIR)-based NLOS identification algorithms

(a)

LOS

NLOS-

DP

NLOS-
NDP

(b)

Fig. 3.11 The impact of NLOS identification and mitigation on localization accuracy.
a Traditional ‘‘blind’’ approaches assume all range measurements as LOS. b Incorporating
NLOS identification and mitigation can reduce the impact of bias and decrease the uncertainty of
location estimation significantly. The black circle is the actual mobile terminal location. The
triangle is the estimated location

3.2 NLOS Identification and Mitigation 73



since the performance is directly related to the behavior of the metrics in the
presence and absence of the DP, see Table 2.2.

3.2.1 NLOS Identification Techniques

The basic idea of NLOS identification is to infer the state of the channel by
examining a certain metric of the received RF signal. For example by examining
the received signal power, it is possible to identify the channel condition by
evaluating the variance of the power with time. High power fluctuations generally
indicate that the channel is in NLOS. However this ‘‘crude’’ approach is not
optimal and more complex metrics can provide more robust performance. The
existing NLOS identification techniques are generally divided into two main
approaches: channel (CIR)–based and non-channel (CIR) based identification
techniques. Figure 3.13 highlights the major techniques under each approach.

In non-CIR based techniques the identification is achieved without estimating
the CIR. Instead, identification is achieved by either examining some characteristic
of the received signal or by assessing the impact of NLOS on the position esti-
mation (that usually combine identification and mitigation in one step). In CIR-
based techniques, the channel is first estimated and a metric is devised to distinguish
between the channel conditions. In either approach NLOS identification involves
designing a hypothesis test which requires the availability of some a priori infor-
mation about the statistics of the metrics that is used in the identification.

NLOS 
Identification 

Algorithm

NLOS 
Mitigation 
Algorithm

Position 
Estimate

ˆ ˆ( , )x y

Received Signal 

1 2, , ,
Bns s s...

Fig. 3.12 In NLOS
identification/mitigation
enabled systems, the range
measurements are first passed
through a NLOS
identification algorithm. Once
the ‘‘bad links’’ are identified,
that information is
incorporated in a NLOS
mitigation algorithm prior to
position estimation, which
can improve accuracy
substantially
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For a generic metric, n; the conditional PDFs under each hypothesis are used in
the NLOS identification algorithms. The formulation of the hypothesis test will
depend on the available data and also the assumptions of the channel. Thus, two
main approaches are used: LOS/NLOS versus LOS/NLOS-DP/NLOS-NDP which
is a binary versus multiple (ternary) hypothesis tests.

In the ‘‘traditional’’ NLOS identification approach a binary hypothesis test is
used to distinguish between LOS ðH0Þ and NLOS ðH1Þ or

H0 : d̂ ¼ d þ bm þ w LOS

H :
d̂ ¼ d þ bm þ bpd þ w NLOS� DP

d̂ ¼ d þ bm þ bpd þ bNDP þ w NLOS� NDP

(

8
>><

>>:
ð3:22Þ

Note that in almost all the literature on NLOS identification, the two conditions
NLOS-DP and NLOS-NDP are usually either combined into one or the former is
ignored (see Table 2.2 for description of the ranging conditions). This approach
has limitations since this ‘‘black’’ or ‘‘white’’ view point is not an accurate
reflection of reality and thus any identification algorithm devised with these
assumptions will lack in detection accuracy and robustness. However, in many
cases the a priori information of the three different conditions might not be
available (such as existing IEEE channel models where only LOS/NLOS classi-
fication exists—mainly due to the fact that the models were developed with
communication perspective without specific attention to the geolocation problem).
In this case, it is possible to use the binary formulation in (3.21). A binary
hypothesis test can be devised where we are particularly interested in

Non-CIR based NLOS Identification

Statistics of Ranging 
Signal

(TOA, RSS, TDOA, 
AOA)

Statistics of 
Signal

Envelope

Frequency 
Diversity

Position 
Estimation

CIR based NLOS Identification

Mean Excess 
Delay

RMS Delay
Spread

Kurtosis

(a)

(b)

Ratio of Multipath 
Components 

(power & time)

Fig. 3.13 Overview of NLOS identification literature. a Non-CIR based NLOS identification
b CIR-based NLOS identification techniques
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distinguishing between the conditional PDFs pnðnjH0Þ and pnðnjH1Þ, see the
example illustration in Fig. 3.14.

The optimum detection can be achieved through the well-known Neyman-Pear-
son (NP) theorem where the decision threshold k is determined by maximizing the
probability of detection PD for a given probability of false alarm PFA (Kay 1998; Van
Trees 2001). As a result for a given PFA a likelihood ratio test (LRT) is given by

LðnÞ ¼ pnðnjH1Þ
pnðnjH0Þ

?

H1

H0

k ð3:23Þ

where the threshold can be determined based on a certain PFA given by

PFA ¼
Z1

k

pnðnjH0Þdn ð3:24Þ

Similarly the achieved probability of detection PD is given by

PD ¼
Z1

k

pnðnjH1Þdn ð3:25Þ

Figure 3.15 illustrates the block diagram for a NLOS identification system
under a binary hypothesis test approach.

If the a priori statistical characterization of the metric in the three channel
conditions LOS, NLOS-DP, and NLOS-NDP is available then another approach is
to construct a multiple (ternary in this case) hypothesis test or

H0 : d̂ ¼ d þ bm þ w LOS
H1 : d̂ ¼ d þ bm þ bpd þ w NLOS� DP
H2 : d̂ ¼ d þ bm þ bpd þ bNDP þ w NLOS� NDP

8
<

:
ð3:26Þ

where the H0; H1 and H2 represent LOS, NLOS-DP, and NLOS-NDP, respectively.
Note that this classification provides a platform for a more robust identification
since H2 typically is the cause of significant ranging errors in TOA-based geolo-
cation systems. For a multiple hypothesis problem a NP approach can be extended

ξ

( 0|pξ ξ

λ

H  ) ( 1|pξ ξ H  )Fig. 3.14 Traditional NLOS
identification based on a
binary hypothesis approach.
The null hypothesis is the
LOS condition and the
alternative hypothesis is the
NLOS condition (both the
–DP and –NDP sub-
conditions are usually
grouped under the alternative
hypothesis
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from the binary case, however, a Bayesian approach is more popular in literature
due to the practical formulation of the problem (Kay 1998; Van Trees 2001). The
basic idea behind the Bayesian approach to detection and identification is to reach a
decision that minimizes the Bayesian Risk given by Kay (1998), Van Trees (2001)

< ¼
X2

i

X2

j

CijPðHijHjÞPðHjÞ ð3:27Þ

where Cij is the cost assigned to the decision to choose Hi when Hj is true.
Typically the following particular cost assignment is assumed

Cij ¼
0 i ¼ j
1 i 6¼ j

�
ð3:28Þ

This implies that the cost of making an error is higher than the cost of making
the correct decision. In addition the cost in (3.27) can be modified to emphasize
that the cost of making an error in DP estimation can be higher. For example,
C02 ¼ C20 [ C12 ¼ C21 [ C01 ¼ C10: Using (3.27) the decision rule to minimize
(3.26) is given by Kay (1998)

CiðnÞ ¼
X2

j¼0
j 6¼i

PðHjjnÞ ¼
X2

j¼0

PðHjjnÞ � PðHijnÞ ð3:29Þ

CiðnÞ is minimized by maximizing PðHijnÞ which yields the following decision
rule to decide for Hk (Kay 1998)

PðHkjnÞ[ PðHijnÞ i 6¼ k ð3:30Þ

where PðHijnÞ ¼ pðnjHiÞPðHiÞ=pðnÞ is the a posteriori probability. Since (3.29) is
a threshold comparison between a posteriori probabilities this is often referred to

A priori condi-
tional PDF of ξ

Decision

Compute the like-
lihood ratio 

( ) 1

0

|

|

p H
L

p H
ξ

ξ

ξ
ξ

ξ
=

1

0

H

H

λTest 
Metric

Fig. 3.15 NLOS identification using a binary hypothesis test. The optimum detector can be
achieved using the NP theorem for a given PFA. Note that in most CIR-based identification
techniques the a priori information that characterizes the identification metric is required. This is
typically available in literature through numerous channel models and channel measurement for
different wireless systems
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as the M-ary maximum a posteriori (MAP) decision rule (Kay 1998). If the prior
probabilities PðHiÞ are known to be equal then the MAP becomes the ML decision
rule or decide Hk if

pðnjHkÞ[ pðnjHiÞ i 6¼ k: ð3:31Þ

Thus, the Bayesian approach to NLOS identification can be summarized in the
system diagrams in Fig. 3.16.

A priori conditional 

PDF of ξ & iP H

2 |P H ξ

1 |P H ξ

0 |P H ξ

Max

A priori conditional 
PDF of ξ

(b)

2|p Hξ

1|p Hξ

0|p Hξ

Max

(a)

Test 
Metric

Test 
Metric

Fig. 3.16 NLOS identification using a ternary Bayesian hypothesis test. a MAP detector—
a priori PDFs and PðHiÞ available. b ML detector—a priori PDFs are available but PðHiÞ
assumed equal or PðH0Þ ¼ PðH1Þ ¼ PðH2Þ ¼ 1=3
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The generic binary or ternary hypothesis testing is, in general, adopted by most
NLOS identification techniques in literature. The difference arises in the metric
used to identify the channels. The performance of NLOS identification will depend
primarily on the conditional PDFs of the metric under different channel conditions.
The metric with the highest conditional PDF separation will result in more robust
identification. This can be seen for the binary case in Fig. 3.16. In the following we
introduce some non-CIR and CIR based NLOS identification techniques.

3.2.1.1 Non-CIR Based NLOS Identification Techniques

Techniques that rely on simple measurement metrics such as the received signal
strength (RSS) or the TOA estimate (variance) can be grouped into the non-CIR based
techniques since they do not require estimating the CIR. They are simpler and offer
low-complexity solution to the NLOS problem. They might sacrifice some accuracy in
identification but can be robust in isolating the really bad channel conditions.

NLOS Identification Based on the Variance of RSS/TOA Estimate

Intuitively, one might expect that the variance of RSS (shadow fading) or TOA
estimation can be different in LOS compared to NLOS. One simple NLOS iden-
tification technique was first proposed in Borras et al. (1998), where a running
variance was computed using N range measurements (in time). It was assumed that
the running variance is computed when the transmitter and receiver are both sta-

tionary. Given N range measurements d̂n; where n 2 1;N½ �; the proposed metric to
detect NLOS conditions is the running variance that is given by Borras et al. (1998),

r2
rv ¼

PN

n¼1
d̂n � lrv

� �2

N � 1
ð3:32Þ

where lrv is the running estimate of the mean.
Thus NLOS identification can be achieved by comparing the metric against a

threshold resulting in a simple hypothesis test or

H0 : r2
rv\Th ! LOS

H1 : r2
rv\Th ! NLOS

ð3:33Þ

where Th is a suitable threshold that guarantees a certain probability of detection
and probability of false alarm. For TOA-based systems, a three-state hypothesis
test is more suitable and it can be given by

H0 : r2
rv\Th1

rv ! LOS
H1 : Th1

rv\r2
rv\Th2

rv ! NLOS� DP
H2 : r2

rv [ Th2
rv ! NLOS� NDP

ð3:34Þ

3.2 NLOS Identification and Mitigation 79



where Th1
rv and Th2

rv are thresholds that depend on the distributions of the variance
of TOA estimation in the three different scenarios.

An even simpler NLOS identification alternative is one based on the variance of
the RSS of the received signal. Since RSS is readily available in many wireless
systems (WiFi, GSM, etc.), NLOS identification can be accomplished by
observing the variance of RSS at a given distance. It is well known from modeling
wireless propagation channels that the shadow fading is more pronounced in
NLOS channels (larger variance around the mean). As a result, a simple NLOS
identification algorithm can be achieved by comparing the variance of RSS against
a predetermined threshold or

H0 : r2
RSS\ Th ! LOS

H1 : r2
RSS [ Th ! NLOS

ð3:35Þ

Although it is possible to devise a three state hypothesis test for RSS-based
NLOS identification, the statistics of the RSS variance between LOS and NLOS-
DP are very similar. As a result a two-state hypothesis test is more suitable.

NLOS Identification Based on the Statistics of the Envelope of the Received
Signal

An alternative NLOS identification technique that is based on evaluating the
envelope of the received signal has been proposed by Al-Jazzar and Caffery
(2003). The basic idea behind this technique is that the envelope of the received
signal behaves differently in LOS and NLOS environment, as is well-known from
established measurement and modeling results. More specifically, the envelope of
the received signal zðtÞ ¼ rðtÞj j is typically modeled as a Rayleigh distributed
random variable in NLOS because the received signal rðtÞ is a complex Gaussian
process and thus the absolute value is Rayleigh distributed, or

pz fð Þ ¼ 2f
X

exp
�f2

X

	 

ð3:36Þ

where X ¼ E f2� �
: The distribution of the received envelope in LOS, however, is

modeled as Ricean given by

pz fð Þ ¼ 2fðK þ 1Þ
X

exp �K � ðK þ 1Þf2

X

	 

I0 2f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðK þ 1Þ

X

r !

ð3:37Þ

where K is the Rice factor and I0 is the modified Bessel function of the first kind.
NLOS identification is achieved through comparing the statistics of the incoming
observed data and inferring to which distribution it belongs. Al-Jazzar and Caffery
(2003) proposes a simple Kolmogorov–Smirnov test to distinguish between a LOS
and NLOS channel. More specifically, the hypothesis test can be given by
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H0 : D̂\D! LOS
H1 : D̂ [ D! NLOS

ð3:38Þ

where D̂ is given by

D̂ ¼ max FO � FEj j
n

ð3:39Þ

and it is the test ratio used to compare the distributions. FO is the cumulative
observed absolute frequencies and FE is the absolute frequency expected under the
null hypothesis (LOS). Essentially FE represents the statistics that is expected
under the null hypothesis while FO represents the statistics of the observation
(measurements). For a level of significance 0.05, the bound D is D ¼ 1:358=

ffiffiffi
n
p

(Al-Jazzar and Caffery 2003). The test ratio is basically the difference between the
data and the expected distribution divided by the sample size, n.

Hybrid TOA/RSS NLOS Identification

Combining the information from TOA and RSS estimates, it is possible to have an
improved NLOS identification. Intuitively, for short distances (small TOA esti-
mates), the RSS estimate should be larger when compared to long distances (large
TOA estimates). By amassing a priori knowledge of the path loss ‘‘behavior’’ in
the different channel conditions, it is possible to implement a Bayesian approach to
NLOS identification. This technique, which was introduced by Alsindi et al.
(2009), models the TOA-based range estimates as

d̂ij ¼ dij þ wij þ eij ¼ dij þ wij þ
0; H0

bij; H1

cij; H2

8
<

:
ð3:40Þ

where dij is the distance between nodes i and j, wij is the measurement noise, and
eij is the bias associated with the different channel types. Note that H0 is LOS, H1

is NLOS-DP, and H2 is NLOS-NDP. The basic idea behind the hybrid TOA-RSS

NLOS identification algorithm is that, given a TOA-based range estimate, d̂; and
an RSS measurement, r̂RSS; the channel is identified by computing the conditional

probability p Hijd̂; r̂RSS

� �
for i ¼ 1; 2; 3: The conditional probability can be

computed using Bayes’ equation

p Hijd̂; r̂RSS

� �
¼

f r̂RSSjHi; d̂
� �

p Hijd̂
� �

P2

k¼0
f r̂RSSjHk; d̂
� �

p Hkjd̂
� � ð3:41Þ

where f r̂RSSjHi; d̂
� �

is the distribution of the signal power for a given channel

conditioned at an estimated distance and p Hijd̂
� �

is the probability of the channel
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condition given the estimated distance. The latter can be similarly obtained using
Bayes’ equation

p Hijd̂
� �

¼
f d̂jHi

� �
p Hið Þ

P2

k¼0
f d̂jHk

� �
p Hkð Þ

ð3:42Þ

where f d̂jHi

� �
is the distribution of the TOA-estimated distances given the channel

condition and p Hið Þ is the probability of the occurrence of the channel condition.

This technique relies on the a priori information f r̂RSSjHi; d̂
� �

which can be
obtained through channel measurements and modeling of the path loss (distance-
power relationship). Figure 3.17 illustrates an example path loss-distance rela-
tionship for the three channel conditions along with results of measurement and
modeling (more details can be found in Chap. 2).

When examining the power distribution for two distances d̂1; d̂2
� �

in Fig. 3.18a,

it is possible to see that the distributions will be farther separated for d̂2 as
illustrated in Fig. 3.18.

Thus, at shorter distances it is more difficult to distinguish between the channel
conditions compared to longer distances. This, fortunately, is not an issue for two
main reasons. The first is that ranging errors are typically much larger in longer
distances as illustrated in Fig. 3.19.

The second is that when computing p Hijd̂; r̂RSS

� �
, the PDFs f r̂RSSjHi; d̂

� �
will

be weighted by p Hijd̂
� �

which is a function of f d̂jHi

� �
and p Hið Þ: The pdf,

f d̂jH0
� �

, is the distribution of distance for LOS channels, which is assumed to be

uniform between 0 and Rc (communication range). On the other hand, f d̂jH1
� �

and

f d̂jH2
� �

are distance dependent, with the former being a monotonic decreasing

(b)(a)

2H

0H

1H

Fig. 3.17 Pathloss-distance relationship in the three different ranging scenarios. a Intuitive
representation. b Results of UWB channel measurements and modeling
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function of d̂ while the latter is a monotonic increasing function of d̂: This rela-
tionship holds because the probability of losing the DP (DP blockage) becomes
more likely with increasing distance in NLOS conditions. This means that for the
NLOS-DP condition the frequency of short distances is higher than longer dis-
tances. This occurs since the DP detection decreases with distances (due to
obstacles attenuating the DP). As a result the distance distribution under NLOS-DP
can be modeled as monotonically decreasing. For the NLOS-NDP case the DP is
‘‘lost’’ at a higher frequency for larger distances compared to shorter distances.
Thus, it can be modeled as a monotonically increasing function.

Finally, a ‘‘hard’’ decision on the channel condition can be achieved by com-
paring the conditional probabilities for all three conditions and selecting the

condition which maximizes p Hijd̂; r̂RSS

� �
or

Hk ¼ arg max
k

p Hkjd̂; r̂RSS

� �
ð3:43Þ

Fig. 3.19 Relationship
between ranging error and
distance. Results are
generated from channel
measurements

1
ˆˆ( | , )RSS if r H d 2

ˆˆ( | , )RSS if r H d

1H0H 2H
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Fig. 3.18 Distribution of RSS in the three channel conditions for two distances
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The results of simulations have revealed that the NLOS identification algorithm
has a success rate of 85 % over 40,000 simulated ranges.

Frequency Diversity-Based NLOS Identification

The previous NLOS identification techniques were based on the statistics of TOA
and RSS measurements operating in a single frequency band. The variations in
time or statistics across time can provide a strong indication of the channel con-
dition. The techniques’ robustness is limited due to the high probability of false
alarms (missed detection), which is a caveat of their simplicity.

A different approach to NLOS identification has been proposed by Alsindi et al.
(2008), where TOA estimation with frequency diversity is used to improve the
robustness of identification. The frequency diversity technique, which is based on
the concept of MB-OFDM signals explained in Sect. 3.1.2.2, where a bandwidth
between 3.1 and 10.6 GHz is divided into a number of subbands, has been
experimentally verified to successfully distinguish between different channel
conditions. The basic concept behind the technique lies in the behavior of the TOA
estimation/channel propagation across the different subbands. For example, in
LOS conditions, all the subbands estimate the TOA fairly accurately. As the
mobile terminal moves behind a cabinet or harsh obstacle, some of the subbands
(higher frequency) will experience DP blockage. Thus, the TOA estimation across
the subbands will vary significantly compared to that of the LOS condition. This
relationship is well-supported by the very well-known relationship between the
center frequency of the signal and the in-building attenuation or penetration
capabilities, that is that lower frequencies have better penetration properties. It
follows that, as the frequency increases, attenuation of the signals going through
obstacles increases. This technique focuses on identifying between two ranging
states: Presence of DP or absence of DP. Formally,

n ¼ 0; d̂ ¼ d̂DP

1; d̂ ¼ d̂NDP

�
ð3:44Þ

The technique therefore examines the variation of TOA estimation across
subbands and integrates this information in a hypothesis testing framework to

identify the channel conditions. Given N TOA estimates across N subbands ŝ ¼
s1

1; s
2
1; . . .; sN

1

� �T
; DP blockage identification can be achieved by examining the

standard deviation of the TOA estimates across the subbands, or

s ¼ r ŝð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ŝ2½ � � E ŝ½ �ð Þ2

q
ð3:45Þ

The subband TOA estimation standard deviation is directly related to the
number of subbands that experience DP blockage. In the LOS case, all the sub-
bands estimate the TOA with good accuracy and so s is fairly small. As the number
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of subbands that experience DP blockage increases, the standard deviation of TOA
estimates increases. The number of subbands experiencing DP blockage can be
given by

t ¼
XN

n¼1

qn ð3:46Þ

where qn is the ranging state in the nth subband. The channel condition is then
identified by devising a binary hypothesis test that can be used to determine the
presence or absence of DP blockage, or

H0 : t ¼ 0

H1 : t [ 0
ð3:47Þ

A decision can be achieved by examining the likelihood ratio

psjH1
sjH1ð Þ

psjH0
sjH0ð Þ?

H1

H0

sth ð3:48Þ

where psjH1
sjH1ð Þ and psjH0

sjH0ð Þ are PDFs of the TOA standard deviation s. The
NLOS identification technique has been verified through UWB channel mea-
surements and analysis. Several LOS and NLOS measurements were conducted
using the frequency domain measurement system described earlier. The mea-
surements were conducted for a 5 GHz bandwidth that was sub-divided into 9
subbands that comply with the IEEE 802.15.3a MB-OFDM standard. TOA esti-
mation was obtained for each subband and its standard deviation was examined
across the subbands for the different LOS and NLOS scenarios. Figure 3.20
illustrates the location of the measurements and Fig. 3.21 shows the TOA esti-
mation across the subbands for LOS and NLOS conditions.

Fig. 3.20 Measurement locations: (a) LOS (b) NLOS. Triangle is the TX location and dots are
the receive locations. Three different scenarios (TX-RX) have been measured for LOS and NLOS
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The difference in TOA behavior across the subbands can be clearly seen for
LOS versus NLOS. In LOS scenarios, the variance in TOA estimation across the
subbands is small. For NLOS scenarios, however, the variance in TOA estimation
is directly related to the severity of the obstruction between the transmitter and
receiver. The results indicate that it is possible to identify NLOS conditions
through frequency diversity. Figure 3.22 illustrates two (LOS and NLOS) sample
measured CIRs for different subbands.

The frequency-diversity based NLOS identification has the capability to distin-
guish between different NLOS scenarios. As the severity of NLOS condition
increases, the number of subbands that ‘‘loses’’ the DP increases due to the increased
penetration loss of the signal. The penetration loss will vary significantly for the
subbands and this can be a very good indication of the severity of the obstruction.
Figure 3.23 illustrates the relationship between the standard deviation of TOA
estimation and the number of subbands that experienced blockage of the DP.

Fig. 3.21 TOA estimation (ranging error) across 9 subbands: a LOS, b NLOS
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Fig. 3.22 Sample TOA/range estimation across 9 subbands: a LOS, b NLOS-cabinet/wall. Note
the fluctuation of the TOA estimates across the subbands for NLOS compared to LOS
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3.2.1.2 CIR-Based NLOS Identification Techniques

TOA, RSS, and hybrid NLOS identification techniques are simple to implement
and provide acceptable performance. Frequency diversity has been shown to
provide enhanced identification capability to distinguish between different NLOS
conditions. These techniques, however, do not exploit all the channel information.
The multipath CIR contains valuable information that can be used for NLOS
identification. The second class of NLOS identification is based on the CIR. The
typical metrics that can be used are: the ratio of the First Path Power (FPP) to the
total power, the RMS delay spread or kurtosis which is a statistical measure of
the ‘‘peakedness’’ of the CIR. In this sub-section we will provide an overview of
some of the main CIR-based NLOS identification metrics.

Ratio of First Path Power to Total power

Recall that the multipath channel can be modeled as

h tð Þ ¼
XLp

k¼1

akej/kd t � skð Þ ð3:49Þ

The total power can be computed from the amplitude of the multipath com-
ponents, or

PT ¼
XLp

k¼1

akj j2 ð3:50Þ

In LOS conditions, the first path is the DP and it is the strongest. As a result, the
FPP is a major component of the total power. In NLOS scenarios, the relationship

Fig. 3.23 Correlation
between the numbers of DP
blocked subbands and the
standard deviation of the
TOA estimates. In addition to
identifying NLOS conditions,
frequency diversity NLOS
identification can provide an
insight into the severity of the
NLOS condition
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changes and the FPP is no longer the strongest. In some scenarios the FPP is not
the DP. A good indication of the channel condition can be given by the ratio of the
FPP and the total signal power (TP) or

q ¼ PFP

PT

¼ a1j j2

PLp

k¼1
ak

�����

�����

2 ð3:51Þ

Thus, the closer the ratio is to 1, the more likely the channel condition to be
LOS. This technique has been experimentally evaluated by Alsindi et al. (2008)
and a hypothesis test was devised. Based on the measurements in different indoor
environments, Fig. 3.24 illustrates the PDF of the ratio FPP/TP under the three
different channel conditions: LOS, NLOS-DP, and NLOS-NDP.

The figure clearly highlights the capability of distinguishing between LOS and
the severe NLOS-NDP condition. The technique is simple but requires estimating
the power of the first arriving path, which requires channel estimation.

RMS Delay Spread

The power ratio metric only exploits the amplitude of the first and strongest paths
in the CIR. A better metric for NLOS identification is the RMS delay spread
(Heidari et al. 2009; Marano et al. 2010), which is given by

srms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PLp

k¼1
a2

ks
2
k

PLp

k¼1
a2

k

� sm

vuuuuuut
ð3:52Þ

2th

1th

Fig. 3.24 PDFs of FPP/TP
ratio under different ranging
condition. The thresholds th1

and th2 are found by
assuming that the three
channel states are
equiprobable
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where sm ¼
P

k a2
ksk

P
k a2

k is the mean excess delay of the channel. A hypothesis
test based on the RMS delay spread can be devised similar to the tests in the
previous techniques that is

H0 : srms\sth ! LOS
H1 : srms [ sth ! NLOS

ð3:53Þ

where sth is a suitable threshold that provides a desired probability of correct
detection given a certain false alarm using the Neyman-Pearson approach. When
available the two-state hypothesis test can be extended to a three-state if the data is
available and appropriate thresholds chosen.

Kurtosis-Based NLOS Identification

The shape of the channel impulse response in different channel conditions can be
characterized by the kurtosis metric. The kurtosis of the CIR is defined as the ratio
of the fourth order moment of the data to the square of the second order moment
(variance) (Guvenc et al. 2007). It has been defined as ‘‘a measure of whether the
data is peaked or flat relative to a normal distribution; i.e., data sets with high
kurtosis tend to have a distinct peak near the mean, decline rather rapidly and have
heavy tails, while data sets with low kurtosis tend to have a flat top near the mean
rather than a sharp peak’’. Thus, the kurtosis metric can be used to identify LOS
channels since they are ‘‘peaky’’ with respect to flatter NLOS channels. The
kurtosis of the CIR is expressed mathematically as (Guvenc et al. 2007)

j ¼
E hðtÞj j � l hj j

� �4
� �

E hðtÞj j � l hj j

� �2
� �2 ¼

E hðtÞj j � l hj j

� �4
� �

r4
hj j

ð3:54Þ

The kurtosis metric can then be used to devise a hypothesis test. Then a simple
binary hypothesis test (LOS/NLOS) can be devised as follows

p jjLOSð Þ
p jjNLOSð Þ?

H0

H1

1 ð3:55Þ

Results presented in Guvenc et al. (2007) showed that the kurtosis outper-
formed the mean excess delay and RMS delay spread.

3.2.2 NLOS Mitigation Algorithms

Once the channel conditions have been identified for each range/angle measure-
ment then this information can be used to improve the localization accuracy
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through NLOS mitigation. NLOS mitigation algorithms/techniques, in general,
aim to reduce the impact of NLOS corrupted measurements on the location esti-
mate. There are several major approaches to NLOS mitigation and some rely on
the NLOS identification. These major techniques can be grouped into Identify and
Discard (IAD), Least Squares, and Constrained Localization (Guvenc and Chong
2009). In LS techniques the information from the NLOS channel identification can
be explicitly or implicitly used to improve the position estimate. Weighted Least
Square (WLS) algorithms explicitly integrate the NLOS channel identification
information into a weighting matrix. However the Residual Weighting Algorithm
(RWA) implicitly uses the NLOS information to obtain a better estimate. Con-
strained Localization is generally either based on Quadratic Programming (QP) or
Linear Programming (LP) and they differ by the constraint models adopted. In the
following an overview of these NLOS mitigation algorithms will be presented.

3.2.2.1 Identify and Discard

This is the simplest technique in NLOS mitigation and can only be effective if
there are a large number of base stations aiding the mobile device in the locali-
zation process. In this technique, the identified NLOS base stations are removed
from the localization process—that is—only the base stations under LOS propa-
gation are considered. This approach has several drawbacks. The first is that by
discarding NLOS reference points, the geometrical configuration of the localiza-
tion process might be affected and in turn affect the localization accuracy. In
addition, if there are only a few number of base stations, then its effectiveness will
be limited, and even impractical, if there are fewer than four reference points. This
approach, however, is more suitable in wireless sensor networks, where there are a
number of ‘‘anchors’’ that aid the sensor nodes in the localization; it then becomes
possible to discard several NLOS anchor nodes without degrading performance.
Finally IAD cannot be used when all the range measurements are in NLOS.

3.2.2.2 Weighted Least-Squares

The WLS mitigation technique improves on the LS technique in that weights are
assigned in proportion to the confidence in the range measurements. Specifically,
the more reliable LOS range measurements are associated with a higher weight
while the NLOS range measurements are associated with a lower weight value.
Therefore, the contribution of the NLOS corrupted range measurements can be
dynamically incorporated into the algorithm to improve the localization perfor-
mance. The WLS can be derived from the least square formulation. Recall that the
least squares technique minimizes a cost function given by
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CLS x̂ð Þ ¼ d̂� F x̂ð Þ
� �H

d̂� F x̂ð Þ
� �

ð3:56Þ

where F x̂ð Þ contains the N distances given by

FðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x̂� x1ð Þ2þ ŷ� y1ð Þ2

q
� � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x̂� xNð Þ2þ ŷ� yNð Þ2

qh iT
:

The LS location estimate is then given by

x̂ ¼ x0 þ JHJ
� ��1

JH d� F x0ð Þ½ � ð3:57Þ

where J is the Jacobian of F: When the NLOS information is available the LS
formulation can be modified to incorporate the weighting information and thus the
cost function becomes

CWLS x̂ð Þ ¼ d� F x̂ð Þ½ �HW d� F x̂ð Þ½ � ð3:58Þ

where W ¼ diag w1;w2; . . .;wNf g is a diagonal weighting matrix with positive
elements. The elements can be chosen to distinguish the LOS or NLOS and
typically they are chosen to be the inverse of the variances of the measurement
noise in each condition. The WLS solution is then given by

x̂ ¼ x0 þ JHWJ
� ��1

JHW d� F x0ð Þ½ � ð3:59Þ

The weights on the range measurements need not be identical if the information
is available. If the information regarding the severity of the NLOS condition is
available, then the weights can reflect this information. The WLS algorithm is a
practical method that relies on the NLOS information. The accuracy increases if
the weights are closely related to the channel condition or the bias on the range
measurements.

3.2.2.3 Residual Weighting Algorithm

An alternative technique has been introduced in Chen (1999), where the residual of
the error is used as a weighting mechanism to mitigate the NLOS errors. The
algorithm is based on the concept that NLOS range measurements typically pro-
duce larger residual error. Recall from (2.2) that for nB range measurements the
residual error is given by

Res xð Þ ¼
XnB

i¼1

bi d̂i � x� xik k
� �2 ð3:60Þ

Thus it is expected that if more of the range measurements, d̂i; are corrupted by
NLOS then the residual would be higher. One way to ‘‘find’’ the NLOS corrupted
measurements is to form different combinations of range measurements and
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evaluate the residual. The combinations with higher residuals indicate that some of
the range measurements within the combination are under NLOS. Since, ulti-
mately we are interested in mitigating the impact of NLOS then this can be
achieved by forming Nc combinations of range measurements, estimate the
residual and position for each combination and then form a weighted sum of all the
combinations; where the weight is chosen to be the inverse of the residual. Thus, a
combination with high residual is weighted less. Formally, the algorithm forms
Nc ¼

PnB
i�3 nB Ci combinations with i BSs selected from a total of nB BSs. For the

set Sk; k ¼ 1; 2; . . .;Nc½ �; an ‘‘intermediate’’ kth position can be computed by

x̂k ¼ arg min
x

Res x; Skð Þ ð3:61Þ

where Res x; Skð Þ is the intermediate residual associated with the set Sk: In here,
‘‘intermediate’’ means that the position or residual of a set Sk of BSs. Thus, it is not
the final position estimate or residual. The location estimate is then a weighted
combination of the Nc intermediate location estimates given by

x̂ ¼
PNc

k¼1 x̂k ~Res x̂; Skð Þ
� ��1

PNc
k¼1

~Res x̂; Skð Þ�1 ð3:62Þ

where ~Res x̂; Skð Þ is the normalized residual or

~Res x̂k; Skð Þ ¼ Res x̂k; Skð Þ
Skj j

ð3:63Þ

The RWA is computationally expensive since different combination of range
measurements should be used to estimate the intermediate position values. For a
small number of range measurements (few BSs), then this algorithm can provide
practical and robust NLOS mitigation. However, the scalability of the algorithm is
its major shortcoming.

3.2.2.4 Constrained Localization: LS/Quadratic Programming

An alternative approach to solving the NLOS problem is to examine the non-linear
relationship between the range measurements and the unknown locations. A QP
formulation can be formed to find a WLS solution but with a set of constraints. The
set of non-linear equations resulting from nBmeasurements is given by Guvenc and
Chong (2009)

ðx� xiÞ2 þ ðy� yiÞ2 ¼ d̂2
i ð3:64Þ

where i ¼ 1; 2; . . .; nB: The squared estimated distances in (3.64) at high SNR can
then be given by Cheung et al. (2004)

d̂2
i ¼ ðdi þ wiÞ2 � d2

i þ 2diwi: ð3:65Þ
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Then this results in an error or disturbance given by

e ¼ d̂2
i � d2

i : ð3:66Þ

The definition of the following variables is necessary to have more compact
expressions. Thus for the following

s ¼ x2 þ y2 ð3:67aÞ

ki ¼ x2
i þ y2

i ð3:67bÞ

we represent the set of nonlinear equations in (3.64) in matrix form or

Ah ¼ 1
2

p ð3:68Þ

where

A ¼

x1 y1 �0:5
x2 y2 �0:5

..

. ..
. ..

.

xnB ynB �0:5

2

6664

3

7775
; h ¼

x
y
s

2

4

3

5; p ¼

k1 � d̂2
1

k2 � d̂2
2

..

.

knB � d̂2
nB

2

6664

3

7775
: ð3:69Þ

Then based on (3.68a, b) it is possible to develop a QP approach to solve the
NLOS problem (Wang et al. 2003). The technique formulates a constrained LS
algorithm that can be solved by using QP which is given by

ĥ ¼ arg min
h

Ah� pð ÞTW�1 Ah� pð Þ
s:t:Ah� p

ð3:70Þ

where W ¼ eeT½ � is the covariance matrix of the disturbances in p (it is the
weighting matrix that statistically characterizes the disturbances) given by Cheung
et al. (2004)

W ¼ BQB ð3:71Þ

where B ¼ diagð2d1;2d2; . . .; 2dnBÞ and Q ¼ diagðr2
1; r

2
2; . . .; r2

nB
Þ is the covariance

of the noise vector. Thus, the QP formulation in (3.70) finds a WLSs solution to
the mobile device location while the constraint Ah� p relaxes the equality to an
inequality for NLOS conditions (equality for all LOS condition) (Guvenc and
Chong 2009). This approach is essentially a 2-stage ML technique with quadratic
constraints. It is computationally expensive compared to the other approaches
(Guvenc and Chong 2009).

3.2 NLOS Identification and Mitigation 93



3.2.2.5 Constrained Localization: Linear Programming

The basic idea behind the LP technique is that it combines the NLOS information
with LS to achieve better location estimates. Essentially, the algorithm incorpo-
rates the NLOS BSs to establish a feasible region that is composed of squares
(Guvenc and Chong 2009). Once the feasible region is established then the LS
technique is used to find a solution within the feasible region. The approach was
introduced in Venkatesh et al. (2007) where for the NLOS BSs the non-linear
constraint is given by

x� xik k2� d̂i ð3:72Þ

The non-linear constraints can be further linearized for the ith BS as (Larsson
2004)

x� xi� d̂i; �xþ xi� d̂i

y� yi� d̂i; �yþ yi� d̂i

ð3:73Þ

These linearized constraints effectively relax the circular constraints into rect-
angular constraints which define the feasible region. The mobile device location
can be estimated by minimizing the objective function with the constraint imposed
by both the LOS and NLOS range measurements (Guvenc and Chong 2009).
These LP techniques will be revisited in greater detail in Chap. 6, which deals with
cooperative localization techniques. When compared to the QP, the LP results in a
less complex constraint but a coarser solution. Thus, complexity is traded with
location accuracy.

3.3 Conclusion

In this chapter, we have provided an overview of algorithms and techniques that
attempt to mitigate the two major propagation problems introduced in Chap. 2:
multipath fading and non-line-of-sight conditions. For the multipath problem, two
main techniques can be used depending on the system implementation. If the
requirement is to improve the time-resolution of existing wireless systems (WiFi,
UMTS, etc.) then it is possible to integrate spectral estimation techniques such as
MUSIC to achieve a higher accuracy in TOA estimation. It has been illustrated
through examples that super-resolution algorithm can improve the accuracy sub-
stantially, given that the DP is strong enough. In cases where the DP is not
available, TOA estimation can still be improved using super-resolution techniques,
but an unavailable DP cannot be ‘‘reconstructed’’. On the other hand, if a new
wireless system can be dedicated for the geolocation problem then a UWB system
can be implemented which can provide centimeter level accuracy in LOS and
improved estimation in NLOS. It has been verified both theoretically and
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experimentally that UWB has the potential to mitigate multipath significantly,
whether Impulse Response-UWB or MultiBand-OFDM UWB approaches are
used.

Multipath mitigation algorithms work very well in LOS environments, but face
limitations under NLOS conditions. As so, we introduced popular NLOS identi-
fication and mitigation algorithms. NLOS identification algorithms infer the state
of the channel by either analyzing the statistics of the ranging, the statistics of the
received envelope or the statistics of the channel impulse response. The CIR-based
NLOS identification techniques are expected to have better identification capa-
bilities because they harness the multipath information inherent to the channel.

NLOS mitigation algorithms then integrate the NLOS identification results in
different techniques to improve the position estimate. The most popular is incor-
porating the NLOS information in a weighted optimization approach, where LOS
and NLOS are assigned different weights according to the severity of the condi-
tion. In another approach constrained optimization (linear or QP) can be used
where NLOS measurements create a set of constraints that can further improve the
location estimate. Results of NLOS mitigation show that the localization accuracy
can be improved significantly.

Practical localization systems operating in harsh multipath environments cannot
be realized with just one solution. Thus, the localization system must incorporate
multipath, NLOS identification and NLOS mitigation algorithms in order to
achieve acceptable accuracy. In addition, techniques and technologies such as
tracking algorithms and inertial navigation systems (addressed in Chaps. 8 and 9)
should be integrated in an overall geolocation solution. Thus, the strength of each
technique can be harnessed to tackle the difficult challenges facing accurate
localization in harsh multipath environments.
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Chapter 4
Survey-Based Location Systems

The two main primitives in location systems—range and angle-of-arrival—were
introduced in Chap. 2. By measuring either of the two between a mobile device
and the base stations in a backbone network, the primitives can be respectively
triangulated or angulated to an estimated location for the mobile. For indoor
systems that require high accuracy and fidelity, the range primitive—when mea-
sured through time-of-arrival (TOA) techniques—is the more robust of the two to
signal fading, as explained in Chap. 2. The success of time-of-arrival techniques
hinges upon the predictable mapping between the TOA and the distance travelled
by the signal. The range primitive can also be measured through received-signal-
strength techniques, however, in harsh propagation environments, the mapping is
very sensitive to fading, which is nondeterministic in nature. Hence, range-based
mapping cannot be reliably exploited for RSS systems in such environments.

Yet, received signal strength has been shown to deliver decent accuracy even in
indoor environments—when used in survey-based location systems. In survey-
based systems, RSS is not mapped to range, but directly to location. The technique
is just to assume that because signal loss occurs in the environment—not only due
to path loss, but also due to penetration loss and specular effects such as reflection
and diffraction—such a mapping exists. Because the mapping is so complex, there
is no attempt to explicitly model the received signal strength as a function of
location. Instead, the mapping is constructed by observing the ‘‘fingerprints’’ that
the RSS ‘‘leaves’’ throughout the environment. From the observed fingerprints, the
RSS-location mapping can be reconstructed. In practice, fingerprinting systems
associate values of a physically measureable feature to discrete locations
throughout a survey area. RSS is the most common feature but, as we shall see,
others have become popular recently. Then, a mobile device can estimate its
location based on the value it measures during a query. The feature value at a
particular location is known as a fingerprint, or signature, because it can be used to
identify the location.

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_4,
� Springer Science+Business Media New York 2013
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One of the earlier and most simple fingerprinting systems, known as RADAR
(Bahl and Padmanadhan 2000), is based on the received signal strength. The
simplicity of this indoor location system stems from the fact that RSS measure-
ments are readily available in the IEEE 802.11 standards implementation. For
outdoor systems, on the other hand, the RSS is measured from cellular towers or
satellites. More on cellular systems is discussed in the following chapter. Since
base stations (access points) typically have overlapping coverage, the actual fea-
ture is the vector of RSS values received from all available base stations. Before
the system can be operational, a radio map of the environment must be constructed
in a so-called fingerprinting stage. In this stage, a discrete set of nM candidate sites
xi; i ¼ 1. . .nM; for the mobile is selected throughout the survey area a priori. At
each site, the received powers from the base stations are recorded and stored in a
database. Let nB denote the maximum number of base stations from which a
mobile device can receive a distinct signal. Then, the signature at location xi is the

vector of received powers denoted as Pi ¼ Pi1;Pi2; . . .;Pi;nB

� �T
. We refer to an

ordered pair composed from a location and its associated signature xi;Pið Þ as a
training pair.

During system operation—which is known as the localization stage—a vector

P̂ ¼ P̂1; P̂2; . . .; P̂nB

� �T
of received powers is measured at the mobile device.

RADAR uses the nearest neighbor method as a mapping algorithm from the
measured power to the estimated location for the mobile. Specifically, the mobile’s
location is determined as the location xc of the registered site whose fingerprinted
power Pc is closest to the measured power P̂ in terms of some similarity metric in
the RSS vector space.

Location fingerprinting systems can be differentiated for the most part by the
following two characteristics: (1) the feature selected to fingerprint the sites; and
(2) the mapping algorithm to determine the mobile’s location. In this chapter, we
introduce several fingerprinting techniques. Given its prevalence, we concentrate
on the RSS feature in the first part of the chapter. The same techniques, however,
apply to other features as well. In the first section, an analytical model of a generic
fingerprinting system is presented. The model describes how the salient parameters
common to most systems affect their performance. The subsequent section
showcases a number of methods to compute the similarity metric for memoryless
systems—that is—systems which estimate location based on readings taken at a
single time instant. Section 4.3 introduces systems with memory and shows how
maintaining some historic path data can enhance location precision significantly.
In the remainder of the chapter, we introduce some non-RSS features. Section 4.4
investigates the use of the channel impulse response as an alternative radio fre-
quency signature. Conversely, Sect. 4.5 reports on non-RF features altogether—
features which are available from devices such as smartphones, namely sound,
motion, and color.

100 4 Survey-Based Location Systems



4.1 Analytical Models

Besides the selection of the feature (or features) in any fingerprinting system, there
are a number of system factors which affect performance, most notably the number
of base stations, the number of fingerprinted sites, and the spacing between the sites.
Naturally, the harshness of the propagation environment also affects performance.
In this section, we describe two analytical models proposed in Kaemarungsi and
Krishnamurthy (2004) to investigate these factors. Again, although the proposed
models are specific to RSS-feature systems, the principles apply to all types of
fingerprinting systems. As in the RADAR system, it is assumed that the vector of
received signal strengths from the base stations is used to fingerprint the sites.

4.1.1 A Stochastic Model for the Similarity Metric

A popular similarity metric between the measured power, P̂; and fingerprinted
power at a particular site indexed as i, Pi; is the square Euclidean norm in the nB-
dimensional space (Liu et al. 2007):

qi ¼ P̂� Pi

�� ��

¼
XnB

j¼1

P̂j � P̂ij

� �2
:

ð4:1Þ

The units for the power are in dBm. In practice, a mobile device may not receive a
signal from all nB base stations. This is because when a mobile device is far away
from a site—especially in large deployment areas—the set of base stations from
which it receives may differ from the set registered at the site. In this case, the
similarity metric can compare only the signal strengths from the common base
stations. So, a penalty term q0 is added to (4.1) instead for each base station which is
not common to both sets, where q0 is a system-specific tuned constant. Figure 4.1
illustrates a simple case for which the penalty term is functional. Site a is registered
to both stations whereas Site b, since it lies beyond the coverage area of Base 2, is
only registered to Base 1. Since the mobile is at Site b, it also cannot receive from
Base 2. As such, the similarity metric is computed only from Base 1. Since both
sites are equidistant from Base 1, without the penalty term they would have equal
similarities; on the other hand, by penalizing Site a because there is no reception
from Base 2, the mobile’s location can be successfully resolved to Site b.

In the fingerprinting stage, the sites are selected on a square grid throughout the
deployment area. The fingerprinted power at a site is the expected value of the
received power at the location, i.e., neglecting the stochastic effects of shadowing.
The measured power at the mobile device during a location query can be modeled
as the sum of three terms. The sum is expressed as
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P̂ ¼ Pc þ DPþ S: ð4:2Þ

The first term is the signature power of the site which is most similar to the
measured power. This site is indexed as site c because it indicates the correct
estimate for the mobile’s location. The second term is the offset between the
mobile’s expected power and the fingerprinted power at site c. And the third term
is the fluctuation of the signal due to shadowing. Figure 4.2 illustrates these three
components. Shown is a 5 9 5 grid of fingerprinted sites (red). The expected
location of the mobile is at the center of the radial pattern. Due to shadow fading,

Fig. 4.1 Site a is within the coverage areas of both base stations while Site b is only within the
coverage area of Site b. Although both sites are equidistant from Base 1, because the mobile only
receives from Base 1, the mobile’s location can be resolved to Site b

Pc

P
S

P̂

Fig. 4.2 A 5 9 5 grid of
fingerprinted sites (red). The
actual location of the mobile
device is shown in black. The
expected location of the
mobile is in the middle of the
radial pattern, however, due
to shading, the mobile may be
found anywhere. The
probability of finding the
mobile decreases as the radial
pattern fades away
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however, the mobile (black) may be found anywhere. The probability of finding
the mobile decreases as the radial pattern fades away.

Since the power is measured on a logarithmic scale, the nB individual com-
ponents of S are distributed normally as Sj�N 0; rð Þ [see Chap. 3]. By substituting
Eq. (4.2) into (4.1), the latter then reduces to qc ¼ DPk k þ Sk k. The resultant
distribution for the similarity metric of the correct location is the non-central Chi-
square probability density function (pdf) with nB degrees of freedom:

fqc
qð Þ = e

�
DPk kþqð Þ

2r2 1
2r2

q
DPk k

� � nB�2ð Þ
4

JnB�2
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DPk kq

p

r2

 !

; q� 0; ð4:3Þ

where J#ð�Þ is the #-th order Bessel function of the first kind.
The effects of r, nB, and DP on the similarity metric are illustrated in Fig. 4.3.

Naturally, the pdf spreads out as the amount of shadowing, represented by r
increases. Adding base stations to the system magnifies this effect since there will
be more shadowing components in S: The latter phenomenon is captured in Eq.
(4.3) through the associated parameter nB, which spreads the curve out yet further.
Although with additional stations the similarity metric is more susceptible to
shadowing, the enhanced identifiability that the stations bring to the sites delivers
better performance overall. This is highlighted in the following subsection.

The maximum achievable offset power occurs when the mobile device lies as
far as possible from any one of the fingerprinted sites, i.e. at the midpoint of the
square formed by the four sites closest to the mobile. By increasing the grid
spacing, this maximum displacement will also increase. Hence, DPk k is propor-
tional to the grid spacing. The non-centrality of the distribution is attributed to the
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Fig. 4.3 The non-central Chi-squared distribution represents the pdf of the similarity metric qc:
r is the standard deviation of the shadow fading parameter, nB is the number of base stations in
the system, and the parameter k DP k is proportional to the grid spacing between the fingerprinted
sites in the area
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offset term, DP, which shifts the peak of the pdf to q ¼ DPk k; and since fqc
0ð Þ ¼ 0

invariably, when the curve is shifted to the left, it also spreads out. Therefore,
larger grid spacing also leads to more uncertainty in the pdf.

4.1.2 A Stochastic Model for the Correct Localization

The model in the previous subsection assumes that the location system associates
the mobile’s location to the site which has the smallest similarity metric. In this
subsection, the same assumption is made. Under this assumption, the mobile
device is correctly localized if the shadowing component of the measured power
does not cause it to deviate closer to the signature power of a different site. In the
sequel, a model for the probability of correct localization is developed.

4.1.2.1 Model Description

Formally stated, the system correctly localizes the mobile device if the measured
power, P̂; is more similar to the fingerprinted power of site c, Pc, than to the
fingerprinted power of any another site i. The marginal probability of correct
localization when considering a single site i can be expressed as

p qc� qið Þ ¼ p
XnB

j¼1

P̂j � Pcj

� �2�
XnB

j¼1

P̂j � Pij

� �2

 !

: ð4:4Þ

By expanding and collecting terms, the expression can be reduced to

p Ci� 0ð Þ; ð4:5Þ

where Ci ¼
PnB

j¼1 2P̂jbij þ DPij is a newly defined random variable with associated

constants DPij ¼ Pij � Pcj

� �
and bij ¼ P2

cj � P2
ij


 �
. Note that vector DPi is the

offset power between the fingerprints of sites i and c. The vector bi is a second-
order offset. It follows that since P̂j is normally distributed due to shadowing, Ci is
also normally distributed, however with mean and variance

lci
¼
XnB

j¼1

2Pijbij þ DPij

r2
ci
¼
XnB

j¼1

2bijr
� �2

:

ð4:6Þ

Now, the total probability of correctly localizing the mobile device to site
c—total here implies when considering all of the other nM � 1 sites, not just site
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i—can be computed. This probability, pðCÞ, can be expressed as the joint prob-
ability of all the other sites having a greater similarity metric than site c:

pðCÞ ¼ pðC1� 0;C2� 0; . . .;Cc�1� 0;Ccþ1� 0; . . .;CnM � 0Þ: ð4:7Þ

Note, however, that the nM � 1 events above are interdependent. This can be seen
by considering a simple example with only one base station in the deployment area
for which Pc1\P̂1\Pi1\Piþ1;1. It follows that pðCi� 0Þ implies pðCiþ1� 0Þ.
Unfortunately, computing the joint probability in Eq. (4.7) results in a complicated
expression. Rather, as an approximation, the events are considered to be inde-
pendent. As such,

pðCÞ �
YnM

i¼1
i 6¼c

pðCi� 0Þ: ð4:8Þ

The validity of this approximation is examined in the paper. It shows that for
nB [ 2, which is the case in most practical implementations, the approximation
holds very well. This demonstrates that adding base stations to the system dec-
orrelates the events. The events were further decorrelated because the experiments
were conducted in non-line-of-sight conditions—conditions for which the size of
the random component (shadow fading) is yet larger. The details of the experi-
ments are included next.

4.1.2.2 Performance Evaluation

The probability of correctly localizing the mobile device—the performance metric
of the system—was analyzed by considering an example deployment with 25 sites
arranged as a 5 9 5 grid (see Fig. 4.2). The grid spacing was 1 m. The nB base
stations were positioned randomly at grid points around the outermost square and
the mobile device was fixed at the grid center. The simple path loss model from
(2.24) was employed. In it, the path loss is modeled as a deterministic function of
the distance, dij, between site i and base station j:

LðdijÞ ¼ L0 þ 10a log10
dij

d0

� �
: ð4:9Þ

The reference path loss and the reference distance were set respectively to
L0 = 37.7 dB and d0 = 1 m and the base stations all transmitted at
PTX = 15 dBm. Neglecting the transmitter and receiver antenna gains, the
received power is computed as the transmit power minus the path loss, plus a
shadowing component, or:

Pij ¼ PTX � LðdijÞ þ S: ð4:10Þ

4.1 Analytical Models 105

http://dx.doi.org/10.1007/978-1-4614-1836-8_2


The shadowing was assumed to be distributed as a zero-mean Gaussian with
standard deviation r: In the fingerprinting stage, the feature vector of a site was
calculated as the deterministic received power—i.e., with zero shadow fading—
from each base station. Only nM ¼ 9 of the sites were fingerprinted: the center grid
point and its eight adjacent points.

Figure 4.4a investigates the effect of the shadowing parameter r on the proba-
bility of correct localization. The set of parameters associated with the green curve
could represent the outdoor propagation environment (a ¼ 4 is a typical value for
the path loss exponent) with three base stations. For these parameters, the perfor-
mance of the system is shown to degrade rapidly—from a probability above 0.8 to a
value below 0.2—as the standard deviation increases from 2 dB beyond 4 dB. But
typical values of r outdoors can be as high as 10 dB in urban environments; even
indoors, the experiments in Gentile et al. (2008) report values in the range
2.8–5.4 dB. This demonstrates that a localization resolution of 1 m is practically
unattainable for these parameters—which correspond to the best-case scenario of
the three shown—even with such fine grid spacing, which in practice would require
a laborious fingerprinting stage. In fact, most physical implementations of
memoryless fingerprinting systems using RSS report errors above 2 m (Bahl and
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Fig. 4.4 The probability of correct localization. a Probability of correct localization as a
function of the standard deviation of shadow fading for different numbers of base stations and
path loss exponents. b Probability of correct localization as a function of path loss exponent for
different numbers of base stations and shadow fading standard deviations. c Probability of correct
localization as a function of the number of base stations for different shadow fading standard
deviations and path loss exponents
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Padmanadhan 2000; Brunato and Battiti 2005). As we shall see in later sections,
implementing memory systems or using different features, namely the channel
impulse response to better characterize the sites, can greatly improve results.

Figure 4.4b investigates the effect of the path loss exponent on the system. The
performance is shown to improve as a increases, meaning that the system localizes
better in a harsher propagation environment. The explanation for this is that the
fingerprinted power between sites dropped off more rapidly, enhancing the dis-
criminatory properties of the system, thereby decreasing the chances of mis-
classification. Hence, the fingerprinting technique exploits the very weaknesses of
the RSS ranging technique—which is intended for quasi-line-of-sight conditions
only—described in Chap. 2. So, in fact, the two techniques are complementary.

The probability of correct localization—that is selecting the correct nearest
neighbor grid point—improves as the grid spacing increases. The effect seen through
the model is equivalent to increasing the path loss exponent. This is because, since
the sites are farther apart, there is more variability in the signal strength between
them. In fact, when plotting the performance metric as a function of grid spacing, the
curves look very similar to the ones in Fig. 4.4b. Of course, the disadvantage of
larger grid spacing is that it lowers the maximum attainable resolution.

Finally, the number of base stations in the system was varied. As seen in
Fig. 4.4c, the performance of the system for the parameters corresponding to the
red curve, which assumes harsh propagation environment a ¼ 4ð Þ and low shadow
fading standard deviation r ¼ 2:5ð Þ, stabilizes at nB ¼ 5. Beyond this value it
continues to increase, but at a diminishing rate. In a more favorable propagation
environment, there is a bit more benefit from adding base stations (blue curve), and
with higher shadow fading (green curve) there is more consistent benefit. As
mentioned earlier, the effect of shadowing weighs more heavily on the system as
the number of base stations increases; this is seen by the shallower slope of the
green curve with respect to the blue. Yet, this effect is offset by the benefit of
greater identifiability; hence the performance continues to improve monotonically.

4.2 Memoryless Systems

The analysis in the previous section assumes the nearest neighbor method—the
most simplistic of mapping algorithms—is employed to determine the mobile’s
location from a measured feature. However, more sophisticated methods, such as
the k-nearest neighbor method (kNN), probabilistic methods, neural networks,
support vector machines, and the smallest M-vertex polygon method in Liu et al.
(2007) can enhance localization accuracy. For example, Agiwal et al. (2004)
introduced the LOCATOR algorithm, which is an RSS-based fingerprinting tech-
nique incorporating a number of different approaches. Specifically, in the finger-
printing stage, the radio map is subdivided into clusters to reduce the computational
cost in the localization stage. The authors further use RSS distribution functions at
the sites and interpolations to improve performance. In Moustafa and Ashok (2005),
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the Horus RSS-based system models the RSS distribution received from base
stations through parametric and non-parametric distributions, exploiting this
information to reduce temporal variations in the radio map. Also, Fang et al. (2008)
demonstrated further improvements by using an RSS averaging technique on a
logarithmic scale to mitigate noise resulting from multipath.

The purpose of this section is to provide an overview of some of the afore-
mentioned methods. Specifically, we present the comparison which was published
in Brunato and Battiti (2005) between the weighted k-nearest neighbor method,
support vector machines, Bayesian inference, and neural networks. As mentioned
earlier, although these methods implement the received-signal-strength feature,
they can be readily extended to features such as the channel impulse response or
the frequency channel coherence function.

4.2.1 The Weighted k-Nearest Neighbors Method

The first of the mapping algorithms we investigate is the k-Nearest Neighbor
method, which is just an extension of the nearest neighbor method providing
enhanced robustness to shadowing. Precisely, rather than map the mobile’s loca-
tion to the single nearest neighbor site, the k nearest neighbor sites are employed,
where k is a fixed constant. In practice, the mobile’s location is estimated as the
centroid of the k site locations—together these sites form subset K—which have
the smallest similarity metrics among all the sites. A refinement of the method is
the weighted kNN method proposed in Brunato and Battiti (2005), which scales
the contribution of each by the reciprocal of the similarity metric. Specifically, the
mobile’s location is estimated as a linear combination from the subset:

~x ¼

P

i2K

xi
qiþq0

P

i2K

1
qiþq0

: ð4:11Þ

As such, the location will fall within the convex hull of the site locations. By
associating to location xi a weight inversely proportional to the similarity metric
qi, greater importance is given to sites whose signature power is closer to the
measured power. The constant q0 is a small quantity added to ensure numerical
stability when the similarity metric is close to zero, and the denominator of (4.11)
serves to normalize the weights such that their sum is equal to one.

4.2.2 Support Vector Machines

Support vector machines (SVM) were developed in the area of supervised machine
learning in order to solve nonlinear regression and statistical classification
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problems. RSS-based fingerprinting methods based on support vector machines
have been reported in Wu et al. (2004), Li Wu et al. (2007). In Brunato and Battiti
(2005), they provide a direct mapping from the measured power at the mobile
device to its estimated location through nonlinear regression1—nonlinear regres-
sion on the training pairs xi;Pið Þ; i ¼ 1. . .nM . Two mappings from the measured
power vector, P̂; to the estimated ðx; yÞ-coordinates of the mobile location,
x—denoted as xðP̂Þ and yðP̂Þ—are generated separately. Henceforth, we concen-
trate on the x-mapping, as the method applies equivalently to the y-mapping.

The x mapping can be expressed as a weighted sum of M prescribed nonlinear
functions, gmð�Þ;m ¼ 1. . .M, or

xðP̂Þ ¼
XM

m¼1

wmgmðP̂� PÞ þ x; ð4:12Þ

where �x ¼
PnM

i¼1 xi is the x-centroid and P ¼
PnM

i¼1 Pi is the mean power vector.
The solution to the regression yields values for the weights wm. For instance, if

gmð�Þ ¼ ð�Þm�1 is selected, xðP̂Þ is represented by an ðM � 1Þth-degree polynomial,
where the weights form the associated set of coefficients.

The regression is obtained by solving a convex quadratic program with the
following objective function:

C
XnM

i¼1

ni þ
1
2

XM

m¼1

w2
m: ð4:13Þ

The main objective of the program, which is embodied by the first term, is to find
the mapping which yields the best fit to the training pairs; this is achieved by
minimizing the sum of residuals ni ¼ xi � xðPiÞj j over all the pairs. The secondary
objective, embodied by the second term, is to reduce the complexity of the
mapping such that it can be represented in the lowest dimensional space, where
M is the maximum dimension; this is achieved by minimizing the norm of the
weights. The constant, C, balances the importance of the two objectives. Then the
quadratic program can be stated completely as:

min C
PnM

i¼1
nþi þ n�i þ 1

2

PM

m¼1
w2

m

subject to
xi � xðPiÞ� nþi
xðPiÞ � xi� n�i

nþi ; n
�
i � 0

8
<

:

ð4:14Þ

By decomposing the residuals into positive and negative components, as
ni ¼ nþi � n�i , the absolute values on the residuals are removed such that the

1 Their application to statistical classification is similar.
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problem can be written in standard form. Figure 4.5 illustrates an example
regression for the function gðPÞ ¼ P3 in the one-dimensional power vector space.

As is often the case in convex programing, here it is more practical to solve the
dual quadratic program in (4.15) instead by introducing Lagrange multipliers,
kþi ; k

�
i

� �
; i ¼ 1. . .nM (Smola and Schoelkoepf 2004):

max � 1
2

PnM

i¼1

PnM

k¼1
kþi � k�i
� �

K Pi;Pkð Þ kþk � k�k
� �

þ
PnM

i¼1
xiðkþi � k�i Þ

subject to

PnM

i¼1
kþi � k�i
� �

¼ 0;

0� kþi ; k
�
i �C

ð4:15Þ

where K Pi;Pkð Þ ¼
PM

m¼1 gm Pi � Pð ÞgmðPk � PÞ is known as the kernel function.
The solution to the dual problem yields the values for ðkþi ; k

�
i Þ. From them, the

components of the weight vector in (4.12) can be found as

wm ¼
XnM

i¼1

kþi � k�i
� �

gmðPi � PÞ: ð4:16Þ

4.2.3 Neural Networks

In contrast to the well-defined mathematical formulation provided by Support
Vector Machines, a ‘‘black box’’ approach for generating the mapping between the
measured power vector space and the estimated mobile location space is through

x(P)

PPi

x

xi

εi

^

^

Fig. 4.5 The Support Vector Machine (SVM) mapping between the measured received signal
power space, P̂, and the mobile location space, x
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the application of neural networks. Neural networks are powerful tools for solving
ill-posed problems, i.e., problems for which the causes of certain observations are
either not understood or too complex to define mathematically, and for which there
is often no unique solution. This applies to fingerprinting systems in that an
observed radio frequency feature value—depending on the number of base stations
in the system—may correspond to multiple locations in the survey area; moreover,
the value depends on the structure of the environment (building blueprint, wall
materials, furniture characteristics, etc.). For such systems, there is no attempt to
explicitly model the complex propagation environment which causes these
observations. Rather, it is simply acknowledged that such a nonlinear relationship
exists. By observing the RF signatures at specific locations, the neural network
learns the relationship. Neural network methods for RSS-based location finger-
printing have been reported in Battiti et al. (2002), Edgar et al. (2004), Brunato and
Battiti (2005).

A neural network is a network composed from entities, known as neurons,
which have multiple input ports and a single output port. In Brunato and Battiti
(2005), the multilayer perceptron neural network is implemented. The multilayer
perceptron, in particular, is a feedforward network partitioned into distinct layers.
Feedforward means that the input of a neuron in one layer is connected only from
the outputs of a neuron in the immediate lower layer. Each connection has an
associated weight which serves to scale the output value between the two layers. In
the RSS-fingerprinting application, the inputs to the lowest layer of the network
are the nB elements of the measured power vector—there is one neuron for each
base station. Likewise, the outputs of the highest layer are the two coordinates of
the location vector—there is one neuron for each coordinate dimension. Figure 4.6
shows a diagram of the network.

The role of the individual neuron in the network is simply to compute its output
value from the collection of its inputs. This is executed by summing over the input
values and then mapping the sum to the output through an activation function. By
choosing a nonlinear function for the neuron, the network is capable of repre-
senting any nonlinear function for the network as a whole. In fact, the Cybenko
theorem, also known as the universal approximation theorem, states that a feed-
forward network with a single hidden layer and a finite number of neurons can
approximate any continuous function (assuming a ‘‘well-behaved’’ activation
function) (Cybenko 1989). A commonly used activation function for the percep-
tron is the sigmoid function:

hðzÞ ¼ 1
1þ e�kz

; ð4:17Þ

where k controls the linearity of the function. Figure 4.7 illustrates the curve for
several values of the parameter. As in the SVM framework, neural networks can be
implemented for both regression problems and classification problems. For small
values of k, the function is linear around z ¼ 0 and then saturates at the extrema.
This range of k is applicable to regression problems, such as ours, so that the
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output can assume continuous values. As k approaches infinity, hðzÞ becomes a
step function. This range is applicable to classification problems for which the
output is either a one or a zero, meaning that the input either belongs to a certain
class or belongs respectively to a different class.

The network learns the mapping through an iterative algorithm, such as the
well-known Backpropagation Algorithm, which tunes the connection weights
according to the input/output excitations. During each iteration, by clamping the
inputs and outputs of the network with the values of the training pair ðxi;PiÞ, the
weights are adjusted such that the network yields xi as an output given Pi as an
input. The details of network design and training can be found in Bose (1995).

Fig. 4.6 A three-layer feed forward neural network. The inputs to the first layer are the measured
received signal strengths from six base stations. The outputs are the two-dimensional coordinates
of the estimated location of the mobile device. The network has one hidden layer
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Fig. 4.7 The sigmoid function
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4.2.4 Bayesian Inference

Probabilistic approaches for estimating the location of a mobile device in finger-
printing systems have been reported in Roos et al. (2002), Youssef et al. (2003),
Fox et al. (2003), Madigan et al. (2005), Kushki et al. (2007). As in the kNN,
SVM, and neural network frameworks, the estimated location is not constrained to
any one of the discrete fingerprinted sites, meaning that it can assume any position
throughout the deployment area. The problem is posed in the framework of
Bayesian inference: given the measured power vector, P̂, the posterior probability
(or simply the posterior), pðxjP̂Þ, that the mobile is located at position x is cal-
culated for all candidate positions in the area. Then, from this probability, the
mobile’s location is estimated either through Maximum Likelihood as

~x ¼ max arg
x

p xjP̂
� �

ð4:18Þ

or as an expected value over the area:

~x ¼
Z

x

x � pðxjP̂Þdx: ð4:19Þ

The posterior probability, pðxjP̂Þ, can be viewed as a mapping from the power
vector space to the mobile location space. In the SVM and neural network
frameworks, such mappings are computed through some sort of nonlinear
regression on the training pairs. In the Bayesian framework, however, a mapping is
first computed in the opposite direction, i.e., from x to P̂. This inverse mapping,
denoted as pðP̂jxÞ, is known as the likelihood function (or simply the likelihood)
and effectively serves as the RSS signature for the site. It is the probability
function that the power vector P̂ will be measured if the mobile device is at x. The
benefit of this approach is that likelihood can be computed directly from the
training pairs. For example, in (Roos), (Kuschki), (Fox), (Madigan) the likelihood
function is constructed from the histogram of RSS values registered at each site.
(More details about how to generate the histogram are provided in Sect. 4.3). Once
the likelihood is computed, it is related back to the posterior probability through
Bayes’ Rule, as we shall see in the sequel.

As an alternative to constructing histograms at the discrete sites, (Brunato and
Battiti 2005) invoke a path loss model to calculate the likelihood function. The path
loss model enables generating RSS signature values at continuous points throughout
the survey area—rather than at discrete points only—in the hope of improving
localization resolution. The path loss model employed is similar to the traditional
model in (4.9), however, it also accounts for the attenuation of the walls between a
base and mobile pair. This more comprehensive path loss model can be expressed as:

LjðxÞ ¼ L0
j þ 10aj log10

djðxÞ
d0

� �
þ Lw

j � nw
j ðxÞ ð4:20Þ
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Note that, in order to represent the radio environment more precisely, each base
station j has it own path loss, LjðxÞ. The first term is the associated reference path
loss, L0

j , and the second term is the propagation loss, where aj is the loss exponent
and djðxÞ is the distance between the base station and the mobile device. The last
term is the penetration loss due to walls, with nw

j ðxÞ denoting the number of walls
between the base and the mobile and Lw

j denoting the penetration loss per wall.
The unknown parameters of the path loss model can be extracted through the

data points given by the training pairs ðxi;PiÞ; i ¼ 1. . .nM: To this end, recall from
Eq. (4.10) that the deterministic received power at the mobile is given from the
loss as

PjðxÞ ¼ PTX � LjðxÞ; ð4:21Þ

where PTX is the known transmit power. Then for each base station j; the training
pair ðxi;PiÞ furnishes exactly one linear equation with three unknowns from (4.21).
The system of nM equations, which is overdetermined for nM [ 3, can be solved
for the values of ðL0

j ; aj; LW
j Þ through Least Squares Regression. Note that it is also

possible to assume the same loss model for all base stations by removing the index
j in (4.20), however the authors report that this causes degradation in performance.

With the parameters of the path loss model in hand, the likelihood function can
now be obtained. Recall that in the shadow fading model, the measured power, P̂j,
from base station j at location x deviates from the deterministic power, PjðxÞ, by
the random variable S. In other words,

P̂j ¼ PjðxÞ þ S ð4:22Þ

Since S is a zero-mean normally distributed random variable, the likelihood that P̂j

was measured at location x is given through the Gaussian kernel2:

pðP̂jjxÞ ¼
1
ffiffiffiffiffiffiffiffi
2pr
p e

�
P̂j � PjðxÞ
� �2

2r2 : ð4:23Þ

For simplicity of computation—although not always true in practice—the signals
from the nB base stations are assumed to experience independent and identically
distributed shadowing such that the received powers from each base station are
also statistically independent. Note that this is directly related to the independence
assumption in (4.8), which was experimentally shown to be a valid approximation
for nB [ 2. This assumption is also made in (Roos), (Kuschki), (Fox), (Madigan).
As a result, the likelihood of the measured power vector can be calculated as the
product of the measured powers from each of the base stations:

2 On a similar note, in (Roos), (Kuschki), (Fox), (Madigan) mathematical expressions which are
close to the Nadaraya-Watson Kernel regression are developed.

114 4 Survey-Based Location Systems



pðP̂jxÞ ¼
YnB

j¼1

pðP̂jjxÞ ð4:24Þ

Finally, the likelihood, pðP̂jxÞ, is related back to the posterior probability,
pðxjP̂Þ, through Bayes’ Rule:

pðxjP̂Þ ¼ pðP̂jxÞ � pðxÞ
p P̂
� � ð4:25Þ

If all the locations throughout the survey area are visited with equal frequency, the
prior probability or simply the prior, pðxÞ, is uniformly distributed. Otherwise, if
certain locations have higher or lower frequencies, the prior will be distributed
proportionately; as a simple example, in most households more time is spent in the
living room than in the attic. The value of pðP̂Þ is computed through the law of
total probability:

pðP̂Þ ¼
Z

x

pðP̂jxÞ � pðxÞdx ð4:26Þ

4.2.5 Comparison of Methods

The specific parameters implemented for comparing the four methods described in
this section are provided in Brunato and Battiti (2005). The test experiments were
conducted in a deployment area of roughly 750 m2. The area was partitioned into
five rooms and in each room a separate Wi–Fi base station was deployed. While for
the most part LOS conditions existed within the individual rooms, the walls
throughout the area between the base stations and the mobile device created NLOS
conditions. The fingerprinted sites were spaced at about 3.5 m apart, for a total of
257 sites in the area. For the parameter settings in the paper, the weighted k-nearest
neighbor and the support vector machine methods delivered the best performance,
both averaging a location error of about 3 m. While the computational complexity
for training the kNN is lower than that of the SVM, the latter boasts a much lower
complexity in the localization stage. The average location error for the neural
network method was about 3.2 m, but the time required for tuning the 60 weights
was the highest among all methods; once tuned, however, the neural network
localized the quickest. The Bayesian interference was both computationally inef-
ficient and also sustained the worst average error of 3.35 m. The authors attributed
the poor performance to the adopted path loss model in (4.20) with a total of only 20
tunable parameters—four for each of the five base stations. The Bayesian method
required only a few training points for parameter fitting but, once fit, providing
more training points did not improve the results further. On the other hand, the
neural network, with a total of 60 tunable weights, offered a better degree of fitting.
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Another performance evaluation of different RSS-based fingerprinting methods
is presented in Lin and Lin (2005). The authors compare the kNN, a probabilistic
method, and neural networks. The results of the analysis and experiments reveal
that the kNN reports the best overall performance for indoor positioning. The
performance of histogram, nearest neighbor, parametric and kernel location fin-
gerprinting methods were evaluated in Honkavirta October (2008), Honkavirta
et al. March (2009). Again, the results revealed that the k-nearest neighbor method
fared the same or better than the other methods depending on the environment.

In practice, it is difficult to rank the performance of the four methods described
here because they are sensitive—each to one extent or another—to the choice of
implementation parameters. As a matter of fact, the methods are more similar to
each other than they are different—all essentially just fit a curve to the training
pairs. The parameters selected for each determine to what degree the fitting can be
achieved. In support vector machines, the degree of freedom increases with the
order of the nonlinear functions gmð�Þ;m ¼ 1. . .M in (4.12) and with the number
M of functions itself. In addition— and more explicitly—by increasing the
parameter C in Eq. (4.13), greater importance is given to the minimizing the
fitting error; in contrast, by decreasing this parameter, the system order is mini-
mized. In neural networks, the relationship to the system order is even more
explicit: increasing the number of neurons in the hidden layer increases the degree
of freedom. In Bayesian inference, as just mentioned, the degree of freedom is
dictated by the number of unknowns in the path loss equation in Eq.( 4.20).
Finally, in the k-nearest neighbor method the estimated location is determined as a
curve interpolated between the k-nearest neighbors. By increasing the value of k,
although more robust to measurement error, the estimated location is more
constrained.

For illustrative purposes only, Fig. 4.8 shows three curves fit to a set of training
pairs (red). The orange curve represents a function which is overfit; in order to
reduce the fitting error to zero, a high-order curve is allowed. While the error is
zero for the set of training pairs, the curve does not interpolate well between the
training pairs. The large oscillations indicate that a small change in the measured
RSS vector maps to a completely different location, making for an unstable sys-
tem. On the other hand, the green curve represents an underfit function; because
the function has only a few degrees of freedom, it is very robust to fluctuations in
signal strength. At the same time, the poor fitting to the training pairs can also lead
to large location errors. Lastly, the blue curve presents a good balance between
location accuracy and robustness.

4.3 Memory Systems

Thus so far we have considered only memoryless systems, which estimate the
location of a mobile device based solely on the received signal strength observed at
a single instant in time. While these systems may deliver acceptable performance
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for some applications, by integrating observations available from previous time
instants as well, both precision and stability can be enhanced. In this section, we
describe techniques first developed to solve the wake-up robot problem (Burgard
et al. 1996) which have been adapted to fingerprinting. The scope of wake-up robot
problem is for a robot, which is placed in an arbitrary environment, to discern its
position by gathering and processing sensory data with no prior knowledge.
Chapter 9 is completely dedicated to these techniques—often referred to as
Simultaneous Localization and Mapping (SLAM)—with specific application to
inertial based localization. In the following, we first investigate a technique which
is an adaptation of the Bayesian interference method introduced in Sect. 4.2.4 to
memory systems. We then present an evolution of this technique, known as grid-
based Markov localization, which delivers enhanced stability.

4.3.1 Bayesian Inference in Memory Systems

In this section, we consider an application for which the orientation of the mobile
device, in additional to its location, is estimated. This is achieved by augmenting
the fingerprinted information gathered at site i—previously only the location
coordinates, xi, were fingerprinted—with an orientation identifier denoted as hi.
The orientation identifier can assume one of two values: hi ¼ 1 signifies that the
user is facing a designated direction at the site while hi ¼ �1 signifies that the user
is facing the opposite direction. Of course more than just two orientations can be

 

x

PPi

xi

^

Fig. 4.8 The four methods presented in this section—each through a different algorithm—
generate some mapping between the signal strength space and the location space. The parameters
of each determine the degree of fitting to the training pairs. Shown here are three fits for
illustrative purposes
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incorporated, if desired. We now define a state variable sk ¼ xk; hkf g for the
mobile, which indicates both its location and its orientation. The mobile can lie in
any of ns possible states indexed through k ¼ 1. . .ns. Note that for a total nM

fingerprinted sites with two orientations per site, ns ¼ 2nM :
The Bayesian inference method enables constructing a time-varying posteriori

probability for the state of a mobile device. This probability, denoted as
p skjP̂t; . . .; P̂0
� �

, represents the probability that the mobile lies in state k given the
observations from initialization ðt ¼ 0Þ to time t � 1. These observations are
indexed accordingly as P̂t�1; . . .; P̂0. The system is initialized by setting
p skjP̂0
� �

¼ 1=ns; k ¼ 1. . .ns: This means that in the absence of any observations,
all locations are equally probable. Assuming the posterior at time t � 1 has been
computed, when the most recent observation, P̂t, becomes available, Bayes’ Rule
is applied to compute the posterior at the next time step:

p skjP̂t; P̂t�1; . . .; P̂0
� �

¼
p P̂tjsk; P̂

t�1; . . .; P̂0
� �

� p skjP̂t�1; . . .; P̂0
� �

p P̂tjP̂t�1; . . .; P̂0
� � ð4:27Þ

The denominator in the equation above follows from the law of total probability
as p P̂tjP̂t�1; . . .; P̂0

� �
¼
Pns

k¼1 p P̂tjsk; P̂
t�1; . . .; P̂0

� �
� p skjP̂t�1; . . .; P̂0
� �

, i.e. the
sum of the k-indexed numerator over all the ns states. The denominator effectively
serves as a normalizing factor such that

Pns
k¼1 p skjP̂t; P̂t�1; . . .; P̂0

� �
¼ 1, meaning

that the mobile device will lie necessarily in one of the ns states at time t. The
likelihood, pðP̂tjsk; P̂

t�1; . . .; P̂0Þ, in the numerator is the probability that the signal
strength vector P̂t will be observed when the mobile lies in state sk. Since this
probability is assumed to be stationary—meaning that the observed power when
the mobile user is at a particular location and in a particular orientation is static
over time—the readings from previous time instants have no bearing on it. This
assumption can be stated mathematically as p P̂tjsk; P̂

t�1; . . .; P̂0
� �

¼ p P̂tjsk

� �
.

The probability p P̂jsk

� �
represents the distribution of the received signal

strength vector, P̂, when the mobile is in state sk. In this application, the distri-
bution acts as the RSS signature for the corresponding location and orientation of
the mobile. Indeed it has been shown in Gentile and Klein-Berndt (2004), Ladd
et al. (2005) that the signature varies not only by location but also by orientation.
While the distribution of the received power from a single base station is often
assumed to be normal, in fact it is typically more complex and even multimodel.
Rather, for a more accurate characterization of the RSS signature, the same authors
propose generating a histogram of signal strength values empirically from a
training set, Pl

k; l ¼ 1. . .L of L readings gathered at the mobile over a fixed window
of time during the fingerprinting stage. Let hkjðfÞ stand for the histogram of signal
strength values collected from base station j when the mobile is in sk. The his-
togram can be expressed mathematically as
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hkjðfÞ ¼
1
L

XL

l¼1

dðPl
kj � fÞ; ð4:28Þ

where d is the Kronecker delta function and f is an indicator variable which spans
the range of all possible signal strength values. The range depends on the speci-
fications of the equipment used.

When the most recent observation becomes available, the likelihood probability
is computed as a product of the measured power mapped by the histogram, or:

pðP̂tjskÞ ¼
YnB

j¼1

hkjðP̂t
jÞ: ð4:29Þ

To improve the accuracy of the system, the implementation in Gentile et al. (2004)
actually fingerprints the signal strengths of packets both to and from the base
stations as two separate readings. Each site will then have two histograms per base
station rather than one, doubling the factors in Eq. (4.29). The expression is based
on the same assumption, as in Eq. (4.24), of independent RSS value between the
nB base stations. In reality, the histograms of different states will be correlated to
some degree, however the independence assumption yields good results regardless.

As suggested in Ladd et al. (2005), the stability of the system can be enhanced
through a simple post-processing step, where a modified posterior probability is
generated at each update as

~pðskjP̂t; P̂t�1; . . .; ðP̂0Þ ¼ p skjP̂t; . . .; P̂0
� �

þ u1
� �

� p skjP̂t�1; . . .; P̂0
� �

þ u2
� �

:

ð4:30Þ

The modified posterior filters any spurious values which may appear as spikes in
the system at a single time instant due to glitches or erroneous observations. The
values of (u1, u2) are small constants which keep the modified probability from
collapsing to zero. Then from the modified posterior, the estimated state of the
mobile at time t is given through the Maximum Likelihood Estimation as

~sk ¼ arg max
k

~p skjP̂t; . . .; P̂0
� �

: ð4:31Þ

4.3.2 Grid-Based Markov Localization

By integrating observations over a period of time, Bayesian inference can deliver
enhanced stability over static localization. However, the method is still susceptible
to large fluctuations in received signal strength due to fading, even while the
mobile remains in the same state. So that these fluctuations are not converted into
random motion, a sort of temporal averaging mentioned above is incorporated by
post-processing the estimated output; in addition, estimated locations that do not
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support human motion, such as hops between mutually distant sites in the
deployment area are filtered out. While filtering [e.g. Kalman filtering (Kalman
1960)] can improve location tracking in simple experiments—for instance, a
mobile user walking up and down a hallway—it fails with more complex trajec-
tories such as turning from a corridor into a room.

As an alternative to post-processing, in this subsection, the problem is cast in
the framework of a Markov random process through which the dynamics of human
movement can be encoded intrinsically as transition probabilities. In this frame-
work, the system can be tuned for fluid motion and direction while still providing
for abrupt changes where appropriate.

4.3.2.1 Motion Dynamics

In order to capture the system dynamics, the definition of a state sk; which indi-
cates a unique location and orientation of the user, is extended to a sequence
sk ¼ s1

k ; . . .; sn
k

� 
: A sequence is defined as a set of states ordered in time repre-

senting the last n states traversed by the mobile device, from time t � nþ 1 to time
t. Accordingly, ns now denotes the total number of possible sequences. Integrating
more than a single state captures not only the location and orientation of the
mobile at consecutive instants in time, but also the dynamics of the motion
between the states. How these sequences are composed is discussed later in the
subsection.

At time step t, the localization algorithm calculates the posterior probabilities of
the sequences, pðskjP̂0; . . .; P̂tÞ, given the observations since initialization. A first-
order Markov process governs the transition of the sequences from step t � 1 to the
next (Fox et al. 1999):

p skjP̂0; . . .; P̂t
� �

¼ gt � p P̂tjsk

� �Xns

~k¼1

p skjs~k

� �
� p s~kjP̂0; . . .; P̂t�1
� �

ð4:32Þ

Note the similarity of the expression to Eq. (4.27). The only difference is the
incorporation of the sequence transition probabilities, pðskjs~kÞ: in the Bayesian
framework, the posterior of sk at t is computed only from the posterior of sk at
(t � 1). In the Markov framework, rather, it is computed from the posteriors of all
ns sequences at t � 1 through the sequence transition probabilities. The algorithm
reports the output state of the system at each step t as ~sn;~s ¼ arg maxk

pðskjP̂0; . . .; P̂tÞ. Again, the normalization factor gt ¼ 1=
Pns

k¼1 pðst
kjP̂0; . . .; P̂tÞ

enforces the law of total probability and, since an observation at time t affects only
the state of a sequence corresponding to the same time instant sn

k , the likelihood

can be simplified to pðP̂tjskÞ ¼ pðP̂tjsn
kÞ. As such, the value of pðP̂tjsn

kÞ is given
from Eq. (4.29).

We now turn our attention to computing the sequence transition probabilities as
in Gentile et al. (2004). First of all, in order to ensure spatiotemporal consistency
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between back-to-back sequences, when the mobile is in sequence s~k the sequences
sk to which it can transition at the next time step are restricted. This is imple-
mented by setting pðskjs~kÞ ¼ 0 if sk does not meet the condition
sl�1

k ¼ sl
~k
; l ¼ 2; . . .; n; in other words, sk must be a left-shift of s~k with replacement

of only the nth state, sn
k ; with a new state. Then, the other sequences, the so-called

allowed sequences, are assigned a nonzero transition probability. The probability
is assigned in order to promote fluid motion—that is motion which follows a
predictable trajectory, such as the mobile moving down a corridor at a fixed
velocity or slowing to a stop. If the ordered states of a sequence reflect fluid
motion, the sequence is assigned a high probability and vice versa. The fluidness is
characterized through an ðn� 1Þ-tap filter. The filter is employed to predict the
most likely nth location in the sequence from the trajectory of the first n� 1
locations:

x̂ ¼
Xn

l¼2

al � xl
k̂
¼
Xn�1

l¼1

al � xl
k; ð4:33Þ

where al are the filter coefficients. Other non-finite impulse response filters, in
particular the popular Kalman filter, may be applied alternatively. A Gaussian
kernel maps the difference—between the actual location of the nth state, xn

k , and its
predicted location, x̂—to the sequence transition probability:

pðskjsk̂Þ ¼
1

c
ffiffiffiffiffiffi
2p
p e

� 1
2c2 xn

k�x̂k k2

: ð4:34Þ

A small difference (high probability) indicates that the sequence conforms well to
the motion dynamics represented by the filter and a large difference (low proba-
bility) the opposite. The parameter c controls the degree of Gaussian rolloff.
Reducing the value of c makes the sequence filtering more selective.

Even by restricting the sequences which are allowed, the number ns may still
grow exponentially large with n. Hence grid-based Markov localization can suffer
from computational overhead and/or overcommitment of the memory require-
ments for the sequence space. Both, indeed, can present significant issues for
location devices which are often very compact in size. The CONDENSATION
algorithm, which falls into the general class of particle filters, offers a solution.
Essentially, rather than maintaining the posterior probability for each discrete
sequence in the model, the algorithm maintains only an abridged set of the most
likely nc � ns sequences, i.e. the ones with the relatively largest associated values
of p skjP̂t�1; . . .; P̂0

� �
. At the next step, these posteriors are updated to time t, as

normal. And again, only the nc sequences which have the relatively largest updated
values are retained. The CONDENSATION algorithm has proven to be a powerful
tool in recent years in the context of Bayesian estimation and computer vision. The
details of the algorithm can be found in Isard and Blake (1998).
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4.3.2.2 Motion Constraints

Certain applications, such as in emergency response, require precision location
discrimination—knowing whether a firefighter lies in a particular room or in the
one adjacent to it can make all the difference in saving a life. While the received
signal strengths from multiple base stations alone may not suffice to make this
distinction—depending on the material and thickness of a wall, the RF signature
may differ little on its opposite sides—tracking the path of the mobile user as he or
she enters the room may. As we shall see, in the framework of Markov locali-
zation, mobile user tracking can be realized by restricting the allowed sequences
further by applying motion constraints.

The percentage of walking space in a typical office environment, which is
furnished with desks, bookshelves, cubicles, and other furniture and equipment,
ranges between 25 and 40 % of the total deployment area. The same is true in
many other environments, namely in residential environments and in public
environments such as libraries, supermarkets, etc. The presence of these obstacles
severely constrains the paths along which humans can move about. Figure 4.9
illustrates a typical office environment. Six paths, displayed in different shadings
of gray, connect any two fingerprinted sites in the environment. The pair of
numbered arrows represents the two states corresponding to the opposite orien-
tations at each site, splitting each path into two tracks. By fingerprinting each site
with the antenna orientation aligned with the heading of the person, a mobile user
walking forward on a path follows the states on either one track or on its com-
plementary track. Under the assumption that a human walks only forward and that
the antenna orientation remains constant with respect to the person’s heading,
motion constraints can be imposed such that the mobile can be localized as moving
only along the tracks.

Motion constraints are applied to the Markov model such that a state can
transition only to a spatially adjacent state from one time instant to the next.
Consequently, the mobile must traverse a sequence of adjacent states or neighbors
in order to reach any one state in the model from another. This is implemented by
assigning the appropriate sequence transition probabilities a zero value. Recall that
the same was explained earlier in application to restricted sequences. This
mechanism, which allows only those sequences in the model which conform to the
motion constraints (and restricts those which do not), turns out to be a highly
effective manner to reconstruct a path from a series of observations during the
localization stage. Classical Kalman filtering may predict the trajectory of a human
advancing through a wall because it considers only the locations on the trajectory;
motion constraints, rather, provide a blueprint of the area encoded through the
sequence transition probabilities. The desired effect is that the system realizes that
humans must go through doors in order to reach locations on opposite sides of a
wall.

We now turn to the description of how neighbors and tracks are encoded in the
Markov model. Most states have three neighbors: (1) itself—to allow stationary
motion in time; (2) the next state on the same track—to allow motion in the same
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direction; (3) the state at the same location on the opposite track—to allow a
change in direction. Exceptions occur for states at the end of tracks with no next
state; they have only two neighbors. Another exception is for states falling at
T-junctions or crossroads between two paths; additional neighbors enable the
mobile to switch paths. In order to promote motion along tracks, sequences which
contain more than one track transition are restricted. Moving backwards on a track
is also not permitted in this particular implementation; such motion, however, is
actually common in some applications; for example, firefighters walk backwards
pulling hoses and crawl backwards downstairs. Of course the system can be tuned
accordingly. Also, in large, open areas, a grid of states, rather than tracks, can be
created and the appropriate motion constraints applied.

As an experiment, in Gentile et al. (2004) a system with sequence length n ¼ 5
was tested against a benchmark system with length n ¼ 1 in the office environment
depicted in Fig. 4.9. For each trial, the localization error was recorded either as (1),
the distance between the estimated location and the ground-truth location; or as (2),
a logical error X when the mobile was localized in a wrong room or on the wrong
side of a partition, bookcase, or table within the same room. Figure 4.10 shows the
cumulative distribution function of the localization error for both systems in the
Conference Room—the area in the office environment where the greatest disparity
in performance between the two systems was observed. Because there was only free
space between sites on opposite sides of the table, the RF signatures there were too

Fig. 4.9 A typical office environment. Shown here are 124 numbered states divided into six
paths—each path is shaded differently. The five base stations in the survey area are labeled as
solid circles. Each path is split into tracks which allow motion in opposite directions, as indicated
by the arrows
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similar for robust discrimination between them. In fact, in the case where a me-
moryless system model is used ðn ¼ 1Þ, almost 50 % of the time it reported a
logical error whereas in the case where a five-state sequence was used, the error was
reported only 10 % of the time. Clearly, information about a single state alone does
not suffice to correctly identify the trajectory; rather, information provided from
multiple states taken collectively must be considered. This experiment underscores
the strength of the Markov localization technique using sequences.

4.4 Channel Impulse Response Fingerprinting

Thus far we have considered only the received signal strength feature for finger-
printing. RSS is typically used for localization in WLAN and 3G cellular networks
(cellular localization systems are presented in Chap. 5). In these networks, signal
strength is measured as the carrier power sensed over a period of time. While it
varies by technology, the period is normally the duration of a packet. The power
sensed is that of the transmitted signal arriving along the direct path from the base
station. Also sensed are copies of the transmitted signal which arrive along other
propagation paths. As explained in detail in Chap. 2, the collection of copies is
referred to as multipath. The multipath copies arrive delayed with respect to the
direct path due to the characteristics of the propagation environment. When
indexed according to delay, the power is referred to as the power delay profile or

Fig. 4.10 The cumulative distribution function of the localization error measured during testing
in the Conference Room. Logical errors, denoted as X, were identified when the mobile was
localized in a wrong room or on the wrong side of a partition, bookcase, or table within the same
room
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the channel impulse response (CIR). Figure 4.11a illustrates the CIR for a 6 GHz
signal and Fig. 4.11b illustrates another channel CIR from the same base station,
however with the mobile displaced to a different location (more examples can be
found in Chaps. 2 and 3). Notice the distinct properties between the two profiles.
The profiles provide unique characterization of the mobile sites whereas the RSS
signatures at the two sites—which is essentially just the integration of the power
across the profile—may be very similar. As such, the channel impulse response
can serve as an alternative fingerprint with enhanced identifiability. The CIR-
fingerprinting technique was first introduced by US Wireless Corporation of San
Ramon, California (Koshima and Hoshen 2000). Fingerprinting using the channel
impulse response was also proposed for cellular UMTS localization (Ahonen and
Eskelinen 2003a, b).

Channel impulse responses first appeared in localization in time-of-arrival
based systems. Ideally, the first multipath arrival in the power delay profile will
correspond to the direct propagation path between the base and the mobile. This
then begs the question: if the channel impulse response is available, why not just
use it to extract time-of-arrival? While TOA systems are capable of delivering
accuracy on the order of several centimeters in line-of-sight conditions, the
accuracy can degrade significantly in non-line-of-sight depending on the number,
size, and material type of the obstacles between the radios. For example, in
industrial environments rich in metal scatterers, deflection of the direct path off the
straight line between the TX to the RX can cause a significant delay in the first
arrival; or in subterranean mines, being that the walls are impenetrable by the
direct path, the first arrival detected must necessarily correspond to some other
path with a longer delay. In these cases, CIR fingerprinting offers a viable solution.
In fact, radio frequency fingerprinting systems thrive on environments rich in
scattering, such as the industrial environment. The scattering helps create dis-
tinctive signatures even between trained sites in close proximity. Since the mul-
tipath signature is unique and varies from one location to the next, it is even
possible to implement a fingerprinting system with a single base station.
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Fig. 4.11 a Channel impulse responses for a 6 GHz signal a line-of-sight (LOS) conditions.
b non-line-of-sight (NLOS) conditions
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One benefit of survey-based techniques is that they can be implemented with
existing infrastructure, necessitating no proprietary location and tracking equip-
ment. For example, RSS fingerprinting systems exploit Wi–Fi base stations, which
are both cheap and evermore ubiquitous worldwide, reducing deployment costs
significantly. In the past, measuring the channel impulse response required
expensive laboratory equipment such as the Vector Network Analyzer system
described in Chap. 2. Nowadays, channel impulse responses can be measured with
complex receivers used in high-speed, wide-bandwidth systems. For instance, in
wideband 4G cellular networks which use Orthogonal Frequency Division Mul-
tiplexing (OFDM), the frequency response of the channel, otherwise known as the
Channel Transfer Function (CTF), is measured from the preamble of a packet in
order to enable channel estimation and equalization. The channel impulse response
can then be recovered from the CTF by converting it to the delay domain through
the inverse Fourier Transform. The wider the bandwidth of the telecommunica-
tions system, the better its capacity to resolve multipath (Gentile and Kik 2007). In
fact, because narrowband systems have poor resolution, the different arrivals
appear as if they were grouped all as one. As a result, the power from the different
paths cannot be discriminated and it is detected, rather, as a single quantity over
the period, i.e. as the RSS value.

Two CIR-based systems are considered in this section. In Sect. 4.4.1, a system
which was implemented inside a mine tunnel is described. The system only pro-
cesses the magnitude information of the multipath delay components. An
improvement to the implementation, in which a nonparametric regression tech-
nique also exploits the phase information, is described in Sect. 4.4.2.

4.4.1 Mapping Using a Neural Network

Since mine shafts are typically void of objects, they tend to have poor scattering
properties. Then for the reasons explained earlier, received signal strength fin-
gerprinting may deliver unacceptable resolution. As demonstrated in Nerguizian
et al. (2006), channel impulse response fingerprinting in the mine environment,
instead, can achieve good performance. In this subsection, we provide an overview
of this paper. In the fingerprinting stage, the CIR was recorded at a number of sites
throughout the mine using a Vector Network Analyzer, which acted as the sole
base station3. In reference to Eq. (3.38), the channel impulse response can be
represented mathematically as a train of uniformly sampled complex amplitudes,
hðskÞ, indexed according to delay sk; 1� k� Lp. Each fingerprinted site was
characterized by seven representative features extracted from the channel impulse
response. The main features, which have already been introduced in Chap. 3, are
the received signal power

3 Details of the VNA are described in Chap. 2.
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P ¼
XLp

k¼1

hðskÞj j2; ð4:35Þ

the mean excess delay

s ¼ 1
P

XLp

k¼1

sk � hðskÞj j2; ð4:36Þ

and the root mean square delay spread

sRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
P

XLp

k¼1

ðsk � �sÞ2 � hðskÞj j2
vuut : ð4:37Þ

The other features are the number of components LSNR whose power is above a
designated signal-to-noise ratio threshold TSNR, i.e. LSNR ¼ sum

hðskÞj j2 � TSNR

k; the time-

of-arrival s1 ¼ min
jhðskÞj2 �TSNR

sk the power of the first arrival P1 ¼ hðs1Þj j2, and the

maximum arrival time sMAX ¼ max
jhðskÞj2 � TSNR

sk.

For the experiment in Nerguizian et al. (2006), close to 400 sites were fin-
gerprinted throughout a surveyed mine. The multilayer perceptron, which was
described in Sect. 4.2.3, was utilized to perform the mapping from the CIR-feature
space to the location space. The seven features extracted for each of the sites,
coupled with the two-dimensional location coordinates of each site, were used to
train the perceptron. Accordingly, the neural network had seven inputs and two
outputs. In this application, only one hidden layer with ten neurons was sufficient
for training. The results for this method are presented in a side-to-side comparison
in the next subsection.

4.4.2 Mapping Using a Gaussian Kernel

In the work presented above, the seven features of the channel impulse response
described were deemed sufficient to discriminate the sites throughout the survey
area. Aside from the benefits of a compact representation, the authors in Jin et al.
(2010) argue that, by extracting these features only, useful information available for
location identification is discarded. In their paper, the authors show that by
exploiting the unreduced CIR, results can be improved significantly. To this end, let
the channel impulse response at site i from base station j, denoted as hij, be a vector
of L received power values sampled at uniform delay intervals. The signature at site
i is then given through the collection of the CIR vectors from each of the nB base

stations; together they form the concatenated supervector Hi ¼ hi1hi2. . .hi;nB

� �T
of

length nB x L:
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Once the sites have been fingerprinted, the mobile location is estimated as a
linear combination of the locations of the nM trained sites:

~x ¼ 1
nM

XnM

i¼1

qixi ð4:38Þ

The weight associated with each site is the similarity metric—between the CIR
supervector, Ĥ, measured during localization and the fingerprinted CIR super-
vector, Hi. In the paper, the similarity metric is selected as the Gaussian kernel
function

qi ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞnM

P
j j

p e�
1
2ðĤ�HiÞT

P�1ðĤ�HiÞ; ð4:39Þ

where
P

is the sample covariance matrix of the nM fingerprinted supervectors.
The sample covariance matrix is defined as

X
¼ 1

nM

XnM

i¼1

Hi �HT
i ð4:40Þ

In practice, fingerprinted sites throughout a survey area will be statistically
correlated. For instance, adjacent sites collocated in a hallway will receive cor-
related multipaths—both in strength and in delay—from the same base station,
especially those multipaths reflected into the hallway from the same direction. The
key strength of the Gaussian kernel function as a similarity metric is that through
the covariance matrix, the statistical correlation between the CIR supervectors of
the fingerprinted sites is captured. This is a departure from the independence
assumptions of Eq. (4.8) in Sect. 4.1.2.1 and of Eq. (4.24) in Sect. 4.2.4. Note that
in Nerguizian et al. (2006), this statistical correlation is also captured, however,
more implicitly through a neural network. Whereas in the latter the CIRs are
processed on a linear scale, in Jin et al. (2010) the CIRs are processed on a
logarithmic scale for the following reason. Since arrivals with larger delay are
significantly attenuated with respect to the direct path, the logarithmic scale serves
to leverage the contribution of each arrival; otherwise the contribution of the later
arrivals would be dwarfed by the earlier arrivals. Figure 4.12 shows the same
channel impulse response on a linear scale in (a) and on a logarithmic scale in (b).

We now present the results from the performance comparison in Jin et al.
(2010). The paper compares the method described in this subsection, referred to as
LOG-ACIR-NKR, to the method described in the previous subsection, referred to
as ACIR-GRNN. Also compared was the RSS-Kernel method which draws on the
same Gaussian kernel function in (4.39), however by replacing the CIR-super-
vector features, Ĥ and Hi, with the RSS-vector features, P̂ and Pi (the RSS value,
P, was computed from the generated CIR as in (4.35)). The three methods were
implemented using raytracing software: given the three-dimensional CAD model
of a building together with the thickness and the dielectric properties of the walls,
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the software can generate high-resolution CIRs based on the configured positions
of the base stations and the mobile device throughout the environment. The
bandwidth of the system was set to 60 MHz and there were two base stations and
173 fingerprinted sites spaced at 1.5 m in the deployment area. Based on the
cumulative distribution function of the location error for all three methods, the
LOG-ACIR-NKR method achieves an average location error as low as 1 m, fol-
lowed by the ACIR-GRNN method with an average error of 1.7 m, and then by the
RSS-Kernel method with an error of 3.2 m. The LOG-ACIR-NKR method out-
performs the ACIR-GRNN method mainly because it operates on a logarithmic
scale as opposed to on a linear scale, making full use of distinctive properties of
even the weakest arrivals in the CIRs. As expected, the LOG-ACIR-NKR method
easily outperforms the RSS-Kernel method because it exploits the supplemental
information provided by the CIR, with the arrivals sorted by delay rather than
grouped as a single value.

4.4.3 Variations of CIR Fingerprinting

Analogous to the time domain channel impulse response, the channel transfer
function can be used alternatively for fingerprinting. The CTF contains the same
multipath channel information, however in the form of complex samples in
the frequency domain. Similarly, the CTF correlation function, known as the
Frequency Channel Coherence Function (FCF), is also proposed as a signature in
(Malik and Allen Nov. 2006). The paper shows that the FCF is more stable and has
superior performance to the CTF. A patent application proposes a similar technique
that integrates FCF-based fingerprinting in existing OFDM-based systems (such as
WLANs) (Bevan et al. 2010). Finally, the multipath characteristics alone can be
further enhanced by incorporating an antenna array at the receiver. The antenna
array enables the spatial characteristics, not just the temporal, of multipath—
indexed according to both arrival angle and delay—to be captured. This results in a
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Fig. 4.12 The channel impulse responses for a 6 GHz signal in line-of-sight conditions. a The
signal power on a linear scale. b The signal power on a lograithmic scale
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richer signature defined as the power spatial delay profile (PSDP) (Triki et al. 2006;
Gentile and Braga 2008).

4.5 Non-Radio Frequency Features

Thus so far we have considered only radio frequency features for survey-based
location systems. Depending on which features are selected for a particular
application—as well as other design parameters such as the number of base sta-
tions and the number of fingerprinted sites in a survey area—systems typically
deliver localization accuracy between 1 and 3 m. For many applications, the
expenses associated with the equipment and infrastructure necessary to deliver this
level of accuracy are too high. For such applications, precise physical location
within a certain environment is not required; rather, determining whether a mobile
user lies within a confined space with a high degree of reliability takes priority.
This type of logical localization is important in environments such as stores,
museums, libraries, gas stations, etc. For instance, in a museum the appropriate
automated tour can be offered as the visitor approaches the entry of an exhibition.
In a grocery store, location-based services can notify a shopper of available
coupons for items while walking along the aisles where they are stocked; in this
environment, even if a device can deliver accuracy up to 2 m, this accuracy may
not suffice to determine whether the mobile is in one aisle or the one adjacent to it.

Other features can be used to supplement, or even substitute, radio frequency
fingerprinting. In this section, we investigate the application of the features
described in Azizyan et al. (2009), namely the non-RF features of sound, motion,
and color and the RF-feature of connectivity. For example, in a Laundromat the
authors observed that sound is characterized by moving mechanical parts while in
a library, on that other hand, it is very quiet. Analogously, typical motion in a
supermarket involves walking up and down aisles with periodic pauses to select
items; this contrasts static motion in a restaurant where the customer remains
mostly seated for the duration of the stay. The chromatic features take advantage
of the fact that many stores have trademark colors which are accentuated
throughout the environment, such as red and white in Target � or pink and orange
at Dunkin’ Donuts �. Finally, regarding connectivity, a mobile device can form a
radio link only with base stations within the vicinity of the environment; hence,
connectivity alone—as opposed to the degree of connectivity expressed by
received signal strength—can be exploited as a signature for the environment.
While the individual features may be similar from environment-to-environment,
combining all four of the features together can prove to be highly discriminatory.
The authors show that it is possible to achieve logical-localization accuracy of up
to 87 % in 51 different environments using only these features which are acces-
sible on most smartphones. In the remainder of this section, we described these
four features in greater detail.
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4.5.1 Sound Features

Sound in an environment is characterized through the temporal distribution of its
volume intensity. This distribution is represented by a histogram of the intensity
values recorded over a 1 min segment. The histogram is divided into 100 bins of
equal size ranging from the minimum to maximum volume of the mobile device.
In the Laundromat environment, for example, the histogram is very sharp at the
center, indicating a constant buzz of medium intensity; this can be attributed to the
rotation of the internal parts of the washers and dryers. Conversely, the distribution
in a coffee shop is wider by virtue of the traits of human conversation, composed
from a greater range of volumes—from the baristas preparing the items and calling
out orders to conversational chatter in the background. The histogram vector
serves as the signature for an environment. When compared against a vector
measured during the localization stage, the inverse of the Euclidean distance—the
distance is computed in the 100-dimensional space of the histogram vector—is
used as the similarity metric. Notice that, as opposed to the previous sections in
this chapter, the authors’ convention in Azizyan et al. (2009) is that a larger
similarity metric is more favorable.

4.5.2 Motion Features

Most smartphones now offer location services. When GPS is available, mainly
outdoors and in some indoor environments—especially indoor environments with
many windows through which the signal can penetrate—GPS can furnish the
location of the mobile device. In GPS-denied areas, however, accelerometers can
be employed to interpolate between the GPS readings (details of inertial-based
systems are provided in Chap. 8). It turns out that in application to fingerprinting,
accelerometers can be exploited to a second end in order to classify the types of
motion which are common in an environment. This is accomplished by extracting
signatures from the accelerometer readings. In Azizyan et al. (2009), each reading
is the output of one of three-dimensional accelerometer axes. When sampled over
time, two sequences are generated from each one of the three readings: one is the
moving averages of the readings and one is their moving variances. The sequences
are then fed to a Support Vector Machine (see Sect. 4.2.2) which classifies the
sequences into one of two categories: either moving or stationary. The SVM is
trained from the samples of the two sequences.

The actual signature is then computed as the quantity r, which is the ratio of
time the mobile device is moving to the time it is stationary—over some obser-
vation window. The signature is then categorized into three classes: sitting for
0� r� 0:2; browsing for 0:2\r� 2:0, and walking for r [ 2:0. By associating
one or more classes to each of the fingerprinted environments, the signature can be
used for the purpose of discriminating between the environments in which the
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different classes occur. Then, the similarity metric between the signature measured
during the localization stage and the signature of a fingerprinted environment is a
value between 0 and 3. The value indicates the number of classes which the two
signatures have in common.

4.5.3 Color Features

In order to capture the color of an environment, the floor is chosen as the target
area. The reason is twofold: first of all the view of the floor (tiles, carpeting, wood,
etc.) is relatively static over time, changing mainly due to obstructions from
pedestrian walking. The ceiling would make for an even better candidate since it
lacks such obstructions, however smartphones usually have their camera installed
on the back of the device and so the camera is seldom pointed toward the ceiling.
This makes for the second reason why the floor is chosen. Based on how the smart
phone is held, the phone can discern one of its six possible orientations. From its
orientation, the phone can determine at which times it is pointed towards the floor.

The camera’s charge-couple device digitizes the captured image into RGB
(Red–Green–Blue) pixels. Because the RGB chromatic space was found to be too
sensitive to shadows and reflections, the pixels were transformed into the more
robust HSL (Hue-Saturation-Lightness) space. The fingerprinting procedure con-
sisted of the following steps. First the HSL pixels from all the images taken in the
same environment were captured and grouped into clusters in the three-dimen-
sional space via the k-Nearest Neighbor method (see Sect. 4.2.1). The number of
clusters in any environment ranged from 3 to 7. Each cluster was represented by its
HSL centroid and the signature of the environment was designated as the centroids
of the clusters identified. Finally the similarity metric was computed as the dis-
tance between the centroids of the image(s) captured during localization and the
centroids of environment i. Specifically, the similarity metric is expressed as:

qi ¼
X

k

X

l

1
diðk; lÞ

N̂k

N̂

� �
Nl

i

Ni

� �
ð4:41Þ

where diðk; lÞ is the Euclidean distance in the HSL space between centroid k of the
captured image(s) and centroid l of environment i. The value N̂k indicates the
number of pixels in cluster k and the value Nl

i indicates the number in cluster l.
Analogously, the value N̂ indicates the total number of pixels over all the clusters
of the captured image(s) while Ni indicates the total number over all the clusters of
environment i. Note that each term in Eq. 4.41 corresponds to a cluster pair in the
measured and fingerprinted spaces. Since the similarity metric is inversely pro-
portional to the distance between the pair, the distance between the closest pair
will have the greatest influence on the metric; likewise, the cluster pairs farthest
apart will have the least influence. Each term is also weighted by the relative
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number of pixels in the respective clusters of the pair. This downplays the con-
tribution of smaller clusters which may just be outliers representing background
noise.

4.5.4 Connectivity Features

As the mobile device moves from one environment to another, its connectivity will
change. Rather than measure the degree of connectivity between a base station and
a mobile device through a similarity metric between their received signal
strengths, a hard limit can also be used—that is—whether a radio link between the
two can be established or not. Since the mobile device pings the surrounding base
stations periodically in order to register their MAC addresses, the frequency of
acknowledgment can be used as a similarity metric of connectivity instead. The
authors quantify the frequency of the connectivity, f , as the fraction of
acknowledgments the mobile receives from a particular base station to the total
number it receives from all the nB base stations during a fixed time period. The
vector of connectivity values f i ¼ fij

� �
; j ¼ 1. . .nB, that a mobile registers within

environment i is designated as the signature of the environment. Then, the simi-

larity metric between signature f̂ ¼ f̂j

� �
; j ¼ 1. . .nB measured during localization

and signature i is:

qi ¼
XnB

j¼1

ðf̂j þ fijÞ �
minðf̂j; fijÞ
maxðfj; fijÞ

ð4:42Þ

Term j is large when the measured and fingerprinted connectivities to station j
have a comparably high frequency; if they are not comparable then the min over
max factor will be very small and will attenuate the weight of the term in the sum.

There are many ways in which the sound, motion, color, and connectivity
features described in this section can be leveraged in order to estimate the mobile’s
location. For example, their individual similarity metrics can be weighted in a
linear combination to formulate a comprehensive similarity metric4. Alternatively,
the authors in Azizyan et al. (2009) chose to apply the features in the following
manner. First of all, the sound, motion, and connectivity features were used
sequentially to filter out unlikely environments. For each, an appropriate threshold
value was set and any candidate environment with a corresponding similarity
metric below that value was discarded. Once the initial filtering was performed,
the color feature was selected to ultimately determine the location of the mobile as
the one with the largest similarity metric among the remaining environments.

4 This requires normalization of the individual similarity metrics such that each of their
minimum and maximum values falls between 0 and 1, respectively.
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4.6 Remarks

Some of the most practical fingerprinting techniques and system applications have
been described in this chapter. While survey-based techniques may benefit from
exploiting existing wireless infrastructure or from the deployment of low-cost
nonproprietary equipment, they still suffer from the drawbacks of a required fin-
gerprinting stage. One drawback is that the system cannot be deployed ad hoc,
rather necessitating hours, weeks, or even months of training for large-scale net-
works, e.g., cellular. (Apropos, the following chapter investigates geolocation
systems in cellular networks). Another drawback is that the radio frequency
characteristics of the sites vary with any environmental changes. Such changes
may arise from the movement of furniture, partitions, and any other objects,
altering the path loss exponent and shadow fading in the environment; also, the
addition or removal of base stations modifies the structure of the database. It is
worth mentioning that some recent effort has been dedicated to research in auto-
matic fingerprint training (Kim et al. 2010; Eleryan et al. 2011).

The drawbacks of fingerprinting preclude mission-critical applications for
which localization services are vital, such as in emergency response and for
firefighting in particular. Even if, in theory, a fingerprinting system could be
trained in advance and its database updated automatically, the signature charac-
teristics of the environment would change drastically during the rapid progression
of a fire. Walls and floors may collapse and the water from the fire extinguishing
hoses (which has the property of high RF reflectivity) and the ambient smoke are
suspected to change the propagation characteristics of the environment. Other
factors may be the flame itself as well as any dust produced from the deteriorating
structure. Studies of these factors are currently underway at the National Institute
of Standards and Technology.
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Chapter 5
Cellular Localization

Mobile network operators offer location based services for their customers as well
as for third party customers that support such applications. The high density of
mobile users in urban and indoor environments drive the need for such location
based services, especially in areas that are GPS-denied. Providing location services
for mobile devices, such as position tracking, is an important objective for cellular
network operators. Example applications for which location information is critical
include:

• Providing ubiquitous coverage across their service areas, network operators
track locations of mobile stations to compile maps of proven coverage.

• Government agencies, such as the Federal Communications Commission in the
United States, require that network operators provide the locations of wireless
callers to emergency services. As wireless callers will often not be at their
registered address, network operators need to determine their current location at
the time a call is made.

• An increasing number of commercial applications for cell phones and other
mobile devices require location services, such as navigation applications.
Navigation applications inform the user about his whereabouts and combine this
with detailed information about his surroundings (arrival time of the next train,
local advertisement, local weather, etc.).

This chapter outlines the motivation for cellular network operators and vendors
to apply different positioning techniques. Section 5.2 presents the structure of a
cellular network and provides some of the positioning techniques that are used in
cellular networks. In Sect. 5.3, we focus on standardized cellular network systems,
such as GSM, WCDMA, and LTE and provide details about which technologies
are applied in the different standards.

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_5,
� Springer Science+Business Media New York 2013
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5.1 Motivation

Historically, there have been three main driving forces for the development of
location-based services in cellular networks. The first, an application of paramount
importance, is the localization of emergency callers in distress. In the United
States, the Federal Communications Commission (FCC) is the governing body that
sets the requirements for localizing wireless phones for emergency calls—known
as E-911—for cellular network operators. A wireless caller who dials 911 will get
his call routed to a public-safety answering point (PSAP), a call-center that collects
all emergency calls. The FCC mandated that the location of the caller be identified
with specific location accuracy and within a certain response time. A wireless
caller, unlike a wired caller, may not be present at the registered address of the
caller’s ID. Therefore, there is a need to localize mobile terminals within a ded-
icated area that emergency services can support.

In the late 1990s (Zhao 2002; Drane et al. 1998), the FCC mandated that
cellular operators fulfill the requirement to localize mobile terminals with a ded-
icated accuracy of at least 50 m (67 %)–150 m (95 %). Table 5.1 shows the dif-
ferent accuracy requirements for terminal-based or network-based positioning for
the case in which a mobile terminal makes an emergency call for counties or PSAP
areas. The testing guidelines are outlined in an early document issued from the
FCC (FCC, OET BULLETIN No. 71: Guidelines for testing and verifying the
accuracy of wireless E-911 location systems 2000).

Besides the FCC requirements for E-911, another driving force for location
services is the demand for commercial applications. Skyhook, a wireless company
offering location services, analyzed how many applications which have been
developed for devices from Apple (iPhones series with the operating system iOS)
and Google (Android based smartphones) use location information (Skyhook Inc.
2012). Applications range from commercial applications such as friend-finders (a
common name for applications that allow sharing your own geo-location infor-
mation with your friends or other groups of people) to location aware advertise-
ment. The number of applications had increased exponentially in time since the
mid of June 2008, the release date of the second generation of the Apple iPhone
(which had a GPS receiver onboard), till mid of 2009, The study from Skyhook
(Skyhook Inc. 2012) shows that in the first year till July 2009 3,000 of the 50,000
available smartphone applications for the iPhone use and request geolocation
information. Outdoors, in rural areas, the GPS receiver onboard provides posi-
tioning information. However, most calls (50–70 %) are initiated indoors, see

Table 5.1 E-911 location
requirements (FCC 2010)

Wireless E-911 location accuracy requirements

Terminal-based
or terminal-assisted

50 m 67 % of outgoing calls
150 m 95 % of outgoing calls

Network-based 100 m 67 % of outgoing calls
300 m 95 % of outgoing calls
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(Chandrasekhar et al. 2008, and references inside), where GPS does not work well,
or even fails. Therefore, cellular localization needs to complement GPS particu-
larly indoors. Several mobile applications use location information; users share
this information for their own benefit and for the benefit of the application and
content developers. Content developers understand and learn where users are
regularly requesting their applications.

Examples of some application types using location information are:

• Friend-finder applications are adding additional features such as local infor-
mation around mobile terminals about (e.g., touristic point of interest) objects
are available [e.g., the foursquare.com app (Foursquare Labs Inc. 2012)]. This
could be enhanced by using visually augmented reality applications that also
consider pose in conjunction with location information to inform the user about
details of what is in front of him [e.g., the wikitude app (Wikitude 2012)].

• Location aware advertising allows offering users the right coupon at the right
time and at the right place. An article in the New York Times (Stross 2010)
pointed out that inside a mall GPS is no longer reliable so that the application
relies on other positioning technologies to guide the user to an appropriate shop.
In malls the fixed infrastructure is controlled by the mall owner and therefore,
survey based non-RF location techniques that are explained in detail in Sect. 4.5,
could support the cellular technologies inside the smartphone.

The third driving force for location services is the network operator itself.
Ongoing research for future radio networks focuses on self-organizing network
functionalities, such as adapting to changes in network load or partial breakdowns
of the network. Location information can support cellular operators in under-
standing where a network breaks down so that they can react, e.g., by increasing
the coverage area of neighboring cells to compensate for the coverage area of the
disabled cell.

5.2 Cellular Networks

In this section we introduce the commonalities of selected cellular network stan-
dards. First, we present a general network structure for cellular networks and then
show positioning techniques that are proposed for different cellular network
standards.

Since the first generation of cellular networks standardization, groups define the
basics of the standard that are either mandatory for every participant or optional.
The standards define parameters and general procedures of the network, but avoid
defining detailed algorithms. The first generation of cellular networks was an
analog cellular network and did not offer any location services. In this chapter, we
focus on the next three generations of cellular mobile radio systems that are all
actively deployed worldwide:
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1. Global System for Mobile Communications (GSM) standard (1st standard
released in 1990) was the first digital cellular network system and is also called
2G (G = generation) cellular network. The first 2G network started operating
in 1991.

2. Universal Mobile Telecommunications System (UMTS)—(1st standard
released in 1999) is also called 3G cellular network. There are three different
standards that are covered by the UMTS standard. There is namely UMTS-FDD
(Frequency Division Duplex), which is also called Wideband-CDMA (W-
CDMA) and has the most dominant penetration worldwide as it is used in the
USA, Japan, and Europe. The other two standards are entitled UMTS-TDD and
TD-SCDMA and not addressed in this chapter. The WCDMA network started
to operate in 2001.

3. 3GPP Long Term Evolution (LTE)—(1st standard released (entitled 3GPP
Release 8) in 2008) is the successor of the 3G standard, but sometimes called
3.9G as it does not fulfill all requirements that the International Telecommu-
nication Union (ITU) described for the fourth generation. The first public
network started at the end of 2009. However, companies have started to
advertise it as the fourth generation (4G) of cellular networks as the air inter-
face is incompatible to the predecessor the 3G cellular network. The upcoming
successor of LTE is LTE-advanced and is officially called a 4G cellular net-
work by the ITU.

5.2.1 Cellular Network Structure

Figure 5.1 shows a diagram of a generalized cellular network. Any such network
consists of two key components: the mobile terminal (MT) and the network
entities. The MT is a mobile unit that shares wireless links between itself and at
least one serving base station (BS). The MT may have a GPS receiver onboard to
position the MT when the mobile terminal receives the GPS signals well (at least
outdoors). The BSs are part of the network and are connected to a core network
unit that forwards the calls or data connections to the mobile switching unit. The
mobile switching unit collects the different connections from different central
network units and forward them to the public network. In a cellular network, two
different links are distinguished: the downlink is defined as the link from the BS to
the MT and the uplink from the MT to the BS. The uplink is normally served by a
single BS. However, e.g., to initiate and accomplish a handover from one BS to
another BS, multiple uplinks could be active in parallel. In the downlink the MT
listens to multiple BSs to be aware of the different BSs.

To position an MT in a two-dimensional plane, at least three receivable base
stations are required. A typical assumption is that these BSs are synchronized in
time. If this is not implemented, an additional location measurement unit (LMU)
can measure the time differences between the BSs itself and the MT. LMUs are part
of the fixed infrastructure and know the coordinates of themselves and of the BSs.
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5.2.2 Cellular Positioning Methods

The evolution of cellular positioning systems reflects the increasing interest of
network operators on location services. Wireless transmission systems had been
traditionally designed and standardized for either communications or positioning.
This trend has been changing throughout the years as users and network operators
have focused on integrating both services in a single device. One reason is due to
the lack of spectrum to accommodate the complementary systems, keeping in
mind that more and more smartphones now incorporate satellite based positioning
systems, such as GPS, into their bandplan. When location services first appeared in
the earlier Global System for Mobile Communications (GSM) radio system, the
interest on localizing mobile terminals was low. The GSM standard was released
in 1990 and it was far too early to consider the request from the FCC for locating
emergency callers in 1996. The GSM standard considered only basic cellular ID.
There were no additional positioning signals defined to improve positioning
information during the process of refining the GSM standard that started in 2000.

The third generation of cellular networks (3G), the W-CDMA standard, or
Universal Mobile Telecommunications System (UMTS)-FDD, was released in

Fig. 5.1 Cellular mobile radio system with one serving base station and additional base stations
that are used for ranging. The base stations are connected to a network center, which is again
connected to a mobile switching center and the public network
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1999 and the first systems were actively deployed in 2001. By then, the FCC E-911
mandated requirements had been published. However, network operators soon
realized that the time-based methods, upon which the standard was based, did not
perform well due to the interference of the synchronization signals that were
simultaneously broadcasted between neighboring BSs. The solution was the
insertion of idle periods to avoid interference between neighboring BSs, but to
the detriment of the cellular capacity of the communication system. As such, the
solution was standardized, but not made mandatory for network operators.
Repeated demands by the FCC in 2005 to fulfill the dedicated requirements raised
the interest by the network operators, at least in the United States. The original
1996 mandate was recently updated in 2010 and 2011 (FCC 2011a, b) as the FCC
realized in hindsight that the original goals were too challenging. However,
changing a standardized system is a complicated task. To address the shortcomings
of the GSM (2G) and WCDMA (3G) cellular systems, the recent releases of 3GPP
LTE added dedicated reference symbols for positioning.

There are several techniques which can be used to gather geolocation infor-
mation in communication systems—all of which have been described in the pre-
ceding chapters. Generally, we can categorize them into four types of
measurements:

• Proximity information: Cell identity (ID) of base stations in a cellular com-
munication system

• Distance measurements:

– Received signal strength (RSS) (Sect. 2.1.4)
– Time of arrival (TOA) (Sect. 2.1.1)
– Time difference of arrival (TDOA) (Sect. 2.1.2)

• Directional measurements: Angle of arrival (AoA) measurements (general dis-
cussion in Sect. 2.1.3)

• Survey information (fingerprinting) based on past signal strength measurements
(see Chap. 4)

These techniques (except the Cell ID) are all optional in the cellular network
standards for the mobile phone industry players. In the following, we present
relevant techniques that were, and currently are, used in cellular networks to
position the MT. Finally, we describe a combination of different types of mea-
surement data.

5.2.2.1 Cellular ID

Cell identity (CID) is a simple and fast method to position the mobile terminal. It
uses the location of the base station that serves the mobile terminal. This is the
simplest positioning method in cellular communication systems. The response
time is very fast as it maps the coverage of cell to an area. It is effective because of
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the instantaneous response together with the cellular coverage. Figure 5.5 shows
an MT that is located at the cell edges of BS1 and BS2. Depending on which of
these cells serves the MT, the MT will decide its own position. Figure 5.5 shows
the general scheme where IDs of two different base stations are detected. Obvi-
ously, the cell size matters significantly, where cell size could also be determined
by the transmit power. If the MT in Fig. 5.5 connects to both BSs, the position
estimated could be improved (e.g., by interpolating) using the location of both base
stations. The CID method is available in all cellular standards. The different cell
sizes are shown in Table 5.2 for the different standards. The most recent standard,
LTE, offers the smallest cell sizes that are femtocells which have a diameter of
several tens of meters to cover e.g., apartments.

5.2.2.2 Synchronization Methods

In mobile radio communication systems the receiver needs to synchronize with the
transmitted data stream. There are different reasons for synchronizing, such as
avoiding interference between different data streams of different users, or detecting
the start of a data stream to decode it successfully. In case the receiver is syn-
chronized with the transmitter, it has (approximately) the same time base and can
calculate the distance between both. In the following, two methods are presented
that are used to synchronize the communication streams, but in addition are used to
estimate the distance between the MT and the BS.

Timing Advance

GSM is a frequency-division (FDMA) and time-division multiple access (TDMA)
system. The TDMA component is used to synchronize up- and downlinks for the
MTs. The BS considers the propagation delay to synchronize different users and to
minimize the interference between them. Figure 5.2 shows the timing advance
procedure for the TDMA part. The base station transmits eight slots within one
transmit frame. The signal propagation delay is estimated from the synchroniza-
tion frame, resulting in a resolution of 64 bits. Each bit corresponds to a propa-
gation delay of 3.69 ls, which translates to a distance of 553.5 m given the speed
of light. The timing advance procedure relies on an established connection of the
MT with the BS—that means it requires handovers to multiple BSs to estimate the
range to them. Therefore, communication resources such as spectrum and power
have to be available twice in both cells at the same time.

Synchronization with Multiple Base Stations

An alternative approach to timing advance procedure is to use synchronization
sequences from different BSs without performing a hard handover of the MT from
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one BS to another. The MT tries to synchronize with each BS by using the known
sequences. In a cellular network, the network operator intends to reallocate the
same spectrum for different links (MT-BS) at the same time but at different
locations. The closer the locations of the BSs to each other, the better the spectral
efficiency of the network.

Figure 5.3 shows a cellular system where each cell has a hexagonal shape and
each BS serves three cells in parallel by using sectored antennas. The gray
shadowed cell is covered by BS1 (which is called the serving BS) and the light
gray dots represent different positions of MTs inside the gray cell. In general, if the
MT attempts to synchronize with a BS, we call it the dedicated BS. The syn-
chronization sequences of the neighboring cells could be used by the MT in the
gray cell as well. However, these sequences will be interfered by the sequences
broadcasted from the serving BS as these sequences are broadcasted at the same
time and at the same frequency. The synchronization sequences are different for
the neighboring cells to differentiate them by the sequence itself. The closer the
MT is to the dedicated BS, the better the MT can synchronize as the signal strength
of the dedicated BS increases and interfering power of the synchronization
sequences of the other BSs decreases. Vice versa, the further away the MT is from
the dedicated BS, the worse the performance of the synchronization will be
because of the higher interference by the synchronization sequences of the
neighboring BSs and because of the lower signal strength of the dedicated BS. To
reduce the impact caused by the interference, an additional scheduled idle period
was introduced for each BS. With this the spectral efficiency of the network is
reduced, but the MT gains the ability to also listen and synchronize successfully to
the neighboring BSs. If the MT synchronizes successfully with the BS, it can
estimate the range.

Fig. 5.2 Timing advance in the GSM frame structure of the TDMA system
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In Mensing et al.( 2010), the authors investigated the impact of interference on
synchronization sequences from different BSs. The interference is reported as neg-
ligible, therefore it causes no noticeable effect on the communication service.
However, for positioning, the MT needs at least three BSs to which it is connected.
The authors proposed an interference cancellation scheme to improve the connec-
tivity to the dedicated BS. Figure 5.3 shows a cellular network with an MT that is
represented at various locations by the light gray dots inside the gray shaded hex-
agonal cell and served by BS 1—the MT is always in the gray shadowed cell. The MT
attempts to synchronize to all BSs (BS 1, BS 2 and BS 3). Figure 5.4 shows the
corresponding positioning performance at the different locations of the MT. The
timing estimates of BS 2 and BS 3 are only of good quality if the MT is far away from
its serving BS 1 (around 1,000 m). The reason is that the interference of BS 1 on the
synchronization sequences of the neighboring BS is weak. Close to the BS 1, the
quality of the timing estimates for BS 2 or BS 3 is insufficient for precise positioning
due to interference from the serving BS (BS 1). The authors proposed an interference
cancellation scheme, which improved the timing estimation accuracy drastically.
Especially close to the serving BS (BS 1), the performance gains were very high. As
in these situations, the serving BS 1 can be detected with high quality, resulting in
high positioning accuracy. In WCDMA, the problem was recognized and the pro-
posed solution was much simpler. WCDMA introduced idle periods for the different
BSs to avoid interference of the synchronization sequences between neighboring
cells. Using idle periods shows similar performance to cancelling the known syn-
chronization sequences, but comes at the expense of communication capacity.

Fig. 5.3 Cellular system with a single mobile terminal (light gray dots inside the shaded
hexagonal cell) at different distances from BS 1 (diamond) as serving BS and the neighboring
BSs (BS 2 and BS 3 in quadrats with an inner circle) as non-serving BS. The MT attempts to
synchronize with all three BSs to estimate the range (Mensing et al. 2010)
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5.2.2.3 Combination of Positioning Techniques

In the following, we show how multiple techniques, such as Cell ID, synchroni-
zation techniques, and angle of arrival can complement each other to improve
positioning performance. The MT in Fig. 5.5 receives, in addition to the Cell ID
information about the ranging time, by using, e.g., the timing advance procedure.
The timing advance procedure is a function of the distance between the BS and the
MT and is therefore used to estimate the distance between the BS and the MT. The
timing advance depends on the technology that is used. GSM uses the synchro-
nization sequence and the granularity of each bit is 3.69 ls. In UMTS, timing
advance was not part of the standard. In LTE, the timing advance value is about
0.52 ls. The uncertainty of the timing advance (TA) procedure is indicated by the
two circles around BS1. The timing procedure requires an existing or established
communication link between the MT and the BS. The BS broadcasts its cellular ID
by a regular schedule that is synchronized with neighboring cells, such as BS2 to
avoid interference between BS1 and BS2 broadcasts. The broadcast of BS2 can be
detected by the MT that is in range. However, BS2 provides only its cellular ID to
support determining the position of the MT. In addition, BS1 also employs
directional or sectored antennas to enhance the positioning accuracy even further.
Instead of the sketched map of Fig. 5.5, Fig. 5.6 shows complementary informa-
tion about the environment. A building blocks the directional link between BS1 and
the MT and a reflector causes a non-line-of-sight path between BS1 and the MT.
Both cause the position estimator, having no additional support of BS2, to calculate
the position with a significant error. The estimated angle of arrival (AoA) infor-
mation from BS1 is wrong and BS2 cannot determine the AoA as it has an
omnidirectional antenna pattern. Today, many base stations have multiple antenna
systems and serve only a sectored area around the base station. Therefore, the
sector information limits the coverage area and, hence, could be easily used to
position the mobile terminal quickly and more accurately. A more advanced

Fig. 5.4 The corresponding
positioning performance
using the RMSE comparing
with and without interference
cancellation. The blue dotted
represents the lowest possible
performance with the given
signals using the Cramer Rao
Lower Bound (CRLB) and
the dashed lines the
performance with an
interference canceller of the
corresponding BS (Mensing
et al. 2009)
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method would be to calculate the angle of arrival (AoA) at the base station (see
more details in Sect. 2.1.3). This requires a precise estimation of the spatial
channel impulse response. The combination of additional information coming
from synchronization methods such as the timing advance procedure or from other
sources such as the angle of arrival together with the cell-ID is called Enhanced
Cellular-ID (E-CID). E-CID requires more information and therefore the response
time is slightly larger than for the simple cell-ID method. The additional infor-
mation is requested by the mobile terminal. More about the combination of time-
of-arrival and angle-of-arrival measurements is described in the next chapter
which deals with cooperative sensor networks.

5.3 GSM, WCDMA and LTE Cellular Networks

In this section, we outline the details about the cellular network standards with a
focus on the parameters that impact the positioning performance. Table 5.2 pre-
sents parameters for the different cellular standards that are relevant for positioning.

Fig. 5.5 Basic principle of
positioning by using the
cellular ID. Additionally,
sectored or even angle
information together with
timing advance information
improves the positioning
accuracy

Fig. 5.6 Estimated position
compared to true position
based on E-CID positioning
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The change in these parameters from one cellular network generation to another is
driven by the potential improvements of the communication networks.

In LTE networks, the cell size could be significantly decreased compared to
WCDMA and GSM cellular networks, e.g., by using femtocells or small cells to
improve the throughput (the MT is close to the serving BS). This means installing
multiple cells instead of a single macro (large) cell. The benefit for positioning is
that any error e.g., based on the cell ID is also significantly lower compared to the
positioning performance using e.g., the macro cell. Synchronization has improved
for the benefit of communications to allocate the resources for more users and to
avoid interference. The improvement in synchronization also supports the ranging
performance and therefore the positioning performance as well. Furthermore,
explicitly dedicated signals for positioning are integrated in the most recent
Release 9 of the LTE standard. The bandwidth is important in communication
networks to achieve high throughput and high data rates. In comparing GSM and
LTE, the available bandwidth increased a hundredfold from the former to the
latter.

The carrier frequency is relevant for the penetration of transmitted signal: the
lower the carrier frequency, the better the penetration of the signal. Therefore,
lower carrier frequencies are used in rural areas and in urban areas (for better
indoor coverage) to exploit the higher penetration of the signal. However, in urban
areas cells get smaller and smaller. Therefore, the penetration could also be
obstructive as it causes interference in neighboring cells. Recently, macro cells
with rather large cell sizes use lower frequencies and for smaller cells, such as
femtocells higher carrier frequencies are used. Multiple antennas allow estimating
the angle of arrival and controlling the angle of departure. Both techniques support
the communication needs to reduce interference, but also support the positioning
performance by e.g., reducing ambiguity.

The access scheme and the handover procedures of the recent standard, such as
LTE compared to GSM, offer a higher flexibility in a cellular networks. The
additional flexibility e.g., allows to support multiple MTs at the same time with
individual requests for their positioning needs. This improves the response time for
each MT to achieve a position estimate compared e.g., to the GSM standard, where
a single MT could allocate all resources of a cell. GSM uses a time division
multiple access (TDMA) scheme to serve up to eight users in a single frequency
band of 0.2 MHz. WCDMA uses direct sequence code division multiple access
scheme (DS-CDMA) to spread the data of multiple users over the same frequency
channel of 5 MHz. A key to the success of CDMA systems is power control of the
individual data streams of the different MTs. Power control reduces the transmitted
power of a signal from a close-by MT and increases the transmitted signal of a
distant MT. With this the network tries to obtain a similar power level of the
different MTs at the BS. The consequence of varying transmit power is that a MT
may not be heard by other BSs that are outside of the cell. LTE uses orthogonal
frequency division multiplexing (OFDM) as access scheme in the downlink. In the
uplink, single carrier frequency division multiple access (SC-FDMA) is used. It is
similar to OFDMA with an additional operation such that the transmitter can
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operate power more more efficiently. Both up- and downlink schemes offer flex-
ibility to use different bandwidths for different users. The varying bandwidth also
impacts the positioning performance because the positioning reference signals are
part of the resource block.

5.3.1 GSM Cellular Networks

GSM networks have been operating since 1991. They use a rather low bandwidth
of 200 kHz for each link compared to LTE networks that can use up to 20 MHz for
each link. Since GSM is a voice oriented standard, this low bandwidth is sufficient.
However, in Chap. 2 (Sect. 2.2.1 and Eq. 2.44) it was shown that the bandwidth
has a significant impact on the variance and the error (Eq. 2.45) of the time-based
ranging measurements.

At first, the GSM network used a carrier frequency around 900 MHz to offer good
penetration of the transmitted signal. Later, new carrier frequencies around
1,800 MHz were additionally used, each with less penetration and lower transmit
signal power in response to the smaller cell sizes. The cell sizes served from a BS are
large and could range up to 35 km in rural areas with low customer density. The goal
of the GSM system at the beginning was high coverage of mainly vehicular users
with velocities up to 50 m/s. Mobile phones were bulky at the beginning of the 1990s
and, as a result, mobile users operated mainly from the inside of cars. Large cell sizes
are an advantage for communications as the handover procedure in GSM was a hard
handover procedure. A hard handover works in the following manner: the estab-
lished connection from the first BS will be dropped and, only after the drop, the
connection to the second BS will be established. There was a significant risk of losing
the connection in case of a voice call in between.

The low bandwidth and the large cell sizes offered rather limited accuracy per-
formance for the positioning techniques that were built on the physical constraints of
the communication system. An early paper (Reed et al. 1998) in 1998 draws the
conclusion that the performance requirements of the FCC would be hard to fulfill.
Reasons were the limited coverage (or hearability) of multiple base stations at the
same time. The second reason was that even if multiple base stations were available,
their geometrical constellations may not have been favorable (see derivation of
Eq. 2.17). The final reason was that the base stations were not synchronized for time-
based positioning methods such as time-of-arrival TOA (see Sect. 2.1).

The cell-ID principle, explained in Sect. 5.2.2, was applied in GSM without any
further enhancements. GSM uses the timing advance procedure to synchronize the
different time slots for multiple users. Timing advance was first introduced (and
used for positioning) in GSM. GSM is a time-division multiple access system
where multiple users share the same frequency. Therefore, the network assigns
different time slots to multiple users. The network or base station informs the
mobile terminal about the timing advance to align the time slots of the different
users in the uplink to avoid interference. However, the mobile terminal is forced to
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perform multiple hard handovers in GSM to learn the different timing advances of
the different base stations. As the density of base stations was low and the cell size
was large, it was not always possible to find enough BSs to position the MT
without ambiguity.

The technique of observed time difference positioning is derived from a proce-
dure for handover. The mobile terminal observes the time differences between two
base stations. As such, the mobile terminal can estimate the propagation delay to the
serving base station. The success of this procedure was foreseen as limited as the
mobile terminal had to meet stringent timing requirements (Reed et al. 1998).
However, the original idea was picked up again for the UMTS/WCDMA cellular
networks.

5.3.2 WCDMA Cellular Networks

WCDMA networks have been operating since 2001. The WCDMA standard uses a
bandwidth of 5 MHz for the downlink and the uplink. The access scheme is a
direct sequence (DS)-CDMA scheme that spreads the data of multiple users over
the whole jointly used bandwidth. The carrier frequency that is used in WCDMA
networks is usually between 1,900 and 2,200 MHz. In WCDMA networks, various
localization methods are applied, namely cell-ID and enhanced cell-ID—enhanced
with the timing advance procedure of the GSM standard. An overview paper from
2002 (Zhao 2002) summarizes the different technologies for 3G systems.

A new positioning specific hardware component introduced in WCDMA net-
works was the LMU. An LMU is a fixed unit to make radio measurements and offers
two functionalities to the network. The first functionality is that an LMU is used to
estimate the time differences between two base stations, which is important in mixed
cellular networks with GSM and UMTS. The second functionality is that the LMU
supports each MT individually with measurement results obtained at the LMU from
the MT. LMUs support time-based positioning methods such as Observed-TDOA
(the basics of time difference of arrival (TDOA) are explained in Sect. 2.1.2). The
TDOA technique is necessary as only the base stations in WCDMA with the support
of the LMUs and GPS receiver are synchronized with each other.

5.3.2.1 (Downlink) Observed Time Difference of Arrival (OTDOA)

The goal of the TDOA method (see Sect. 2.1.2) is to observe and examine time
differences of measurements at reference points to estimate the range differences
between the MT and the BS (Medbo et al. 2009). Only the BSs are synchronized
with each other, e.g., using GPS receiver, but the MT is unsynchronized with the
BSs. As such, the mobile terminal observes time differences of signals from dif-
ferent base stations. Typical signals used for TDOA are reference signals of control
channels that are, for example, needed to make the MT aware of neighboring BSs or
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signals that are needed to prepare a handover. Compared to GSM in WCDMA, the
reference signals are used for positioning without performing a handover. For
TDOA, it is required that the time differences between the BSs are known or zero
(perfectly synchronized between BSs). The differences of the clocks could be
measured and solved by additional LMUs at known locations. LMUs are placed at a
fixed position and perform additional measurements to track the time offset of the
individual BS. This was the preferred method in UMTS/WCDMA. The synchro-
nization has to be fairly accurate; for example, a 10 ns error corresponds to an
uncertainty of 3 m for the position estimate.

Figure 5.7 shows how the different links are considered by calculating the
relative distances depending on the measurements tx, where tx describes the time
measurement between the mobile terminal and the xth BS. The positions of con-
stant time differences are hyperbolas (hyperboloids) with their foci at the location
of the corresponding BSs. Their intersection provides the position of the mobile
terminal. The MT receives multiple signals from different BSs in parallel to
perform measurements. In WCDMA, the MT may suffer from the interference of
these signals with each other. Especially if the MT lies close to its serving BS, the
signals of the neighboring (Kim et al. 2005) BSs are weak but needed to have
multiple time measurements available. To detect the different signals, WCDMA
introduced an idle period for the downlink (IPDL). The idle period improved the
hearability of the neighboring base stations as it avoided any interference at this

Fig. 5.7 Observed time-difference of arrival (OTDOA) method
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time. The length of the idle period influences the positioning accuracy, as the
mobile terminal could integrate longer, but it also reduces the throughput of the
communication system. Originally the slots were randomly allocated to perform
measurements. Ludden and Lopes (2000) introduced a scheduled procedure that
was time aligned to have a common idle period with less interference and mobile
terminals perform measurements at the same time slot. The additional cost comes
from the synchronization effort between the base stations to schedule when they
need to be idle and when each BS can perform measurements.

5.3.3 3GPP LTE Cellular Networks

While Release 9 (end of 2009) of LTE introduced new positioning features, the
primary goal was to offer a smooth transition from the existing cellular standards
(2G (GSM) and 3G (WCDMA)) to LTE. Figure 5.8 depicts the different tech-
nologies that are used to address positioning in LTE networks. Depending on
which network is additionally active (LTE base stations also work together with
WCDMA and GSM networks), different protocols are applied. The left block
outlines three techniques (A-GNSS, ECID, O-TDOA) that are used today in cel-
lular systems, such as GSM and WCDMA directly. A-GNSS stands for Assisted
Global Navigation Satellite System and describes the assistance of the cellular
network to support GNSSs. Well-known examples of a GNSS are NAVSTAR
GPS, or the European Galileo system, or the Russian Glonass system. A-GNSS is
an evolution of assisted-(A-)GPS.

In addition, the LTE positioning protocol uses methods that are uniquely
developed for LTE, e.g., based on the positioning reference signals (PRS 3GPP TS
25.305, 2011). SUPL 2.0 is a third protocol that establishes an overhead protocol
to interface different techniques that would not work with each other directly.
(Open mobile alliance 2012a, b). With this, it ensures that several air interface
technologies can exploit their solutions without the need of a defined standardized
interface (it includes the named three cellular standards and also supports others
such as WiMAX, WiFi 802.11, etc.). Open Mobile Alliance also provides enablers
of interoperable services working across the world with different operators and
different mobile terminals. The relevant standard for positioning is called the
Secure User Plane Location (SUPL). A plane allows establishing a connection

Fig. 5.8 Overview of the different technologies that are covered by the LTE standard
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using all seven OSI (Open Systems Interconnection) layers without interfering
through the existing standardized communication layers. Its goal is to offer
ubiquitous access to different positioning techniques through a common interface
and a known positioning protocol. SUPL has a user plane which provides posi-
tioning information to location-based services through the users’ traffic channel.
SUPL also has a control plane that only applies—for privacy reasons—to a very
limited number of use cases addressed by law enforcement and network moni-
toring tools and is used by the operator traffic channel.

A-GPS has an additional data stream (useable in some networks even without a
specific data contract) of the cellular network that broadcasts recent information
about the GPS system that is relevant inside the local cell. Receiving the recent
information via GPS requires up to 12.5 min as the data rate is 50 bps. Therefore,
the alternative solution is to use A-GPS which improves the time to first fix.
Today, A-GPS is the only active system that is used in cellular networks, but the
LTE protocol includes support to assist navigation systems, such as Galileo or
GLONASS when they exist. There are two fundamental modes that are supported
for A-GNSS:

• MT-assisted method: The MT receives information that includes visible satellite
list, reference time, and other assistance data. A significant part of the assistance
data is usually valid for only a few minutes. The MT receives satellite signals
and transmits the measured data back to the network. With this, the network or
the location server calculates the position of the MT and shares it with the MT.

• MT-based method: A GNSS receiver is part of the mobile terminal. During the
start-up phase, satellite orbital elements, i.e., ephemeris, reference time, and
other data are provided to the MT. The MT uses these assistance data to cal-
culate its own position.

The concept of A-GNSS has the following advantages. The acquisition time is
significantly reduced because of coarse knowledge about the position of the mobile
terminal through the cell. In particular, GSM has a maximum cell size of approx-
imately 35 km, whereas in LTE cells such as femtocells are much smaller (less than
100 m). In Monnerat (2008), the author pointed out several additional advantages
of A-GNSS, viz calculating the satellite Doppler frequency, improving pre-syn-
chronization with the synchronized time between the GPS time and the network
time resulting in a reduced complexity of the synchronization algorithm. The time-
to-first-fix is significantly reduced from about 60 s to less than 20 s. Together with a
mobility model, the accuracy of the tracking algorithm can also be improved.

The three individual techniques mentioned above will have different limitations
in different operating environments. In order to provide ubiquitous positioning, the
multiple techniques are leveraged. An adaptive solution has the flexibility to
choose a selection of positioning technologies depending on the requested quality
of service.

A recent development combined the idea of RF fingerprinting localization (see
Chap. 4) with angle-of-arrival and cell-ID. Wigren (2007) outlined a multi-step
approach, called adaptive enhanced cell-ID (AECID) fingerprinting. The method is
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an iterative method that improves by requesting more information if needed. The
mobile terminal requests in which cell it is located over multiple steps and then it
collects round-trip time measurements between the serving base stations. Next to
the ECID it builds on fingerprints that are collected a priori. Furthermore, in
AECID a continuous collection of updates allows the terminal to build and refine a
database of dedicated high-precision measurements and computes confidence
information for that data. The proposed method initiates auxiliary measurements if
needed and refines by this the positioning estimate. Furthermore, the authors
proposed a quantized measurement to improve the consistence of the fingerprints
between different mobile terminals. This is especially helpful for mobile terminals
that are affected by shadowing from the user—e.g., the RSS values easily vary by
5–10 dB. The response time is slightly higher than for E-CID in case auxiliary
measurements are needed.

3GPP LTE uses different synchronization symbols that are mainly used for
communication purposes. The primary synchronization signal (PSS) is based on a
Zadoff-Chu sequence (TS 36.211, 2011) and is used to achieve a coarse syn-
chronization. The Zadoff-Chu sequences result in a zero-cross-correlation if the
sequences are shifted. The secondary synchronization sequence (SSS) is of two
length-31 binary sequence that is used to acquire the communication signal more
precisely. LTE aims for a reuse factor of one, which means neighboring cells shall
allocate the same spectrum to different users. As such, to obtain reasonable ranging
measurements with the neighboring cells, Release 9 of the standard proposed
positioning reference signals (PRS). Figure 5.9 depicts the scattered signals over a
part of an LTE frame in the downlink. The subcarrier index represents the fre-
quency direction. Each subcarrier is generally 15 kHz broad. Each OFDM symbol
is 66:7 ls long. The signals are dedicated to positioning and intercellular inter-
ference is avoided by carefully scheduling the symbols between the different base
stations. Additionally, when interference is unavoidable, neighboring base stations
can also stay mute to further reduce intercellular interference and to improve
hearability.

LTE uses different bandwidths depending on the downlink data-rate requested
by the MT. As shown in Chap. 2, generally the performance of ranging depends on
the bandwidth of the signal. The different bandwidths range as 1.4, 3, 5, 10, 15,
and 20 MHz. The synchronization signals (PSS and SSS) for communication are
all allocated in the narrow band (1.4 MHz). However, LTE offers a more precise
positioning as it also adds more PRS depending on the actual bandwidth used. The
PRS are part of the resource frame.

In addition to O-TDOA discussed previously, LTE also considers uplink TDOA
(U-TDOA). In theory, time-of-arrival (TOA) measurements could be performed
either at the base station or at the mobile terminal (Sun et al. 2005; Gustafsson and
Gunnarsson 2005). This, however, is conditioned upon full synchronization
between the two, as outlined in Chap. 2. In LTE cellular communication systems
the BS and the MT are not well synchronized, therefore TOA measurements have
to be used differentially by TDOA. This requires either that the participating base
stations are synchronized between each other or that their synchronization offsets
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are known via LMUs. U-TDOA is a network-based method, as measurements are
taken at the base station (the U stands for uplink) in a dedicated mode. When the
MT is nearby, the transmit power of the MT is weak due to power control on the
uplink. A drawback is that neighboring base stations receive low signal power.
Notwithstanding, the advantage of U-TDOA is that any mobile terminal can be
supported independently of its own localization capabilities; these capabilities are
provided by the network. In LTE, U-TDOA is under discussion for Release 11 (not
yet finalized in early 2012).

5.4 Conclusions

Table 5.3 shows an overview of the different techniques comparing the potential
positioning accuracy versus response time (time elapsed for the system to provide
the estimated position). The response time of the available location information
depends on the amount of additional data that is requested. For example, the
network and the protocol that a cellular system uses may gather and distribute
relevant data helping to position the mobile terminal.

The simplest and quickest solution to determine location is the attempt of
mapping the Cellular identity (CID) to a dedicated position. The positioning
uncertainty is related to the cell area size and, if multiple cell IDs can be com-
bined, to reduce ambiguity. To collect additional information to improve the
positioning accuracy increases the response time. Such procedures are Enhanced-
CID and Adaptive Enhanced Cell ID (AECID). AECID requires even a priori data
of the signal strength and initiates additional time-based measurements if the

Fig. 5.9 Part of an LTE
frame with positioning
reference signals in dark
(TS 36.211, 2011)
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confidence of the provided RSS based measurement data is low. The time- or
ranging-based methods, such observed TDOA or uplink TDOA, require numerous
links that need to be scheduled, coordinated and finally processed. Therefore, their
response time is significantly larger.

Figure 5.10 shows the different techniques that have been developed and inte-
grated over the last 15 years in cellular mobile radio systems. Several publications
(Mensing et al. 2010; Ericsson White Paper 2011; Wigren 2007) draw the con-
clusion that not a single solution is sufficient to offer reliable positioning infor-
mation in all environments. When focused on indoor environments, the accuracy
performance of proximity methods is linked to the cell size. Adaptive methods,
such as AECID, improve accuracy by considering fingerprinting data. This, how-
ever, comes with additional computational costs as more data needs to be merged so
that response time increases. A-GNSS methods improve positioning by GNSS, but
the urban-canyon and indoor environments prove very challenging for GNSS
receivers. Therefore, in these environments, supplementary methods are often
required to successfully position the mobile terminal. Uplink or Observed TDOA
are well understood and accepted now in the recent release of LTE. The additional
positioning reference signals as part of the communication signal (and even addi-
tional symbols used in the broader channels) indicate that future cellular mobile
radio systems will be able to fulfill the requirements that the FCC already demanded
in 1996. Finally, Table 5.3 summarizes the different techniques, the expected
accuracy performance, the response time, and the impact on the mobile terminals.

References

3GPP, TS 25.305 Universal mobile telecommunications system (UMTS); stage 2 functional
specification of user equipment (UE) positioning in UTRAN. Technical specification, version
10.0.0 (2011)

3GPP, TS 36.211 (2011) LTE; Evolved universal terrestrial radio access (E-UTRA); physical
channels and modulation. Technical specification, version 10.1.0 (2011)

V. Chandrasekhar, J. Andrews, A. Gatherer, Femtocell networks: a survey. Commun. Mag. 59–
67(2008)

Fig. 5.10 Different positioning solutions that are available and could be jointly used

158 5 Cellular Localization



C. Drane, M. Macnaughtan, C. Scott, Positioning GSM telephones. Commun. Mag. 46–54(1998)
Ericsson white paper. Positioning with LTE(2011), http://www.ericsson.com/res/docs/

whitepapers/WP-LTE-positioning.pdf. Accessed 20 April 2012
FCC, Amending the definition of interconnected VoIP service in Section 9.3 of the commission’s

rules wireless E-911 location accuracy requirements E-911 requirements for IP-enabled
service providers (2011a), http://transition.fcc.gov/Daily_Releases/Daily_Business/2011/
db0713/FCC-11-107A1.pdf. Accessed 13 July 2011

FCC, Wireless E-911 location accuracy requirement (2011b), http://hraunfoss.fcc.gov/
edocs_public/attachmatch/DA-11-1125A1.pdf. Accessed 28 June 2011

FCC, Wireless E-911 location accuracy requirement—second report and order (2010), http://
transition.fcc.gov/Daily_Releases/Daily_Business/2010/db1018/FCC-10-176A1.pdf. Acces-
sed 23 Sept 2010

Foursquare labs Inc. Foursquare application (2012). https://foursquare.com/about/new?from=hp
F. Gustafsson, F. Gunnarsson, Mobile positioning using wireless networks: possibilities and

fundamental limitations based on available wireless network measurements. Signal Process.
Mag. 41–53 (2005)

S. Kim, Y. Jeong, C. Lee, Interference-cancellation-based IPDL method for position location in
WCDMA systems. IEEE Trans. Veh. Technol. 117–126 (2005)

B. Ludden, L. Lopes, Cellular based location technologies for UMTS: a comparison between
IPDL and TA-IPDL, in Proceedings of the 51st Vehicular Technology Conference, Tokyo,
2000, ed. by IEEE, pp. 1348–1353

J. Medbo, I. Siomina, A. Kangas, J. Furuskog, Propagation channel impact on LTE positioning
accuracy: a study based on real measurements of observed time difference of arrival, in
Proceedings of the Personal, Indoor and Mobile Radio Communications (PIMRC 2009),
IEEE 2009

C. Mensing, S. Sand, A. Dammann, W. Utschick, Interference-aware location estimation in
cellular OFDM communications systems, in Proceedings of the IEEE International
Conference on Communications 2009 (ICC ‘09)

C. Mensing, S. Sand, A. Dammann, Hybrid data fusion and tracking for positioning with GNSS
and 3GPP-LTE. Int. J. Navig. Observ. (2010)

M. Monnerat, AGNSS standardization: the path to success in location-based services. Inside
GNSS, August 2008

OET BULLETIN No. 71: guidelines for testing and verifying the accuracy of wireless E-911
location systems(2000), http://transition.fcc.gov/Bureaus/Engineering_Technology/
Documents/bulletins/oet71/oet71.pdf. Accessed 12 April 2011

Open mobile alliance. OMA secure user plane location V2.0 (2012), http://
www.openmobilealliance.org/technical/release_program/supl_v2_0.aspx

Open mobile alliance (2012), http://www.openmobilealliance.org/
J.H. Reed, K.J. Krizman, B.D. Woerner, T.S. Rappaport, An overview of the challenges and

progress in meeting the E-911 requirement for location service. Commun. Mag. 30–37 (1998)
Skyhook Inc. Skyhook–location apps. (2012), http://www.skyhookwireless.com/locationapps/.

Accessed 26 April 2012
R. Stross, Someday, store coupons may tap you on the shoulder (2010), http://www.nytimes.com/

2010/12/26/business/26digi.html. Accesses 25 Dec 2010
G. Sun, J. Chen, W. Guo, K.J.R. Liu, Signal processing techniques in network-aided positioning:

a survey of state-of-the-art positioning designs. IEEE Signal Process. Mag. 12–23 (2005)
T. Wigren, Adaptive enhanced cell-ID fingerprinting localization by clustering of precise position

measurements. IEEE Trans. Veh. Technol. 3199–3209 (2007)
Wikitude, Wikitude.me (2012), http://www.wikitude.me/w4/wme/map.jsp
Y. Zhao, Standardisation of mobile phone positioning for 3G systems. Commun. Mag. 108–116

(2002)

References 159

http://www.ericsson.com/res/docs/whitepapers/WP-LTE-positioning.pdf
http://www.ericsson.com/res/docs/whitepapers/WP-LTE-positioning.pdf
http://transition.fcc.gov/Daily_Releases/Daily_Business/2011/db0713/FCC-11-107A1.pdf
http://transition.fcc.gov/Daily_Releases/Daily_Business/2011/db0713/FCC-11-107A1.pdf
http://hraunfoss.fcc.gov/edocs_public/attachmatch/DA-11-1125A1.pdf
http://hraunfoss.fcc.gov/edocs_public/attachmatch/DA-11-1125A1.pdf
http://transition.fcc.gov/Daily_Releases/Daily_Business/2010/db1018/FCC-10-176A1.pdf
http://transition.fcc.gov/Daily_Releases/Daily_Business/2010/db1018/FCC-10-176A1.pdf
https://foursquare.com/about/new?from=hp
http://transition.fcc.gov/Bureaus/Engineering_Technology/Documents/bulletins/oet71/oet71.pdf
http://transition.fcc.gov/Bureaus/Engineering_Technology/Documents/bulletins/oet71/oet71.pdf
http://www.openmobilealliance.org/technical/release_program/supl_v2_0.aspx
http://www.openmobilealliance.org/technical/release_program/supl_v2_0.aspx
http://www.openmobilealliance.org/
http://www.skyhookwireless.com/locationapps/
http://www.nytimes.com/2010/12/26/business/26digi.html
http://www.nytimes.com/2010/12/26/business/26digi.html
http://www.wikitude.me/w4/wme/map.jsp


Chapter 6
Cooperative Localization in Wireless
Sensor Networks: Centralized Algorithms

The basic localization techniques known as triangulation and angulation were
introduced in Chap. 2. In two-dimensional triangulation the location of a mobile
device is computed by measuring its range from at least three base stations with
known coordinates. Analogously, in two-dimensional angulation the mobile’s
location is computed from the arrival angle from at least two stations. While these
techniques are practical in Global Positioning Systems or cellular networks, in
some networks connectivity of some nodes to even two base stations cannot be
guaranteed. A prime example is in wireless sensor networks (WSNs). Because
wireless sensors often have a deployment life of months or even years, battery
conservation is critical to their operation. This prescribes transmitting infrequently
and over short distances. To address the latter, nodes communicate between each
other via short, multihop links to stations external to the network (Perkins 2001).
The coordinates of the base stations are either hardwired or—because in most
cases they are installed outside—can be determined through GPS. In contrast,
many WSN applications—such as military or in emergency response—require on-
the-fly setup, meaning sensor positions cannot be hardwired and, since sensors are
battery constrained, they may not have sufficient power to receive GPS signals.
As such, sensors must cooperate in order to extrapolate their locations through
multihop links to the stations. This is the basis of cooperative localization.

Cooperative localization was first proposed in Japan to acquire real-time
positioning information on mobile robots (Kurazume et al. 1994). Today this
concept has been applied not only to WSNs, but also more recently introduced in
heterogeneous communication networks. The heterogeneity of today’s wireless
communication networks can be seen as an additional challenge in localization.
Current research aims at porting WSN positioning algorithms into communication
networks. For example, in Frattasi (2007) user cooperation was exploited in a
least squares framework where cellular and ad-hoc links are combined in a
single module of the system. Instead in Figueiras (2008), common Bayesian fil-
tering, namely Kalman filtering, is used for combining short- and long-range links.

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_6,
� Springer Science+Business Media New York 2013
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In Cui et al. (2007), the authors proposed a mathematical formulation based on the
absolute position obtained by the cellular system followed by a routine optimi-
zation that uses the information from the short-range or peer-to-peer links.

The cooperative localization problem can be stated formally as follows. Let the
network be composed of two types of nodes: nA anchor nodes (or anchors), whose
locations are known, and nS sensor nodes (or sensors), whose locations are
unknown, for a total of n ¼ nA þ nS nodes. For simplicity, let the nodes lie in the
two-dimensional plane such that node i has location xi 2 R2 indexed through
i ¼ 1. . .nA for the anchors and i ¼ nA þ 1. . .n for the sensors. Let the set N contain
all pairs of neighboring nodes, i.e. nodes between which a link exists:
ði; jÞ; i\j; xi � xj

�� ��\R, where �k k is the Euclidean distance and the network
parameter R is the maximum communication range of the nodes, otherwise known
as the radio range. The complementary set N contains all pairs of non-neighboring

nodes: ði; jÞ; i\j; xi � xj

�� ���R. The measured distance d̂i;j between neighboring
nodes i and j is obtained through either one of the received-signal-strength or time-
of-arrival techniques introduced in Chap. 2. By processing the anchor locations
together with the measured distances, the solution to the problem yields the
unknown locations of the sensor nodes in the network.

Centralized cooperative algorithms can guarantee optimal localization results
because all the network data is available at a single processing unit. The disad-
vantage, however, is that this involves relaying information across a large network:
from the sensors to the processing unit. If the transmission delays are significant,
the processed data may be obsolete upon reception, limiting the algorithms’ sca-
lability. Alternatively, local distributed processing at the sensors can more easily
maintain network updates in the presence of dynamic links and mobility—an
added advantage is shared computational load—but this comes at the price of
suboptimal localization results. The choice of centralized or distributed algorithms
will depend on the requirements of the application considered. In this chapter, we
survey a number of centralized algorithms. Distributed algorithms are treated in
Chap. 7.

6.1 Multilateration

The term multilateration is derived from the same geometrical principle as
triangulation or angulation, but is intended for any constellation of anchor and
sensor nodes in the network. This means that even when a sensor lacks direct
connectivity to anchor nodes, multilateration techniques can still recover the
sensor’s location through its indirect connectivity to the anchors via other sensor
nodes in the network. The specific network constellation and in particular the
anchor–sensor ratio of the nodes will ultimately dictate the attainable degree of
localization accuracy.
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6.1.1 Atomic Multilateration

The first centralized cooperative localization algorithm considered in this chapter
is known as Atomic Multilateration (Savvides et al. 2001). It is one of the earliest
and best known algorithms in the field. The multilateriation is atomic in that sense
each sensor operates on a small scale—only with its neighboring nodes—if they
can furnish the requisite information to determine the sensor’s location. The
algorithm essentially draws on the same set of equations from (2.3)–(2.6), however
applied to sensor networks. The underlying principle is that the measured distance

d̂2
i0 between a sensor 0 and a neighboring anchor i is related to the sensors loca-

tions, x0 and xi respectively, through the square Euclidean norm as

xi � x0k k2¼ d̂2
i0: ð6:1Þ

Expanding the norm in the two-dimensional coordinate space for anchor i and
another anchor j also neighboring sensor 0 yields the following quadratic system of
equations, each representing a circle:

xi � x0ð Þ2þ yi � y0ð Þ2¼ d̂2
i0

xj � x0
� �2þ yj � y0

� �2¼ d̂2
j0:

(

ð6:2Þ

By expanding the equations further and subsequently subtracting the second from
the first, the difference can be expressed as a linear equation

aij;xx0 þ aij;yy0 ¼ bij; ð6:3Þ

where

aij;x ¼ 2ðxi � xjÞ
aij;y ¼ 2ðyi � yjÞ

bij ¼ ðx2
i � x2

j Þ þ ðy2
i � y2

j Þ � ðd̂2
i0 � d̂2

j0Þ:

8
><

>:
ð6:4Þ

As illustrated in Fig. 6.1, the linear difference equation in (6.3) represents the
line defined by the two points at which the two circles meet. It can be also written
in matrix form as

A � x0 ¼ b; ð6:5Þ

where each row of matrix A and vector b corresponds to a pair of anchors
(i,j) which both neighbor sensor 0. If the sensor node has nA neighboring anchors,

then there will be
nA

2

 !

rows. Note in (6.4) that the two columns of A are

indexed as x and y. For the case nA ¼ 3; the system in (6.5) can be resolved to a
unique solution for x0; unless the anchors are collinear, for which the system is
underdetermined. Even if the anchors are quasi-collinear, a case which is referred
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to as the Geometric Dilution of Precision (Langley 1999) introduced in Chap. 2,
numerical issues may arise. For the case nA [ 3 non-collinear anchors, the system
will be overdetermined if the measured distances contain errors, meaning that the

nA circles, or equivalently the
nA

2

 !

lines, will not intersect at a unique point.

In order to identify a unique position for the sensor, a linear residual error is
defined for each linear difference equation:

aij ¼ aij;xx0 þ aij;yy0 � bij: ð6:6Þ

The linear residual error is the distance between x0 and the line in (6.3). Then the
least squares solution, which minimizes the sum of square linear residual errors:

X

8ði;jÞ;
ði; 0Þ 2 N

ðj; 0Þ 2 N

�
a2

ij

ð6:7Þ

is given by

x0 ¼ ðAT AÞ�1AT b: ð6:8Þ

Figure 6.1 shows the estimated sensor location, x0, and the linear residual error,
a12; associated with the pair of anchor nodes, x1 and x2: (The anchors associated
with the other two circles and the residuals associated with the other two lines are
suppressed to avoid clutter).

Fig. 6.1 Atomic
Multilateration. The linear
residual error, a12, is the
distance between the
estimated sensor location
(dark) and the line which
intersects the two circles
associated with anchors 1 and
2 (blue)
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Through triangulation, the locations of all sensor nodes in the network with
three or more neighboring anchors can be determined. Once their locations are
known, they become virtual anchor nodes themselves. In turn they can enable a
neighboring sensor with less than three actual anchor nodes to determine its own
location. Through this iterative process, the locations of more and more sensors
become known. The larger the number of neighboring anchors, the more robust is
a sensor node to distance measurement error. As such, at each step in the iteration,
the location of the unknown sensor with the largest number of neighboring nodes
is determined. Since the unknown sensor may be used as a virtual anchor in later
steps, this serves to mitigate the propagation of location error.

6.1.2 Collaborative Multilateration

For all sensors in the network with three or more neighboring anchors (actual or
virtual), Atomic Multilateration can be applied. However, if during the iterative
process a sensor cannot meet this condition, it means that the sensor cannot gather
the minimum data necessary from its neighboring nodes to solve the simplified
system of linear equations in 6.5. As an alternative, the sensors can resort to an
algorithm defined in Savvides et al. (2002) known as Collaborative Multilatera-
tion. By extending its communication reach from single-hop neighbors to multihop
neighbors (i.e. neighbors of neighbors) as well, the sensor can then gather the data
necessary to solve a system of original (i.e. nonlinearized) quadratic equations
derived from 6.1.

The system of equations can be represented graphically by a subdivision of the
network which we refer to as a subnetwork. Each anchor in the subnetwork cor-
responds to a set of known coordinates in the system while each sensor corre-
sponds to a set of unknown coordinates; likewise, each anchor–sensor or
sensor–sensor link in the subnetwork corresponds to an equation in the system. If
the system has a unique solution, it can be solved using gradient descent or some
other nonlinear technique which minimizes the sum of square residual errors
between the estimated and measured distances for all links in the subnetwork. The
residual error between nodes i and j is defined as

aij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q
� d̂ij: ð6:9Þ

At a given step, a subnetwork is originated at an unknown sensor node in the
network and is expanded upon by adding single-hop neighbors and multihop
neighbors in succession, and all associated links. During the expansion, the
number of equations included in the system increases with every link added;
however the number of unknowns also increases with every sensor added. The
expansion continues until the system yields a unique solution for all the sensor
nodes included. Conditions for uniqueness are discussed in the following. Because
the search space is non-convex, the solution found may be suboptimal. As such, in
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order to reduce the search space, the system of equations should be kept as small as
possible. Hence, the smallest subnetwork is sought.

A system of quadratic equations has a unique solution if all the nodes in the
subnetwork are said to be participating—a term coined by the authors in Savvides
et al. (2002). All anchors are participating by default. Participating sensors, rather,
are determined recursively. The sensors in the subnetwork are labeled by the
number, or degree, of participating neighbors they have. Initially, only the anchors
are participating. If the degree of a sensor exceeds 2, it is designated as a par-
ticipating node; also, if two neighboring sensors both have a degree of 2, they are
both designated as participating nodes. This ensures that each sensor has at least
three participating neighbors, thus enabling Collaborative Multilateration.

Figure 6.2a shows a subnetwork with six nodes: four anchors (blue) and two
sensors (red). At initialization, the sensors both have degree 2—as related to the
number of anchor connections each has. In addition, since the two sensors are
mutual neighbors, they are designated as participating nodes at the next recursion,
making all the nodes in the subnetwork participating. In contrast, Fig. 6.2b shows
a subnetwork with five nodes: three anchors and two sensors. At initialization, the
degree of sensor 3 is 2 and the degree of sensor 6 is 1. Because the degree of sensor
6 is only 1, despite the fact that the sensors are mutual neighbors, they cannot
increase their degrees further. This means that the subnetwork does not have a
unique solution. In practice, sensor 6 is subject to the mirror ambiguity because the
topology of the subnetwork does not provide sufficient information to resolve its
location to one of the two positions shown. More about the mirror ambiguity is
discussed in Sect. 6.4.2.

6.2 Convex Optimization

The basic multilateration techniques introduced in the previous subsection,
although implementable in a centralized fashion, are designed for local processing
at the sensor nodes. A sensor gathers primitives—either the measured distance or

Fig. 6.2 Collaborative Multilateration. Given the network topology in plot (a), the locations of
the two sensor nodes (red) can be identified uniquely from the four anchor nodes (blue). The
network in plot (b), however, suffers from the mirror ambiguity: sensor 6 could be located at
either of the two locations shown
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the measured angle1—between neighboring single-hop or multihop nodes in order
to determine its location. By virtue of the local processing, the techniques lend to
distributed algorithms as well. Techniques based on global optimization for cen-
tralized processing, rather, view the network as a whole.

The general approach in optimization problems is to define an objective
function—either to minimize or to maximize—and associated constraints on the
function variables. The constraints delineate the variable space over which the
algorithm can search for the optimal solution. When applied to network locali-
zation, typically the variables are the sensor locations and the function to minimize
is the error between the measured primitives and the primitives given by the
variables. Because the optimization is global, the measured primitives from the
whole network are fed to the algorithm which processes them in a centralized
fashion. Due to measurement error, when processing them collectively, they will
tend to contradict each other. By applying geometrical constraints on the network,
which are often convex, the algorithm resolves the contradictions such that the
sensor locations are compliant with the physical world. In this subsection, we
investigate the sorts of geometrical constraints which can be applied on the
network.

6.2.1 Distance Constraints

Localization in WSNs was first posed as a convex optimization problem in
Doherty et al. (2001)—convex because the search space over the function vari-
ables is convex. Convex optimization is appealing because efficient methods exist
to solve for the variables and the solution it yields is optimal. The localization
problem is formulated as a convex program (Bazaraa et al. 1990), which in this
application is defined as an ensemble of convex geometrical constraints on the
sensor locations coupled with an objective function to optimize. If a solution
exists—meaning that if the constraints do not contradict each other—then the
sensors will lie in the feasible solution space, which is just the space formed by the
intersection of all the constraints. The optimal solution then lies within this fea-
sible solution space.

The first geometrical constraint that we consider is given by the definition of
neighboring nodes provided in the chapter introduction. The constraint translates to

an upper bound on the distance between neighboring nodes, i.e. xi � xj

�� ��2�R2,
where R is the radio range. This constraint can also be expressed as a linear matrix
inequality:

1 Although described in Sect. 6.1 only for measured range, the multilateration techniques can
be readily extended to measured angle-of-arrival by applying the appropriate angulation Eqs.
2.14–2.15 instead of the triangulation Eqs. 2.3–2.6.
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I2R xi � xj

xi � xj

� �T
R

� �
� 0; ð6:10Þ

where I2 is the 2 � 2 identity matrix. The convex area corresponding to the con-
straint is the area common to the interior of the two circles centered at xi and xj,
both with radius R. Then the feasible solution space for a sensor node is the
intersection of the convex areas formed with each of its neighboring nodes.
Figure 6.3a illustrates the individual feasible spaces—in different shades of gray—
for the three sensor nodes (red) in an example network. (The anchor nodes are
shown in blue.) Since no objective function is specified, the sensor may equiva-
lently lie anywhere within its respective feasible space.

The shortcoming with this set of limited constraints is that the neighboring
nodes lack a complementary lower bound on the distances between them. As a
result, the feasible space will collapse within the convex hull of the anchor nodes
in the network, yet satisfying all the upper bounds. Figure 6.3b shows such a
solution with the convex hull connecting the three anchors—a stark contrast from
the correct solution in Fig. 6.3a. Hence, the method generates acceptable results
only if all the sensors are actually located within the convex hull of the anchors. In
the next section, an approach to incorporate lower bounds to deal with this
shortcoming is explained.

Fig. 6.3 Convex optimization. The convex feasible space for each of the sensor nodes (red) is
shaded in gray. The anchor nodes are colored blue. Plots (a), (b) illustrate convex distance
constraints on neighboring nodes in the network while plot (c) illustrates convex angle
constraints. Plot (d) illustrates combined distance and angle constraints
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6.2.2 Angular Constraints

If the sensor nodes are equipped with steerable directional antennas, a difference
class of convex constraints based on angle, rather than distance, can be considered.
The measured angle between neighboring nodes i and j from (2.14) is repeated
here for convenience as

hij ¼ tan�1 yj � yi

xj � xi

	 

: ð6:11Þ

Assuming that the antennas have a sector-shaped radiation pattern with beam
width hw; then xj will lie within the convex area enclosed by the two planes

circumscribed by angles hij � hw
2 and hij þ hw

2 . The two planes intersect at xi, as
shown in Fig. 6.3c. This conical area corresponds to the intersection of the fol-
lowing upper and lower bounds, which can be applied to the sensor locations:

yj � yi� tan hij �
hw

2

	 

ðxj � xiÞ

yj � yi� tan hij þ
hw

2

	 

ðxj � xiÞ:

ð6:12Þ

Since the cone corresponding to each pair of neighboring nodes is unbounded, the
sensor locations are only loosely confined, yielding poor results. Rather combining
the angular constraints with the distance constraint bounds the conical area, as
shown in Fig. 6.3d, drastically improving the results.

6.3 Semi-Definite Programming

The distance constraints considered in Sect. 6.2.1 stem simply from the condition
of two neighboring nodes being able to communicate, thereby lying within radio
range of each other. In this section, in addition, we assume that the nodes are

equipped with ranging capabilities such that a measured distance, d̂ij, between
neighboring nodes is also available. As such, tighter distance constraints can be
applied to the optimization program. These constraints are derived from (6.1),
however, in order to account for measurement errors in the system, the equality is

written as xi � xj

�� ��2¼ d̂2
ij þ ~aij; where the ~aij is denoted as the residual error. The

objective function of the program is to minimize, subject to the distance con-
straints of the network, the absolute residual ~aij

�� �� such that the estimated square

distance xi � xj

�� ��2
is as close as possible to the measured square distance for all

neighboring nodes.
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The optimization program stated above can be written mathematically as:

min
P

ði;jÞ2N

~aij

�� ��

subject to xi � xj

�� ��2¼ d̂2
ij þ ~aij;8ði; jÞ 2 N

ð6:13Þ

It can be rewritten equivalently in standard form (i.e. without the absolute value
signs) by decomposing the absolute residual into positive ~aþij and negative ~a�ij
residuals such that ~aij ¼ ~aþij � ~a�ij and ~aij

�� �� ¼ ~aþij þ ~a�ij (Bazaraa et al. 1990):

min
P

ði;jÞ2N

~aþij þ ~a�ij

subject to

xi � xj

�� ��2¼ d̂2
ij þ ~aþij � ~a�ij

~aþij � 0
~a�ij � 0

9
>=

>;
; 8ði; jÞ 2 N

ð6:14Þ

Because the objective is to minimize the pairwise residuals and because they are
both subject to non-negativity constraints, only the positive or the negative
counterpart will be nonzero in the solution.

Now observe that the equality constraint in (6.14) can be decomposed into the

intersection of two inequalities, xi � xj

�� ��2� d̂2
ij and xi � xj

�� ��2� d̂2
ij: If xi � xj

�� ��2

� d̂2
ij; then ~a�ij � 0 and the positive residual is binding (i.e. ~aþij ¼ 0). As explained

in Sect. 6.2.1, the upper bound can be expressed as a convex constraint. The

associated convex area is shaded in gray in Fig. 6.4a. Conversely, if xi � xj

�� ��2

� d̂2
ij; then ~aþij � 0 and the negative residual is binding (i.e. ~a�ij ¼ 0Þ: The lower

bound, however, is non-convex, as seen through the associated shaded area in

Fig. 6.4 The distance constraint. Plot (a) illustrates the upper bound on the distance constraint.
The feasible space of the sensor node (red) lies inside the circle circumscribed by the measured
distance, d̂ij, from the anchor node (blue). This space is convex. Plot (b) illustrates the lower
bound for which the feasible space lies outside the circle. This space is non-convex
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Fig. 6.4b. Since the lower bound is part of constraints set, the optimization pro-
gram as a whole is also non-convex. In the remainder of this section we describe
an approach from Biswas et al. (2006) that relaxes the constraints such that the
program is rendered convex.

The first step in the approach is to rewrite the square estimated distance
in (6.14) as

xi � xj

�� ��2¼ eT
ij X

T Xeij; ð6:15Þ

where X ¼ ½x1x2. . .xn� and eij is an n 9 1 vector whose entries are all 0, except for
entry i which has value 1 and entry j which has value -1. When the measured
distances are error-free, all the residuals are equal to zero. It follows that the
objective function is also equal to zero and the solution is given by Y¼XTX. In
this case, both the upper and lower bounds associated with each distance constraint
are binding. The nodes can be visualized as forming a rigid structure in the two-
dimensional plane with the measured distances fitting perfectly in between. Since
in practice the measured distances are erroneous, either the upper or the lower
bound will be violated, resulting in Y 6¼ XTX: In particular, as explained above,
when the lower bound is active, the feasible search space becomes non-convex.

This is dealt with by relaxing the optimization program to a semi-definite
program, i.e. by substituting Y¼XTX with Y � XTX:

min
P

ði;jÞ2N

~aþij þ ~a�ij

subject to

eT
ijYeij ¼ d̂2

ij þ ~aþij � ~a�ij
~aþij � 0
~a�ij � 0

9
=

;
; 8ði; jÞ 2 N:

Y � XTX

ð6:16Þ

By relaxing the program to a semi-definite program, the search is restricted to a
convex space, specifically to within a spectrahedron. The program can then be
solved through convex optimization methods. This step is tantamount to relaxing
the rigid structure of nodes by allowing them to assume dimensions outside the
two-dimensional plane. The nodes will do so when the measured distances are
erroneous such that the distances can fit in between the node locations, minimizing
the objective function. A solution in R2 is then provided by discarding the
dimensions in the solution space which lie above the plane, effectively projecting
the sensor locations down onto it. However, this creates an effect similar to the one
observed in the previous section, i.e. the sensor locations tend to collapse to the
center of the network.

Two techniques are proposed in the same (Biswas et al. 2006) in order to refine
the solution. The first is to add a regularization term to the objective function in
(6.16) of the form:

�k
X

ði;jÞ2N

xi � xj

�� ��2
: ð6:17Þ
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By increasing the heuristic parameter k more and more from 0, the solution will
return sensor locations which are further and further apart from each other in order
to minimize the objective function. Although this does achieve the desired effect of
spreading the sensors away from the network center, the solution proves very
sensitive to the choice of k. Details on the selection of k are provided in the paper.
The second technique is to continue the minimization process, however of the
original objective function in (6.14) (i.e. before relaxation) through a gradient-
descent search using the solution given from the semi-definite program with the
regularized objective function as the initialization point.

Finally, note that since the angular constraints in (6.12) are linear, if angle-
of-arrival measurements are available, they can be included directly in the semi-
definite program.

6.4 Linear Programming

A linear program is an optimization program with a linear objective function and
linear constraints. Because they are linear, the program is convex by default. As
such, efficient complex optimization methods can be applied. In this subsection a
linear program to solve for the locations of the sensor nodes is presented. By
applying linear geometrical constraints as opposed to the conical ones described in
the previous section, the associated linear program is also convex. The advantage
of this approach is that the original geometrical constraints need not be relaxed.
Rather, they can be applied as is, resulting in a solution which is inherently
compliant with the physical world. An additional advantage of this approach is that
linear programs bear smaller computational complexity than semi-definite
programs.

6.4.1 Triangle Inequality Constraints

Instead of relaxing the constraints of the semi-definite program in (6.14), (Gentile
2007) proposes applying a different set of geometrical constraints while retaining
an equivalent objective function.2 The paper exploits the triangular structure of the
network by imposing the triangle inequality on the link distances. The problem
solved can be stated precisely as follows:

2 Here the objective function minimizes the absolute residuals aij

�� �� between the measured and
estimated distances while in (6.13) it is the absolute residuals ~aij

�� �� between the measured and
estimated square distances which are minimized.
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min
P

ði;jÞ2N
aij

�� ��

subject to

dij þ djk� dik

dij þ dik� djk

djk þ dik� dij

9
=

;
; 8ði; j; kÞ 2 M;

ð6:18Þ

where dij ¼ d̂ij þ aij and the set M contains all triplets of nodes which form a
triangle in the network: ði; j; kÞ 2 M; ði; jÞ 2 N; ðj; kÞ 2 N; ði; kÞ 2 N. As in (6.16),
the problem can be rewritten in standard form by replacing the absolute sign with
positive and negative residuals:

min
P

ði;jÞ2N
aþij þ a�ij

subject to

dij þ djk� dik

dij þ dik� djk

djk þ dik� dij

9
=

;
; 8ði; j; kÞ 2 M:

aþij
a�ij

�
; 8ði; jÞ 2 N

ð6:19Þ

where aij ¼ aþij � a�ij and aij

�� �� ¼ aþij þ a�ij : However, in contrast to (6.16), the
solution to the linear program above does not directly yield the sensor locations;
instead, it simply yields the estimated link distances. Hence the complete algorithm
requires an a posteriori location reconstruction stage to furnish the sensor locations.

6.4.2 Location Reconstruction

Provided the estimated distances for all the links in the network from (6.19), in the
location reconstruction stage the unknown sensor locations can be determined from
the anchor nodes. Accordingly, the stage is originated at any two anchor nodes
sharing a neighboring sensor node, as in Fig. 6.5a. Given the anchor locations
x1 ¼ ðx1; y1Þ and x2 ¼ ðx2; y2Þ (and the associated distance d12 between them),
together with d13 and d23, by exploiting the Law of Cosines in 6.20(a), the unknown
location x3 ¼ ðx3; y3Þ (with respect to the reference coordinate system centered at
x1Þ is furnished from the following set of equations (Capkun et al. 2001):

ðaÞ h ¼ cos�1 d2
12 þ d2

23 � d2
13

2d12d23

	 


ðbÞ x03
y03

� �
¼ x1

y1

� �
þ d23 cos h

s � d23 sin h

� �

ðcÞ / ¼ tan�1 y2�y1
x2�x1

 �

ðdÞ x3

y3

� �
¼ x1

y1

� �
þ cos / � sin /

sin / cos /

� �
x03 � x1

y03 � y1

� �

ð6:20Þ
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Through this process the two anchor nodes at x1 and x2 are said to ‘‘propagate’’
their locations to the unknown sensor node. From the set of equations, the data
provided actually furnishes two candidate locations for the sensor—each mirrored
about the line common to x1 and x2: In reference to Fig. 6.5a, those candidates are
x3 for s ¼ 1 and x~3 for s ¼ �1: As in the example in Fig. 6.2b from Sect. 6.1.2,
this is known as the mirror ambiguity. This ambiguity arises from the use of only
two anchor nodes to determine a two-dimensional location. How to resolve the
mirror ambiguity is discussed next.

Once the location of a sensor node is known, it can serve with another sensor
(or anchor) to determine the location of yet another unknown sensor neighboring
them both. This is done sequentially. For instance, tracing the arrows in Fig. 6.5b,
x1 and x2 propagate their locations to x3; x2 and x3 propagate their locations to x4;
and x3 and x4 propagate their locations to x6: If, however, sensor 3’s mirror
ambiguity cannot be resolved after the first propagation, both candidate locations
x3 and x~3 shown in Fig. 6.5c are retained; information received subsequently
through its neighbors about sensor locations yet to be discovered will enable
resolution. Specifically, note that each propagation step from the origin potentially
doubles the number of candidate locations. After the first step, there are two
candidate locations for sensor 3; after the second step, Fig. 6.5c displays the four
candidate locations x43 ; x~43

; x4~3
; x~4~3

for sensor 4. Rather than double these can-

didate locations for sensor 6 yet further to eight in the third step network redun-
dancy is exploited to dismiss candidates x~43

and x4~3
—both place sensors 1 and 4

within radio range of each other even though they are not actually neighbors (since
they cannot communicate with each other). This mechanism suppresses the
exponential growth of candidates. Now tracing a different path in Fig. 6.5b,
anchors 2 and 5 propagate their locations to the two mirror locations for sensor 4.
Only one, however, will coincide with the true location x~4~3

; thereby the other

Fig. 6.5 Stages of location reconstruction. a Reconstructing sensor location x3 through the three
estimated distances ðd12; d23; d23Þ of the triangle and the anchor locations x1 and x2. b Location
propagation in the network from two known nodes to an unknown node is sequential, following
the direction of the arrows. c The four possible locations for sensor 4, resulting from the mirror
ambiguity
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remaining candidate, x43 , can be dismissed. Resolution of sensor 4’s location in
turn enables sensor 3 to determine its unique location as x~3:

In order to reconstruct the location of a node, the node requires at least two
connections to the network. Consider sensor 5 in Fig. 6.6, which has only one link
to the network. In this case, an artificial link (gray) can be inserted from a non-
neighboring node (i.e. x1). This enables location propagation to x5 from x1 and x4:

As any other link, an artificial link between xi and xj; ði; jÞ 2 N generates a set of
new triangles in the network and so appears in the corresponding set of triangle
inequality constraints in (6.19). However, lacking a measured distance for it, an
artificial link is less constrained than a normal link. In practice only the inequality

dij ¼ d̂ij þ aþij �R can be exploited. So, rather than arbitrarily minimize the positive

residual aþij in the objective function, d̂ij ¼ R is set and the positive bounding

constraint aþij � 0 alone is included in the linear program (a�ij ¼ 0 since dij æ R).
A node completely disconnected from the network cannot gather any location

information except that it lies beyond the radio range R of all other nodes in the
network. Hence no deterministic method exists to compute its location with any
meaningful accuracy.

6.4.3 Anchor Nodes

In this subsection, we discuss how to incorporate network anchor nodes into the
linear program. For a pair of anchors, this is accomplishing by including the
constraints associated with all triangles formed between the pair and any sensor
neighboring them both. The residual of the link distance between the anchor pair is
set to zero since the distance is known. In general network topologies, however,
especially in those with low anchor density, no direct connection may exist
between a single sensor node and any two anchors; instead, multihop connections
must be considered—in particular, the subnetwork of all nodes along the minimum
multihop route between the two anchors. An example subnetwork for the mini-
mum multihop route x1 ! x3 ! x4 ! x5 ! x2 is shown in Fig. 6.7a. Highlighted
is the set of triangles formed along the route. Although measured values may be
available, the link distances (lengths) of the triangle sides must be estimated
through a preprocessing step in order to ensure geometrical consistency.

Fig. 6.6 Artificial links.
Sensor 5 is connected to the
network through sensor 4
only. To enable location
propagation to itself, sensor 5
must be connected to at least
two nodes. So the artificial
link shown in gray is added
between sensors 1 and 5
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In the first phase of the preprocessing step, a separate linear program including all
the triangles in the subnetwork is formulated. Thereafter, location is propagated
between the two anchors. In the example subnetwork in Fig. 6.7a, propagation fol-
lows the arrows from x1 and x3 to x4, from x3 and x4 to x5 and from x4 and x5 to x2.
Notice that an artificial link must be added to enable this propagation path. In contrast
to location propagation from two anchor nodes described previously, here propa-
gation originates from a single known anchor node x1ð Þ and an unknown sensor node
x3ð Þ: Since x3 is unknown, a relative coordinate system oriented along the line

between x1 and x3 and centered at x1 is established, as illustrated in Fig. 6.7b. Now x1

and the location of sensor 3 in the relative coordinate system, denoted as x~3; can be
propagated to x~4; x~5; and x~2; also in the relative coordinate system. The locations can

be expressed in terms of the rectangular components dx; dyð Þ of the distances d ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2 þ dy2
p

between the nodes on the multihop route. The rectangular components
can be computed pairwise through (6.20). The locations follow from the components

in sequence as: ðx~3; y~3Þ ¼ ðx1 þ d1~3; 0Þ; ðx~4; y~4Þ ¼ x~3 þ dx
~3~4
; y~3 þ dy

~3~4

 �
; ðx~5; y~5Þ ¼

x~4 þ dx
~4~5
; y~4 � dy

~4~5

 �
; and ðx~2; y~2Þ ¼ x~5 þ dx

~2~5
;


y~5 þ dy

~2~5
Þ; or compactly as

x~2
y~2

� �
¼

x1 þ dx
1~2

y1 � dy
1~2

� �
; ð6:21Þ

where

dx
1~2 ¼ dx

1~3 þ dx
~3~4 þ dx

~4~5
þ dx

~2~5
and dy

1~2
¼ 0þ dy

~3~4
� dy

~4~5
þ dy

~2~5
:

The last phase of the preprocessing step is to convert the relative coordinates to
absolute coordinates through the transformation below, which is given by scaling
and rotating x~2 such that it aligns with x2, as shown in Fig. 6.7b:

Fig. 6.7 Location propagation between a pair of non-neighboring anchor nodes (light) in the
network. a A subnetwork of nodes along the minimum multihop route between the two anchors.
b Once propagation takes place in the relative coordinate system, the system has to be scaled and
rotated so to align with the anchor nodes

176 6 Cooperative Localization in Wireless Sensor Networks



xi

yi

� �
¼ d12

d1~2

cos/ � sin /
sin / cos /

� �
x~l � x1

y~l � y1

� �
; i ¼ 2; 3; 4; 5: ð6:22Þ

Since x~2 and x2 are known, the values of d12 and / can be calculated, and

d1~2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx

1~2
2 þ dy

1~2
2

q
: The same transformation is used for the other nodes in the

relative coordinate system. This completes the preprocessing step.
The disadvantage of this method is that the linear program itself does not

inherently contain the location variables in it; as a result, it does not generate a
unique solution for them. Therefore, in the reconstruction stage, the location of a
sensor node will depend on the propagation path chosen. It has been shown
experimentally that by choosing the shortest propagation path to the sensor node,
requiring the least number of link distances—each of the distances being inde-
pendently subject to error—the location error is minimized.

Figure 6.8a displays an example network with three anchor nodes (blue) and 50
sensor nodes (red) deployed in a 1 9 1 normalized area. The connections between
the nodes for radio range R ¼ 0:25 appear in black. For simulation purposes, zero-
mean Gaussian noise with 0.1 standard deviation was added to the ground-truth
link distances. The locations of the unknown sensors were then estimated through
the linear programing method. Figure 6.8b shows the sensor locations recon-
structed from the algorithm (magenta). Also shown in magenta are the locations
errors between the ground-truth and reconstructed locations. The average location
error for this simulation is 0.0432. Notice that the farther the sensors are from the
anchor nodes, the greater the error. This is due to the accumulation of error in
propagation.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a) (b)

Fig. 6.8 An example network with three anchors and 50 sensors. a The links between
neighboring nodes in the network. b The ground-truth locations of the sensors are shown in red,
the estimated locations are shown in magenta, and the location errors between the two are also
shown in magenta
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6.5 Multidimensional Scaling

Multidimensional Scaling (MDS) falls within another class of techniques to esti-
mate the unknown locations of sensor nodes in a network. It was first applied to
cooperative localization in Shang et al. (2003). While it does not involve convex
optimization, it shares some common aspects with the semi-definite programing
technique described in Sect. 6.3. Specifically, when the measured distances are not
mutually consistent, the solution is provided in a higher dimensional space such
that the erroneous distances have ‘‘additional room to fit’’ in between the sensor
locations. The final solution is determined by projecting the sensor locations down
onto the two-dimensional plane through principal component analysis. This is
illustrated in Fig. 6.9. The types of MDS range from classic, in which the mea-
sured distances are presumed to be deterministic, to non-deterministic, in which
they are represented through a probability distribution, to weighted, in which a
different importance is assigned to each dimension (Costa et al. 2006), to other
varieties (Xiang and Hongyuan 2004). Here, we introduce classic MDS.

6.5.1 Principal Component Analysis

The origin of MDS stems from the Law of Cosines in 6.20(a), which relates the
lengths of the three sides of a triangle Dx̂ix̂0x̂j to the lengths of any two of its sides
and the interior angle between the two sides. For convenience, the Law of Cosines
is rewritten here as:

1
2

d̂2
i0 þ d̂2

j0 � d̂2
ij

 �
¼ d̂i0d̂j0 cos hi0j ¼ x̂i � x̂0ð ÞT x̂j � x̂0

� �
: ð6:23Þ

The coordinate vectors x̂ above are dependent only on the measured distances
and are not the projected values outputted from the MDS algorithm. Accordingly,
we refer to them as the measured coordinated vectors denoted by the hat symbol.

Fig. 6.9 Multidimensional Scaling. a In practice, the measured distances, d̂, between neighbor-
ing nodes in the two-dimensional plane will not be mutually consistent. The MDS solution is
provided in a higher space (R3 here) such that the erroneous distances can fit in between them.
b The solution is then projected down into R2 so to provide a two-dimensional solution for the
unknown sensors
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Now observe that the right side of (6.23) is simply the inner product between x̂i

and x̂j with respect to the origin, or center, of the coordinate system, x̂0 (which we
can assume to be arbitrary for the time being). As such, the equation associates the

measured square distance, d̂2
ij, to the measured centralized coordinates which we

define as x̂i ¼ x̂i � x̂0ð Þ and x̂j ¼ x̂j � x̂0
� �

: This forms the basis of the technique.
The equation can be written compactly by defining further the centralized inner

product, b̂ij, as

b̂ij ¼
1
2

d̂2
i0 þ d̂2

j0 � d̂2
ij

 �
¼ x̂0Ti x̂0j; ð6:24Þ

or in matrix form as

B̂ ¼ X̂0T X̂0; ð6:25Þ

where B̂ is an n � n matrix of values b̂ij between all nodes i and j in the network.

Principal component analysis on B̂ is performed through the Eigendecompo-
sition (Golub et al. 1996) such that the matrix can be factorized as

B̂ ¼ VK̂VT ; ð6:26Þ

where V is n x n orthonormal matrix of the eigenvectors of B̂ and K̂ is the diagonal

matrix composed from the n square eigenvalues of B̂. Let K be a copy of matrix K̂;
however with the smallest ðn� 2Þ eigenvalues set to zero for i ¼ 3. . .n. Then the
centralized inner product matrix can be projected from the n-dimensional space
spanned by its eigenvectors onto the two-dimensional plane as

B ¼ VKVT : ð6:27Þ

By defining X0 as the projected centralized coordinates in the plane, it follows
from Eq. 6.27—by reversing the factorization step from Eq. 6.25 to Eq. 6.26—that
B can be expressed as

B ¼ X0T X0: ð6:28Þ

Then X0 can be recovered by equating Eqs. 6.27 and 6.28, yielding

X0 ¼ VK
1
2: ð6:29Þ

The residual error a between the measured and projected centralized coordi-
nates is given by the norm:

a ¼ X̂0 � X0
�� �� ¼ VK̂

1
2 � VK

1
2

���
��� ¼ V K̂

1
2 � K

1
2

 ����
���

¼ K̂
1
2 � K

1
2

���
��� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

k̂i � ki

 �2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼3

k̂2
i

s

:
ð6:30Þ
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Since V is orthonormal, multiplying another matrix by V does not vary the norm of
that matrix. Hence V can be removed from (6.30). The norm is then written out
explicitly as the square root of the sum of square differences between the elements
of the two diagonal matrices. Since the first two elements of the matrices are
identical, the norm reduces simply to the square root of the last ðn� 2Þ terms of the
sum. If the measured distances are mutually consistent, then the projected cen-
tralized coordinates can be represented exactly in the two-dimensional plane with
zero residual error. However, when this is not the case, the factorization in (6.26)
given by the Eigendecomposition is such that the residual error is minimized,
meaning that X0 provides the best approximation of X̂ in the two-dimensional space.

6.5.2 Computing the Centralized Inner Product Matrix

Note that while the link distances, d̂ij; between two neighboring nodes i and j in
(6.24) can be measured—because the origin of the coordinate system, x̂0, does not

correspond to the location of an actual node—the distances, d̂i0 and d̂j0, between
the nodes and the origin cannot. Hence this equation cannot be used directly to

compute the centralized inner products, b̂ij. Rather in this subsection we turn to a
method to do so.

First, let the origin of the coordination system be defined as the centroid of the
node coordinates:

x̂0 ¼
Xn

i¼1

x̂i: ð6:31Þ

Substituting this identity into (6.24) implies

Pn

i¼1
b̂ij ¼ 0; 8j

Pn

j¼1
b̂ij ¼ 0; 8j

Pn

i¼1

Pn

j¼1
b̂ij ¼ 0

9
>>>>>>=

>>>>>>;

: ð6:32Þ

Now observe that

d̂2
ij ¼ x̂i � x̂j

� �T
x̂i � x̂j

� �
¼ b̂ii þ b̂jj � 2b̂ij: ð6:33Þ

Applying further each of the equations in Eqs. 6.32–6.33 yields the respective
equations for each of the three:
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1
n

Xn

i¼1

d̂2
ij ¼

1
n

Xn

i¼1

b̂ii þ b̂jj; 8j

1
n

Xn

j¼1

d̂2
ij ¼ b̂ii þ

1
n

Xn

j¼1

b̂jj; 8i

1
n2

Xn

i¼1

Xn

j¼1

d̂2
ij ¼

2
n

Xn

i¼1

b̂ii

9
>>>>>>>>>>=

>>>>>>>>>>;

: ð6:34Þ

Finally, by combining the three equations in a linear system, b̂ij can be solved for
as
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1
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n
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1
n
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k¼1
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d̂2
kl

 !

ð6:35Þ

or in matrix form as

B̂ ¼ � 1
2

CD̂2C; ð6:36Þ

where D̂ is n � n matrix of measured distances d̂ij between all nodes i and j and
C ¼ I � 1

n eeT is the n � n matrix known as the centering matrix, with I denoting
the identity matrix and e the n � 1 vector of 1s. The measured square distance
matrix D̂2 is symmetric positive semi-definite and the centering matrix directly
follows from the selection of x̂0 in (6.31). The selection is such that the symmetric
positive semi-definite property for B̂ is preserved, ensuring that the diagonal
matrix, K, has only non-negative values, which is a requirement in order for the
Eigendecomposition to be used for the factorization in (6.26).

The last step in MDS is to transform the projected coordinates, X0, into the final
estimates for the sensor locations, provided the known anchor locations of the
network. The transformation involves translation, scaling, and rotation, and also
reflection to cope with the mirror ambiguity described in Sect. 6.4.2. This is
similar in principle to the mapping in (6.22). The transformation is found by
minimizing the sum of square errors between the projected anchor locations and
the actual locations of the corresponding anchors in the transformed coordinate
system. Details of this technique are provided in Horn et al. (1988).

The MDS technique has several drawbacks—the main one being the high
computational complexity, Oðn3Þ; of the Eigendecomposition. Another drawback
is that the technique assumes that the measured distances between all nodes in the
network are available for processing. This, however, is seldom the case, especially
in large networks for which the radio range is limited. In the more frequent case, a
preprocessing step is necessary in order to generate B̂: The algorithm used in this
step to compute the distance between non-neighboring nodes may vary, and so in
turn will the results generated from the MDS technique. A common approach is to
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use the shortest multihop distance between any two nodes, which can be computed
through Dijkstra’s Algorithm or a variant thereof (Cormen et al. 2001).

6.6 Monte Carlo Localization

In this last section of centralized algorithms we describe Monte Carlo Localization
(Hu and Evans 2004), which is a technique that can be applied when multiple
observations of a sensor’s location—recorded over time—are available for pro-
cessing. The technique was devised for mobile networks in which some or all of
the nodes—both the sensors and the anchors—are in motion. However, Rudafshani
and Datta (2007) propose an alternative implementation for static networks as
well. In static networks, the observations can be exploited to improve performance
in the presence of variable channel conditions. The problem is solved in the
framework of a first-order Markov process which was described in Sect. 4.3.2. The
Markov process generates the posterior probability, pðxijot; . . .; o0Þ, that a given
sensor in the network lies at some candidate position, xi, given observations

ot; . . .; o0
� �

at discrete time steps from initialization at t ¼ 0:
In Monte Carlo Localization, a sensor node can acknowledge two types of

observations. The first type of observation is whether the sensor can wirelessly
communicate with an anchor node; the observation value can either be true or false.
If the observation at time t; ot, is true and if candidate position for the sensor, xi, is
consistent with the observation—that is—if its geometrical location lies within the
radio range, R; of the anchor, then the likelihood function pðot ¼ truejxiÞ ¼ 1 and 0
otherwise. Position 2 in Fig. 6.10a displays an example of a true observation. On
the other hand, if the observation is false (position ~2), then by the same token
pðot ¼ falsejxiÞ ¼ 1 if the candidate position does not lie within range of the anchor
and 0 otherwise. In mobile networks, because the nodes are in motion, observations

Fig. 6.10 Monte Carlo Localization. a Location x2 is consistent with the true observation that
sensor 2 neighbors anchor 1 (x~2 is not consistent with this observation). b Location x2 is consistent
with the true observation that sensor 2 neighbors sensor 3 but not anchor 1. c Location x2 is
consistent with the true observation that sensor 2 neighbors anchors 1, 4, and 5
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vary continuously and, of the two, the true observation clearly provides more useful
localization information—when a sensor moves within an anchor’s range, valuable
information can be gathered. As mentioned earlier, in static networks observations
can vary not because of node mobility but because of variable channel conditions
(i.e. fluctuations in the value of the radio range, R). As such, sensors not neigh-
boring any anchor nodes can only make false observations. Hence, their localiza-
tion accuracy is limited.

The second type of observation, although providing weaker localization infor-
mation, deals with this limitation. It considers the configuration for which a sensor
node and an anchor node are mutual neighbors of another sensor, but are not
neighbors themselves. The type of observation is whether the sensor node—which
cannot directly communicate with the anchor—can at least communicate with the
neighboring sensor; again, the observation value can be either true or false. If the
observation is true and, in addition, if the candidate position for the sensor lies
within 2R of the anchor but not within range of the anchor itself, then the likelihood
pðot ¼ truejxiÞ ¼ 1 and 0 otherwise. An example of a true observation (position 2)
is displayed in Fig. 6.10b. On the other hand, if the observation is false (position ~2),
then the likelihood is computed vice versa.

Within the same Markov framework, the transition probabilities govern the
motion dynamics of the network. Specifically, assuming that the nodes cannot
move faster than a maximum displacement Dmax between time steps, if candidate
location xi is within the maximum displacement of candidate location x~i, then the
transition probability pðxijx~iÞ ¼ 1 and 0 otherwise.

Now with the likelihood function and the transition probabilities defined, the
Monte Carlo Localization algorithm can be outlined. The algorithm is initialized
by randomly generating a set of candidate locations xi; i ¼ 1. . .n for each of the
sensor nodes in the deployment area. Then, the probability that a given sensor is at
candidate location xi at time t ¼ 0 is set to pðxijo0Þ ¼ 1

n ; where o0 denotes that no
observations have yet been made. At the next time step—and in general at time
step t—a new set of candidate locations for each sensor node is generated at
random once more. The posterior probability of a new candidate location, xi, is
computed recursively from the previous set at time t � 1 through the first-order
Markov process [see (4.32)] as

pðxijot; . . .; o0Þ ¼ gt � pðotjxiÞ
Xn

~i¼1

pðxijx~iÞ � pðx~ijot�1; . . .; o0Þ: ð6:37Þ

In static networks, depending on the network constellation and the sensor–
anchor ratio in the network, the posteriors will converge to steady-state values after
a number of iterations. Then either Maximum Likelihood Estimation or a weighted
average of these probabilities is implemented in order to estimate the location of the
sensors (Eqs. 4.18 and 4.19, respectively). In mobile networks, rather, the locali-
zation algorithm will track the sensor locations through the dynamic posterior
probabilities. The sensor locations can be estimated at any step through the same
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methods for static networks, but, depending on the degree of mobility and the time
sampling rate, the posteriors may not converge. As in Sect. 4.3.2, particle filtering is
implemented to limit the size of the candidate location sets.

Improvements to the original Monte Carlo Localization algorithm are described
in (Baggio and Langendoen 2008). The major improvement arises from the
enhanced observation type: instead of observations based on a single anchor—
which confines the sensor location to within the anchor’s radio range—by using
the intersection of radio ranges from multiple anchors, the location of the sensor is
confined to a smaller area. This enhanced observation type delivers both greater
precision and faster convergence. An example of a true observation (position 2) is
displayed in Fig. 6.10c. The intersection area for the three anchors is shaded in
gray. The figure also displays a false observation (position ~2).
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Chapter 7
Cooperative Localization in Wireless
Sensor Networks: Distributed Algorithms

Chapter 6 introduces centralized algorithms for cooperative positioning. In this
chapter, we focus on distributed algorithms applied to cooperative positioning.
Distributed algorithms differ on where and when information is processed. Cen-
tralized algorithms first collect all potential information at a central unit and then
process the data (Figueiras 2008). Compared to this serial methodology, the dis-
tributed algorithms process data in parallel at different units. Furthermore, dis-
tributed algorithms rely on the connections between geographically distributed
sensor nodes for the mutual exchange of information.

In the past only low-cost sensors were available that collected measurement
data, such as round-trip TOA and RSS as discussed in Chap. 2. These low-cost
sensors could not perform calculations turning raw data into derived quantities and
statistics, such as received signal strength and so a centralized approach was
necessary. Improvements in low power processing capability allow us to consider
distributed implementations.

Although networks with low-cost sensors, especially passive sensors, have
some benefits over networks using distributed methodologies; distributed algo-
rithms are often preferable for many reasons (Sahinoglu and Gezici 2010;
Wymeersch et al. 2009). One major concern with a centralized approach is that
using a central unit for all processing introduces a single point of failure, while
distributed methods spread the risk of failure across multiple nodes. Other issues
are more logistical. For example, in large sensor networks interference among
large numbers of sensor nodes can prevent accurate and reliable communication
with a central unit. Estimated positions need to be communicated back to the
sensor nodes. Therefore, the energy efficiency of all sensor nodes is reduced by
repeated communication with a central unit. Additionally, large networks require a
local coordinator that selects or censors transmissions, preferably at the trans-
mitter, to reduce interference and to exploit the diversity by using only the most
reasonable links in transmitted signals. Network latency that results from for-
warding measurement information via time-consuming multihop links to the
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central unit hampers the ability of large centralized networks to handle moving
sensor nodes in a timely fashion. Distributed algorithms handle location changes
of sensor nodes much better, and network latency is minimized. In this chapter, we
describe the following:

In Sect. 7.1, we present the Cramer–Rao lower bound (CRLB) for cooperative
positioning and compare it to the non-cooperative positioning CRLB. The CRLB
is the minimum variance unbiased estimator of the positioning accuracy inde-
pendent of the used positioning algorithm. The CRLB for cooperative positioning
can be written as a sum of two parts, where one part is the non-cooperative part
(relying only on information from anchors with known position), and the second is
the cooperative part (that adds information passed between sensor nodes). There
are different applications for the CRLB, such as it can be used to theoretically
assess the performance and also allows comparing an implementation or an
algorithm against the CRLB as benchmark. Other usages are described in Sect. 7.4
where it is used as criteria to allocate links. Finally, the distributed approach of
cooperative positioning allows reducing the complexity of the positioning CRLB.

In Sect. 7.2, a general two-phase framework for distributed positioning algo-
rithms is presented. Passing of only very basic information is described in order to
convey how position information propagates through the network. We distinguish
several categories of information exchange between nodes that are characterized
by the complex operations used to gather information. For example, such infor-
mation simply states that nodes are connected, while more complex data are
ranging estimates, and even more complex data provide position estimates.

In Sect. 7.3, we describe methods for sharing more complete information
between nodes including ranging or position estimate error distributions. The
importance of this information is that it allows one to better understand how errors
propagate through the network. Both the correctness of the shared positioning
information and the topology of the wireless sensor network are important to
understand network location errors. This motivated researchers to apply belief
propagation (Yedidia et al. 2003) using a message passing algorithm.

In Sect. 7.4, we describe methods for link selection. Wireless communication
networks with a high density of communication devices require coordination to
avoid interference and increase the energy efficiency of the network. For coop-
erative positioning the approach is to either support other nodes by creating a link,
e.g., for round-trip-delay measurements, or support from other nodes, such as
sharing positioning information. It is an open question whether a link to another
node is worth using to improve its own positioning accuracy. As in communication
networks any interference causes errors. Various methods allow predicting the
quality of a ranging link, depending on bandwidth, signal power, and other
quantities. Censoring links at the transmitter reduces interference and allows
coordinating limited resources, such as ranging links between sensor nodes.
However, this requires a priori knowledge about the usefulness of the link. An
alternative approach is censoring at the receiver at the cost of spending unhelpful
resources, like spectrum and energy.
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7.1 Theoretical Bounds for Centralized and Distributed
Cooperative Versus Non-Cooperative Positioning

In the following, we show the difference between cooperative and non-cooperative
positioning based on the evaluation of the Cramer–Rao lower bound (CRLB)
(Savvides et al. 2005; Alsindi and Pahlavan 2008; Penna et al. 2010; Zhang 2011).
The positioning CRLB is commonly used to assess the performance theoretically
and independently of any estimator of a positioning system.

The derivation applies to cooperative positioning independent of the algorithm
for solving the positioning problem. However, for large-scale sensor networks, it is
reasonable to assume that each node is only connected to a subset of network
nodes, i.e., only nodes which are located within the radio range R. A centralized
approach in this case is complex and a distributed approach is may be preferred.
The CRLB states that the variance of any unbiased estimator is at least as high as
the inverse of the Fisher information (Kay 1993). We assume that a parameter,
such as the distance r between two nodes (a sensor node S and an anchor node AÞ;
is estimated from (e.g. time-based) ranging measurements tSA according to the
probability density function pðr; tSAÞ and the estimated distance r̂: The variance
varðr̂Þ is then bounded by the inverse of the Fisher information:

var r̂ð Þ ¼ CRLB rð Þ� 1
IðrÞ ð7:1Þ

where the Fisher information I rð Þis defined as

I rð Þ ¼ �E
o2 ln p r; tSAð Þð Þ

or2

� �� �
ð7:2Þ

and E denotes the expectation value and ln pðr; tSAÞ is the likelihood function.
Now, cooperative positioning considers—besides the links between the sensor

node to the nA anchors—also the links between the nS mobile sensor nodes to each
other. Figures 1.5 and 1.6 show the differences of a non-cooperative and a
cooperative scenario. The non-cooperative scenario only uses links to anchor nodes
or base stations with known positions. The cooperative scenario additionally
integrates radio links between sensor nodes. This could additionally mean that some
sensor nodes have no direct access to any anchor node at all. The sensor nodes have
a non-perfect or unknown location estimate. Different authors (Larsson 2004;
Savides et al. 2005; Alsindi and Pahlavan 2008; Penna et al. 2010) derived the
Fisher information matrix (FIM) and the Cramer–Rao lower bound (as the inverse
of the FIM) for the non-cooperative and the cooperative case. Larsson (2004)
applied the CRLB for a homogeneous sensor network for positioning using anchors
as well as sensor nodes for a cooperative system. The author considered the geo-
metrical constellation of all nodes by using the GDOP [see Chap. 2 and Eq. (2.6)].
Furthermore, he distinguished between perfect synchronization between the nodes
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using absolute timing information as well as synchronization uncertainties with
non-absolute timing information.

The authors of Savvides et al. (2005) introduced the CRLB for sensor nodes
with unknown location and static anchor nodes with uncertain location in a
wireless sensor network. The CRLB was used to analyze the effects of network
density to provide guidelines for deploying a network. The authors (Alsindi and
Pahlavan 2008) defined a generalized CRLB based on additional a priori infor-
mation about the wireless channel conditions between the cooperating nodes. The
channel conditions were assigned to three categories. The first category defined the
channel as line-of-sight with free-space path loss. The second category defined that
the signal is significantly attenuated through an object but is still received and
therefore detectable without causing an extra ranging bias. The third category
defined a non-line-of-sight channel that is fully blocked and results in a significant
bias for time-ranging methods. The three categories were used as a priori infor-
mation to generalize the CRLB. The generalized CRLB was applied for optimizing
the network. Penna et al. (2010) combined the GNSS system that acts similar to
the anchors in wireless sensor network with terrestrial links. The terrestrial links
are peer-to-peer links between the sensor nodes. The derived CRLB considered the
GNSS system if available and neighboring nodes that cooperated with the other
nodes. The cooperation between nodes supported a reasonable performance even
in cases where not enough satellites are available. A single node only performed
relative ranging with cooperative nodes and without any satellite links.

Fig. 7.1 Comparison of the TDOA CRLB of the RMSE for a non-cooperative versus a centralized
cooperative positioning system for a setup with anchors (B0, B1, B2) exterior to a small office
building as shown. The color bar on right reflects the root-mean-square error in meters. The
performance indoors is significantly enhanced by using the additional ranging links of the sensor
node (MT) via the cooperative links (Online tool: http://www.kn-s.dlr.de/positioning/
cooperative.php)
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In the following, we derive the positioning CRLB for non-cooperative and
cooperative positioning system. Furthermore, we distinguish how a distributed and
a centralized CRLB could be calculated. Two different measurements are con-
sidered based on the position of anchor (xA) and sensor nodes (xS). The estimated
distance between a sensor node S and an anchor node A is:

d̂SA ¼ jjxA � xSjj þ aAS; ð7:3Þ

where aAS is the measurement noise of the link with variance r2
AS. A non-coop-

erative positioning system uses only the links between the anchor nodes nA and the
sensor nodes nS: For the nS sensor nodes in a non-cooperative positioning system,
the FIM of the global parameter vector x ¼ x1; . . .; xn½ �ð Þ is a block-diagonal
matrix with the FIM of each sensor node along the diagonals. The noise variance
of the ranging link between a sensor and an anchor are both symmetric. For the
non-cooperative case, considering all nS sensor nodes the global non-cooperative
FIM is a block-diagonal matrix:

Inon�coopðdÞ ¼
I1 � � � 0
..
. . .

. ..
.

0 � � � InS

2

64

3

75: ð7:4Þ

In Eq. 7.1, we defined that the inverse of Inon�coopðrÞ is the CRLB, and therefore

the CRLB ¼ tr Inon�coop

� ��1
; where trðInon�coopÞ is the trace of a matrix Inon�coop:

Similarly as in Eq. 7.3 the estimated distance between sensor nodes i at position
xsi and sensor node j at position xsj; is:

d̂si;sj¼ jjxsi�xsjjjþasi;sj: ð7:5Þ

where asi;sj is the measurement noise of the link with variance r2
si;sj that is

Gaussian distributed. We presume the measurement noise does not depend on the
choice of the measuring sensor node (either node i or jÞ:

For the cooperative case, we state the FIM is of the following form:

I ¼ Inon�coop þ Icoop: ð7:6Þ

The second part of the FIM Icoop describes the part that is based on the addi-
tional information resulting from the cooperative links between the sensor nodes
i and j.

Icoop rð Þ ¼ �E

H11 � � � Hns1

..

. . .
. ..

.

Hns1 � � � Hnsns

2

64

3

75Dcoop rð Þ

8
><

>:

9
>=

>;
; ð7:7Þ

where DcoopðrÞ is the log-likelihood function and the cross-Hessian matrices Hi;j

are defined based on r ¼ ½d1;i; . . .; dD;i� where D is the dimension (in our case 2):
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Hij rð Þ ¼

o2

od1;iod1;j
� � � o2

od1;iodD;j

..

. . .
. ..

.

o2

odD;iod1;j
� � � o2

odD;iodD;j

2

664

3

775: ð7:8Þ

Therefore, the cooperative FIM is a non-diagonal matrix:

Icoop rð Þ ¼
I01 � � � K1;ns

..

. . .
. ..

.

Kns;1 � � � I0ns

2

64

3

75: ð7:9Þ

With the assumption that the sensor node i is in the range of sensor node j:

I0i ¼
X 1

r2
i!j

A ð7:10Þ

Kij ¼
�1

r2
i!j

A ð7:11Þ

and the unit-length column vector A ¼ di�dj

jjdi�djjj between the sensor node xsi and xsj.

In a centralized system, all links between all nodes are known. In a distributed
system, only local information is available and used at each node. This is con-
strained also by the limited range of each sensor node described in Eq. 7.10. For a
distributed cooperative system that only uses local information the local FIM
reduces to a set of 2� 2 matrix as shown in Eq. 7.12 for sensor node i

Icoop;distr:;i rið Þ ¼
Ii;1 Ki;2

Ki;1 Ii;2

� �
: ð7:12Þ

and for all sensor nodes nS in Eq. 7.13 we have

Icoop;distr: rð Þ ¼
Icoop;distr:;1 r1ð Þ � � � 0

..

. . .
. ..

.

0 � � � Icoop;distr:;nS
rnS
ð Þ

2

64

3

75: ð7:13Þ

If we compare the cooperative FIM of the centralized system Eq. 7.9 and the
individual FIM for a sensor node i in Eq. 7.12 and Eq. 7.13 we can see that the
positioning CRLB for centralized cooperative system is more complex. The matrix
in Eq. 7.9 is a matrix of size 2nS � 2nS. The distributed positioning FIM is a
diagonal matrix of nS matrices (each with the dimension D). To calculate the
inverse of Eq. 7.13 has a lower complexity compared to the calculation of the
centralized FIM in Eq. 7.9.

The performance of the cooperative positioning system is better than the non-
cooperative positioning system as more information, i.e., the ranging links
between sensor nodes, is considered. The performance bounds for cooperative
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positioning either centralized or distributed are expected to deliver a similar
performance. However, the CRLB is a bound that can be expected to be tight if all
information is considered correctly or loose if e.g., wrong assumptions are made.
Wrong assumptions are e.g., interfering signals that are not Gaussian distributed or
the ranging noise is also not Gaussian distributed. Other error sources are the
uncertainty of exchanged positioning information—which is especially problem-
atic in the distributed cooperative positioning system as each node calculates its
own position. In Sect. 7.4, we show different techniques about how to select the
most suitable connection for a sensor node. Such an evaluation based on the CRLB
is e.g., presented by Lieckfeld et al. (2008). The reduction in complexity of
evaluating the distributed positioning CRLB is helpful in dynamic situations.

We can summarize that the performance of the different systems follows this
expectation in a static setup:

CRLBNon�coop [ CRLBCoop;distributed ffi CRLBCoop;centralized

In Fig. 7.1, we compare the performance of cooperative vs. non-cooperative
positioning by using the TDoA CRLB to calculate the lower bound of the root-
mean-square error (RMSE) in meters. The non-cooperative scenario used links
between the sensor node indoors (MT2) and the anchors (B0, B1 and B2) outdoors.
The cooperative scenario, adding only one sensor node (MT1) with non-perfect
positioning information to the ranging links of MT2, results in a significant
improvement of the performance indoors. Note that, the plotted colors represent
the RMSE performance of a sensor node in the rectangular zone in meters.

To conclude the performance can be assessed for distributed and centralized
cooperative positioning by the CRLB. However, the calculations are much more
complex compared to the non-cooperative positioning due to the non-diagonal
matrix itself.

7.2 Distributed Positioning Algorithms

In Sect. 7.1, we derived the CRLB for cooperative positioning based on ranging
measurements and compared it to the non-cooperative positioning bound. In this
section, we summarize early distributed algorithms for positioning. As discussed
in Chap. 6, two different types of sensor nodes are used: Anchor nodes, which
know their own position perfectly, and sensor nodes, which do not know their own
position at all, or only approximately. However, any sensor node could become a
temporary anchor node (e.g. in case they are static for a limited time) when
positioning information from neighboring sensor nodes and anchors allow them to
determine their positions with high accuracy.
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We consider a network with nA anchor nodes (or anchors) and nS sensor nodes
(or sensors), for a total of n ¼ nA þ nS nodes. For simplicity, we assume the nodes
lie on a 2D plane such that node i has location xi 2 R2 indexed through i ¼
1; . . .; nA for the anchors and i ¼ nA þ 1; . . .; n for the sensors. The set N contains
all pairs of nodes connected by links i; jð Þ; i\j; xi � xj

�� ��\R, where �k k is the
Euclidean distance and the network parameter R is the maximum radio coverage
range of the nodes. The complementary set N contains all pairs of nodes not

connected by links: i; jð Þ; i\j; xi � xj

�� ���R. The measured distance d̂ij between
neighboring nodes i and j is obtained through one of the received signal strength
(RSS) or time-of-arrival (ToA) techniques introduced in Chap. 2.

Distributed algorithms have a startup phase to gather rough position estimates,
and a refinement phase to improve the estimates. We describe two different dis-
tributed methods to estimate the positions of sensor nodes. When enough anchors
are in range and all nodes perform ranging and estimate distances between sensor
nodes, these techniques can be extended by atomic multilateration (Sect. 6.1.1)
and collaborative multilateration (Sect. 6.1.2).

One of the first publications (Savarese et al. 2001) on distributed algorithms for
positioning described an ad hoc wireless sensor network. The wireless sensor
network contains two types of nodes. There are nA anchor nodes that act as
reference points and know their own position, and there are nS sensor nodes that
are not aware of their positions. The authors argue that received signal strength
(RSS) is the preferred method of measuring the distance between nodes as angle of
arrival requiring multiple antennas at the nodes is too complex for a simple
wireless system. Time-based methods, such as ToA (or TDoA) require a (partial)
synchronous network. Received signal strength method is supported by two
properties of the wireless sensor network: (a) Dense interconnectivity leading to
redundancy in the range measurements; (b) Limited mobility which accounts for
long observation times to remove fast-fading effects through integration.

The authors distinguish two phases in the positioning process, a startup and a
refinement phase. In the startup phase, the anchor nodes broadcast their own
position together with a hop counter across a limited range. Sensor nodes that are
close by receive this message, rebroadcast the position information, and increase
the hop counter number by one. The sensor nodes may receive multiple messages,
and therefore check for the lowest hop counter to ensure conformity with the
distance model. Initially, the distance between an anchor node and a neighboring
sensor node is estimated from signal strength measurements received by either
node. In the refinement phase for each hop, the distance model assumes an average
distance that is repeatedly refined at the anchor nodes. The sensor nodes infer the
distance to anchors using the first distance estimate between anchor and sensor
node together with the total number of hops. Anchor nodes receive hop counts
with position information from other anchor nodes. The total distance calculated
from different positions of the anchor nodes and the hop counter is the common
denominator to calibrate the distance model of each hop. The sensor nodes
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triangulate when position information from at least three anchor nodes (to avoid
ambiguity) is available in a 2D plane. The weakness of simple distance calcula-
tions based on hops is the distance model. It works well for isotropic networks, but
errors are large for anisotropic network structures.

The ad hoc positioning algorithm (Niculescu and Nath 2001) proposed to
position the nodes with exact locations by extending the coverage of GPS using the
ad hoc network with fixed nodes having known positions (called landmarks—we
keep calling them anchor nodes in the following). This algorithm assumes that
nodes (anchors and sensors) have a very limited communication range that only
links direct neighbors with each other to maintain low power consumption. The
proposed scheme used anchor nodes that are connected to GPS information to
calculate absolute position information of the sensor nodes. The ad hoc positioning
algorithm intends to reduce the network traffic compared to Savarese et al. (2001).
Therefore, anchors do not update the network topology when receiving messages
from other anchors and the system copes with dynamically changing positions of
the sensor nodes.

The simplistic distance calculations were also addressed by Niculescu and Nath
(2003). They exploited the regular network structure topology with an additional
rule. The regular network topology shows that messages reach all sensor nodes
hop-by-hop (Niculescu and Nath 2003). Figure 7.2 depicts such a network at three
succeeding time steps (T=1, T=2, and T=3). The network consists of anchor nodes
(green (circled A)) and sensor nodes (orange and blue (circled S)). The sensor
nodes differ by having no position estimates (blue circles) or by having their own
estimates (orange circles). Sensor nodes are capable of calculating their own
position if they collect information from at least three different anchor nodes, and
only then the sensor nodes forward the location message from the anchor nodes to
their neighboring sensor nodes. Collecting the messages from the different anchors
can occur at a single time step such as T=1. When not enough (at least three)
anchor messages are received at the same time instance, anchor messages over
multiple time steps are needed. At T=2, the orange sensor nodes receive forwarded
anchor information through the left orange sensor nodes, and consider the anchor
information already received at T=1. The information forwarded earlier is shown
at T=2 by the dashed line. The bold dashed represents the used information from
the sensor node. At T=3, the right sensor node (the only one left in blue at T=2)
estimates its position based on the messages received at T=2 and T=3. The par-
ticipating sensor nodes forward the position information from the anchors together
with distance information represented, for example, by the number of hops, or by
true distances based on the ranging between participating nodes.

The distributed methods presented were the first proposed for (ad hoc) wireless
sensor networks. They do not consider any error propagation on erroneously
estimated ranges or positions. However, this omission was already recognized as
an open problem especially as the ranging errors were as high as 90 % of the
distances between nodes.
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7.3 Distributed Network Error Propagation

Section 7.2 presented distributed algorithms that are based on ranging measure-
ments using received signal strength or hop counts. The overall performance of the
results in the cited papers showed an improvement, but it was also reported that
some sensor nodes performed worse. The propagation of erroneous measurements
was not considered. In this section, we present techniques that are based on passing
positioning estimates (messages) to neighboring sensor nodes together with esti-
mates of their reliability to help to reduce error propagation.

Message passing is rather new compared to the original concepts that build on
time-based, signal strength based ranging. Message passing techniques build on
distributed methods to infer from shared knowledge (Wymeersch et al. 2009). The
link between sensors is used to exchange relevant positioning data. This exchan-
ged data could contain more than the estimated position of the sensor node itself. It
may include a time stamp, uncertainty information about the own estimate
(parameterized, or estimated samples), noise estimates of the own estimate
(uncertainty), ranging information from other neighboring nodes, etc. Figure 7.3
shows an example of sharing information by passing messages between sensor and
anchor nodes. The question marks above the mobile sensor nodes represent not
only their unknown positions but also the question where the information could be
processed—either at the location server (which represents the central unit) or at the
sensor node itself.

In the following, we present two message passing techniques, namely belief
propagation and nonparametric belief propagation. Both methods differ by how the

Fig. 7.2 Controlled flooding of messages: At time instance T = 1 the anchors (green circled A)
broadcast their messages to their neighboring sensor nodes. At T = 2, all sensor nodes (orange or
blue circled S) which received at least three messages before (orange circled S) broadcast the
received anchor messages to their neighboring sensor nodes. Finally, at T = 3 the last sensor
receives anchor information through the sensor nodes that calculated their position at T = 2
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information is shared. Belief propagation assumes that positioning estimates and
their uncertainties could be exchanged based on simple values, such as the mean
and the variance, that are based on a statistical distribution, e.g., the Gaussian
distribution. However, the distribution function (Gaussian or any other) that could
be assumed is not necessarily correct, and therefore nonparametric belief propa-
gation (NBP) methodologies are presented. NBP methods can account for effects
that cannot be easily represented by known distributions. Furthermore, as belief
propagation relies on conditions that could cause loops, a subsection is devoted to
the assessment of the correctness of the beliefs.

7.3.1 Belief propagation

A first example of distributed positioning is based on belief propagation (BP)
(Yedidia et al. (2003)) which is a well-known graphical model for inference in
statistical physics, artificial intelligence, computer vision, etc. Inference describes
how existing knowledge about prior results is used to derive conclusions about the
future. Section 6.6 introduced Monte Carlo localization that applies multiple
observations, which also change in time, to process them using the posteriori
probability. Monte Carlo localization is a probabilistic algorithm that can be
applied centrally as described in Sect. 6.6.

BP is an efficient method to localize sensor nodes jointly with uncertainty about
the location estimate. MCL represents the posterior probabilities by approximating
the desired distribution through a randomly chosen set of weighted particles. MCL
can be applied centrally and as the information is collected locally and might be
processed at each sensor individually it is also a distributed algorithm. The pos-
terior probability is called the belief P ykjx0...kð Þ, where yk is the state at time
instance k, and x0...k represents the data starting at time instance t ¼ 0 up to time
instance t ¼ k. The data of each time instance contains ranging information and a
motion model of the object. The set of weighted particles represents the belief, and

Fig. 7.3 Network structure for centralized (Location-server) cooperative or distributed (each
node) cooperative positioning
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therefore this method is also known as particle filtering (see also for more details
in Chaps. 8 and 9 together with inertial (non-radio) sensors).

In their contribution, Ihler et al. (Sudderth et al. 2010; Ihler 2007) compared
parametric belief propagation to nonparametric belief propagation. Savic et al.
build on the work from Ihler et al. and investigated nonparametric belief propa-
gation based on spanning trees (Savic et al. 2010) for loopy networks. They also
collected experimental data to verify their theoretical assessment and their simu-
lations. These publications will be used in the following to explain the concept and
the ideas. Assume we have ns sensor nodes distributed in a planar area spanned
over two dimensions with location xi (we omit the index S for sensor node in the
following to ease the reading. However, where it is needed we will mention the
explicit role of the node). The node i measures the distance between itself and
node j with probability P0ðxi; xjÞ and with this P0 describes the probability of
sensor node i detecting sensor node j: We assume a symmetric link—which is not
generally true, e.g., if different frequency bands are used, but simplifies the fol-
lowing derivations. The distance measurement dij between sensor nodes in Eq. 7.4
is noisy, which is taken into account by aij� pðxi; xjÞ:

dij ¼ jjxi � xjjj þ aij ð7:14Þ

Furthermore, the sensor node i may use a prior distribution piðxiÞ that contains
either sufficient information, e.g., if it is an anchor node to resolve ambiguity
problems or the information is not informative at all (just to initialize the system).
Altogether a joint distribution for all ns sensor nodes would be

pðx1; . . .; xns;fdijgÞ ¼
Y

i;jð Þ
pðdijjxi; xjÞ

Y

i

piðxiÞ ð7:15Þ

under the assumption the link between sensor nodes i and j exists. The Eq. 7.15 is like
the derivation in Sect. 6.6 about Monte Carlo localization. In the following we show
how graphical models can help to enable simple algorithms to merge the factoriza-
tion of the probability function e.g., in Eq. 7.15. A simple example is shown in
Fig. 7.4 where multiple sensor nodes are grouped into three cliques A (left nodes:
n1;A; n2;A; n3;A), B (middle group of nodes: n1;B; n1;BÞ and C (right group of nodes:

Fig. 7.4 Grouping of sensor nodes in group A (left), B (middle), C (right). The messages are
exchanged through the links between the groups
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n1;C; n2;C; n3;C; n4;C). The collected information in each cliques forwarded based on
the distribution. We denote a set of random variables xA 2 A; xB 2 B and xC 2 C
which are conditionally independent. We can use this relationship in the joint
distribution:

pðxA; xB; xCÞ ¼ p xBð Þp xAjxBð Þp xCjxBð Þ ð7:16Þ

If we want to obtain relative positions, given only the relative measurements dij;
the sensor location may be solved up to an unknown rotation, translation, and
ambiguity of the entire network. However, we would like to obtain the absolute
coordinates; so, we need at minimum three anchor nodes (assuming perfect syn-
chronized nodes). The prior distributions of an unknown and anchor node at
position xa

i are respectively given by:

punknown
i xið Þ ¼

1½m2�
areasize

;

0; otherwise:

8
<

:
ð7:17Þ

panchor
i xið Þ ¼ dðxi � xa

i Þ ð7:18Þ

If the sensor nodes have no a priori information about their own position a
uniform distribution is chosen as initial setup. On the other hand if the unknown
nodes may obtain some prior information (e.g., high/low probable locations, de-
pendences between unknown groups of nodes, etc.) it should be reflected in the
Eq. 7.15 by biasing the prior distribution accordingly.

For large-scale sensor networks, it is reasonable to assume that only a subset of
pairwise distances is available due to limited connectivity, i.e., only between
sensors which are located within the same radio range R: A simple model of
probability of detection is given by:

Pd xi; xj

� �
¼

1; forjjxi � xjjj 	R;

0; otherwise:

(

ð7:19Þ

Empirical approximations for Pdðxi; xjÞ could be estimated using real experi-
ments in the deployment area of interest or we may consider channel models for
specific environments such as indoor or urban canyon together with information
about obstruction of the line-of-sight path. Such information is also investigated in
Chap. 3 that proposes several methods to resolve the wireless channel. We have to
exchange information between the nodes which are not directly connected. We
define a pair of nodes i and k to be one-step neighbors of one another. This pair of
nodes observes a pairwise distance of dik: This is represented in Fig. 7.4 by each
clique of sensor nodes A, B, or C. Then, we define two-step neighbors of node k to
be all nodes i such that we do not observe the distance dik; but observe dkj and dji

for some node j. This could be the nodes in Fig. 7.4 between clique A and B, or B
and C. The same pattern works for the three-step neighbors, and so forth. These n-
step neighbors n [ 1ð Þ have information about the distance between them.
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Therefore, two nodes not observing their distance are too far apart. In the fol-
lowing, we will use only one-step and two-step neighbors. The relationship
between the graph and joint distribution may be quantified in terms of potential
functions w which are defined over each of the graph’s cliques in:

p x1; . . .; xNj

� �
/

Y

cliques C

wC xi : i 2 Cf gð Þ ð7:20Þ

We can define potential functions which can express the joint posterior distri-
bution. This only requires potential functions defined over variables associated
with single nodes and pairs of nodes. Single-node potential at each node i and the
pairwise potential between nodes i and j, are respectively given by:

p x1; . . .; xnk ; oij

	 

; dij

	 
� �
¼
Y

i;j

pðoijjxi; xjÞ
Y

i;j

pðdijjxi; xjÞ
Y

i

piðxiÞ ð7:21Þ

In Eq. 7.21, we merge Eq. 7.15 with either Eq. 7.19 to take into account the
existence of the link between the sensor nodes reflected by oij: We expect that
some nodes have a higher probability to detect nearby neighbors, so the probability
of detection Pd could be given. However, uncertainty in the measurement process
such as physical barriers, multipath, and interference results in the fact that
sometimes, especially in indoor scenarios, nearby sensors may still not be able to
observe each other. Moreover, for the noise distribution p af g; we choose the
Gaussian distribution which represents an approximation of the real scenario.
Finally, the joint posterior distribution is given by:

pðx1; . . .; xNj jfoij; dijgÞ /
Y

i

wi xið Þ
Y

i;j

wij xi; xj

� �
ð7:22Þ

To estimate the posterior marginal distributions for each node i:

p xijojl; djl

� �
¼ Z

pðx1; . . .; xNu joij; dijÞdx ð7:23Þ

Having defined a graphical model, we can now estimate the sensor locations by
applying the belief propagation (BP) algorithm. The form of BP as an iterative
local message passing algorithm makes this procedure trivial to distribute among

Fig. 7.5 Belief propagation
by message passing between
sensor nodes
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the wireless sensor nodes as shown in Fig. 7.5. Figures 7.6 and 7.7 describe the
initialization and computation phase of this algorithm.

We apply BP to estimate each sensor’s posterior marginal, and use the mean
value of this marginal and its associated uncertainty to characterize sensor posi-
tions. Each node i computes a quantity known as its belief Mk

i ðxiÞ; which is the
posterior marginal distribution of the position xiðxr

i ; x
k
i Þ at iteration k; by taking a

product of its local potential wi with the messages from its set of neighbors Gi (all
nodes in range R):

Mk
i xið Þ / wi xið Þ

Y

j2Gi

mk
jiðxiÞ ð7:24Þ

The messages mij, from node i to node j, are computed by:

mk
ij xj

� �
/ Z

wij xi; xj

� �Mk�1
i xið Þ

mk�1
ji xið Þ

dxi ð7:25Þ

The messages mk
ij after the kth iteration are exchanged or broadcasted to the

neighboring nodes. To obtain distance measurements, each sensor has to broadcast
its ID and to listen for others sensor nodes broadcasts. For any received sensor
node ID, each sensor (except anchors) has to estimate the distance to it. In case of
dij 6¼ dji, the sensor has to communicate with its observed neighbors in order to

symmetrize the distance measurements such that dij ¼ dji ¼ dijþdji

2 . For tree-like
network structures, the number of iterations should be at most the length of the
longest path in the tree. However, it usually runs until all unknown nodes obtain
information from a minimum of three non-collinear anchor nodes.

Fig. 7.6 Initialization of the BP algorithm

Fig. 7.7 Belief propagation for sensor nodes that is repeated till it fulfills a convergence criterion
such as an achieved accuracy uncertainty

7.3 Distributed Network Error Propagation 201



7.3.2 Correctness of Belief Propagation: Double Counting
Problem

Each node may refer to his own achieved accuracy uncertainty. If it is not known
by the exchanging sensor node it could be misinterpreted. Different convergence
criteria for the different nodes may cause that the same information is taken into
account multiple times as it is differently interpreted by the different nodes. In a
network topology that is not known in advance this may provokes loops.

Figure 7.8 shows a single connected network with three unknown nodes
(A, B and C) and three anchor nodes EA;EB;ECð Þ which represent the local evi-
dence. Such evidence is e.g., an illustration of the locally computed position esti-
mate. The message-passing algorithm (belief propagation) can be thought of as a
way of communicating local evidences between nodes such that all nodes calculate
their beliefs given all the evidence. Node B receives a message from node A, and
forwards this to node C. Vice versa node B sends a message to A from node
C without any information from A. Figure 7.9 shows a multiple connected network
with a loop. Node A sends information to node B and node C sends in the next
iteration the same information to node A. Here, double counting cannot be avoided.

In order for BP to be successful, we need to correctly count or avoid any double
counting (Pearl 1997; Mooij and Kappen 2007; Weiss 2000; Weiss and Freeman
2001)—this is important in a situation in which the same evidence is passed
multiple times around the network and mistaken for new evidence. Therefore,
double counting is not possible in a single-connected network. When a node
receives evidence, it can not receive the same evidence again. However, in a loopy
network such as in Fig. 7.9 double counting cannot be avoided. BP could still lead
to correct inference if the same evidence is ‘‘double counted’’ in equal amounts.
This could be solved by building an unwrapped network that replicates the

Fig. 7.8 Single connected
network

Fig. 7.9 Multiple connected
(loopy) network
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evidence and the transition matrices while preserving the local connectivity of the
loopy network. Figure 7.10 shows the first two iterations of an unwrapped loopy
network. The message received by node B after several iterations of BP in the
loopy network is identical to the final messages received by node B in the
unwrapped network. Thus, we can create an infinite network. The unwrapped
network, e.g. in Fig. 7.10, is single connected, and therefore BP delivers correct
beliefs. To make use of the beliefs requires that the probability distributions that
are induced by the loopy problem are similar. In a single-loop network, the sim-
ilarity is given after several iterations (Fig. 7.10). Generally, BP converges if
additional sensor nodes do not change the posterior probability of the already
existing nodes in the center.

Another method is proposed by Yedidia et al. to assess the correctness of BP
through Bethe approximation. The authors proved that for a single-connected
network it is possible to check the correctness, but for loopy networks it is an
approximation. The reader is referred to their publication (Yedidia et al. 2005).

7.3.3 Non-parametric Belief Propagation

In the following section, we outline non-parametric belief propagation. In a wireless
positioning system not all parameters are Gaussian distributed. Therefore, if we
consider that parameters have nonlinear relationships and non-Gaussian uncertain-
ties sensor localization by BP is undesirable. Particle filter (Ristic et al. 2004) based
approximation of BP, called nonparametric belief propagation (NBP) (Sudderth et al.
2010; Savic et al. 2010), and enables the application of BP to inference in sensor
networks as well. To briefly introduce a particle filter we assume that xi is the variable
to be estimated and yi is its observation. The sequence x0; . . .; xN is a Markov process
and the observations y0; . . .; yN ði ¼ 1; . . .;NÞ are independent. We build this on the

following approximation p xð Þ 

PN

i¼1 wid x� xið Þ and it builds on an iterative
update of the measurements ðwi; xiÞ recursively using the Bayesian rule
pðxijy 1:i�1f gÞ ¼ R p xijx i�1f g

� �
p x i�1f gjy 1:i�1f g
� �

dx i�1f g.

1   iterationst 2    iteration

CC C B A A AB

CC C B A A AB

nd

E E E E E E E E

Fig. 7.10 Unwrapped
network after the first
iterations
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In NBP, each message that is generated and communicated (broadcasted) is
represented using either a sample-based density estimate (e.g. a mixture of
Gaussians) or as an analytic function. Both types are needed for the sensor
localization problem. Messages observed along the direct links (one-step) are
represented by samples, while messages along unobserved links (two-step,…)
must be represented as analytic functions since their potentials have the form
1� Pd xi; xj

� �
which is typically not normalizable, as e.g., each sensor node may

use unknown individual levels for received signal strength measurements. The
belief and message update equations are performed using stochastic approxima-
tions in two stages: first, drawing samples from the belief Mk

i ðxiÞ, then using these
samples to approximate each outgoing message mk

ij. We discuss each of these steps

in the following. Given N weighted samples fWk;l
i ;X

k;l
i g from the belief Mk

i ðxiÞ
obtained at iteration k, we can compute a Gaussian mixture estimate of the out-
going BP message mk

ij. We first consider the case of observed edges between
unknown nodes. The distance measurement dij provides information about how far
sensor j is from sensor i, but no information about its relative direction. To draw a

sample of the message Xl;kþ1
ij

� �
, given the sample Xl

i which represents the position

of sensor i, we simply select a direction h at random, uniformly in the interval
0; 2p½ �. We then shift Xl

i in the direction of h by an amount which represents the
estimated distance between nodes j and i ðdij þ alÞ:

xk;lþ1
i;j ¼ Xl;k

i þ dij þ ml
� �

sin hl;k� �
cos hl;k� � �

;

hl;k �U 0; 2p½ Þ and al� pa

: ð7:26Þ

U 0; 2p½ � represents the uniform probability density function in the interval from
0 to 2p, and al is the measurement noise with distribution pa (e.g., Gaussian). We

can now calculate the weight of this sample wl;kþ1
ij

� �
using Eq. 7.24, Eq. 7.25, the

kernel density estimate (KDE) of potential function w, and reasonable approxi-
mation of this kernel function with delta impulse:

mkþ1
ij /

X

j

wl;kþ1
ij kijðxj � xl;kþ1

ij Þ ð7:27Þ

Using last equation and the fact that this message exists only if there is
detection between these two nodes (with probability Pd), the weight of sample

xl;kþ1
ij is given by:

wl;kþ1
ij ¼

Pd xk;l
i ; xj

� �
Wl;k

i

mk
jiðx

k;l
i Þ

ð7:28Þ
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The optimal value for bandwidth hkþ1
ij could be obtained in a number of pos-

sible techniques. The simplest way is to apply the ‘‘rule of thumb’’ estimate
(Silverman 1986):

hkþ1
ij ¼ N�

1
3var xkþ1

ij

� �
ð7:29Þ

An important modification to this procedure can be used to improve accuracy
and computation cost. Our goal is to accurately estimate belief in the regions of the
state space in which it has significant probability mass. A reasonable distribution is
one which allows us to accurately estimate the portions of the message mij which
overlap these regions of the state space. Our additional information involves uti-
lizing previous iterations’ information to determine the angular direction to each of
the neighboring sensors. In particular, we use samples from the marginal distri-
bution computed in the previous iteration to form the relative direction h:

hl;k ¼ arctan Xl;k
j � Xl;k

j

� �
; k [ 1; hk;l 2 �p;p½ � ð7:30Þ

Therefore, in the first iteration i ¼ 1ð Þ we calculate h. This additional infor-
mation increases the accuracy of this algorithm. The next task is to obtain mes-
sages from anchor nodes to unknown nodes (only observed edges). It could be
done using previous procedure (each sample of the belief would be placed at the
known location of the node and weighted by 1=NÞ, but it will increase computation
and communication cost. Only the location of the anchor node x�i

� �
is used to

calculate the analytic form of the message. Therefore, this message is proportional
to the potential function which is constant over the iterations and depends only on
the location of the unknown node xj given by

mkþ1
ij xj

� �
/ wij x�i ; xj

� �
: ð7:31Þ

The messages along unobserved edges are represented by an analytic function.
With the probability of detection Pd , and samples from the belief Mk

i , an estimate
of the outgoing message to node j is given by:

mkþ1
ij xj

� �
¼ 1�

X

j

Wl;k
i PdðXl;k

i ; xjÞ ð7:32Þ

Then, the messages from the anchor nodes Wl;k
i ¼ 1

N

� �
are given by

mkþ1
ij xj

� �
¼ 1� Pdðx�i ; xjÞ ð7:33Þ

To estimate the belief Mkþ1
j ðxjÞ using Eq. 7.23, we draw samples from the

product of several Gaussian mixture and analytic messages. It is difficult to draw
samples from this product. Therefore, we use a proposal distribution, sum of the
Gaussian mixtures, and then reweigh all samples. This procedure is well known as
mixture importance sampling. Denote the set of neighbors of j, having observed
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links to j and not including anchors, by G0
j , and the set of all neighbors by Gj. In

order to draw N samples, we create a collection of ksN weighted samples (where
ks� 1 is a parameter of the sampling algorithm) by drawing ksN=G0

j samples from

each message mij with i 2 G0
j and assigning each sample a weight equal to the

ratio:

Wl;kþ1
j ¼

Y

l

mkþ1
lj =

X

l2G0
j

mkþ1
lj ð7:34Þ

Some of these calculated weights are much larger than the rest, especially after
more iterations. This means that any sample-based estimate will be unduly
dominated by the influence of a few of the particles, and the estimate could be
erroneous. To avoid this, we draw N values independently from collection with
probability proportional to their weight, using resampling with replacement. This
means that we create N equal-weight samples drawn from the product of all
incoming messages. A node is located when a convergence criteria is met, e.g., the
Kullback–Leibler (KL) divergence can be used, a common measure of difference
between two distributions (Ihler 2007). As we already mentioned, the BP/NBP
convergence is not guaranteed in a network with loops (Pearl 1997) or even with
convergence, it could provide us less accurate estimates. Savic and Zazo (2009)
applied NBP for localization and showed that there was no convergence problem,
but the accuracy was sometimes dissatisfying.

Nonparametric belief propagation is the next step compared to belief propa-
gation as it also takes into account non-Gaussian dependencies of different effects.
This applies especially for distributed algorithms that will be executed on low-
complex sensor nodes. With this, further advantages like energy efficiency and
communication overhead can be limited. A key argument would also be the low
latency that is especially of interest in dynamic scenarios.

In the next section, we outline link selection algorithms that censor either
already at the transmitter or at the receiver. These techniques would play in favor
of the presented message passing algorithms to limit their complexity.

7.4 Link Selection

In this section, we outline censoring techniques to reduce the number of wireless
links between nodes at the transmitter or at the receiver. Links contain information
and are generally beneficial for performance, but significantly increase the com-
plexity. If a minimum number of links exists for a node, it depends on the requested
location accuracy to decide on using additional links. Furthermore, a link may
interfere with other links to alleviate the estimated performance of the nodes
connected by the link. This is especially of interest in dense wireless sensor
networks or cellular mobile radio networks in urban or indoor environments such as
shopping malls.
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Therefore, we are looking for criteria and methods to perform a wise link
selection. The actual impact of location methods in communications, in particular
within cooperative schemes, is crucial for feasibility. Recent studies based on
event driven packet-oriented tools evaluated the effects of cooperative approaches
within WiFi based or IR-UWB based positioning under realistic network
deployment and system architectures (e.g., (WHERE project partners 2009)).
These studies have pointed out the tight tradeoff that exists between latency and
overhead (caused by cooperation) and between positioning accuracy and robust-
ness (demanded by applications). As an example, for a cooperative Wi-Fi posi-
tioning system an increase of the number of mobile terminals increases the
throughput overhead and measurement delays also increase significantly. Fur-
thermore, it has been illustrated in IR-UWB mesh networks (Denis et al. 2009) that
blind (non-exhaustive or unlisted) update scheduling in jointly cooperative dis-
tributed iterative positioning and ranging has a negative impact on overhead and
latency. Hence, these results clearly emphasize the current needs for more efficient
cross-layer strategies that more carefully account for the actual cost of coopera-
tion, while still benefiting from positioning performance enhancements (e.g., from
information redundancy, spatial diversity, Euclidean graph rigidity, etc.).

When the target to be localized has more than the minimum sufficient number
of reference nodes available, a link selection procedure may be applied either at
the transmitter or the receiver. Figure 7.11 depicts a scenario with several base
stations that act as anchors, and mobile terminals that act as sensor nodes. The
three MTs have different positions and different links to BSs. MT1 has a con-
nection to three BSs and it is expected that this MT estimates its own position well.
MT2 has only two links to BSs and therefore, benefits from the cooperative link to
MT1. MT3 has only two links, and only one link to a BS. Das and Wymeersch
(2012) use this scenario as their basic scenario to differentiate three different cases.

Fig. 7.11 Censoring schemes either on the transmitter (Tx) or on the receiver (Rx) side
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The first case is called receive censoring: MT1 receives information from three
different BSs and does not require additional support from MT2: The link MT1 !
MT2 is censored at the receiver. The second case shows the benefit for MT2 of
using the reverse link to MT1: MT2 has established two links to BSs and a third link
to MT1. The link to MT1is helpful for MT2 to avoid the ambiguity that occur when
using only the BSs. Finally, MT3 is connected to only one BS, and therefore relies
on the additional link to MT2: Conversly, MT2 is not likely to benefit from the
position estimate of MT3 which cannot expect a good estimate of its own position.
Therefore, the link between MT3 ! MT2 is censored at the transmitting node.

The purpose of both increased accuracy and restrictions is to limit the use of
resources. Increased accuracy results from using the most reliable and geometri-
cally useful links. Resource saving comes from the fact that computational com-
plexity is proportional to the number of links taken into account during
information fusion. On the transmitter side, the improvement for the overall net-
work is more advantageous as transmit signal and processing power are reduced.
Also, the additional spectrum becoming available is a limited resource that can be
used elsewhere. Therefore, link selection and censoring offer solutions for very
dense scenarios. Lieckfeldt et al. (2008) investigated the use of the CRLB at each
node to decide if a link should censored or not. Das and Wymeersch (2012)
proposed to apply their sum-product (SPAWN) algorithm that uses belief propa-
gation, saying that each node estimates its own belief and uncertainty of its own
position. Together with a threshold, the sensor node decides whether the transmit
link should be censored or not. This prevents unreliable position estimates to be
broadcasted. Therefore, the node is unaware of its neighbors and the authors
(Das and Wymeersch 2012) called the scheme neighbor-agnostic transmit cen-
soring. On the other hand, when the node is aware that the broadcast of its own
estimate is unhelpful for neighboring nodes, it censors its own transmission. The
authors call this neighbor-aware transmit censoring.

In the paper from Lieckfeldt et al. (2008), the geometrical impact has been
addressed and compared to the approach of using the closest reference nodes.
However, most of these selection schemes have been proposed for centralized
localization. Recent approaches address distributed and cooperative scenarios, and
the selection criteria are mainly based on theoretical localization performance
limits such as CRLB (Denis et al. 2009; Das and Wymeersch 2012; Raulefs et al.
2012). In Denis et al. (2009), unreliable links are successively discarded based on
CRLB analysis during the first phase—connectivity based coarse positioning. In
this way, resources are saved as the number of packet exchanges in the refined
ToA-based ranging phase is reduced.

Other references that apply censoring are in Kaplan (2006a, b). The methods
discussed there are based on minimization of mean square error (MSE). Utility of
each set consists of N nodes is defined as the reciprocal of the mean square error.

To conclude, censoring is especially of interest in cooperative positioning
networks when the density of sensor nodes is high and some sensor nodes will be
out of reach to any of the anchor nodes. Furthermore, the complexity is kept low
by using distributed algorithms, and the performance is maximized where sensor
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nodes perform their own calculations. Latter is an important issue for large scale,
dynamic networks that cannot be controlled centrally. Therefore, the scalability of
such link selection methods together with the positioning algorithms is an
important ingredient.

7.4.1 Practical Application: Firefighters

In the following, we report from a publication that presents practical constraints of
a cooperative positioning system using an extended Kalman filter (EKF). Chapter
9 presents the EKF in detail and also details about inertial sensors. Wu et al. (2009)
considered a scenario of a group of sensor nodes that moves jointly through an
unknown territory with limited support of anchor nodes. They considered the case
that none, one or two anchor nodes may be available from time to time. The group
of sensor nodes exchange regularly information of their inertial sensors, such as
motion sensor (accelerometers) and rotation sensors (gyroscopes), and the sensor
nodes perform ranging between themselves. The number of participating sensor
nodes is ns and defines the magnitude of the teamwork effect.

The proposed use case is a group of firefighters that enters a building with an
unknown structure (a map is unavailable or the structure is changed because of the
fire). The control center of the firefighters requires following and maybe con-
trolling the movements of the firefighters. A GPS device is not an adequate
solution to estimate the position of the firefighters as GPS not necessarily operates
in such environments. Furthermore, in time of need only relative positioning
information is maybe sufficient to position a firefighter. Contrary to a wireless
sensor system, that performs trilateration and needs four anchors, this system
claims anchors are not always mandatory. The authors proposed an EKF as an
appropriate algorithm because the real-time requirements prohibit a more complex
implementation (constraints are namely battery consumption and weight, and
processing power). The EKF algorithm performed well compared to the optimized
solution. The authors focused their investigations on three aspects. The size of the
team is defined by the number of sensor nodes. The system benefits from the

number of sensor nodes as the drift rate reduces by a factor of 1=
ffiffiffiffiffiffiffiffi
ðnsÞ

p
: This is

defined as the teamwork effect. Furthermore, a second effect that is reported is the
‘‘reset effect’’. The reset effect describes a situation where the position estimates of
the sensor nodes improve significantly or abruptly instead of gradually. The
conditions that change in such a situation are, e.g., a sensor node connects to
another sensor node with higher certainty of its own position estimate. Such a
situation is for example the merger of two groups of sensor nodes which cause an
abrupt improvement. The third reported effect is named the anchor effect, where
adding an anchor significantly reduces the absolute positioning error by con-
straining ambiguity. Therefore, each time an anchor node entered the scenario the
resulting effect is called the anchor effect.
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7.5 Conclusions

In this chapter, we presented distributed algorithms that are investigated for
cooperative positioning. The Cramer–Rao lower bound is a tool that was con-
sidered to estimate the positioning performance based on:

• Geometric constellation of the sensor nodes to each other
• Synchronization uncertainties between the sensor nodes
• Variable conditions of the wireless channel
• Heterogeneous networks (terrestrial communication network with peer-to-peer

links and satellite navigation system (e.g. GPS))

Besides ranging between sensor nodes position estimates of the neighboring
sensor nodes may be exchanged. Message passing algorithms based on belief
propagation (parametric or non-parametric) offer feasible solutions as they natu-
rally fit distributed network architectures. However, for distributed, changing and
also unknown network topologies, any shared information could be considered
multiple times inadvertently without knowing. The presented correcting method
weights such information properly. High density mobile networks without any
access coordination suffer from the interfering links. Therefore, for the scalability
of positioning algorithms a key ingredient are the presented link selection meth-
ods. Local link selection reduces the active links to relevant links. The presented
link selection methods use the geometrical constellation between the nodes and the
exchanged messages between the nodes.
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Chapter 8
Inertial Systems

The sensors available for tracking systems can be loosely broken into groups based
on the measurement reference frame: (1) idiothetic or body reference sensors such
as inertial sensors and encoders which measure motion of the body in the body
frame; and (2) allothetic sensors or external reference sensors such as magnetic
field, processed GPS and pressure which measure heading, 2D location and ele-
vation in the global or Earth frame, and local reference sensors which measure
ranging or bearing to local reference points/landmarks (Chaps. 2, 9).

In this chapter, we focus on the use of inertial idiothetic sensors as part of a
pedestrian location and tracking system in GPS denied areas. Inertial measure-
ments are differential measurements in the sense that they quantify changes in
speed or direction. The two primary types of inertial sensors are accelerometers
and gyroscopes. Accelerometers measure instantaneous changes in speed, or
equivalently force, and gyroscopes provide a fixed frame of reference with which
to measure orientation or equivalently change in direction. As such, any navigation
information obtained from the sensor system is used to compute movement rela-
tive to the starting location and orientation. A navigation system that estimates
current position from a prior known position and measurements of motion (for
example, speed and heading) and elapsed time is called a dead reckoning system.
A serious disadvantage of relying on dead reckoning for navigation is that the
errors of the process are cumulative without other externally referenced correc-
tions such as GPS, compass, or landmark-based corrections.

Nevertheless, dead reckoning techniques have been used for decades by the
Department of Defense, NASA, and others for sophisticated navigation systems
(Titterton and Weston 2004). These systems have relied on very high quality
mechanical, fiber optic, or laser sensors with size, weight, power, and cost beyond
the range of what is needed for consumer applications.

Table 8.1 gives an idea of the error growth performance requirements for
different classes of inertial measurement units (IMUs). The limits on error growth
set requirements on the types of sensors that can be used.

The ability to fabricate microelectromechanical systems (MEMS) using semi-
conductor device fabrication technologies (Ghodssi and Lin 2011) has lead to the

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_8,
� Springer Science+Business Media New York 2013
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development of low size, weight, power, and cost MEMS inertial sensors. Using
these consumer grade navigation sensors that have only recently become an option
in cell phones, new data is available that can be leveraged to improve location
accuracy for on foot personnel in GPS denied or degraded areas. Already cell
phone applications include the ability to enhance location using cell carrier
location services (cell tower triangulation—Chap. 5) and Wi-Fi (provided by
Skyhook and now Apple, Google, and others—Chap. 4).

The motivation for this chapter is to review how the new consumer grade
sensors can be used to improve pedestrian tracking. The chapter is organized as
follows: First, we discuss some of the limitations of GPS as a sensor for pedestrian
tracking. Then, we discuss MEMS inertial sensors and review some of the standard
computations that are used with general inertial navigation sensors. Pedestrian
tracking is unique relative to vehicle tracking where dynamic models are available
and control inputs are known, so next we review specific approaches to imple-
mentation of pedestrian navigation systems.

Heading errors are the largest source of error in inertial pedestrian navigation
systems so we divert the discussion from inertial sensors alone to include a dis-
cussion of the use of magnetic sensors for heading correction. It is important to
note that using magnetic sensors for heading correction indoors is not straight
forward because of the common occurrence of large magnetic disturbances caused
by electrical systems and the building structure itself.

We conclude the chapter with a discussion of accuracy metrics. It is typical to
see inertial navigation system error quoted as a percent of distance travelled;
however, this can be very misleading as it does not account for heading errors
which are typically the largest source of error.

8.1 Limitations of GPS for Pedestrian Tracking

The impression that GPS can be used for accurate personnel location is not true.
For example, the GPS systems used in cars, correct locations to known road maps,
thus, giving the appearance of high accuracy. Because of this many users are
unaware that GPS location data can be quite poor and deteriorate significantly near

Table 8.1 Inertial measurement unit classifications

Class Error growth
limit

Gyro type/bias Accelerometer type/bias

Military
grade

1 NM/24 h Mechanical, electrically suspended gyro
(ESG) 0.005�/h

Servo accelerometer
\30 lg

Navigation
grade

1 NM/h Ring laser gyro (RLG), fiber optic gyro
(FOG) 0.01�/h

Servo or vibrating beam
50 lg

Tactical \10 NM/h RLG, FOG 1�/h Servo, vibrating beam,
MEMS 1 mg

Consumer [10 NM/h MEMS [1�/h MEMS [1 mg
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even isolated buildings. Figure 8.1 shows a pedestrian path taken near a relatively
isolated building where one might expect accurate GPS location estimates. The
blue path, which fuses inertial sensor data (from the TRX waist worn inertial
navigation unit–INU), provides an accurate representation of the true path; the red
GPS only path shows significant error.

Another issue with GPS is that it does not have consistent performance across
time for a given location. Even for a similar path type the errors are a function of
the atmospheric conditions and the visible satellites at that time, and they can vary
significantly. Examples of several trials taken near our Greenbelt office building
with Android cell phone GPS are shown below. Test results are included here to
clarify the need for enhancing tracking with other sensors in urban and suburban
areas. The course walked is shown in Fig. 8.2. The course was chosen such that a
large part of the path was away from the office building where we would expect
GPS locations to be ‘‘good’’. Another part is near or inside the office building,
where we would expect GPS locations to be poor or nonexistent.

The path error results are computed by comparing each GPS point that comes in
with the ground truth location.1 When GPS data are missing, there is no error
reported.

The reported paths for trials 1 and 3 are shown in Figs. 8.3 and 8.4 respectively.

Fig. 8.1 GPS path (red) versus fused path estimate (blue)

1 The ground truth location is obtained by pinning the drift compensated inertial path at each of
several surveyed marker locations to the surveyed marker location, and then interpolating the
inertial tracks between the surveyed marker points. Inherent in this method is an assumption that
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Fig. 8.2 Test course in suburban office complex

Fig. 8.3 Trial 1—4:29 pm
GPS path green, ground truth
gray

(Footnote 1 continued)
the approximate inertial path shape (after compensation for drift and scaling errors) for the
collected data is correct.
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The error histograms of four tests at varying times (afternoon to evening) over a
single day are shown in the figures below.

In the best case, Trial 3—Fig. 8.7, the expected error is 13.6 m and 50 % CEP2

is 10 m. Trial 4 error histogram shown in Fig. 8.8, with 22 m expected value but
50 % CEP of 10.7 m, is taken right after Trial 3. Despite the close timing of the
tests, the GPS data has an initialization error, finally converging to a better solution
with error characteristics similar to Trial 3. Most people expect that their GPS
location will be within 10 m of ground truth ‘‘the majority of the time’’. This
equates to 50 % CEP that is 10 m. Trials 3 and 4 meet or come close to meeting
this performance criterion. Constraining only the CEP allows some fairly large
errors to appear without penalty. Notice, Trial 4 has a significant number of errors
between 50 and 70 m but a CEP of 10.7 m!

Trials 1 and 2 do not achieve the expected GPS performance of 10 m CEP.
Trial 1—Figs. 8.3 and 8.5 also had an initialization error and generally lower
quality tracking performance with expected value 33.6 m and CEP 27 m. The
worst performance was for Trial 2—Fig. 8.6 with expected error 65.9 m and CEP
of 68.6 m. In this case, there is no discernable grouping of the errors. Overall, the

Fig. 8.4 Trial 3—8:04 pm
GPS path green, ground truth
gray

2 The CEP or circle of equal probability is the radius of a circle whose boundary contains 50 %
of the errors. While 50 % is a very common definition for CEP, the circle dimension can be
defined for different percentages.
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GPS performance is highly variable even in the same location at different times of
day and significantly worse than one might expect around an isolated building.

8.2 MEMS Sensors

If GPS is questionable for personnel tracking, other sensors that can measure local
movement might be able to provide accurate location and tracking. MEMS inertial
sensors would seem to be ideal. These sensors are common in consumer elec-
tronics, introducing low cost, small size, low weight, and low power sensors for a
wide range of applications. MEMS accelerometers were introduced in volume to
consumer electronics in 2006 and 2007 in the Nintendo Wii and the Apple iPhone
(which also includes a compass). A gyro module was introduced for the Wii and in
2010 and the iPhone4 has the first MEMS gyroscope to be included in a
smartphone.

While the driving force for the addition of accelerometers and gyroscopes
sensors has been gaming, Bosch3 and STMicroelectronics, who manufacture the
sensors used in the iPhone 4,4 now have MEMS pressure sensors available for
handsets and tablets. With this addition, a complete compliment of small size, low
weight, power, and cost, body reference sensors for 3D navigation will be avail-
able for cell phones and other consumer electronics (Bouchaud 2011). As of
December 2011, the Motorola Xoom tablet and the Samsung Galaxy Nexus phone
included a complete set of navigation sensors—three-axis accelerometer, three-
axis gyroscope, three-axis magnetometer, and barometric pressure sensor.

MEMS accelerometers have a proof mass, which acts as the inertial sensing
element. Flexible beams attached to the reference frame suspend the proof mass.
External acceleration causes a displacement in the proof mass proportional to the
acceleration. The displacements are commonly measured by piezoresistive ele-
ments or capacitance between the proof mass and an electrode. Cell phone quality
three-axis accelerometers cost less than $4 when purchased in quantity.

MEMS gyroscopes are more complex with two moving parts, a self-tuned
resonator in the drive axis and a micro-g sensor in the sensing axis. They operate
by detecting the Coriolis acceleration, which is directly proportional to the rate of
rotation. Cell phone quality MEMS gyroscopes now cost more than three times the
price of accelerometers.

The power required for a typical MEMS accelerometer is a fraction of the
power required for larger, mechanical inertial sensors. This low power capability is
driving these devices into more and more applications in the consumer industry
(Frost and Sullivan 2007).

3 Bosch BMP180 MEMS Pressure Sensor.
4 The iPhone 4 also includes STMicroelectronics’ LIS331DLH MEMS accelerometer as well as
its L3G4200D MEMS digital three-axis gyroscope.
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Low-cost MEMS sensors make it possible to build small, low power inertial
navigation units (INUs); however, MEMS sensors are subject to large inertial drift
and other errors, and these must be accounted for in the design and operation of
MEMS-based INUs.

Figure 8.9 illustrates of the affect of uncompensated gyro bias on the path
estimate. This is referred to as inertial drift.

Performance of inertial sensors is characterized by several standard metrics.
Understanding what these mean will help to select the appropriate sensor to meet
performance requirements. Bias stability, angular random walk, scale factor
accuracy, and dynamic range are all used to quantify the accuracy of the sensors.
(Woodman 2007).

Bias (run-to-run bias stability) is the variation in offset of the stationary sensor
output value from zero from one power-on cycle to another. This is a static offset,
so it can be detected and compensated by online filtering.

In-run bias stability provides a measure of the operational bias variation over a
specified period of time, typically around 100 s, in fixed conditions (usually
including constant temperature). Bias stability is usually specified as a standard
deviation value with units of deg/h. If Bt is the known bias at time t, a bias stability
of 1 deg/h over 100 s means that the bias at time (t ? 100) s is a random variable
with expected value Bt and standard deviation 1 deg/h. The reported bias stability
is due to flicker noise in the electronics. (Woodman 2007) In-run bias stability is
the most important parameter in determining the accuracy of the resulting navi-
gation solution. Temperature variations and other environmental disturbances can
also cause the bias to fluctuate during operations and result in acceleration and/or
rate measurements that are different from the true value.

Fig. 8.9 True path traversed
is shown versus inertial path
estimate with uncompensated
bias
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Gyroscope angular random walk, which is caused by thermomechanical noise
which fluctuates at a rate much greater than the sampling rate of the sensor, is a
secondary factor contributing to the error. (Woodman 2007) This term is a mea-
sure of the variation of the averaged output of a stationary gyroscope over time.
The scale factor accuracy is also important. It relates to the repeatability of
measurements. Varying scale factor can result in two different measurements even
when the motion has not changed.

Dynamic range refers to the range of acceleration or angular rate that a sensor is
able to measure without saturating. Often there is a tradeoff among sensitivity and
other error parameters to get increased dynamic range.

Again, the factors that contribute most to tracking inaccuracy are in-run bias
stability and temperature sensitivities. Because of the manufacturing process,
MEMS inertial sensors of the same model coming off the same production line
may have very different error behaviors. Low-cost MEMs gyroscopes are gener-
ally supplied with only coarse factory trimmed offset and scale parameters. Device
mounting and other manufacturing procedures can cause these parameters to
change, and therefore additional calibration is required by the OEM-manufacturer.

Typical MEMS-based gyroscopes experience high thermal drift that is not
accounted for in the bias stability measurements which are taken under fixed
conditions. However, high quality MEMS sensors are available that are temper-
ature calibrated over the operational range of the sensors.

The relationship between bias and temperature is often highly nonlinear for
MEMs sensors. (Woodman 2007) When using sensors that have not been tem-
perature calibrated, it is likely that runtime drift errors will be primarily caused by
temperature variations. Most IMUs contain internal temperature sensors which
make it possible to correct for temperature induced bias effects. At a minimum,
static offset calibration should be performed on each gyro device in a temperature-
controlled chamber. During calibration temperature and rate output are logged.
A curve relating temperature and gyro bias can then be determined.

For accelerometers, temperature calibration is generally not necessary.

8.2.1 MEMS Sensors for Navigation

While developing applications using MEMS sensors, navigation algorithms that
have worked on other types of sensors may not perform as well. Inertial bias and
drift errors in MEMS sensors can lead to large position errors over a relatively
short period.

The in-run bias stability numbers for MEMS sensors are significantly higher than
their non-MEMS counterparts. For example, mechanical gyrocompasses achieve a
bias stability on the order of 1 arcsecond/h (better than 0.00015 deg/h). Ring laser
gyros or fiber optic gyros achieve a bias stability on the order of 1 NM/h (around
0.015 deg/h). MEMS sensors achieve bias stability on the order of 15 deg/h (earth’s
rotation rate) (Al-Sheimy 2009). One direct advantage of the higher accuracy
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gyro-sensors is that, when at rest on the Earth, they can use measurements of the
rotation of the Earth to initialize to true North and thus compute a reference for
absolute heading. Because these gyros are not magnetic, this will be possible in
conditions where magnetic disturbances are present. For MEMS sensors, the Earth’s
rotation is in the noise and so they can only measure heading relative to their initial
heading without input from an external source such as a compass which would be
affected by external magnetic disturbances.

If one integrates the acceleration to arrive at a position, an uncompensated
accelerometer bias error will introduce an error proportional to the elapsed time in
the velocity estimate and an error proportional to the square of the elapsed time in
the position estimate. The best MEMS accelerometers can have an in-run bias
stability of 0.05 mg5 where 1 g = 9.8 m/s2. Uncompensated accelerometer bias at
this level for only 1 min can introduce almost a meter of error. Cell phone quality
MEMS accelerometers have 1 mg in-run bias stability which could lead to an error
of 18 m over 1 min.

Uncompensated gyro bias errors introduce errors in orientation proportional to
time t; however these errors are actually more of an issue when they occur in the
pitch or roll axis. Uncompensated pitch or roll orientation error will cause a
misalignment of the inertial measurement system, and therefore a projection of the
gravitational acceleration vector in the wrong direction. Using a small angle
approximation, this would lead to a position error of 1

6 gDxt3, where x is the
rotation rate in the pitch or roll axis.

The best temperature calibrated MEMS gyros currently available can have an
in-run bias stability of 12 deg/h or 0.003 deg/s. An uncompensated bias of
0.003 deg/s in the pitch or roll axis would produce an error of more than 20 m in a
minute! The sensors found in cell phones now are not temperature calibrated and
the in-run bias stability is closer to 0.03 deg/s. An uncompensated bias of
0.03 deg/s in the pitch or roll axis would give an error of over 20–30 m in 30 s!

These drift numbers are alarming but demonstrate the worst case drift. Fortu-
nately, additional orientation information is available via the accelerometers when
the device is not moving. Assuming the device is at rest on the Earth, it will
experience 1 g of acceleration. This constrains the possible device orientations to a
plane that fixes the pitch and roll axes with respect to the Earth’s frame of ref-
erence. Yaw information (earth frame) is not available since yawing the device
will not change the direction of its gravity vector. Yaw information can be cor-
rected using a compass when good compass data is available.

5 Run-to-run bias is higher and the assumption is that constant offset can be compensated by
filtering methods (Kalman filter or other) but the variation around that bias (in-run bias stability)
is harder to compensate.

8.2 MEMS Sensors 223



8.2.2 Inertial Navigation Unit (INU) Orientation Estimation

As described above, errors in orientation can quickly lead to very large errors. In
this section, we present several orientation estimators: (1) angular rate-based; (2)
accelerometer-based; and (3) combined rate-accelerometer. The last estimator is
robust in that it combines the gyroscope and accelerometer estimates in a way that
mitigates their inherent limitations.

A quaternion representation for orientation is often used to avoid the singu-
larities in the Euler angle parameterization when pitch approaches ±90�. It is
especially important to use a quaternion representation for orientation in body-
mounted systems to avoid this singularity.

8.2.2.1 Quaternion Representation of Orientation

Because the orientation estimation is performed in the space of quaternions, Q, it is
useful to review the pertinent mathematical properties associated with them. Here,
we present only that much information as is necessary for the discussion.
A detailed discussion of quaternions may be found in (Kuipers 1999).

A quaternion q is specified by four real values and may be represented as a four
dimensional vector

q ¼

q0

q1

q2

q3

0

BB@

1

CCA

A quaternion can also be thought of as an extension of the complex numbers
that have three imaginary components represented with unit axes i, j, and k. In the
complex representation the quaternion is written as

q ¼ q0 þ iq1 þ jq2 þ kq3

and its conjugate is

�q ¼ q0 � iq1 � jq2 � kq3

The quaternions together with the notion of a multiplicative operator define a
mathematical group. This group follows all the normal laws of algebra except that
multiplication is not commutative, i.e., in general, q � p 6¼ p � q, for quaternions
p; q 2 Q. Multiplication of quaternions is defined by

q � u ¼

q0 �q1 �q2 �q3

q1 q0 �q3 q2

q2 q3 q0 �q1

q3 �q2 q1 q0

0

BB@

1

CCA

u0

u1

u2

u3

0

BB@

1

CCA
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Quaternions represent an orientation by specifying a rotation angle h and vector

v ¼ v1 v2 v3½ �T in three-space representing the surface normal to the plane of
rotation (Fig. 8.10).

A quaternion encodes the rotation into four real numbers

qðv; hÞ ¼

vk k cos h=2ð Þ
v1 sin h=2ð Þ
v2 sin h=2ð Þ
v3 sin h=2ð Þ

0

BB@

1

CCA

Essential to the representation of an orientation is the mapping Tq : Q 7!Q
defined as

Tqu ¼ q � u � �q

where q has unit norm. The resulting Tqu has the interpretation of a rotation in 3D
space. The rotation by the angle h is in the plane that is normal to the vector q.
Thus, q represents an orientation in 3D as a rotation and the mapping Tqu ¼
q � u � �q performs that rotation.

In the sequel, we denote q as the orientation quaternion. This is the fundamental
quantity that is to be estimated at each time step of interest. It is important to note
that orientation is relative to some starting attitude. In fact, the quaternion q has
associated with it a well-defined operator that when applied to rotated points in 3D
space, recovers the originating attitude.

8.2.2.2 Gyroscope Orientation Estimate

First, consider an orientation quaternion estimate based on the measurement of three
orthogonal gyroscopes yielding measurements x 2 R3. At any time t, the angular
rates xðtÞ given by the gyroscopic measurements govern directly the continuous-

time quaternion propagation equation _qðtÞ ¼ 1
2 xðtÞ � qðtÞ; where xðtÞ ¼

0 xxðtÞ xyðtÞ xzðtÞ½ �T and T denotes the transpose. Substituting t ¼ kD

v

θ

Fig. 8.10 Quaternion
rotation angle and surface
normal to the plane of
rotation
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(where D is the fixed intersample interval) gives the discrete-time version of gyro-
scopic based quaternion estimate as

qx;0 ¼ 1;

qx;kþ1 ¼ qx;k þ
1
2
D � xk � qx;k:

This estimate is subject to bias errors in the measured angular rates. Any such
unmitigated bias will lead to drift of the estimate away from its true value. The
estimate is also subject to rate saturation which could cause errors in the estimate.

8.2.2.3 Accelerometer Tilt Estimate

The accelerometer measurements can also be used to obtain a partial orientation
estimate—pitch and roll in the Earth reference frame (Fig. 8.11). Consider an
orientation quaternion estimate based on the measurement of three orthogonal
accelerometers yielding measurements a 2 R3. The gravity quaternion is denoted
as g ¼ ½ 0 0 0 �1�T which reflects the fact that a three-axis accelerometer not
experiencing any non-gravitational related acceleration on the Earth will measure
-1 g in the z-direction and zero elsewhere. An object that is oriented so that its
z-axis is not coincident with gravity will have nonzero components in the x- or
y-directions. Thus, a determination of the quaternion that reorients the measure-
ments so that they are aligned with the z-axis is a pitch and roll estimator.

measured 
acceleration 

vector

Fig. 8.11 Body frame versus
the Earth frame
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An object that is oriented so that its z-axis is coincident with gravity is said to be in
the Earth frame of reference. Measurements made with respect to the object are said
to be in the body frame of reference. It can be shown that the translation between the
body frame of reference and the Earth frame of reference can be represented by the
quaternion square root of the product of the gravitation quaternion and the conjugate

of the measured acceleration quaternion ak ¼ 0 ax ay az½ �T . This leads to the
accelerometer estimate

q0 ¼ 1;
qa;kþ1 ¼

ffiffiffiffiffiffiffiffiffiffiffi
g � �ak
p

:

This estimate is subject to noise and invariant to rotations around the ‘‘yaw’’
axis so the solution is not unique. It is assumed that gravitational acceleration is
dominant.

8.2.3 Complementary Filters

The gyroscopes and accelerometers each provide orientation information. This
gyro estimate is good over the short term but suffers from bias as well as saturation
errors that cannot be compensated without additional information. Assuming zero
(or near zero) non-gravitational acceleration, the accelerometer data can be used to
obtain a noisy measurement of pitch and roll relative to the Earth frame as
described above.

Complementary filters are often used when you have two noisy measurements
of the same signal with complementary properties. For example, one sensor pro-
vides good information only in the short term (high frequency data and low
frequency noise), while the other provides good information over the long term
(low frequency data and high frequency noise). A classic example is the combi-
nation of gyro rate data (very good short term but drifts over long term) with
accelerometer tilt sensor data (very good on average but—not correct during
acceleration) for orientation estimation.

A simple estimate would be to send the gyro orientation estimate,
q̂x;k ¼ qk þ e1, through a high pass filter and the accelerometer tilt estimate,
q̂a;k ¼ qk þ e2, through a low pass filter and then add them (Fig. 8.12a). Note that
in this case if the errors are zero, q̂k ¼ qk.

G(s)

1 - G(s)

+

+
, 2ˆa k kq q e

, 1ˆ k kq q eω

Low pass

High pass -complement

ˆkq

G(s)
+

++

-
2 1e e− ˆkq

, 2ˆa k kq q e=

, 1ˆ k kq q eω

+

= +

= +

= +
(a) (b)

Fig. 8.12 a Complementary filter b Equivalent representation—filter operates only on the noise
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An equivalent representation is given in Fig. 8.12b. This representation makes
it clear that the complementary filter operates only on the system errors and not on
the dynamical quantities.

8.2.4 Zero Velocity Updates

The process of detecting a point in time when the velocity of an object is zero and
resetting the integral of acceleration at that point to zero is termed a zero velocity
update. These updates can be used to limit error growth in inertial tracking devices.

In applications such as surveying when using high quality inertial measurement
units, the use of frequent zero velocity updates to remove the effects of gravity and
other biases is standard. For example, Applanix makes vehicle and man wearable
systems for surveying applications that notifies the user to stop every few minutes
for a zero velocity update. The frequency of the updates needed is dependent on
the motion type. Because pedestrian motions are less smooth, higher frequency
updates (every couple of minutes) are needed when tracking pedestrian motion
versus vehicle motion where less frequent updates are typically needed.

If one were to attempt to build a similar system using current MEMS sensors
instead of the high quality inertial sensors used in the Applanix system, the zero
velocity updates would be needed around once per second making the system
impractical. Because of the high frequency of updates needed, while using MEMS
sensors in pedestrian applications, sensors are often placed on the foot to leverage
the zero velocity periods that occur each time the foot with the sensor is flat on the
ground. This is discussed in more detail in the section on foot-mounted Systems on
page 234.

8.3 Inertial Systems for Pedestrian Tracking

In robotics and other vehicle tracking applications, Bayesian filtering methods
(e.g., Kalman filter, particle filter—see Chap. 9) have been successfully used to
help correct drift by fusing inertial measurements with prior knowledge and other
sensor measurements. In these applications, system models and control inputs are
known and typically measurements from other sensors (wheel encoders, etc.) are
available as well. Given knowledge of the system model and control inputs, the
location of the robot or vehicle can be predicted (prediction step), and then sensor
measurements are used to provide corrections to the estimate to compensate for
unmodeled dynamics or other disturbances (update step).

The problem of tracking and locating pedestrians presents a set of challenges
that is unique relative to most vehicle tracking problems. Human walking has been
studied for more than 50 years using a variety of tools (Onyshko and Winter 1980;
Zajac and Neptune et al. 2002; Zajac and Neptune et al. 2003). Most previous
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work has been concerned with ‘‘simple’’ steady-state walking, that is, healthy or
infirm individuals moving at a normal pace. While a variety human motion models
are available, the inputs that drive those models are hard to identify. Additionally,
the effectiveness of detailed motion models is questionable as the basis for non-
linear filtering and estimation methods since the tracking system based on mea-
surements at one body location (on the waist or the foot are most common) has low
effective observability. Because of these issues, routine application of standard
filtering methods using these models does not provide the same type of benefits
that they do in robotic systems where known dynamic models and control inputs
are the norm.

8.3.1 Classical Filtering Methods

Despite the lack of models and control input information, a common approach has
been to insert a model that simply represents sensor model transformations
(integrations) from the measurement space (accelerations, angular velocities) to
location and orientation, and ignores the human aspect of the motion altogether.
But because of the missing model and control information, there is little infor-
mation for the model prediction step. The physical constraints of human motion
limit the movement distance over the sample period, but the direction is uncon-
strained (without map information—map type corrections are discussed further in
Chap. 9). When lower quality inertial sensors are integrated to produce position
estimates an independent velocity measure or zero velocity update is needed every
few seconds to control drift.

As discussed above, a complementary filter operates only on the system errors
and not on the dynamical quantities such as position and velocity. For this reason,
they are useful when system models and control inputs are not known. For these
reasons, it is common in inertial navigation systems to use a complementary filter
(Fig. 8.13).

The inertial system is then corrected in accordance with the filter’s best esti-
mates of the system errors (Brown 1972; Higgins 1975; Foxlin 1996). When set up
in this way, an aided inertial system can be thought of as the inertial system
providing the estimated trajectory (or system control inputs), and the aiding
sources providing the noisy measurements that allow computation of corrections to
the trajectory (Brown 1972).

Because of the poor quality of sensors and the lack of models, another common
approach in body-mounted navigation systems has been to essentially ignore

Navigation 
Filter

+

++

-

Inertial Estimates

Aiding 
Estimates

Navigation 
Estimate

Fig. 8.13 Complementary
navigation filter

8.3 Inertial Systems for Pedestrian Tracking 229

http://dx.doi.org/10.1007/978-1-4614-1836-8_9


standard filtering methods altogether, and instead, to develop pedometer algo-
rithms that rely on very simple motion models. In pedestrian tracking, the motion
models typically referred to in the literature describe classification of motion type
(walking, running, crawling…) and step length and frequency (Judd 1997; Funk
et al. 2007).

8.3.2 Torso-Mounted Systems

Torso-mounted inertial sensors are typically attached at the waist and centered in
the front or in the back of the torso to be closest to the center of gravity where
there is less extraneous motion. Other mounting locations, such in a vest pocket are
possible, but the mounting location affects the character of the motion signatures
so a system may have to be tuned for a specific mounting location. Moving a
system designed for waist mounting to another location on the body can cause
performance issues.

Waist mounted inertial tracking systems that use MEMS sensors are typically
developed as a pedometer-based systems. The simplest of the pedometer type
systems detects each step and uses a fixed predefined step length to compute the
distance travelled, assuming all motions are walking or running forward (Judd
1997). Because of the computational simplicity, this type of pedometer has rela-
tively low power use. It provides adequate performance for runners and other
athletes with an approximately fixed pace attempting to measure their workout
distance.

Step detection is a critical function in any pedometer system. Figure 8.14 shows
raw z-axis accelerometer data from a waist mounted sensor for a person going up
12 steps. Circles mark each step detected. It is clear from this sample that the peaks
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Fig. 8.14 Z-axis accelerometer signal with steps marked
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are not always clean and that there is significant magnitude variation even when
performing the same task.

Using accelerometers to monitor and classify human motion has been an area of
research since the late 1990s for activity monitoring in medical research, for
example see (Bouten et al. 1997; Herren et al. 1999). Wearable computing and
navigation applications followed this work to improve basic fixed gait pedometers
(Lee and Mase 2001; Bao and Intille 2004). More sophisticated pedometers pro-
vide step length estimation based on height, step frequency, and other factors. In
general, speed and step length increase when the step frequency increases, and for
a given step frequency, step length remains fairly constant (with some distribution
about a nominal value). Considering the human body locomotion and its physical
restrictions, different methods have been proposed to approximate the step length.
Linear models have been derived by fitting a linear combination of step frequency
and measured acceleration magnitude to the captured data. Pedometer systems
may provide a mechanism to use GPS or other measures to adaptively update the
step length estimates (Ladetto 2000; Lee and Mase 2001; Ladetto et al. 2002; Fang
et al. 2005; Godha et al. 2006). Chau (2001a, b) presents a review of analytical
techniques which have the potential for a step data analysis, including: Fuzzy
Logic, statistical, fractal, wavelet, and Artificial Neural Network methods.

Figure 8.15 shows three-axis accelerometer data taken while walking in an
office building. In this particular segment, the subject walks down four flights of
stairs, down a hallway, and up four flights of stairs.

Fig. 8.15 Raw accelerometer signals from X-, Y- and Z-axis during typical pedestrian motions
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Visual inspection of the accelerometer data suggests that it is possible to dif-
ferentiate between walking down stairs, up stairs and forward based on signal
characteristics.

Some of the more sophisticated pedometers break the tracking problem down
into motion classification and then scaling, not assuming, for example, that every
motion is forward. They provide a mechanism to classify the motions as forward,
backward, up, down, left, right, etc. (Ladetto et al. 2002; Funk et al. 2007; Soehren
and Hawkinson 2008). Several papers, presentations, and patents claim to classify
motion based on comparison with stored motion data or to use neural networks to
classify motion providing little detail on how this is done. Aside from the use of
vision systems for classification, published work on motion classification is lim-
ited. In (Ladetto et al. 2002), Ladetto et al. suggest using the antero-posterior
acceleration divided by the lateral acceleration as an indicator of direction together
with the lateral acceleration data peak angles to determine left versus right side
stepping. Soehren and Hawkinson (2008) use an abrupt change in step frequency
to detect walking versus running. Funk et al. (2007) describe a neural network
classification method where sensor data is segmented into steps and then nor-
malized (resampled) to make a consistent number of inputs to the network inde-
pendent of step frequency. This method has been used to classify standard
pedestrian motions as well as more utilitarian job related motions such as crawling
and climbing ladders.

8.3.3 Velocity Sensors

The addition of a velocity measurement can significantly improve position accu-
racy and enables the use of integration of sensor data combined with standard
filtering techniques for waist mounted MEMS inertial systems. As a result, an
active area of research is the development of sensors for measuring velocity. Two
common approaches for obtaining velocity measurements use image sensors
computing optic flow or optical feature movement (Veth 2011) and Doppler
velocimeters (Weimann et al. 2007; Hopkins et al. 2009; McCroskey et al. 2010).

Optical systems use the apparent motion of portions of an image between
frames and determine relative motion of the camera (Lucas and Kanade 1981;
Harris and Stephens 1988; Harris 1992; Shi and Tomasi 1994; Bay et al. 2008;
Karvounis 2011; Veth 2011). This requires three basic operations (1) finding
features in an image suitable for tracking, (2) matching these features in a sub-
sequent image, and (3) solving for the resulting camera motion.

Using a pinhole camera model, a feature point p ¼ ðx; yÞ in an image taken at
focal length f is mapped to the real world 3D feature point P ¼ ðX; Y; ZÞ by the
equation

p ¼ fP

Z
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By measuring the velocity of the image feature by its frame to frame move-
ment, the motion of the 3D scene structure can be derived using the following
equations:

u ¼ tzx� txf

Z
þ xxxy

f
� xyðf þ

x2

f
Þ þ xzy

v ¼ tzy� tyf

Z
þ xxðf þ

x2

f
Þ � xyxy

f
� xzx

where ðu; vÞ is the image velocity vector, Z, is the distance to the 3D object which
has translational velocity ðtx; ty; tzÞ and rotational velocityðxx;xy;xzÞ relative to
the camera. By tracking feature points across several image frames, the 3D
location and motion parameters can be computed (Strelow and Singh 2002;
Kolodko and Vlacic 2005).

The main difference between the optic flow and feature tracking approaches is
in the method used to select these points of interest (Veth 2011). Feature tracking
algorithms select specific feature locations within the image that have significant
spatial intensity changes, such as corners, because they have a high probability of
being tracked in subsequent images. Feature descriptors that encode information
from the localized image feature are used to match features in subsequent images
(Lucas and Kanade 1981; Harris and Stephens 1988; Harris 1992; Shi and Tomasi
1994; Bay et al. 2008). Optical flow techniques simply divide the image into a grid
of image patches, without regard to the quality of the patch for tracking. Image
intensity patterns are compared to determine matches in subsequent images
(Barron et al. 1994; Barrows 2011). The optic flow approach is simpler compu-
tationally and very amenable to software and hardware optimization (Barrows
2011) but is not as robust for matching the patches. The underlying mathematics of
estimating the camera motion is the same in optical flow and feature tracking
algorithms. Feature tracking algorithms provide an added benefit that the features
can be saved as landmarks and used to correct location when the feature/landmark
is revisited. This feature mapping and correction process is accomplished using
simultaneous localization and mapping algorithms (Veth 2011) which will be
discussed in the Chap. 9.

Leveraging the development of millimeter wave components for automotive
radar collision avoidance systems, low cost and low power Doppler velocimeters
may soon be available that are able to accurately sense the relative velocity of the
torso with respect to the ground on a body-mounted sensor. The Doppler velo-
cimeter works by sending out high frequency (GHz) signals which are reflected by
obstacles such as the ground and received again by the sensor. Measuring the
Doppler frequency shift, the speed can be determined. Doppler velocimeter
measure speed along its sensitive axis so the orientation of the Doppler beam with
respect to the navigation axes must be known. Honeywell’s 92 GHz Doppler
velocimeter performance has been measured with the beam pointed straight ahead
at a wall with error less than 1 cm/s and pointed 45� own at a carpet target with
error less than 3 cm/s (McCroskey et al. 2010).
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Velocity aiding from optical or radar sensors provides a relatively drift-free
measurement to bound the drift of inertial sensors; however, the velocity sensors
come with added system complexity and additional computational expense. Both
optical and radar-based velocity sensors compute subject velocity relative to the
environment and both sensors produce accurate estimates when the environment
has sufficient visible differentiation or the environmental materials produce suffi-
cient radar returns.

Since the velocity computation is relative to what is in the field-of-view, both
sensors are also susceptible to errors caused by people or objects moving into or
blocking the field-of-view of the sensor. Random sampling methods such as
RANSAC (RANdom SAmple Consensus) can allow the system to eliminate
outliers (Fischler and Bolles 1981). The complimentary inertial sensors, which
have low drift over very short periods and are unaffected by these types of envi-
ronmental factors, provide a basis for screening velocity measurements. By
comparing each measurement to the navigation system’s computed velocity, a
statistical algorithm such as a median filter can be used to determine whether to
accept the measurement (Weimann et al. 2007; Veth 2011). The purpose of the
median filter is for removal of the nonGaussian outliers caused by, for example,
incorrectly matched stereo features. The median absolute deviation (MAD) is
defined as the median of the absolute deviations from the median:

MADðXÞ ¼ median
x2X

ð x�medianðXÞj jÞ

As a rule of thumb, the median and MAD are typically not affected by outliers
unless more than 50 % of the data are outliers, whereas, the mean and standard
deviation could be affected by a single outlier (Hampel et al. 1986). The filter
excludes features outside some fixed number of MADs from the median. Theo-
retically, with any nicely distributed data, a single MAD away from the median in
either direction will bound 50 % of the data. With a Gaussian distribution, two
MADs will bind about 82 % of the data. Three MADs are nearly equivalent to two
standard deviations under a Gaussian distribution, bounding about 95 % of the
data (Hampel et al. 1986).

8.3.4 Foot-mounted Systems

The technique of zero velocity updating (ZUPT) has been used to extract high
quality velocity information directly from foot-mounted accelerometers for
pedestrian tracking (Foxlin 2005; Godha et al. 2006). With appropriately placed
sensors, the characteristics of human motion can be used to provide a zero velocity
update that allows a very good estimation of velocity over each stride from the
acceleration data, minimizing the effects of bias and noise. Consider how a person’s
feet move during walking. Figure 8.16 illustrates the phases of walking. Each foot
alternates between a period of motion when the foot swings forward and a period of
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no motion when the other foot swings forward. The motion is segmented by events
on the tracked foot: heel strike, foot flat, heel off, toe off. The foot is considered to
be approximately at rest when the foot is flat. So if the sensor is, for example, placed
on the foot or in the heel of a shoe, the stationary period of the foot can provide a
zero velocity update and allow correction of the velocity over each stride, thus
minimizing accumulated error and providing a better position estimate.

In addition, because the precise placement of sensor is known, the sensor’s
pitch and roll is also known precisely during the stationary period,6 and thus can be
corrected over the stride. The yaw (heading) is the only variable that cannot
be corrected by the zero velocity update. Researchers at Carnegie Melon (Laverne
et al. 2011) are developing shoe embedded radar with the goal of improving the
quality of the velocity update by continuously measuring the velocity of the foot
with respect to the ground.

In the same research project (Laverne et al. 2011), Lavern et al. showed that the
shock to the IMU in boot mounted systems can cause significant heading errors
over time if the heading is not compensated. An obvious complimentary sensor is a
magnetic sensor for heading correction. For foot-mounted sensors in pristine
outdoor environments without magnetic disturbances, this works well. Indoors,
foot-mounted magnetic sensors have issues due to the proximity of the sensor to
the floor which is often a source of magnetic disturbances in large buildings where
steel infrastructure and reinforced concrete are standard construction practices.
Brandt and Phillips (2003) proposed an approach to controlling foot-mounted gyro
drift—use of foot-to-foot RF range measurements. Using this method, Lavern et al.
were able to compensate the heading errors with the addition of an IMU on each
foot and foot to foot ranging.

One advantage of the ZUPT system algorithm is that it can efficiently track the
different modes of walking (forward, backward, sidestep) without any additional
modeling (Godha et al. 2006). However, while zero velocity updating has been

Heel
Strike

Stance Phase
(Foot Zero

Heel
Off

Swing

Velocity)

Fig. 8.16 foot-mounted sensors allow frequent zero velocity updates

6 If the pitch and roll are not known precisely they can be estimated using the accelerometer data
directly or by using an extended Kalman filter which takes advantage of the fact that the tilt errors
will be correlated with horizontal velocity errors.
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shown to significantly reduce errors relative to direct integration methods during
walking, other modes of locomotion, such as running and crawling, do not provide
the needed zero velocity update time, and thus suffer from significantly larger errors.

Additionally, uncompensated sensor bias and sensor noise have significantly
negative effect on foot-mounted systems because the sensor data is being inte-
grated to provide the position estimate over each step. For the same reason, foot-
mounted systems are also more susceptible to environmental vibration from heavy
machinery, or other disturbance. Waist mounted tracking systems are inherently
less sensitive to vibration. The human body provides a high level of vibration
damping for a waist mounted sensor versus a foot-mounted sensor, which will pick
up the full vibration of the surrounding environment. Additionally, waist-mounted
pedometer type sensors recognize the general shape of the signature of the motion
and do not rely on double integration of accelerometer data that is highly sus-
ceptible to vibration disturbances and other sensor noise.

Another challenge for foot-mounted systems is that people have low tolerance
for any foot-mounted systems that might interfere with mobility, including wired
interconnections of the boot sensors to the body. While energy harvesting and
battery technology continue to improve, technology is not available today to
harvest sufficient energy from human motion or thermal sources to power a suite of
navigation sensors in the boot.

8.3.5 Cell Phone Systems

The ultimate system for pedestrian tracking would use small light weight sensors
embedded in a device that someone would carry with them every day, such as a
cell phone. Cell phone sensors will very likely not be worn in a fixed location, such
as around the waist (centered back or front), which is a requirement for most
pedometer based personnel tracking systems available today. The unknown
placement/orientation of the sensors relative to the subject adds complexity since
the algorithms must now also determine the direction of a ‘‘forward’’ step relative
to the orientation of the sensors.

Cui et al. did an international study to assess the most probable location that cell
phone users would carry their phone (Cui et al. 2007). The closest to a waist worn
system is a belt clip. A belt clip is the preference for only 13.8 % of men and less
than 1 % of women. The pocket is the preferred location phones for men at 60 %
but only 16.4 % of women. For women, 61.4 % carry the phone in their purse/bag,
whereas only 10 % of men carried their phone this way (Cui et al. 2007).
Researchers have begun work on identifying carrying position of cell phones and
relative motion direction which are both critical issues in tracking them. (Blanke
and Schiele 2008; Steinhoff and Schiele 2009) Blanke and Schiele have published
their data sets (http://www.mis.tu-darmstadt.de/datasets) from tests of various
subjects carrying IMUs of similar quality to those found in cell phones in their
trouser pockets.
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8.4 Heading Correction

Heading errors due to gyro drift are a significant cause of errors in inertial systems.
While pitch and roll can be corrected during zero velocity updates by realigning
with gravity, heading errors (yaw) cannot. A standard approach to correct heading
errors is to combine MEMS six degrees of freedom inertial sensors (IMU) with
three-axis magnetic sensors to provide yaw correction (Foxlin 2005; Godha et al.
2006; Funk et al. 2007). This approach has challenges delivering highly accurate
orientation in environments with magnetic disturbances, some of which may be
caused by objects the person is carrying.

Magnetic interference from doorways and beams and other ferrous objects in
the building can cause very large nonGaussian disturbances. Figure 8.17 shows an
example of a commercial navigation unit designed for outdoor navigation (where
magnetic disturbances are typically less of a problem). The navigation unit used a
simple implementation of Kalman filter based fusion of magnetic sensor data with
inertial data. The magnetic data is fused under the assumption that the magnetic
heading disturbances are Gaussian (standard Kalman filter assumption) without
any attempt to remove magnetic anomalies. The path walked should reflect five
traversals of the hallway but the true path is not recognizable from the output of
the dead reckoning system.

The challenge in developing fusion algorithms is to recognize and eliminate
poor magnetic readings before the heading errors accumulate.

Fig. 8.17 Commercial dead reckoning system demonstrates the need for sophisticated
algorithms for inertial and magnetic sensor fusion indoors
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8.4.1 Magnetic Sensor Characterization

The magnetic field is a vector quantity varying in space and time. The field
measured by a magnetic sensor is actually a composite of several magnetic fields
generated by a variety of sources and also corrupted by sensor measurement noise.
The various fields interact and superimpose; the major components in this com-
posite signal measured from the magnetic sensors include the various components
of the Earth’s magnetic field, the field generated by local magnetic disturbances,
and noise elements.

There are several features of the Earth’s magnetic field that are helpful in
distinguishing it from other sources. These include field magnitude, field stability,
and magnetic inclination, or ‘‘dip’’ angle. The inclination is the angle between the
Earth’s magnetic field vector and the horizon (level plane) at a specific location
(The magnetic field inclination can be determined by comparing the magnetic field
vector to the vector as determined by the INU’s gyros and accelerometers).

While each of these values slowly change over time, they may be considered
constant for short (months) durations. The magnitude of the field measured on the
Earth’s surface varies according to location but is often nominally considered to be
about 0.5 gauss (50 lT). Declination for a given location describes the angle
between magnetic and true North. Because this value cannot be measured unless
true North is known, it will not be very useful for determining field accuracy but is
important for providing the correct heading relative to true North. There are fairly
accurate, reliable models describing Earth’s magnetic field that can be leveraged
for the auto calibration (Maus et al. 2010). These could be easily implemented, for
example, as a database of inclination, declination, and field strength by location.

8.4.2 Magnetic Sensor Calibration

More troublesome for accurate angle measurement than the variations in the
Earth’s magnetic field are the local variations in the field. The local field variations
are typical indoors where the building structure and power systems can create
magnetic disturbances. Even outdoors disturbances can be caused by nearby
buildings, vehicles, power lines, buried pipes, and even the subject’s individual
things. External disturbances can be handled by developing sensor fusion algo-
rithms as described above. Local disturbances due to fields generated on the sensor
board itself can be minimized by calibration.

Asymmetry that is seen in the range and offset of magnetic field values for each
device is due to constant interference caused by the PCB layout and nearby parts.
In Fig. 8.18, the x and y field outputs are plotted as the sensor is held flat and
rotated around the z-axis. Without calibration, the field values are not uniform in
peak magnitude in the x- and y-direction, as would be expected and the values are
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offset from one another. This causes the xy plot to appear oval and not centered at
the origin.

This calibration need only been done once before final delivery of the sensor,
and the calibration values can be programed into the device. To determine sensor
calibration values, the offset values and range of sensor data must be determined.
The calibration should be done where magnetic interference is minimized (e.g.
outside away from buildings). For each magnetic field sensor (x, y, and z), we need
to determine minimum and maximum values. The INU is rotated about the x, y,
and z axes and minimum and maximum values for each are determined. Then
calibration parameters are computed by

OFFSET ¼ minþmaxð Þ=2 and RANGE ¼ abs max�minð Þ

Similar procedures must be performed to calibrate to the device on which the
sensor is mounted.

In addition, the magnetic field readings can lead to significant heading or azi-
muth errors if they are not tilt compensated. The tilt compensation requires
additional sensor tilt information that can be computed using the three-axis
accelerometers. Without continuous tilt compensation, tilt of the sensor can cause
significant heading errors. By computing how the tilt errors propagate to the
azimuth angle, it can be seen that the heading errors are strongly affected by the
azimuth angle itself and they are also affected by the field inclination—the angle
the magnetic field makes with the horizontal plane when facing magnetic north
(Ladetto et al. 2002).

8.4.3 Inertial Navigation Unit (INU): Compass Fusion

In a INU compass fusion system reported in Funk et al. (2007), it was observed
consistently that the mean heading error is generally large when either the mag-
nitude or inclination of the magnetic field is far from the expected values or the

Fig. 8.18 XY magnetic data plot before calibration and after calibration
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field variance is high. For example, in the hallway in which the data was taken for
Fig. 8.17 the magnetic magnitude (Fig. 8.19) and inclination (Fig. 8.20) have high
variance and vary significantly from their nominal values of normalized magnitude
1 and inclination 66.5� as a the subject traverses the hallway back and forth once.

Another indicator of the quality of the magnetic data is how well it follows the
inertial orientation over the short term.7 When the magnetic field data is undis-
turbed, the change in inertial heading should match the change in magnetic field
heading. On the other hand, the compass provides an angle with absolute reference
in presence of ‘‘clean’’ Earth field. With this in mind, the compass/gyro fusion
algorithm is designed to allow the gyroscope to control high frequency angle
variations and the compass to control low frequency variations when the compass
data reliable.

Using the above indicators of data reliability (magnetic field magnitude,
inclination and variance and agreement with inertial heading changes) the feed-
back algorithm is able to attenuate data that has been affected by magnetic dis-
turbances from the building feedback and minimize output error variance when a
person is moving (Funk et al. 2007).

Figure 8.21 illustrates the operation of algorithm where dhgyro is the gyro
measured angular rate, hcompass is the measured compass heading, |H| is the
magnetic field magnitude, hout is the fusion algorithm output, and e = hcompass(i)–
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Fig. 8.19 Magnetic field magnitude variation over time

7 Short is relative to the quality of the gyroscope. Refer to Table 8.1 for typical gyro drift rates
by class.
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hout(i-1) is the difference between the compass angle and the fusion angle. The
dashed sections are only active when the user is moving or when the user is
stopped, respectively. This is because magnetic field variance is not an accurate
indicator of compass correctness when the user is stationary. K is the time constant
for rate correction when moving and tstopKs is the time varying constant for rate
correction when stopped. The attenuation factors are: 1/[1 ? abs(1-|H|)] which
attenuates fields that vary from the expected normalized Earth field value of
1, 1/[1 ? var(|H|)] which attenuates fields that have high magnitude variation,
1/[1 ? var(e)] which attenuates fields that have high error variance. The range for
all attenuation factors is 0–1.

Fig. 8.20 Magnetic field inclination variation over time
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Fig. 8.21 Gyro-compass fusion algorithm
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The fusion algorithm output when moving is:

hout ið Þ ¼hout i� 1ð Þ þ dhgyro þ ½hcompass ið Þ � hout i� 1ð Þ �
� K= 1þ abs 1� jHjð Þ½ � � 1þ var jHjð Þ½ � � 1þ var eð Þ½ �ð Þ

The fusion algorithm output when stationary is:

hout ið Þ ¼hout i� 1ð Þ þ dhgyro þ ½hcompass ið Þ � hout i� 1ð Þ �
� tstopKs= 1þ abs 1� jHjð Þ½ �

Figure 8.22 shows the improvement in tracking results achievable with this
simple fusion algorithm over compass only and gyro only algorithms. The data is
collected when traversing a fixed rectangular path four times and post processed
using compass only (green), gyro only (red), and the fusion of the gyro and
compass data as described above (blue). The green trajectory represents the path
using compass measurements only. The magnetic interference in the hallway
causes the path to skew and the position error to drift significant in the x-direction
over the course of traversing the path four times. The red trajectory represents the
computation using only gyro measurements. The accumulation of errors with the
gyro causes the trajectory to rotate over the course of traversing the path four times
so that eventually the heading estimates drift unacceptably. The blue trajectory
represents the computation using both gyro and compass data together. As is
evident from the figure, the error is significantly reduced in the trajectory with
simple feedback control.

8.5 Accuracy Metrics

The accuracy of pedometer based inertial tracking systems is often quoted as a
percentage of distance travelled. Quoting error as a percentage of distance trav-
elled can be very misleading; distance travelled metrics tend to underestimate the

Fig. 8.22 Tracking results
from traversing a rectangular
path with magnetic
distortion–Green–compass
only, Red -gyro only, and
Blue—compass and gyro
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tracking error when considering indoor tracking applications. Percentage of
distance travelled estimates give the best case performance for systems; that is, the
data is taken walking at constant pace in a straight path, in an area where the
compass is reliable, and so, zero heading error is assumed. Thus, the percentage
distance travelled error ONLY accounts for errors introduced by improper scaling.
Scaling is NOT typically the major source of error in inertial systems when
tracking indoors! As we described above, the gyro errors can contribute signifi-
cantly to errors in position if not compensated. Errors expressed as a percentage of
distance travelled tend to significantly underestimate potential errors in GPS
denied environments, which is where many users will want to use the system.

To simplify the issues, let us focus on the 2D problem and assume that the
person is walking forward. There are two major sources of X–Y error: heading
error and scaling error. If the compass works relatively well, then the heading error
can be discounted. If that is not the case and the compass is significantly degraded,
which happens often in environments where GPS denied tracking is needed; the
error will change in a complicated manner. The accuracy will not only will be a
function of distance travelled but also a function of time as well as the shape of the
path taken. Even with useful compass data, the error depends on the shape of the
path taken and the accuracy can both decrease and increase over time as shown in
Fig. 8.23.

Consider the example of a person walking back and forth on a straight line for
200 m (at 1 m per second—equating metrics of time and distance travelled in this
example), then making a 180� turn and coming back to the starting point then
repeating the same path one more time. In Fig. 8.23 below, the straight line shows
the computed error growth as a percentage of distance travelled (5 % for this
example) and the zig-zag curve shows the computed worst case error dynamics
calculated accounting for both heading (gyro) and scaling errors using values that
are typical for MEMS inertial sensors. Notice that as the person turns at the 200 s
point (equivalently 200 m in this example) to return to their initial location, the
error begins to decrease. This is because we assume the scaling error is

Fig. 8.23 Error growth models—error modeled as a percentage of distance travelled will often
underestimate the possible error in poor magnetic environments where both heading and scaling
errors occur
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approximately constant throughout the path so as you walk away from the start
point, the error increases with each improperly scaled step, and as you return to the
start point the scaling error will cancel itself out if there is no heading error. The
heading error, however, continues to grow and quickly overshadows the scaling
error.

The above example is quite simplistic. More detailed mathematical analysis of
error propagation in accelerometry—a term coined to mean error analysis for
inertial systems with effect of gravity removed—can be found in Kelly (2010) and
in Wan and Foxlin (2010) for foot-mounted sensors. Wan and Foxlin (2010)
provide a rule of thumb error growth for unaided inertial systems as percentage of
the bounding diameter of the course per minute.

The values for gyro drift and scaling error that should be used to estimate
heading and scaling error will depend on the quality of sensor being used. It is
important to understand that if only scaling errors are considered, the error will be
underestimated significantly. Higher level navigation algorithms are required to
mitigate error growth in situations where magnetic sensor data is often unreliable.
Algorithms that fuse together map information (see Chap. 9) along with multiple
sensors with complimentary properties are needed to achieve robust navigation
solutions. Sensors which are degraded in a specific situation can be de-emphasized
or eliminated from the navigation calculations. In many environments where GPS
denied tracking is needed, accuracy of the even base sensors cannot be well
represented as a percent of distance travelled; hence, it is not useful for the
integrated system to be characterized in this manner.

Accuracy can be improved in one of two distinct ways: (1) higher performance
(and higher cost) hardware or (2) signal processing algorithms that incorporate
redundancy and other external information.

8.6 Summary

This chapter was intended to provide an introduction to the use of inertial and
other body worn sensors as part of a solution for GPS denied navigation system.
The availability of low cost MEMS inertial sensors in commercial smartphones
and gaming devices enables easy access to sensor data for research and product
development. The key to making these low accuracy MEMS inertial sensors part
of a precision positioning system is developing methods to both minimize free
inertial position error growth and bound accumulated inertial position errors.

It is well accepted that a high accuracy navigation solution requires the ability
to fuse input from multiple sensors making use of all available navigation infor-
mation. In this chapter, we discussed the use of velocity sensors (optical and
Doppler radar), zero velocity updates and magnetic sensors to control inertial error
growth. RF ranging for location trilateration (Chaps. 2, 3, 5, 6, 7), and Wi-Fi finger
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printing (Chap. 4) can also provide information that can be used to bound inertial
error growth or provide system initialization/reinitialization. In Chap. 9, we dis-
cuss other methods for using feature mapping to control error growth.
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Chapter 9
Localization and Mapping Corrections

In the last chapter, the main focus was on inertial body reference, idiothetic
sensors, which provide internal information about the subject’s movements. In this
chapter, we add information from local reference, or allothetic sensors, which
provide external information about the environment. In Chaps. 2–7, there has been
much discussion of RF ranging sensors which are a type of allothetic sensor
providing ranging to fixed beacons or other tracked personnel/platforms. Another
example of a common local reference sensor is an image sensor. Even inertial
sensors, which are typically used as body reference sensors, can provide local map
reference data by inferring the location of terrain features based on the sensor data
(Funk et al. 2007; Bandyopadhyay et al. 2008). These allothetic sensors allow us to
create a feature map of what is around us and to locate ourselves within that map—
localization and mapping.

In this chapter, we review some different allothetic sensors and the types of
features that can be extracted for localization. The ability to extract unique features
that can be recognized when ‘‘seen’’ again is the basis for creating feature maps
that can be used to aid in localization. Next, the theoretical formulation and
common solution approaches for the localization and mapping problem are
reviewed. Finally, an example is given that addresses some of the practical issues
for implementing localization and mapping solutions.

9.1 Localization and Mapping Overview

The goal of localization and mapping is to compute the most probable observer
location within the discovered map given the past sensor and control values (if
available). Called simultaneous localization and mapping (SLAM), SLAM requires
the use of sensors to construct a geometric or topological map of the environment
and then use that map for localization (Smith and Cheeseman 1986; Durrant–Whyte
1988; Smith et al. 1990; Dissanayake et al. 2001; Guivant and Nebot 2001;
Montemerlo et al. 2003a; Montemerlo and Thrun 2003b; Thrun et al. 2006).

C. Gentile et al., Geolocation Techniques, DOI: 10.1007/978-1-4614-1836-8_9,
� Springer Science+Business Media New York 2013
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The map information also enables us to constrain the growth of errors in body
reference sensor systems. The ability to constrain the errors is dependent on the
quality the idiothetic and allothetic sensors.

In SLAM, both the trajectory of the observer—positions, velocities, and
headings (etc.)—together with features of the map are estimated online without the
requirement for any a priori knowledge of location. Although, navigation and
mapping systems may have access to pre-existing map data. This map data might
consist of GIS (geographic information system) shape files (including building
outlines, roads, etc.), satellite imagery, elevation maps, and building maps (CAD
files, floor plans, etc.). This existing map information can be used for to refine
SLAM algorithms results where map data exists while still allowing new features
that are discovered to be included in the global map.

Work by Meyer and Filliat (Filliat and Meyer 2003; Meyer and Filliat 2003)
provides a useful summary of map-based navigation, which involves three
processes:

• Map-learning—the process of transforming the data acquired during explora-
tion to a suitable representation and structure constituting a map.

• Localization—the process of deriving the current position within the map.
• Path-planning—the process of choosing a course of actions to reach a goal,

given the current position and map.

Localization and map-learning are interdependent processes; the positions of
tracked entities and discovered features/landmarks are estimated relative to the
currently known map. On the other hand, path-planning is a somewhat indepen-
dent process that takes place once the map has been built and the subject’s position
estimated.

These three processes may rely on both idiothetic and allothetic sensor data.
Idiothetic information may include speed, acceleration, leg movement for dis-
mounts, wheel rotation for vehicles, etc. Through dead reckoning, these data
provide position estimates of the subject in a metric space. Idiothetic sensors can
also provide local map reference data by inferring the location of terrain features
based on how the subject moves through the environment. For example, they have
been effectively used to locate features in structured environments such as stair-
ways and elevators in buildings (Funk et al. 2007; Bandyopadhyay et al. 2008).

Allothetic information can be used to directly recognize a place or a situation;
in this case, any cue such as image features, sonar time-of-flight, color, etc., may
be used. Allothetic information can also be used to derive subject motion from
measurements of the environment. That is accomplished by converting informa-
tion expressed in the space related to the idiothetic data based on metric models of
the associated sensors. With such a metric model, it is possible to infer the relative
positions of two places in which allothetic information has been gathered (Filliat
and Meyer 2003). For example, frame-to-frame stereo camera feature tracking can
be used to solve for six degrees of freedom motion of the camera (see Chap. 8).

The limitations and advantages of these two sources of information are com-
plementary. Indeed, the main problem associated with the derived metric motion
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information is that, because it involves a dead reckoning process, it is subject to
cumulative error (for example, heading error in an inertial system). This leads to a
continuous decrease in quality; therefore, such information cannot be trusted over
long periods of time. On the contrary, the quality of feature based map information
is constant over time, but it suffers from the perceptual aliasing problem, e.g., for
a given sensor system, two distinct places (landmarks) in the environment may
appear the same, for example, doors or light fixtures.

Consequently, to build reliable maps and to navigate for long periods of time,
the user track and map information must be combined. In other words, map
information must compensate for sensor information drift while user motion/track
information must allow perceptually aliased allothetic information to be disam-
biguated. When both allothetic and idiothetic sources of information are available,
there are many ways to integrate them in a representation useful for navigation.
Classically, the corresponding representations are referred to as metric maps or
topological maps (Filliat and Meyer 2003).

In metric maps, geometric properties of the environment such as the positions
of objects are stored in a common reference frame. A metric map can be repre-
sented as a 2D floor plan or a 3D architectural map. The quality of the synthetic
metric map is dependent on the quality of the idiothetic and allothetic sensors. For
example, the scale and shape of the metric map are affected by the quality of the
position estimated by idiothetic sensors. The drift of the position estimate is dif-
ficult to correct without making assumptions about particular properties of the
environment, such as orthogonal hallways; or alternatively, without closing the
loop, that is, revisiting a feature with previously recorded location and using that
knowledge to estimate biases and correct computed position errors. Converting
raw allothetic information such as range to a feature into a metric space is
dependent on the properties of the sensor, such as measurement accuracy, and also
on the local properties of the environment, for example, optical features are dif-
ficult to extract from blank walls or dimly lit areas.

In topological maps, it is the allothetic characterizations of places (features/
landmarks) that the subject can reach that are stored, along with some information
about their relative positions, for example, a list of discovered features/landmarks
with connections to other features that can be directly accessed from the given
feature. This type of high-level connection diagram of the environment is valuable
in path planning. Additional details about the advantages and drawbacks of these
representations can be found in Filliat and Meyer (2003).

9.2 Map Features

For each sensor type, extracting reference information from sensor measurements
that can be used for navigation requires finding ‘‘unique’’ information, a feature, in
the sensor data that is suitable for tracking. This means a feature that can be
recognized by the sensor algorithms when encountered again. The sensor features
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(also referred to as landmarks) can be saved to form a map of the environment
which is used to aid navigation. Mapped features can be used to provide navigation
corrections when a feature is revisited.1

When we think of a map for navigation, several types of maps may come to mind,
for example, GIS maps like Open Street Maps or elevation contour maps. These are
maps that humans can interpret to aid in navigation. In SLAM, as the subjects
traverse the world, they collect map landmarks or features to be used by navigation
algorithms. The types of features collected can be quite different. In this section, we
review a few types of map features that might be used by a navigation system.

9.2.1 Optical Features

The easiest setting to think about SLAM is in the context of an optical navigation
system. The system ‘‘sees’’ a landmark and its relative location and logs it. Then,
when the subject revisits the landmark, if any errors in position have accumulated,
the subject’s location can be updated based on the landmark’s prior location
estimate. The human brain is quite adept at selecting and matching landmarks in
varying conditions, but this is a difficult problem for a machine vision system.

One of the classic challenges for computer vision systems is to make object
identification reliable when the same object is viewed from different perspectives
and distances, and in different lighting conditions. The premise of many vision
algorithms is that interesting features on an object can be extracted together with
their relative spatial locations to provide a feature based description of the object
that is robust to changes in these parameters.

Another classic challenge for computer vision is to detect objects and structures
that are partially blocked. Feature based approaches are well suited to tackle these
problems because they treat an object as the sum of its parts rather than the precise
match of the whole.

Optical landmarks also suffer from perceptual aliasing, for example, in an office
building, many doors look the same. There has been significant research in com-
puter vision system to address these issues and algorithms have been developed
with varying degrees of robustness. Algorithms trade off computational complexity
to achieve better object recognition performance.

In computer vision research, feature extraction methods have been developed in
an attempt to overcome these issues. Corner based features are useful for detecting,
characterizing and identifying man-made objects. A well-known algorithm is
Harris corner detector (Harris and Stephens 1988). Selected features must be suf-
ficiently distinct so there is low probability of mismatch. Identifying distinctive
landmarks is not always simple. For example, viewed from varying distances the

1 Feature tracking can also be used to directly solve for the resulting motion of a sensor if enough
information is gathered to infer the relative movement of features in a metric map as a result of
the subject motion, for example, stereo camera feature tracking.
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objects will have different scales. Lindeberg introduced the concept of automatic
scale selection. He showed that for feature detectors expressed in terms of Gaussian
derivatives, when estimating image deformations, such as in image matching
computations, scale levels with associated deformation estimates can be selected
from the scales at which normalized measures of uncertainty assume local minima
with respect to scales (Lindeberg 1998).

Another common image processing algorithm used for object identification is
Scale Invariant Feature Transform (SIFT). (Lowe 1999) The algorithm is
designed to detect and describe local features in images. Its basic premise is that
objects can most reliably be recognized based on local features and their relative
spatial locations. The SIFT algorithm identifies ‘‘key points’’ based on contrast
gradients. The SIFT key points allow one to efficiently match small portions of
cluttered images under rotations, scaling, change of brightness and contrast, and
other transformations (Lowe 1999, 2004).

SIFT gets mixed reviews when used for SLAM applications. One major
complaint is that the algorithm is computationally intensive (Lemaire and Lacroix
2007), which hinders real-time implementation. When Lowe used SIFT as a means
for conducting stereo vision SLAM, the system ran at 2 Hz on a Pentium III
700 MHz processor (Se et al. 2005), a very slow computer by today’s standards.
The positive aspect of SIFT is its ability to produce distinctive features from
natural landmarks (Miro et al. 2005; Se et al. 2005; Sim et al. 2005; Elinas et al.
2006). The distinctiveness of SIFT allows SLAM algorithms to perform global
localization more easily and allows closing-the-loop approaches to work robustly
(Se et al. 2005; Elinas et al. 2006).

Speeded Up Robust Features (SURF) Bay et al. (2008) was developed to address
some of the computational issues of SIFT. It is loosely based on SIFT, but it uses
integral images for image convolutions which is computationally faster. An integral
image is an image where the value at any point (x, y) in the image is the sum of all
the pixels from the origin of the original image up to and including (x, y) (Bay et al.
2006). SURF approximated, and even outperformed, SIFT and select variants
(PCA–SIFT and GLOH) with respect to repeatability, distinctiveness, robustness; it
also computed and compared features much faster (Bay et al. 2006).

In work for TRX, Karvounis implemented a SURF demonstration running at
30 Hz on a desktop computer—I7 Quad-Core 2.4 GHz processor (Karvounis
2011a). For these tests, a Logitech 9000 webcam at 320 9 240 resolutions was
used to capture images. A database of known landmarks was created manually
containing images of several ‘‘landmarks’’ in an office setting.

A SURF visualization was created that displays real-time updates of the camera
image in the bottom panel (see Fig. 9.1). Then, as the camera is moved, each
captured camera frame from the bottom box is compared with all the landmark
images stored in the database. The top image displays a black box until the bottom
frame matches one of the images stored in the database. Once a match is found, see
Fig. 9.1, the top image shows the matched landmark from the database. The green
lines indicate the feature matches and the cyan frame indicates the relative position
of the captured image with respect to the database landmark image.

9.2 Map Features 253



Color is not used in these algorithms. Color is an important property used by
humans for object recognition; however, color perception in machine vision is
very complex. A person is able to perceive color as relatively constant in differing
lighting conditions. On the other hand, machine vision systems are generally not so
sophisticated. For example, the color histogram derived from a digital image may
vary markedly for the same object under differing lighting conditions. But as long
as the illumination is held fairly constant, color histograms can be a very effective
feature for object identification (Abdel-Hakim and Farag 2006; Sande et al. 2010).
Frame-to-frame lighting is more likely to be nearly constant but over longer
periods lighting is likely to change.

The discussion of the algorithms and software in this section is centered on
image recognition. An in-depth discussion of hardware is beyond the scope of this
chapter; however, since a camera may serve as the ‘‘eye’’ of the navigation system,
its characteristics can greatly affect the functionality of the system. The quality of
the images produced by the camera directly affects the processing speed as well as
the ability to identify objects. The properties of the lens directly affect the field of
view and the ability to carry out optical ranging. At greater distances, the reso-
lution of the camera can be the limiting factor for feature recognition and ranging.

9.2.2 Inference-Based Features

The desire for improved localization using only the sensors available on a cell
phone is driving researchers to focus on developing methods that leverage only the
cell phone’s embedded sensor information to its maximum benefit for pedestrian

Fig. 9.1 Surf feature match
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navigation. A useful source of environmental information can be derived from a
tracked subject’s motion. A standard approach to tracking is to use an inertial
navigation unit (INU) in a dead reckoning mode making use of only the idiothetic
dead reckoning information provided by the INU sensors. Inertial sensors can
provide allothetic map reference data by inferring the location of terrain features
based on how the subject moves through the environment. In making use of this
additional information, the capability of the INU is improved to function as a
smart, standalone positioning device providing a rich set of inputs for SLAM
algorithms. For example, just as a stereo-optical sensor might provide SURF
features and descriptors with range information for each selected feature detected
in an optical frame, a ‘‘smart’’ navigation unit can provide inertial building and
shape features and signal-based features (e.g., magnetic or signal strength when
these sensors are available in the navigation unit) for input to SLAM algorithms.

For example, in buildings, floor plans represent a specific partition of a 2D space
into spatially characteristic areas such as hallways, rooms, points of entry or exit
including stairwells, elevators, and escalators. The existence of a hallway might be
inferred if a subject moves for a long period in a confined straight area. Climbing
stairs indicates the presence of a stairwell and an elevation change without climbing
stairs might imply an elevator. The location and orientation of each inferred feature
are known based on the idiothetic information. Several researchers have now shown
that these inferred features can be used to mitigate the accumulation of inertial dead
reckoning errors (Funk et al. 2007; Bandyopadhyay et al. 2008; Robertson et al.
2009a, b, 2010; Borenstein 2010; Wang et al. 2012). For example, inferred
knowledge of hallways and other building grid constraints may be enforced on the
navigation solution to yield an effective angular drift correction.

TRX has developed algorithms that detect such building features from track
histories (Funk et al. 2007; Bandyopadhyay et al. 2008). These types of algorithms
have been tested and evaluated in realistic scenarios with inertial sensors alone and
found to markedly improve position accuracy. For example, in one 25 min long
test, the error from pure inertial-based location estimate was reduced from 48 m to
less than 3 m using the mapped-based constraint algorithms; see Fig. 9.2. Adding
other sensor signature data can be used to improve uniqueness of inferred features.
Investigators from Duke University and EJUST have begun to pick up on these
ideas for recognizing and associating inertial signal features with fixed building
features (Wang et al. 2012).

Investigators at the German Aerospace Center have developed a similar
pedestrian 2D map inference system called FootSLAM (Robertson et al. 2009a, b,
2010). The algorithms builds on occupancy grid methods developed for robotic
SLAM that use odometry based path data to develop a 2D map of open areas based
on where the robot travelled. Instead of odometry, FootSLAM uses inertial-based
dead reckoning as the input to FAST-SLAM algorithms (see section on Particle
Filter based SLAM). Similar to the work at TRX, no visual or ranging sensors are
used; instead the 2D is inferred based on the path data.

GPS and INUs are baseline metric sensors but they can provide inferred allo-
thetic information. They should be distinguished from cameras, thermal imagers,
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etc. that can produce ‘‘pure’’ topological measurements of relative range, range
rate or bearing to a landmark. Composite sensors, for example combining vision
and inertial measurements (Fig. 9.3) can combine metric and topological data to
build hybrid maps that enable long term navigation. Together the combined sen-
sors produce a ‘‘composite data array’’ consisting of a vector-valued path of INU
position, velocity, heading, etc., together with the time-space paths of environ-
mental features extracted from the cameras and inferred from subject motion.

For example, one might infer a hallway in a building by walking down it with
only an inertial sensor; however, combining the inertial data with optical (or other)
information, one may be able to estimate the length and width of the hallway as
well. Figure 9.4 shows the stereo left and right camera images from the optical
INU. The blue lines indicate algorithm detected hallway features. The red blocks
show features that had a stereo match and the yellow lines link to matched features
in the left and right image. The hallway width estimation results based on stereo
line detection and matching is 1.61 m. The actual width of the hallway is about
1.52 m so the estimate is off by 0.09 m (3.5 inches).

In buildings, rigid assumptions can be made on the architecture of buildings to
aid in identifying building features and the underlying map. These same
assumptions do not necessarily hold in natural structures, such as caves.

Fig. 9.3 A composite
sensor—an optical INU
integrating stereo vision for
feature extraction with an
INU

Fig. 9.2 a Uncompensated inertial path. b Generated map and compensated inertial path
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Nevertheless, it is reasonable to assume that natural trackable features will exist.
Assumptions on the types of features can be adapted to allow the identification of
key natural features in the environment. For example, different regions can have
unique magnetic signatures, which can be measured by three-axis magnetic field
sensors found in most smartphones, or received signal strength signatures (RSS),
which can be accessed from most radios including, for example, Wi-Fi and
Bluetooth. Fingerprinting methods for radio and other signals was discussed in
detail in Chap. 4. In these techniques, the facility signatures are mapped a priori
and then the signature map is used for localization.

9.2.3 Magnetic Features

Figure 9.5 shows an example of results from one of a sequence of magnetic
signature experiments collected using a YAS529—MS-3C 32 axis magnetic field
sensor while the tracked subject traversed the hallways of the AV Williams
Building at the University of Maryland. Each corridor was found to display a
consistent magnetic signature when the corridor was traversed multiple times.
These signatures were recorded for three corridors as shown in Fig. 9.5. In each of
the plots, the total magnetic field magnitude is plotted (y-axis) versus the sample
number (x-axis) for two different traversals of each hallway. Note, there is some
small variation between the two traversals for each hallway, but the hallways are
clearly distinguishable.

To further test the uniqueness of the signatures, once the magnetic signatures
for each hallway were recorded, tests were conducted where a small segment of
one of the hallways was traversed resulting in a magnetic path signature. These
magnetic signatures were tested against the three corridor database and the seg-
ments could be correctly identified in the part of the corridor where they were

Fig. 9.4 Stereo images displaying feature matched hallway width computation

2 http://pdf1.alldatasheet.com/datasheet-pdf/view/205144/YAMAHA/YAS529.html.
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recorded.3 These results clearly demonstrate the promise of magnetic signature
fingerprints in aiding indoor localization when the signatures are available a priori.

A limitation of recording sampled signature data is that the data is speed and
direction dependent. A computational method such as dynamic time warping is
needed to account for variations in walking speed during the data collections.
Dynamic time warping is a well-known technique for finding optimal alignment
between two time dependent sequences and it is often is used in video and audio
processing (Sakoe and Chiba 1978; Muller 2007).

Continuously matching path segments (in a large dataset) is computationally
costly. Additionally, one may not have an a priori map as we did in the above
experiment. Building a map of magnetic or signal features as the subject traverses
an area, and using them for corrections in a SLAM implementation is an alter-
native to the fingerprinting techniques from Chap. 4.

Selecting only interesting features will minimize computation. Careful con-
sideration of feature selection is critical for robustness. For example, an

Fig. 9.5 Unique magnetic signatures of hallways

3 The subjects walked close to the center of the hallways during these tests at constant speed.
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approximately constant field may be fairly easy to match. Indoor environments
typically provide a rich set of features for magnetic signatures. In outdoor envi-
ronments, magnetic features may be sparse or indistinguishable. Once a feature is
confirmed it can be deemed a landmark with an associated position. Recognized
revisits to the landmark would subsequently provide a mechanism for mitigating
accumulated dead reckoning errors.

To simplify computation, consider a well-localized magnetic feature, for
example, an extreme or a sharp transition in magnetic magnitude. Sharp transi-
tions are common in manmade structures with power systems and other metal
causing magnetic disturbances. Figure 9.6 shows the magnitude of the magnetic
field vector as a subject traverses back and forth in the hallway in an office
building demonstrating the consistency of the signature. From Fig. 9.6, three sharp
transition features are selected from the hallway traversal. These same three
transition features are easily seen in each traversal.

The magnetic features are shown superimposed on a plot of the inertial path
data of a user traversing back and forth in this hallway 10 times (Fig. 9.7). The
inertial path shows clear scaling and drift errors. The path color represents the
magnetic field magnitude. For each of the three magnetic features a minimum
(triangle) and maximum (square) value are marked on the path.

Figure 9.8 shows a zoomed view of going back and forth in the hallway once. It
is clear from these figures that the features may offer some scaling and drift
correction if the features can be recognized and matched.

For signal based features such as magnetic fields, high sample rate data or other
derived parameters can be saved as a feature descriptor detailing the unique
aspects of the feature which can be used for matching if the features are observed
at a later time. While the example above focuses on magnetic data, signature
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features are also valuable from other types of sensor data, such as radiation
measurements or received signal strength.

We have highlighted a few allothetic sensors that provide map features that can
be used for SLAM formulations. There are others we have not touched on such as
LIDAR and SONAR. In Thrun et al. (2006) provide models for these and other

Fig. 9.7 Magnetic features superimposed on inertial track (X, Y position in meters from start
point)
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sensors in the context of SLAM application. In the next sections, the formulation
and solution of the SLAM problem, as well as issues with real-time implemen-
tation are discussed.

9.3 Simultaneous Localization and Mapping Formulation

In robotics, the SLAM problem is considered ‘‘solved.’’ This theoretical solution
has been one of the notable successes of the robotics community (Smith and
Cheeseman 1986; Durrant-Whyte 1988; Smith et al. 1990; Durrant-Whyte and
Bailey 2006a, b). Because position estimates and measurements are imperfect, the
solution to the SLAM problem required the development of a way to update an
uncertain geometric or topological environment model based on new observations
that maintained consistent interpretation of relations between all of the uncertain
features (Smith and Cheeseman 1986; Durrant-Whyte 1988). Work by Smith and
Cheesman and Durrant-Whyte (Smith and Cheeseman 1986; Durrant-Whyte 1988)
established a statistical basis for describing relationships between fixed landmarks
with geometric uncertainty. A key contribution of this work was to show that, due
to the common error in estimated observer location between landmarks, there must
be a high degree of correlation between estimates of the location of different
landmarks in a map. In fact, these correlations grow with successive observations
of the landmarks. Practically, this means that the relative location between any
two landmarks may be known with high accuracy, even when the absolute location
of a specific landmark is quite uncertain. The combined mapping and localization
problem, once formulated as a single estimation problem, is convergent—that is,
the estimated map converges monotonically to a relative map with zero uncer-
tainty. Additionally, the absolute accuracy of the map and subject location reaches
a lower bound defined only by the uncertainty in the initialization (Smith and
Cheeseman 1986; Durrant-Whyte 1988). The correlations between landmarks are
the critical part of the problem and the stronger the correlations grow, the better
the solution (Smith and Cheeseman 1986; Durrant-Whyte 1988; Smith et al. 1990;
Durrant-Whyte and Bailey 2006a, b).

The SLAM problem can be broken into two pieces. The observation model (or
sensor model) pðztjxtÞ describes the probability of making an observation zt of
selected landmarks when the observer location and landmark locations are known.
In SLAM, the system state xt includes the observer pose as well as the map. It is
reasonable to assume that once the observer location and map are defined,
observations are conditionally independent given the map and the current observer
state. The motion model pðxtjut; xt�1Þ for the observer is assumed to be a Markov
process in which the next state depends only on the immediately preceding state
xt�1 and the applied control ut (which may be unknown as is the case in personnel
tracking) and is independent of both the observations and the map. The SLAM
algorithm is then solved by a Bayes filter in a standard two-step time update,
measurement update form.
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1. Time Update: prediction of the state given the previous state and the control
input

pðxtjz1:t�1; u1:tÞ ¼
Z

pðxtjut; xt�1Þpðxt�1jz1:t�1; u1:t�1Þdxt�1;

and
2. Measurement Update: update of the predicted value given the most recent

sensor data

pðxtjz1:t; u1:tÞ ¼ gpðztjxtÞpðxtjz1:t�1; u1:tÞ

where g is a normalization constant (Thrun et al. 2006).
The derivation of this and similarly all the popular recursive state estimation

filters rely on the Markov assumption, which postulates that past and future data
are independent given the current state. The Bayes filter is not practically im-
plementable at this level of abstraction. Approximations are often made to control
computational complexity, e.g., linearity of the state dynamics, Gaussian noise,
etc. The resulting unmodeled dynamics or other model inaccuracies can cause
violations of this assumption. In practice, the filters are surprisingly robust to such
violations (Thrun et al. 2006).

In probabilistic form, the SLAM problem requires that the joint posterior
probability density of the landmark locations and tracked subject’s state (at time t),
given the recorded observations and control inputs up to and including time
t together with the initial state of the tracked subject, be computed for all times
t. Solutions to the probabilistic SLAM problem involve finding an appropriate
representation for both the observation model and the motion model, preferably
recursive, which allows efficient and consistent computation of the prior and
posterior distributions.

The SLAM problem has been formulated and solved as a theoretical problem in
a number of different forms. However, issues remain in realizing general SLAM
solutions in practice and notably in building and using perceptually rich maps as
part of a SLAM algorithm. By far, the most common representation is in the form
of a state-space model with additive Gaussian noise, leading to the use of the
extended Kalman filter (EKF) to solve the SLAM problem.

The popularity stems from the fact that the EKF provides a recursive solution to
the navigation problem and a means of computing consistent estimates for the
uncertainty in subject and map landmark locations. This is despite the fact that
many sensor noise models are not well represented by additive Gaussian noise.

9.3.1 Kalman Filter

Here, we take a short diversion to briefly discuss one of the most popular Bayesian
filters, the Kalman Filter and a couple of its extensions, and to highlight some of the
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properties of the Kalman filter that drive its popularity. More detailed discussions
and complete derivations can be found in Kailath (1980), Thrun et al. (2006).

A Kalman filter is a computationally tractable mechanism to incorporate

1. imprecise knowledge about a system—system dynamic models, noise models
2. system observations—measurements, sensor models

to yield an estimate of the current state. Under the assumptions that the system is
linear and the model and observation errors are independent Gaussian random
variables, the Kalman state estimate is an optimal estimate. There are several
possible definitions for optimality

Minimum Mean Square Error ĥ ¼
argmin

h
y� f ðhÞk k2

Maximum Likelihood ĥ ¼
argmax

h
pðhjyÞ

Minimum Variance ĥ ¼
argmin

h
^ Eðh� h

^

Þ2

Maximum a Posteriori (MAP) ĥ ¼
argmax

h
pðyjhÞ

It turns out because of the nice properties for linear systems and Gaussian noise,
the Kalman state estimate satisfies all of these optimality criteria. In addition, the
estimate is

• Unbiased4: the expected value of the estimate is the same as the parameter, and
• Consistent: the variance decreases to 0 with further observations

Because computer realizations of the algorithm are necessarily implemented in
discrete time, here we summarize the Kalman filter for a discrete linear system. The
linear system state is xk 2 R

n; the control uk 2 R
p; the measurements yk 2 R

m; and
additive, independent, zero mean, state noise wk 2 R

n and measurement noise
vk 2 R

m:

xk ¼ Axk þ Buk þ wk

yk ¼ Cxk þ vk
;

wk

vk

� �
�N

0

0

� �
;

Q 0

0 R

� �� �

Figure 9.9 shows the system model and Fig. 9.10 shows the standard form of
the recursive estimator. Starting with an estimate of the initial state, x̂0 2 R

n and
given a control input u1 2 R

p the next state, x̂2j1; is predicted. The observations at
time 2 are then used to update the state x̂2j2 and so on. It would be a good guess
that the best prediction of the state given the control inputs can be obtained by

4 The Cramer Rao Lower Bound (CRLB) gives smallest variance achievable by an unbiased
estimate.
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simply applying the system model, the difficult piece is to decide how to optimally
update the state given the observations. The Kalman filter provides the optimal
update and additionally provides an error covariance that provides information on
how good the estimate is.

Figure 9.11 shows the discrete time Kalman Filter algorithm.
The Kalman filter prediction step uses the system model to update the state

given the control x̂kþ1jk ¼ Ax̂kjk þ Buk and the state estimate given observations is

x̂kþ1jkþ1 ¼ x̂kjkþ1 þ K ykþ1 � Cx̂kþ1jk
� �

: The Kalman gain, K, is chosen to minimize
the error covariance, P.

The derivations of the update equations for the Kalman gain and error
covariance are made under the assumptions that the system is linear and the model
and observation errors are independent Gaussian random variables. Given a
complete system model, these assumptions imply a Markov property that past and
future data are independent given the current state (Kailath 1980; Thrun et al.
2006).

The mathematical model introduced above is similar to the Markov model
introduced in Chap. 4 for robot localization. A key difference is that each saved
map feature is added to the system state and also tracked. This can cause a large
increase in computational complexity over methods that assume a known map. A
method for overcoming some of the practical implementation issues associated
with the added computational complexity is discussed in the section SLAM
Implementation.

If the system and or measurement model is nonlinear,

xk ¼ f ðxk; uk;wkÞ
yk ¼ gðxk; vkÞ

an extension of the Kalman Filter (the Extended Kalman Filter EKF) is made by

substituting a linearized version of the system model, �Ak ¼ of
ox

��
ðx̂kjk ;ukÞ,

�Bk ¼ of
ou

��
ðx̂kjk ;ukÞ and measurement model �Ck ¼ og

ox

��
ðxkjkÞ

; into the computation of the

prediction and update of error covariance, and computation of Kalman gain.

ku

kv

ky
+

+
System

kx

Fig. 9.9 System model
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The model prediction and update use the full nonlinear system model. The
resulting unmodeled dynamics or other model inaccuracies induce violations of the
original assumptions of the Kalman Filter derivation and so the EKF is no longer
an optimal solution. Despite this, in practice the EKF often provides a useful
solution when the linearization offers a good estimate over the current operating
range of the system. Unfortunately, this is not always the case. This is because the
linearization does not preserve the true mean and true covariance of the posterior
distributions (Thrun et al. 2006).

A popular method that often performs better is the unscented Kalman Filter
(UKF). The UKF performs a stochastic linearization through the use of a weighted
statistical linear regression process, see Thrun et al. (2006) for more details. While
the EKF is accurate to the first-order Taylor series expansion, the UKF is accurate
to the first two terms in the expansion (Thrun et al. 2006).

The standard formulation of both the EKF-SLAM and UKF-SLAM solution is
especially vulnerable to incorrect association of observations to landmarks. A
single incorrect data association can induce divergence into the algorithm for map
estimation, often causing catastrophic failure of the localization algorithm.
(Durrant-Whyte and Bailey 2006a, b) One way to handle uncertain association of
observations to landmarks is to generate a separate track estimate for each asso-
ciation hypothesis, creating over time an everbranching tree of tracks. This multi-
hypothesis data association is important for robust SLAM implementation.
Multihypothesis data association is especially important in loop closure, allowing
a separate hypothesis for suspected loops and also a ‘‘no-loop’’ hypothesis for
cases where the perceived environment is structurally similar.

A major hurdle in multihypothesis data association is the computational
overhead of maintaining separate map estimates for each hypothesis. The number
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Fig. 9.11 Discrete time Kalman filter
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of tracks is typically limited by the available computational resources, and low-
likelihood tracks must be pruned from the hypothesis tree.

9.3.2 Particle Filter

An important alternative to Kalman Filtering methods is the use of particle filters.
Particle filters are a class of nonlinear filters that impose no restriction on the
system model, measurement model, or nature of the noise statistics. Particle filters
compute a solution based on sequential Monte Carlo simulations of particles that
are selected to represent the posterior distributions. Particle filters are only optimal
given infinite computational resources, but even with limited resources, they can
give better solutions than the EKF in cases where the operational region is highly
nonlinear. (Gustafssson et al. 2002; Ristic et al. 2004; Thrun et al. 2006).

One thing to be very cautious about is that computational complexity for
nonlinear filters generally grows exponentially with the dimension of the system,
whereas for the Kalman filter computational complexity grows as the cube of the
dimension. While there are ways to keep the computational complexity under
control, it is something that cannot be overlooked. The particle filter approach to
modeling uncertainty is only possible because of the availability of fast, low-cost
computers with large memories.

FAST-SLAM, with its basis in recursive Monte Carlo sampling, or particle
filtering, was the first method to directly represent the nonlinear process model and
nonGaussian pose distribution (Montemerlo et al. 2003a; Montemerlo and Thrun
2003b). Prior to the development of FAST-SLAM, the large state-space dimension
in SLAM due to the number of map states made direct application of particle filters
computationally infeasible. This issue is solved in FAST-SLAM by using a Rao-
Blackwellized particle filter where the joint subject and map state is factored into a
subject component, and a map component that is conditioned on the subject
trajectory:

pðx0:t;mjz0:t; u0:t; x0Þ ¼ pðx0:tjz0:t; u0:t; x0Þpðmjx0:t; z0:tÞ:

Note that, the probability distribution of the subject is on the entire trajectory
rather than the single state as it is in EKF. When conditioned on the trajectory, the
map landmarks become independent. This follows since given the exact pose
states from which the observations are made, the observations are independent and
therefore the map states are also independent.

The independence of map states is an important difference and the reason
behind the speed improvements of FAST-SLAM over EKF algorithms. Because of
the independence of the map states, updating the map, for a given pose trajectory
particle (a single realization of the subject trajectory) is very fast. The map can be
represented as a set of independent Gaussians. Each observed landmark can
be processed individually as an EKF measurement update from a known pose.
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FAST-SLAM linearizes the observation model, which is typically a reasonable
approximation for range-bearing measurements when the subject’s pose is known.
Unobserved landmarks are independent and so unchanged.

Propagating the pose states is performed by particle filtering. The essential
structure of FAST-SLAM, then, is a trajectory represented by weighted samples
(particles) and a map is computed by EKF updates. The map accompanying each
particle is composed of independent Gaussian distributions.

The FAST-SLAM algorithm is inherently a multihypothesis solution, with each
particle having its own map estimate. A significant advantage of the FAST-SLAM
algorithm is its ability to perform per particle data association (Montemerlo and
Thrun 2003b).

Many types of recursive probabilistic state estimate algorithms have been
developed to solve the SLAM problem in an approximate, computationally trac-
table way. While EKF-SLAM and FAST-SLAM are the two most important
solution methods, newer alternatives have been proposed (Durrant-Whyte and
Bailey 2006a, b; Karvounis 2011a). Information Filters and their extensions are of
particular interest. Information Filters are duals of the Kalman Filter that have both
computational and representation advantages when applied to location and map-
ping problems (Thrun et al. 2006).

9.3.3 Graph SLAM

GraphSLAM algorithms are also important SLAM implementations but the
solution is typically not computed in real-time so we will not cover them here. For
more information on GraphSLAM methods refer to Thurn and Montemerlo
(2005); Thrun et al. (2006); Koller and Friedman (2009).

One particular GraphSLAM algorithm that supports real-time implementation
is based on Factor Graphs (Loeliger 2004). Factor graphs provide a unified
approach for modeling complex systems and to deriving practical message passing
algorithms for the associated detection and estimation problems. Factor graphs
allow most well-known signal processing techniques including Kalman and par-
ticle filtering to be used as components of such algorithms (Loeliger 2004).

Researchers at Georgia Tech and MIT have applied factor graph methods for
incremental smoothing in inertial navigation systems (Indelman et al. 2012; Kaess
et al. 2012). The system navigation states are nodes in the graph and each IMU
measurement introduces a new factor to the graph connecting to the navigation
state nodes. This factor may also be connected to other nodes used for parame-
terizing errors in the IMU measurements such as bias and scale factor. These nodes
can be added at a lower frequency than the navigation state nodes. Other aiding
sensors are simply additional sources of factors that get added to the graph
asynchronously whenever their measurements are available. In this way, the factor
graph formulation allows multirate, asynchronous measurements to be incorpo-
rated in a natural way (Indelman et al. 2012). The nonlinear optimization problem
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encoded by the factor graph is solved by repeated linearization within a standard
Gauss–Newton style nonlinear optimizer. The optimization can proceed incre-
mentally because most of the calculations are the same as in the previous step and
can be reused. As long as only sequential IMU measurements are processed, the
resulting graph will have a chain-like structure. By maintaining all information
within a single graph, the filter and smoother can operate asynchronously. This
allows the problem to be split into a high speed navigation component and a higher
latency loop closure component (Kaess et al. 2012).

9.4 SLAM Implementation

While theoretically the SLAM problem has been solved, a major issue that is faced
in developing real-time implementations of SLAM is that as the number of tracked
features/landmarks increases, the computation required at each step increases as a
square of the number of landmarks. Required map storage also increases as a
square of the number of landmarks (Dissanayake et al. 2001). Many people have
developed SLAM implementations to address this issue (Montemerlo et al. 2003a;
Montemerlo and Thrun 2003b; Kim and Sukkarieh 2004; Veth 2011; Karvounis
2011a). For example, computational complexity can be reduced by subdividing the
map and by making the covariance matrix more sparse.

Here, we consider a particular implementation done at TRX Systems that
attempts to address the computational issues in tracking an increasing number of
features. Karvounis implemented an extreme version of this approach called
Hierarchical SLAM or HAR-SLAM. Figure 9.12 gives a flow chart overview of
how the system works. Full details of the algorithms are described in Karvounis

Fig. 9.12 HAR-SLAM Algorithm flow chart

268 9 Localization and Mapping Corrections



(2011a, c). The HAR-SLAM algorithm has similarities to the factor graph
approach (Loeliger 2004; Kaess et al. 2012) in that both result in a chain-like
structure of system states.

In this approach, the lowest level SLAM algorithm (Forgetful-SLAM: Fig. 9.12
left hand side) maintains active tracking of only the landmarks that can currently
be seen or have been seen in the last N minutes (up to some max number of
tracked landmarks). By limiting the set of landmarks tracked, the computational
complexity remains bounded. Note that in Forgetful-SLAM landmarks are only
matched to the landmarks currently seen by the camera; they are not matched to
landmarks from the global map. This is a purely local SLAM layer and it will not
offer the capability of correcting based on a previously known landmark (often
referred to as ‘‘closing the loop’’). That type of correction is handled by the higher
level algorithm, HAR-SLAM.

The landmarks/features that are dropped from the Forgetful-SLAM algorithm
are not actually forgotten; instead they are promoted and tracked within the global
map by the HAR-SLAM algorithm, if they are determined to be ‘‘good’’, meaning
that their covariance matrix Plandmark is small and ‘‘relevant’’, meaning that
changes in the landmark location will affect the pose. To determine how much a
good landmark can affect a pose, a metric combining the cross-covariance matrix
between the landmark and pose, Pcross; with the inverse of the landmark covariance
matrix, Plandmark; is used:

max Eigen value PT
cross Plandmarkð Þ�1Pcross

	 


Landmarks are promoted when the max Eigenvalue is greater than a threshold. As
landmarks are removed from Forgetful-SLAM and promoted, their correlations are
tied to the last pose (historical position and orientation). There is a state vector and
covariance matrix per pose, a state vector and covariance matrix per landmark, and
a cross-covariance matrix per link.

As new poses are promoted from Forgetful-SLAM, any updates ripple back
through the chain of historical pose estimates. Each pose is updated through a
correlating Kalman Filter, and each landmark is updated through its own Kalman
Filter. This directional update procedure defines the global level update (HAR-
SLAM). A key advantage of this method is that both storage and computations
grow only linearly with the number of landmarks and poses. (Karvounis 2011a, c).

The global coordinate manager is secondary loop that is run to manage the
coordinate transforms for merging map data from other tracked subjects when
matching features are detected in their respective maps. This is discussed in more
detail later in this chapter. This property of remembering all poses and linking
landmarks only to a single pose allows multiple tracked subjects to link maps
together and asynchronously update portions of the map.

Figure 9.13 shows a high level diagram of HAR-SLAM. Each landmark and
pose has a state vector xi and associated covariance matrix Pi: In the Forgetful-
SLAM section, features are fully linked to each other and the tracked subject’s
pose by cross-covariances Pi; j: Features no longer in view may be selected for
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promotion. Once features are promoted cross-correlations tie them to only the last
pose from which the landmark was seen. All other links are broken. In the HAR-
SLAM update, each pose and any associated landmark(s) are updated depending
only on their direct links using Kalman gains.

Remembering the entire path instead of only the best current estimate allows
HAR-SLAM to more quickly recover from errors by adjusting the entire historical
path and all associated landmarks. This property of remembering historical poses
and linking landmarks only to a single pose allows multiple tracked subjects to
link maps together and asynchronously update portions of the map.

Feature management and promotion are the key differences between Forgetful-
SLAM and the standard EKF-SLAM. In Forgetful-SLAM, features that are no
longer seen are removed and considered for promotion to the global map. In order
for a high level SLAM algorithm to assemble and track the ‘‘forgotten’’ features,
the features need to be recoverable. A cross-correlation matrix is generated per lost
feature that relates the feature to the previous pose (the last pose from which the
feature was observed). Only features/landmarks where the max eigenvalue metric
is greater than a threshold are promoted.

Karvounis developed HAR-SLAM primarily with the goal of limiting com-
putation. As such, a main advantage of HAR-SLAM is its low computational cost.
The cost grows linearly with the number of states and landmarks, while typical
Kalman based SLAM algorithms are quadratic in cost (Fig. 9.14). FAST-SLAM is
the closest to HAR-SLAM in computational cost, with the same linear growth with
poses and number of landmarks; however, FAST-SLAM is based on particle fil-
tering and so it maintains several particles, each with its own map, whereas a
single map is maintained in HAR-SLAM.

Fig. 9.13 Overview diagram of HAR-SLAM
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The Markov assumptions or complete state assumption that underlies all
Bayesian Filters would imply that knowledge of prior states is not needed.
However, unmodeled dynamics, other model inaccuracies or approximations, and
correlations in inputs to the filters are all common in implementations and cause
violations of the assumption. As it turns out, there are other benefits to maintaining
prior pose history.

An added benefit that comes from linking landmarks through poses is that the
pose history provides a directed approach for actively correcting the map and the
entire path history. Because the historical corrections do not affect the current pose
estimate, the rippling changes can have some delay, if necessary, to manage
computational resources. Another advantage of keeping the entire pose history is
that it facilitates closing the loop when matching features. A simple shortest path
algorithm can find the chain of connecting poses between two landmarks, and this
provides a directed path for updating the entire system (and computing needed
cross correlations). Breaking the update into a chain reduces computation com-
plexity to a point where the lower level SLAM and feature extraction algorithms
are where the majority of computational resources are spent.

A key contribution in the development of the first SLAM algorithms was to
show that, due to the common error in estimated observer location, there must be a
high degree of correlation between estimates of the location of different landmarks
in a map (Durrant-Whyte 1988; Smith et al. 1990; Durrant-Whyte and Bailey
2006a, b). The correlations between landmarks are a critical part of the problem
and the more the correlations grow, the better the solution (Durrant-Whyte 1988;
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Smith et al. 1990; Durrant-Whyte and Bailey 2006a, b). In Forgetful-SLAM, all
feature to feature and feature to pose correlations are tracked and only the best
features are promoted. Once promoted, in HAR-SLAM the features are extracted
into a chain and tied to only to the last pose from which the feature was seen (as
shown in Fig. 9.13). This eliminates cross-correlation links between features and
between all but one pose. This change from the theoretical fully connected solution
was made to improve computational speed and it is been demonstrated to be an
effective approach in practice.

9.4.1 Outlier Removal

Kalman Filters are the method of choice for many navigation problems because
the Kalman filter offers a computationally efficient optimal solution in the case that
the underlying system has linear dynamics and the noise is Gaussian additive.
Unfortunately, these assumptions do not hold for many navigation systems.

The standard Kalman filter algorithm is unable to handle the nonGaussian
errors frequently encountered in various types of ranging systems, for example:

• incorrectly matching stereo image features,
• missed or incorrect detections caused by poor lighting
• ranging to unexpected people/objects moving in the field of the sensor.

Failure to recognize and reject these disturbances can cause non recoverable
navigation errors in Kalman filter based navigation systems.

One option is to estimate the nonGaussian error probability and then apply a
particle filter which can handle nonGaussian disturbances (Ristic et al. 2004).
Particle filters have been used successfully in this way but at some computational
cost. Another option is to develop a robust method for recognizing and rejecting
outliers before allowing them to enter the Kalman filter. To minimize computa-
tional burden, Karvounis developed a Robust Kalman Filter that is able to rec-
ognize and reject the disturbances based on expected motion (Karvounis 2011a, b,
c).

Typically, robust filters remove outliers before entering the Kalman Filter stage.
What is novel and interesting about Karvounis’ approach is that the median filter is
inserted between the prediction and measurement update step of the Kalman Filter
(Karvounis 2011b). Principle Component Analysis (PCA) is used to map the
multidimensional observed features into a 1D space. Error vectors are computed
by multiplying the error between the measured and the predicted observation
values by the Kalman gain to find the effect of individual observation errors on the
state. PCA is used to compute the principal vector in the state error space that
causes the projected errors to be maximally distributed, making it sensitive to
outliers. This technique is agnostic to the number of dimensions and the number of
measurements. Including the Kalman gain scaling is important because it provides
a weighting of the observation errors based on the how much the state is affected
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by the error, not just on the quality of the measurement. Combining PCA with a
median filter provides a robust way to remove outliers.

Consider a nonlinear system model

xk ¼ f ðxk; uk;wkÞ
yk ¼ gðxk; vkÞ

where the system state is xk 2 R
n; the control uk 2 R

p, the measurements yk 2 R
m,

with the assumption of Gaussian zero mean state noise wk 2 R
n with variance Qk

and Gaussian zero mean measurement noise vk 2 R
m variance Rk: The linearized

system is given by

xk ¼ Akxk þ Bkuk þ wk

yk ¼ Ckxk þ vk
;

wk

vk

� �
�N

0
0

� �
;

Qk 0
0 Rk

� �� �

where, Ak ¼ of
ox

��
ðx̂kjk ;ukÞ; Bk ¼ of

ou

��
ðx̂kjk ;ukÞ and Ck¼ og

ox

��
ðxkjkÞ

:

The Kalman filter prediction step is the same as in a standard EKF. It uses the
system model to update the state given the control x̂kþ1jk ¼ Akþ1x̂kjk þ Bkuk and

compute a predicted estimate covariance Pkþ1jk ¼ Akþ1PkjkA
0
kþ1 þ Qk:

In order to accommodate the fact that the measurement noise is not actually
Gaussian in practice, the outlier removal function is inserted at this stage into the
Kalman Filter. Assuming that each of the N observed features is independent from
other features, each feature’s covariance can be extracted from the block diagonal
measurement covariance matrix Rk: The weights are determined by considering
the effect each feature has on the state if the Kalman gain is applied. So for each
observed feature,

K ¼ Pkþ1jkCðiÞ
0

kþ1 CðiÞkþ1Pkþ1jkCðiÞ
0

kþ1 þ RðiÞkþ1

� ��1

~xðiÞ
kþ1
¼ K yðiÞkþ1 � gðiÞðx̂kþ1jkÞ

	 


For measurement related functions, CðiÞkþ1;R
ðiÞ
kþ1; g

ðiÞ; yðiÞkþ1; the superscript ðiÞ indi-
cates the portion related to the selected feature. Note that each of

K;Pkþ1jk; x̂kþ1jk;~x
ðiÞ
kþ1; are full size. For ~xðiÞkþ1; the superscript ðiÞ indicates that this is

the state correction that is indicated due to the variation of that observed feature
from what was predicted.

The mean and variance of the state corrections is then computed over the set of
all features.

�xkþ1 ¼
1
n

XN

i¼1

~xðiÞ
kþ1

~Xkþ1 ¼
XN

i¼1

ð~xðiÞ
kþ1
� �xkþ1Þð~xðiÞkþ1

� �xkþ1Þ
0

The largest eigenvector v of ~Xkþ1 is the principal vector in the state space that
causes the projected error corrections to be maximally distributed. Each feature’s
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weight is then determined by projecting the state correction for that feature onto
that principle vector: wi ¼ v

0
xðiÞ

kþ1
: Outliers in this space are then eliminated using a

median filter (see Chap. 8). Note that by using the state correction as a common
metric for selecting outliers, measurements of different dimensions can be
compared.

Next, for each of measurement related functions, CðiÞkþ1;R
ðiÞ
kþ1; g

ðiÞ; yðiÞkþ1; for all i
in the set of features that were not eliminated by the median filter, the matrices and
functions must be reformed (now having reduced observation dimension). To
make clear the reduction in dimension, we indicate them by ~Ckþ1; ~Rkþ1; ~g;~ykþ1 in
the update equations for the EKF.

K ¼ Pkþ1jk ~C
0

kþ1
~Ckþ1Pkþ1jk ~C

0

kþ1 þ ~Rkþ1

	 
�1

x̂ðiÞkþ1jkþ1 ¼ x̂ðiÞkþ1jk þ K ~yðiÞkþ1 � ~gðx̂ðiÞkþ1jkÞ
	 


Pkþ1jkþ1 ¼ ðI � K ~C
0

kþ1ÞPkþ1jk

In the next section, we review some experiments that show the performance
benefit of the Robust Kalman Filter when using stereo-optical measurements as
part of an optical SLAM algorithm.

9.4.2 Experimental Results

Experiments to compare the performance of selected SLAM algorithms were
conducted at TRX. The test was conducted using a robot from the University of
Maryland’s Autonomous Systems Lab (ASL). The ASL robot has the capability to
report location via encoders, which provides a position estimate with roughly a
0.1 % error over distance travelled,5 however, the robot uses gyros for heading,
and these can have a drift in the heading estimate. Figure 9.15, the right image,
shows in the center a PC that controls the robot and processes all data. The rear of
the robot has a router that is setup to network with other robots but this capability
was not used in the experiments reported here. Sonar sensors surrounding the robot
were also available but not used in this experiment. The PC is powered by lithium
ion batteries and the robot is powered by nickel metal hydride batteries.

The ASL robot was equipped with a TRX INU containing six-axis inertial,
three-axis magnetic and barometric pressure sensors and enhanced with stereo
Firefly cameras from Point Gray, as circled in the left image of Fig. 9.15. The
Firefly cameras have a global shutter, which minimizes image blur, and a trigger
that allow us to sync the images with the inertial measurements from the TRX
INU. To selected and track stereo-optical features, LK-SURF, a hybrid feature

5 This assumes traveling in a straight line track without wheel slip.
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tracker, was implemented that uses SURF features for detection and stereo
matching then modifies them to use Lucas–Kanade feature tracking over time
(Karvounis 2011a, c).

Figure 9.16 shows a CAD drawing of the test location layout with approximate
location of furniture.

9.4.2.1 Robust Kalman Filter Versus Standard Extended Kalman Filter

Tests were first run to show the performance of the Robust Kalman Filter versus
the standard Extended Kalman Filter for integrating optical and inertial mea-
surements. While the robots have capabilities for autonomous operations, data was
collected by remotely controlling the robot in

Fig. 9.15 University of Maryland automatic systems lab robot with TRX INU and machine
vision cameras

Fig. 9.16 CAD drawing of
the test location
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1. a short path around the lab table,
2. a long path around the center offices,
3. a figure-eight path around the center offices and lab table, and
4. four laps around the center offices.

Images were collected at 20 frames per second and extracted/matched features
were logged at each time step to enable a comparison of exactly the same path/
features for each algorithm.

On these simple paths traversed by a robot in a lab, it was demonstrated that the
Robust Kalman Filter did not suffer from poorly matched or tracked features and
produced a path within about a meter of the true path as long as 50 % of the
observed features align with the expected model (Hampel et al. 1986; Karvounis
2011a). The standard Kalman Filter (with no pre-filtering), on the other hand,
drastically altered the estimated position of the robot inducing an error of over
60 m in location.

Forgetful-SLAM using a linearized version of a Robust Kalman Filter was
evaluated over a series of robot paths and compared with a path based on wheel
encoders and gyroscopic angle and Forgetful-SLAM using a standard EKF
(without outlier removal). The encoder/gyro path is included as a baseline for
performance if the controller has access to other vehicle sensors; optical SLAM
algorithms are not used in this computation of this path.

Table 9.1 gives an estimate percent error over distance travelled for each path/
filter. The wheel encoders measure the total distance travelled, and the error is
determined by how far the end of the path is from the true location. In each of the
test paths, the true location of the end of path is the same as the start location.
While percent of distance travelled is not the best metric in for tracking system
performance (Chap. 8, section Accuracy Metrics), it allows a comparison of
performance of different algorithms on the same base data set when a system for
measure ground truth course data is not available. Note that, scaling error is not
captured by this metric because the path begins and ends at the same point.

Above each result is a set of small images of the path. This shows the various
path shapes and allows us to see visually how each filter performed on the path.
The encoder and gyroscope path has error introduced by deviations in distance and
by small amount of gyroscopic drift, however the path shape over the first three
short tests is visually close to the actual course and the effect of drift is clear in the
final test. The EKF and Robust Kalman Filter are able to reduce drift but are
affected by outliers.

The Robust Kalman Filter consistently matches shape to the baseline encoder
and gyroscopic path. The EKF path suffers significantly from outliers, causing the
path to be distorted. The Robust Kalman Filter performed the best by a significant
margin in some cases but was out performed by the encoder/gyro path in one of the
shorter paths. As the path length/complexity increased, the Robust Kalman Filter
showed more consistently good performance. The standard EKF always performed
worse because it was unable to reject the outliers.
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While the Robust Kalman Filter appears to remove most outliers, it is not
entirely immune to outliers; the four loop path shows anomalies indicating outliers
are present. The median filter outlier rejection rule only works when outliers make
up less than 50 % of the samples. If, for example, a moving object covers the
entire image frame, there is no guarantee that there are any correctly tracked
features. These anomalies may be able to be corrected if the higher level HAR
SLAM algorithm were performed to allow a global map to be created. Without the
global map, loop closure is not performed.

Table 9.1 Path snapshot and filter performance comparison using percent error over distance
travelled. Eight paths used to compare inertial paths, Robust Kalman Filter paths, and Extended
Kalman Filter paths

Path Wheel Encoder 
and Gyroscope 

Forgetful SLAM 
using an EKF

Forgetful SLAM 
using RKF

Short 
Clockwise 

Path

Short 
Clockwise

0.85% 2.75% 1.06%

Long 
Clockwise 

Path

Long 
Clockwise

2.44% 2.48% 1.76%

-
Path

Figure-Eight
2.75% 18.41% 1.35%

Four Loop 
Path

Four Loop
3.85% 8.50% 2.65%
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9.4.2.2 HAR-SLAM

In the next test, we reexamine the data from the figure-eight loop, to demonstrate
that the loop closure in HAR-SLAM is able to correct errors caused by outliers.

To illustrate the importance of feature management methods in any real-time
implementation of SLAM, an implementation of EKF-SLAM was run with no
attempt to prune selected features, neither to remove outliers nor to reduce com-
putation. The EKF-SLAM implementation (with every single feature ever seen
saved!) took approximately 16 h to compute the path estimate for a 2 min path
(Karvounis 2011a, c). Even with the extensive time taken, the result has many
errors induced by outliers (Fig. 9.17). Simple feature management methods can
improve this considerably.

In Forgetful-SLAM, a Robust Kalman Filter is used (Karvounis 2011a), which
significantly reduces, but does not eliminate, the affect of outliers on the solution.
An error caused by an outlier can be seen at (1, 6) in Fig. 9.18. On the same
computer, Forgetful-SLAM took about 5 min to run the same path. While not yet
real-time, this is a huge improvement over the EKF-SLAM running time.
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7Fig. 9.17 EKF-SLAM

Fig. 9.18 Forgetful-SLAM
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Closing the loop in HAR-SLAM by recognizing a feature and correcting the
location enables the errors caused by outliers to be almost completely eliminated.
HAR-SLAM took an additional minute to run, making it 6 min total. Figure 9.19
shows the HAR-SLAM map features (gray), filtered sonar data (black) and the
HAR-SLAM path (red) overlaid on the CAD drawing. The HAR-SLAM path is
very close to the true path.

9.4.3 Map-Joining

HAR-SLAM allows multiple robots to join maps on the fly in near real-time;
whereas, other algorithms such as SEIF (Sparse Extended Information Filter)
proposed joining maps in batch mode (Dissanayake et al. 2001). As depicted in the
HAR-SLAM flow diagram in Fig. 9.12, as landmarks are promoted, a function is
run to check for loop closures and another to compare features to map data from
other tracked subjects in order to merge the features into a joint map. The pro-
motion criteria is potentially different for the individual subject’s global map
which used to determine loop closure and the joint map, higher confidence being
required to be promoted to the joint map. Landmarks promoted to the joint map are
and shared among all tracked subjects on the network. Each landmark promoted to
the joint map is check for matching by each individual. The same landmark
matching technique that is used in loop-closing is used to determine matches
between maps.

In order to join maps, a coordinate transform from each tracked subject’s local
coordinate system into the common coordinate system must be estimated. The
transform consists of a translation to move the origin of the local coordinate

Fig. 9.19 HAR-SLAM map
and path drawn on top of the
CAD drawing
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system to that of the common coordinate system, and rotation to align the axes.
Because of the uncertainty in map features, the global coordinate manager uses an
EKF to estimate the coordinate transform for each track subject. Details of the
update can be found in Karvounis (2011a, c) along with some discussion of a
method for improving robustness.

The global coordinate manager can update the coordinate transform estimates
as often as each time the coordinate manger detects that two or more tracked
subjects have seen the same feature, but this is not necessary and computationally
it may be too expensive. Each update can affect large portions of the joint map, and
as those features are moved, in turn, each individual subject’s map and historical
track must also be updated. To conserve resources the update might be operated at
some fixed interval or after some fixed number of feature matches are detected.

Figures 9.20, 9.21, and 9.22 show the HAR-SLAM results from three inde-
pendent paths taken in the same test location. The associated features for each path
are indicated by ’+’. In one path the robot loops around a lab table (small loop), in
another the robot loops around the lab table and the center offices (small and big
loop), and in a third the robot loops around the center offices (big loop). In addition
to path corrections, HAR-SLAM maintains a map of landmarks/promoted features.
In each of the figures, the promoted features are circled.

This ability to merge the maps relies on selecting robust optical features. In this
experiment only a few features are selected for promotion. The joint map is created
by matching promoted features and then performing a global coordinate transform.

Figure 9.23 shows the three paths and the features in the joint map. Many of the
selected landmarks are brought within close range of each other.

This example shows the promise of near-real-time joint map discovery using
optical features but more work is needed in variable environments (including
natural features, variable lighting, moving objects, etc.).
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9.5 Summary

This chapter gave an overview of localization and mapping with a focus on near
real-time implementation. Methods for feature detection using selected allothetic
sensors were reviewed. It is possible to create maps that enable long-term tracking
with good accuracy by combining allothetic feature information with the idiothetic
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inertial tracking data (Chap. 8), using their complementary characteristics to
compensate for sensor drift and allow disambiguation of perceptually aliased
features. This ability to simultaneously localize and map is called SLAM.

A probabilistic SLAM problem formulation was given and different approaches
for obtaining theoretical solutions were reviewed. A major portion of the chapter
was focused on a hierarchical implementation of SLAM (HAR SLAM) designed
to address some of the practical implementation issues including rejection of
anomalous feature measurements and management of tracked features. A main
advantage of HAR-SLAM is that it provides a structure for managing computa-
tional cost which facilitates real-time implementation.

The HAR SLAM algorithm was shown to be able join maps created from
different traversals of the same environment using only a small subset of good
features from each traversal. This early result shows promise for the use of this
algorithm in crowd source mapping. This work will be discussed in a later paper.
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