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  Abstract   With the growing recognition of the complexity of neurovascular cou-
pling, research has focused on the “neurovascular unit”, a close association between 
neurons, astrocytes and blood vessels. A number of experimental tools have been 
developed for probing the neurovascular unit in animal models, providing the poten-
tial for a much deeper understanding of these fundamental physiological mecha-
nisms. In this chapter, we review some of the available experimental and 
computational methods and present a multi-level conceptual framework for analyz-
ing and interpreting a wide range of experimental measurements. We then discuss 
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our working hypotheses regarding the regulation of blood fl ow and neurophysiolog-
ical correlates of fMRI signals. Finally, we discuss how multimodal imaging, along 
with valid physiological models, can ultimately be used to obtain quantitative esti-
mates of physiological parameters in health and disease and provide an outlook for 
the future directions in neurovascular research.    

  Keywords   Imaging  •  Neurovascular  •  Neurometabolic  •  CBF  •  CMRO2  •  LFP  
•  CSD  •  MUA  •  fMRI  •  BOLD  •  Optical  •  Microscopy  •  Hemodynamic  •  Neurovascular 
unit  •  Extracellular potential  •  Forward modeling  •  Laminar population analysis       

    15.1   Introduction 

 The brain is a highly energy demanding organ, and neurovascular coupling is a critical 
component linking neuronal activity to blood fl ow and the delivery of glucose and 
oxygen for energy metabolism. A better characterization of these connections is 
important for understanding how these relationships may change with disease. In addi-
tion, understanding in a quantitative way how neuronal activity drives changes in 
blood fl ow and energy metabolism is critical for laying a solid physiological founda-
tion for interpreting functional neuroimaging studies in humans. In particular, func-
tional magnetic resonance imaging (fMRI) based on the blood oxygenation level 
dependent (BOLD) response has become a widely used tool for exploring brain func-
tion, and yet the physiological basis of this technique is still poorly understood. The 
primary physiological phenomenon that leads to the BOLD effect is that cerebral 
blood fl ow (CBF) increases much more than the cerebral metabolic rate of oxygen 
(CMRO 

2
 ), increasing local blood oxygenation and causing a slight increase of the 

MRI signal due to different magnetic properties of oxy- and deoxyhemoglobin. 
Although the goal of fMRI studies is usually to assess changes in neuronal activity, the 
signal measured depends on the relative changes in CBF and CMRO 

2
 . For this reason, 

it is diffi cult to interpret the magnitude of the BOLD response as a quantitative refl ec-
tion of the magnitude of the change in neuronal activity without a deeper understand-
ing of how neuronal activity, CBF and CMRO 

2
  are connected. For example, if the 

BOLD responses to two tasks are different, or the response is different in disease, does 
that mean the underlying neuronal responses are different or that the vascular or meta-
bolic responses are different? 

 The simplest picture one could imagine for this physiological coupling is that 
changes in neuronal activity drive changes in energy metabolism which then drive 
changes in blood fl ow. However, a large body of work over the last decade indicates 
that this simple picture is almost certainly wrong. While molecules produced by 
increased energy metabolism (CO 

2
 , lactate, H + , etc.) do have a vasoactive effect, 

much of the acute CBF response under healthy conditions appears to be driven by 
molecules related to neuronal signaling. In short, rather than a linear chain of events, 
blood fl ow and energy metabolism appear to be driven in parallel by neuronal 
 activity. Because the BOLD response depends on changes in both CBF and CMRO 

2
 , 
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a quantitative understanding of exactly which aspects of neuronal activity drive the 
CBF and CMRO 

2
  changes is critical for interpreting the BOLD response. For exam-

ple, the primary energy cost of neuronal signaling is thought to be associated with 
the need to pump ions (particularly sodium) across cell membranes to restore ion 
gradients that are degraded in neuronal signaling. For this reason CMRO 

2
  may sim-

ply respond to the net energy cost of the evoked activity. However, if the CBF 
response is primarily driven by aspects of synaptic activity in a feed-forward man-
ner, the balance of these changes, and the resulting BOLD response, could differ 
depending on the details of the changes in neuronal activity. 

 With the growing recognition of the complexity of neurovascular coupling, 
research has focused on the “neurovascular unit”, a close association between 
neurons, astrocytes and blood vessels. A number of experimental tools have been 
developed for probing the neurovascular unit in animal models, providing the 
potential for a much deeper understanding of these fundamental physiological 
mechanisms. In this chapter, we review some of the available experimental and 
computational methods, discuss our working hypotheses regarding the regulation of 
blood fl ow and neurophysiological correlates of fMRI signals, and provide an out-
look for the future directions in neurovascular research. Our goal is not to provide 
an exhaustive list of the available methodologies but rather to illustrate how multi-
modal data can be combined in a theoretical framework in a way where the result is 
greater than the sum of its parts. Along the way we offer practical guidelines for use 
of each one of the technologies, describe modeling approaches, and suggest refer-
ences for further in-depth reading on each subject. Although the main intention is to 
target an audience of graduate students, the authors hope that this chapter has some-
thing to offer to each reader, whether they look for technical advice, a piece of evi-
dence or a conceptual framework. Enjoy the reading!  

    15.2   Measurement Theory: Measured Parameters and Their 
Relationship to the Underlying Physiological Variables 

 Below we provide an overview of our optical and electrophysiological tools and 
discuss their advantages and shortcomings. The technological aspects of fMRI are 
described in detail in a number of other chapters in this volume, and also in publica-
tions elsewhere (Brown et al.  2007  ) . When considering these methods, it is important 
to keep in mind that the signals we can measure usually are not direct measurements 
of the physiological quantities of interest, such as blood fl ow or energy metabolism. 
Moreover, different measurement modalities can refl ect different aspects of the same 
physiological process. For example, an increase in neuronal activity can be measured 
as an increase in spike count, synaptic release, or generation of local fi eld potential 
(LFP). For this reason, there is a measurement theory associated with each technique 
that relates the measured signals to more basic physiological quantities, indicated by 
the arrows in Fig.  15.1 . This often involves assumptions about the physical measure-
ments or the underlying physiology, and to use these techniques effectively it is 
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important to understand the assumptions and potential limitations (Dale and Halgren 
 2001  ) . In addition, a recurring theme in this chapter is that the combination of two or 
more methods in a multi-modal imaging approach often can provide more quantita-
tive or specifi c information than either technique alone. Examples are the combina-
tion of techniques sensitive to blood oxygenation changes (optical or BOLD signals) 
with a CBF measurement to make possible estimation of CMRO 

2
  changes (see 

Sect.  15.3.3.2 ), or measurements of spiking and synaptic response for extraction of 
activity of specifi c neuronal populations (see Sect.  15.3.2.3 ).  

    15.2.1   Optical Imaging 

 Optical imaging provides a versatile set of tools for studying cerebral physiology, 
providing measures of neuronal, metabolic, and vascular processes from the sub-
cellular level up to the intact human brain. Although intrinsic optical changes asso-
ciated with neuronal and metabolic activity have been recognized for over 50 years, 
Optical Intrinsic Signal Imaging (OISI) was introduced to measure functional archi-
tecture of the cortex  in vivo  only in 1986 (Grinvald et al.  1986  ) . This technique uses 
a camera to image hemoglobin-induced changes in the absorption of visible light 
that is refl ected from the cortex (either through a cranial window, thinned skull, or 
intact skull), and provides a spatial resolution ranging from ~10  m m on the cortical 
surface to hundreds of  m m in cortical layers II–III. By measuring the absorption 
changes at multiple wavelengths of light and given knowledge of the path length of 
light through the tissue, it is possible to quantify absolute hemoglobin concentration 
changes (Kohl et al.  2000 ; Dunn et al.  2003  ) . Blood fl ow can be imaged with Laser 
Speckle Contrast Imaging (LSCI) (Dunn et al.  2001 ; Draijer et al.  2008  )  by exploit-
ing the dynamic fl uctuations that moving red blood cells impose on the random 
interference pattern of the refl ected laser light. By combining measures of blood 
fl ow and hemoglobin concentration changes, it is possible to estimate the changes 
in the CMRO

2
 during brain activation (Dunn et al.  2005 ; Royl et al.  2008  ) . These 

techniques are generally employed in animal models using invasive procedures that 
usually require thinning of the skull or a cranial window, and readily enable 
 simultaneous electrophysiological measurements (Devor et al.  2003  ) . Near Infrared 

  Fig. 15.1     Relationship 
between measurements to 
the underlying physiological 
variables .  Solid lines  indicate 
mappings that are “well-
posed” (i.e., have a unique 
solution), while  dashed lines  
indicate mappings that are 
“ill-posed” (i.e., have 
multiple solutions)       
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Spectroscopy (NIRS) works on a similar principle but enables the measurement of 
the hemoglobin concentrations through the intact skull of humans by using near 
infrared light (700–900 nm) (Villringer and Chance  1997 ; Strangman et al.  2002  ) . 
The greater penetration depth arises from the fact that the near infrared light is only 
weakly absorbed by hemoglobin, allowing a detectable portion of the incident light 
to reach the brain, interrogate the hemoglobin concentrations, scatter back to the 
surface of the scalp, and be detected. This greater scattering, however, reduces the 
spatial resolution dramatically ranging from ~5 to 10 mm on the cortex of human 
infants to ~10–20 mm on the cortex of adult humans. NIRS can be combined with 
fMRI to estimate evoked changes in CMRO 

2
  (Huppert et al.  2009  ) , and with EEG 

and MEG (Dale et al.  2000  )  to explore neurovascular coupling in humans non-
invasively (Ou et al.  2009  ) . A major limitation of all of these optical methods is a 
lack of laminar (i.e. depth) resolution and thus it is not possible to distinguish, e.g., 
superfi cial cortical responses from deeper cortical responses. 

 Signifi cantly improved  in vivo  lateral and depth resolution of the cerebral micro-
vascular network and the response of individual microvessels to brain activation 
were demonstrated in 1998 with 2-photon laser scanning microscopy (Kleinfeld 
et al.  1998  ) . While 2-photon microscopy enables ~1  m m lateral and depth resolution 
of vessel diameter and red blood cell velocity, it is limited by a ~600  m m depth pen-
etration. Optical Coherence Tomography (OCT) shows promise to overcome this 
issue by using interferometric detection to enhance detection sensitivity enabling a 
penetration depth of 1 mm or more and increased detection rate (Huang et al.  1991 ; 
Drexler et al.  1999  ) . Combined with Doppler detection techniques (Leitgeb et al. 
 2003 ; White et al.  2003 ; Bizheva et al.  2004  ) , it is possible to form volumetric images 
of red blood cell velocity spanning several cubic millimeters with ~10  m m resolution 
in ~10 s. This OCT methodology is being used extensively in studies of the retina 
(Huber et al.  2007  )  and is fi nding application in the cortex (Aguirre et al.  2006 ; Chen 
et al.  2008 ; Srinivasan et al.  2009 ; Srinivasan et al.  2010a ; Srinivasan et al.  2010b  ) .  
 Optical imaging is used also for direct measurements of neuronal activity by 
employing fl uorescent sensors of voltage or ionic concentrations (Tsien  1981 ; 
Miller  1988 ; Ross  1989 ; Grinvald and Hildesheim  2004 ; Baker et al.  2005  ) . The 
most popular indicators are voltage- and calcium-sensitive dyes. While both can be 
applied extrinsically, signifi cant progress has been recently made in development of 
genetically encoded calcium indicators with suffi cient sensitivity for detection of 
single spikes (Wallace et al.  2008  ) . 

 Below we choose to focus on a number of microscopic techniques, which have 
been successfully used by us and others for optical imaging of neuronal, vascular 
and metabolic activity. 

    15.2.1.1   Combined Spectral Imaging of Blood Oxygenation and Laser 
Speckle Imaging of Blood Flow 

 When OISI is performed using a number of different illumination wavelengths 
(referred to thereafter as “spectral” imaging), it enables estimation of changes in 



438 A. Devor et al.

oxyhemoglobin ( D HbO), deoxyhemoglobin ( D Hb) and total hemoglobin ( D HbT) 
(Devor et al.  2003 ; Dunn et al.  2003 ; Devor et al.  2005 ; Dunn et al.  2005 ; Boas et al. 
 2008  ) . Spectral imaging can be combined with LSCI (referred to thereafter as “laser 
speckle” imaging) for concurrent 2-dimensional mapping of blood fl ow (Dunn et al. 
 2001 ; Bolay et al.  2002 ; Dunn et al.  2003 ; Ayata et al.  2004 ; Dunn et al.  2005  ) . 
Simultaneous imaging of blood fl ow, volume and oxygenation allows for calcula-
tion of CMRO 

2
  (see Sect.  15.3.3.2  below). 

 During simultaneous spectral and laser speckle measurements, the detected light 
is split via a dichroic mirror, fi ltered and directed towards two dedicated detectors 
for imaging of blood oxygenation and speckle contrast respectively (Fig.  15.2 ). In 
our system, the fi ltering is achieved by passing light below 650 nm to the spectral 
detector, and 780 nm light (FWHM of 10 nm) to the speckle detector.  

 For spectral imaging  n  different bandpass fi lters ( n  = 6 in our imager) are placed 
on a multi-position fi lter wheel, mounted on a DC motor. In the imager used by 
Dunn et al.  (  2003,   2005  )  and Devor et al.  (  2003,   2005,   2007 ,  2008b    ), the center 
wavelengths of the fi lters range between 560 and 610 nm at 10-nm intervals. 
Illuminating light from a tungsten-halogen light source (Oriel, Spectra-Physics) is 
directed through the fi lter wheel, coupled to a 12 mm fi ber bundle. Images of 
~6 × 12 mm area are acquired by a cooled 16 bit CCD camera (Cascade 512B, 
Photometrics). Image acquisition is triggered at ~13 Hz by individual fi lters in the 
fi lter wheel passing through an optic sensor. The image set at each wavelength is 
averaged across trials and the averaged data are converted to changes in HbO and 
Hb at each pixel using the modifi ed Beer Lambert relationship:

  Fig. 15.2    Double-camera setup for simultaneous spectral and laser speckle measurements       
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     ( )λ ε λ ε λ λΔ = Δ + Δ( , ) ( ) ( ) ( ) ( ) ( )HbO HbO HbR HbRA t C t C t D
   (15.1)  

where   D A( l ,t)  = log (R  
 o 
  /R(t))  is the attenuation at each wavelength,  R  

 o 
  and  R(t)  are 

the measured refl ectance intensities at baseline and time  t , respectively,  D  C  
 HbO 

  and 
 D  C  

 Hb 
  are the changes in concentrations of HbO and Hb, respectively, and   e   

 HbO 
  and 

  e   
 Hb 

  are the molar extinction coeffi cients. This equation is solved for  D  C  
 HbO 

  and  D  C  
 Hb 

  
using a least-squares approach. The differential pathlength factor,  D( l ),  accounts 
for the fact that each wavelength travels slightly different pathlengths through the 
tissue due to the wavelength dependence of scattering and absorption in the tissue, 
and is estimated using the approach of Kohl et al.  (  2000  )  through Monte Carlo 
simulations of light propagation in tissue. Baseline concentrations of 60  m M and 
40  m M are assumed for HbO and Hb, respectively (Mayhew et al.  2000 ; Jones et al. 
 2002  ) . Dunn et al.  (  2005  )  indicates that the results for relative hemoglobin changes 
are only weakly sensitive to these assumed baseline values. 

 A laser diode (785 nm, 80 mW) is used as a light source for speckle imaging. 
Raw speckle images are acquired by a high-speed (~120 Hz) 8-bit CMOS camera 
(A602f, Basler) with an exposure time of 5 ms and in-plane resolution of ~20  m m. 
The speckle contrast is defi ned as the ratio of the standard deviation to the mean 
pixel intensities,  s /< I >    within a localized region of the image (Briers  2001  ) . Speckle 
contrast is calculated in a series of laser speckle images as described in Dunn et al. 
 (  2001,   2005  )  following spatial smoothing using 5 × 5 pixel sliding window (Dunn 
et al.  2001 ; Dunn et al.  2005  ) . Numerous theoretical advances have recently been 
made in speckle imaging as reviewed in (Draijer et al.  2008  ) . 

 Spectral imaging in the brain detects not only changes in hemoglobin oxygen-
ation, but also other perfusion- and metabolism-related signals, including changes 
in cytochrome oxidation and light scattering. However, at visible wavelengths, such 
as within the 560–610 nm window used in our imager, the hemoglobin in blood is 
the most signifi cant absorber (Frostig et al.  1990 ; Grinvald  1992 ; Narayan et al. 
 1994 ; Narayan et al.  1995 ; Malonek and Grinvald  1996 ; Nemoto et al.  1999 ; 
Vanzetta and Grinvald  1999  ) . At longer wavelengths, at which Hb and HbO have 
negligible absorbance, light-scattering effects dominate. 

 The biggest limitation of the spectral and laser speckle imaging, common for all 
CCD-based optical methods, is the lack of laminar resolution. The signal at every 
pixel represents a weighted sum of the response though the whole depth of light 
penetration (with the highest sensitivity to the cortical surface) (Polimeni et al. 
 2005  ) . As a result, the spatial resolution in the XY plane is somewhat ambiguous: 
while on the surface it is determined by the size of the CCD chip, it gradually 
decreases with the cortical depth due to light scattering in the tissue. One can use 
complementary optical methods such as OCT (Aguirre et al.  2006 ; Chen et al.  2008 ; 
Srinivasan et al.  2009 ; Srinivasan et al.  2010a ; Srinivasan et al.  2010b  ) , LOT 
(Hillman et al.  2004 ; Hillman et al.  2007  )  and 2-photon microscopy (Kleinfeld et al. 
 1998 ; Takano et al.  2006 ; Chaigneau et al.  2007 ; Devor et al.  2007 ; Devor et al. 
 2008b  )  to gain depth-resolved images.  
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    15.2.1.2   Two-Photon Measurements of Single-Vessel Vascular Dynamics 

 Two-photon microscopy has been employed to image changes in diameter and 
velocity of blood fl ow in single arterioles evoked by neuronal, glial and pharmaco-
logical stimuli  in vitro  (Simard et al.  2003 ; Zonta et al.  2003 ; Cauli et al.  2004 ; 
Mulligan and MacVicar  2004 ; Filosa et al.  2006 ; Rancillac et al.  2006  )  and  in vivo  
(Faraci and Breese  1993 ; Kleinfeld et al.  1998 ; Chaigneau et al.  2003 ; Kleinfeld 
and Griesbeck  2005 ; Takano et al.  2006 ; Chaigneau et al.  2007 ; Boas et al.  2008  ) . 
 In vivo  the cerebral blood fl ow and vascular diameter changes can be imaged from 
the cortical surface to as deep as 600  m m below the pia mater of the cortex – down 
to layer IV in rat cerebral cortex (Kleinfeld et al.  1998  ) . To visualize the vascula-
ture and to track movement of red blood cells (RBCs), dextran-conjugated fl uores-
cent dyes (such as fl uorescein or Texas Red) are injected intravenously. In our 
practice, a 4x air objective (Olympus XLFluor4x/340, NA = 0.28) is used to obtain 
images of the surface vasculature across the entire cranial window to aid in navi-
gating in the XY-plane. 10x (Zeiss Achroplan, NA = 0.3), Super20x (Olympus, 
NA = 0.95) and 40x (Olympus, NA = 0.8) water-immersion objectives are used for 
subsequent high-resolution imaging and line-scan measurements of vessel diame-
ter and RBC velocity. 

  Measurements of vessel diameter . Absolute vessel diameter is measured by obtain-
ing a planar image stack, or by using continuous line scans to gauge rapid changes 
over time (Fig.  15.3 ). The diameter changes are captured by repeated line scans 
across the vessel that form a space-time image when stacked sequentially (Fig.  15.3 , 
 left ). Diameters are extracted from profi le changes (Fig.  15.3 ,  right : compare blue 
( baseline ) to  red  ( peak dilation )). By scanning longer distances across multiple ves-
sels, or when using advanced scanning algorithms (Gobel et al.  2007  ) , one can 
obtain the diameter changes of multiple vessels in a single space-time image. In this 
case, the scanning direction may not always be perpendicular to the vessel axis for 
each of the measured vessels when using this approach. However, the fractional 
diameter change is unaffected and the absolute diameter  D  can be obtained by 
 D = D  

 m 
  sin  q   ,  where  D  

 m 
  is the measured diameter, and   q   is the angle between the scan 

  Fig. 15.3    Line-scan diameter 
measurement       
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line and the axis of the vessel. In practice, when scanning in a single plane, the 
number of simultaneously measured vessels is limited to vessels in focus. The diam-
eter can also be estimated from the image time series of a diving vessel obtained in 
a frame scanning mode by counting the number of pixels above a pre-set intensity 
threshold (Fig.  15.4 ). A scan rate of 150 Hz or video-rate frame mode while main-
taining diffraction limited spatial resolution is suffi cient to capture relatively slow 
diameter changes.   

  Measurements of RBC velocity . Intravenously injected dextran-conjugated fl uores-
cent dyes label the plasma leaving RBCs visible as dark shadows on bright fl uores-
cent background (Fig.  15.5 ). The speed of the RBCs is captured by repeated line 
scans along the axis of the vessel that form a space-time image when stacked 
sequentially and leads to the generation of streaks caused by the motion of RBCs. 
High scan rate (above 1 KHz) is required for capturing of fast arterial fl ow. The 
speed of RBCs is given by the reciprocal of the slope of these streaks and the direction 

  Fig. 15.4     Frame-scan 
diameter measurement . 
Intravascular lumen and 
astrocytic endfeet are in 
green and red, respectively       

  Fig. 15.5    Measurement of 
RBC velocity       
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of fl ow is determined from the sign of the slope (Fig.  15.4 , velocity = 1/tan  q  ). 
An algorithm based on singular value decomposition is used to automate the 
calculation of speed from the line-scan data (Kleinfeld et al.  1998  ) . Given both 
measurements of diameter and velocity one can calculate fl ux (number of RBCs 
per second) (Devor et al.  2008a  )  that might have a more direct relationship to 
the MRI pulsed Arterial Spin Labeling (ASL) measure of blood fl ow (Brown 
et al.  2007  ) .   

    15.2.1.3   Optical Coherence Tomography (OCT) 

 OCT is an important clinically established biomedical imaging modality that uses 
broadband near-infrared light to provide depth-resolved, cross-sectional images of 
tissue to depths > 1 mm and with resolutions in the range of 1–10  m m (Huang et al. 
 1991 ; Drexler et al.  1999  ) . With OCT, the light source is split into two beams. One of 
the beams of light travels through the sample arm and is focused into the tissue by a 
lens similar to 2-photon microscopy but generally with a smaller numerical aperture. 
This light is scattered as it travels deeper into the tissue and a portion of this scattered 
light is collected by the focusing lens. In parallel, the other beam of light travels an 
equivalent path length in the reference arm but is refl ected by a mirror. The light 
refl ected back in the reference arm and the sample arm are mixed and produce an 
interference pattern. The OCT signal is derived from the interference fringes. This 
heterodyne method used in OCT allows detection of signals smaller than one part in 
10 −10 , or −100 dB. Such exquisite sensitivity allows deeper imaging than multi-photon 
microscopy and suggests that OCT may be sensitive to weak changes in scattered light 
associated with functional activation in the cortex. Depth resolution is achieved by 
using a broadband light source that has a coherence length on the order of 1–10  m m. 
When the light has a short coherence length, the interference between the sample and 
reference arms occurs only when the path length of light in each arm is matched. 
Thus, by varying the path length of the reference arm, it is possible to probe the 
amount of light scattered at different depths in the sample with a depth resolution 
given by the coherence length. This is the classical time-domain OCT that required a 
moving mirror in the reference arm. Recently, spectral (White et al.  2003 ; Wojtkowski 
et al.  2003  )  and frequency (Leitgeb et al.  2003 ; Vakoc et al.  2005  )  domain OCT meth-
odology were introduced that do not require moving parts or a time varying delay line 
and thus enable up to 100x faster signal acquisition. 

 This only gives signal along the axis of the optical beam. A small numerical 
aperture is used to maintain a small lateral profi le of the beam over a long axial 
distance of 500–1,000  m m. A higher numerical aperture would give a lateral resolu-
tion of ~1  m m but then the signal could only be acquired over a few micrometers in 
the axial direction. Cross-sectional images are generated by scanning the optical 
beam across the tissue in the same fashion that 2-photon microscopy generates 
images. If the scattering particle in the tissue is moving, such as RBCs, then the 
scattered light has a Doppler frequency shift that can be detected as a phase shift 
versus time thus enabling Doppler OCT to image RBC velocity (Leitgeb et al.  2003 ; 
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White et al.  2003 ; Bizheva et al.  2004  ) . Overall, OCT imaging is analogous to 
ultrasound B-mode imaging, except that it uses light rather than acoustical waves. 

 Few studies exist to date using OCT imaging to study functional activation in 
neuronal tissues. Maheswari et al. showed depth resolved stimulus specifi c profi les 
of slow processes during functional activation in the cat visual cortex (Maheswari 
et al.  2003  ) . They attributed these signals to variation in scattering due to localized 
structural changes such as capillary dilation and cell swelling. This was further 
supported by recent studies from our group which showed spatial and temporal agree-
ment between the evoked OCT signal changes and the multi-spectral images of 
hemoglobin changes (Aguirre et al.  2006 ; Chen et al.  2008  ) . Further, Chen et al. 
observed a delay in the OCT signal at superfi cial depths relative to the multi-spectral 
hemoglobin changes suggestive of retrograde vasodilation (Chen et al.  2008  ) . Evoked 
scattering changes can be observed also on a fast scale corresponding to propagation 
of action potentials (Lazebnik et al.  2003 ; Akkin et al.  2004 ; Fang-Yen et al.  2004  ) . 
These and other studies have generated tremendous recent interest in OCT as a 
potential tool for imaging of both fast and slow functional signals of neuronal and 
vascular origins.  

    15.2.1.4   Optical Imaging of pO 2  

 A recent optical approach exploits O 
2
 -dependent quenching of a phosphorescence 

molecule for the  in vivo  imaging of O 
2
  content in living tissue (Dunphy et al.  2002 ; 

Smith et al.  2002  ) . The technique is attractive because the calibration between the 
phosphorescent lifetime and the partial pressure of oxygen (pO 

2
 ) is absolute (Dunphy 

et al.  2002  ) , and it can be applied to measure both intravascular and tissue oxygen-
ation. To obtain local measures of pO 

2
 , the phosphorescence molecule must be intro-

duced into the blood stream or into the tissue. A pulse of light is introduced into the 
tissue at the appropriate wavelength to excite an electron out of the ground state of 
the phosphorescent molecule. The excited state electron transitions into a triplet 
state that has a “forbidden” transition back to the ground state that can take from one 
to hundreds of microseconds (depending on the molecule), releasing a red-shifted 
phosphorescent photon in the process. Measuring these phosphorescent photons 
reveals an exponential decay profi le described by a single lifetime. This long life-
time increases the probability of collisions between molecular oxygen and the 
excited phosphorescent molecule providing a non-radiative decay pathway. The lon-
ger the electron stays in the excited state, the greater the probability of it decaying 
non-radiatively. Thus, oxygen has the effect of decreasing the apparent lifetime of 
the phosphorescent decay. A greater concentration of oxygen increases the probabil-
ity of collisions and thus further decreases the phosphorescent lifetime. The lifetime 
relationship with the partial pressure of oxygen follows the Stern-Volmer relation,

     

τ
τ

τ
= + 21o

ok pO
   

(15.2)
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where  t  and   t   
 o 
  is the phosphorescent lifetime at a particular partial pressure of oxygen 

 pO  
 2 
  and at  pO  

 2 
  = 0 respectively, and  k  is the second-order rate constant related to the 

frequency of collisions of the excited-state phosphor with molecular oxygen. 
 Intravascular imaging of pO 

2
  can be performed with a thermoelectrically cooled 

CCD camera (Sakadzic et al.  2009  )  or using confocal imaging (Yaseen et al.  2009  ) . 
The camera frame rate is synchronized with the triggering rate of the pulsed laser 
used for excitation of phosphorescence. The light is collected by the low magnifi ca-
tion infi nity corrected objective (e.g., Olympus XL Fluor 4x/340, 0.28 NA) and an 
image is created on the CCD sensor by a 100 mm focal length tube lens. Ambient 
light and phosphorescence excitation light are suppressed with a 650 nm high pass 
fi lter. The light from the pulsed laser is coupled into the multimode fi ber and typi-
cally 5–10 mJ/cm 2  is delivered to the brain tissue at an angle with respect to the 
cranial window surface. For estimation of phosphorescence lifetimes, 4 × 4 binning 
of the CCD pixels is used and the CCD exposure time is set to 50  m s. A sequence of 
25 frames is acquired with variable delay times with respect to the laser Q-switch 
opening. The fi rst frame (200  m s before the laser pulse) is used to subtract the back-
ground light from the phosphorescence intensity images, and the delays of the 
remaining 24 frames are divided into three groups: initial 10 acquisitions with 5  m s 
increments in delay following the laser pulse, followed by 10 acquisitions with 
20  m s increments in delay and four acquisitions with 400  m s increments in delay 
(Sakadzic et al.  2009  ) . In addition to single photon excitation of O 

2
 -sensitive probes, 

2-photon excitation is now being employed to achieve better depth penetration and 
higher spatial localization (Mik et al.  2004 ; Finikova et al.  2008  ) . 

 Oxygenation data alone cannot be used to infer CMRO 
2
 , because a mere increase 

in blood fl ow without a concurrent increase in local O 
2
  metabolism would raise O 

2
  

concentration in the tissue and blood. However, CMRO 
2
  can be calculated given 

simultaneous measurements of fl ow and oxygenation. For example, CMRO 
2
  can be 

calculated by combining phosphorescence lifetime imaging with laser speckle 
imaging (Fig.  15.6 ) (Sakadzic et al.  2009  ) . CMRO 

2
  can also be calculated from 

simultaneous spectral and laser speckle imaging (Dunn et al.  2003 ; Dunn et al. 
 2005  ) , or (on a more macroscopic scale) from interleaved BOLD and ASL fMRI 
(Brown et al.  2007  ) . In future simultaneous 2-photon imaging of intravascular and 
tissue pO 

2
  would allow direct measurements the pO 

2
  gradient as a function of the 

depth and distance to the closest capillary, arteriole or venule, and calculation of 
the microscopic distribution of CMRO 

2
 .   

    15.2.1.5   Optical Imaging of NADH Intrinsic Fluorescence 

 Optical imaging of intrinsic  b -nicotinamide adenine dinucleotide (NADH) tissue 
fl uorescence has drawn some attention in recent years, motivated by the early work 
of Britton Chance and colleagues (Chance et al.  1962  ) . NADH is the principal elec-
tron carrier in glycolysis, the Krebs cycle and the mitochondrial respiratory chain. 
NADH is generated during glycolysis in the cytosol, shuttled to mitochondria 
(directly or via electron shuttles) and subsequently oxidized to NAD +  in the electron 
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transport chain, establishing a potential across the inner mitochondrial membrane, 
enabling the production of ATP. In mitochondria, the oxidation is followed by 
regeneration of NADH from NAD +  during the TCA cycle. In the cytosol, conversion 
of pyruvate into lactate (with a subsequent secretion of lactate into the extracellular 
space) decreases the NADH pool but on a slower time scale (Hu and Wilson  1997  ) . 
Thus, although a close correlation between NADH oxidation and oxygen consump-
tion has been reported (see (Turner et al.  2007  )  for a recent review), interpretation 
of the ratio of NADH/NAD +  can be complex, depending on the balance of CMRO 

2
  

and non-oxidative glycolysis. 
 Since NADH is auto-fl uorescent while NAD +  is not, intrinsic NADH fl uores-

cence serves as an indicator of the cellular redox state. Previous studies  in vivo  
established that on a macroscopic level NADH auto-fl uorescence of brain tissue 
decreases in response to stimulation, cortical spreading depression or seizures 
throughout the duration of the stimulus as far as blood fl ow is not compromised, and 
increases in response to hypoxia or ischemia. A recent 2-photon microscopy study 
in a hippocampal brain slice revealed that astrocytes have a higher resting NADH 
fl uorescence than neurons and respond to stimulation of Schaffer collaterals with an 

  Fig. 15.6     Imaging of pO  
 2 
   by measuring the phosphorescence lifetime of an oxygen-sensitive 

probe Oxyphor R2 during forepaw stimulation . ( a ) Position of the cranial window and photo-
graph of the cortical vasculature. ( b ) Baseline pO 

2
  map. ( c ) Composite image consisting of phos-

phorescence intensity ( gray ) and the functional CBF response ( color ). ( d ) Speckle contrast image 
of baseline fl ow. ( e ) Time-courses of pO 

2
  ( red solid curve ) and rCBF ( black dashed curve ) during 

several stimulation sequences. Both pO 
2
  and rCBF values were averaged over the area marked by 

rectangles in ( b ) and ( d ). ( f ) Average pO 
2
 , rCBF, and calculated rCMRO 

2
  averaged over six stimu-

lation trials. Duration of the stimulus is marked by the black horizontal bars in ( e ) and ( f ) Scale bar 
is 1 mm (Reproduced with permission from (Sakadzic et al.  2009  ) )       
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increase in NADH signal (Kasischke et al.  2004  ) . However, NADH behavior  in vitro  
might differ from  in vivo  because of the limited O 

2
  availability in absence blood 

fl ow and O 
2
  carriers (Devor et al.  2009  ) . Future 2-photon studies are required to 

establish metabolic imaging biomarkers on a single cell level  in vivo .  

    15.2.1.6   Voltage-Sensitive Dyes Imaging 

 Voltage-sensitive dyes (VSD) imaging provides a unique tool for visualizing real-
time neuronal activity in space and time (Cohen and Lesher  1986 ; Grinvald et al. 
 1988  ) . The dye molecules bind to the external surface of the excitable membranes 
of neurons and act as molecular transducers that transform changes in membrane 
potential into optical signals. Following a stimulus, but also during the spontaneous 
neuronal activity, there is a change in membrane potential in excitable brain tissue 
that produces a change in the absorption or the emitted fl uorescence of the dye. The 
optical signal represents a spatial integral of membrane potentials over all mem-
branes in a given area. Since dendritic arborizations constitute a large percentage of 
the total membrane area, voltage-sensitive dye signals refl ect potential changes that 
result mostly from synaptic activity (Ebner and Chen  1995 ; Ferezou et al.  2006  ) . In 
common practice, a well is built around a cortical exposure and fi lled with the dye 
solution. The dye is left for 1–1.5 h to impregnate the brain. Next, the staining solu-
tion in the well is replaced multiple times with fresh buffered saline to remove any 
unbound dye molecules, and the well is sealed. The cortex is illuminated using an 
epi-illumination system with appropriate excitation and emission fi lters (e.g., 630 
and 665 nm respectively, using RH 1691) and a dichroic mirror. Fluorescent images 
are acquired using a cooled CCD camera usually at 200 Hz or above. 

 Respiration and heartbeat represent dominant sources of noise in VSD imaging 
experiments (Shoham et al.  1999  ) . Bleaching and photodynamic damage provide an 
additional constraint for the number of trials that can be acquired to improve the 
single-to-noise ratio (SNR). To reduce the noise from breathing and heart pulsation, 
the data acquisition is usually synchronized with ventilation and electrocardiogram, 
with a subsequent subtraction of blank (no stimulus) trials. 

 Similar to optical imaging of intrinsic signals, voltage-sensitive optical measure-
ments are done from the cortical surface and do not posses laminar (depth) resolution. 
The signal at every pixel represents an integral of the response though the whole 
depth of light penetration. It has been demonstrated that dyes RH-1691, RH-1692, 
and RH-1838 stain the cortex to a depth of at least 1 mm (Shoham et al.  1999  ) .   

    15.2.2   Laminar Electrophysiological Recordings 

 Although VSD and fl uorescent ionic indicators, such as calcium-sensitive dyes, 
become increasingly popular, electrophysiological recordings are still considered 
“the gold standard” for measurements of neuronal activity. Most of the record-
ings  in vivo  are performed using extracellular metal or glass microelectrodes. 
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Electrophysiological recordings with extracellular microelectrodes or microelectrode 
arrays measure electrical potentials with respect to a distant site – usually a reference 
electrode that is attached to the skull. In this confi guration, the measured potential 
refl ects spikes of multiple neurons superimposed on other lower frequency waves 
related mostly to synaptic activity. The spiking (multiple unit activity, MUA) and 
synaptic (local fi eld potential, LFP) activity can be separated by high- and low-pass 
fi ltering, respectively. This separation is based on the fact that spikes are fast events 
lasting ~ 1 ms, whereas synaptic potentials typically range from 10 to 100 ms. 

 Intracellular recording from single cells can be made  in vivo  using either “sharp” 
or “patch” confi gurations. In contrast to extracellular recordings that usually sample 
many cells in the neighborhood of the electrode tip, intracellular recordings are made 
from one cell at a time. Until recently, these recordings could not be targeted to a 
particular cell type, which made studies of infrequent cell types very diffi cult. Recently, 
a new approach has been described that uses 2-photon microscopy and cell-type-
specifi c labeling to guide patch electrodes to specifi c cells - “2-photon guided patch” 
(Margrie et al.  2003  ) . In principle, this method can be combined with other 2-photon 
measurements such as measurements of vascular diameters and RBC velocity. 

 Whereas intracellular recordings provide the ultimate single-cell resolution, they 
are impractical for estimation of population activity and reconstruction of circuit 
dynamics. For that reason, MUA and LFP measurements have been extensively 
employed in studies of neurovascular coupling. However, a growing body of recent 
data reviewed below (see Sect.  15.4.1 ) increasingly suggest that cell-type specifi c 
release of vascular mediator can play a central role in regulation of blood fl ow. These 
data emphasize the need for computational methods for extraction of cell type-specifi c 
activity from MUA and LFP that can be validated through intracellular recordings. 

 The cortical column can be considered as a processing unit of the cerebral cortex 
(Simons  1978  ) . However, within a given column, processing is organized according 
to cortical lamina. Different cortical layers contain distinct neuronal types, and cor-
tical connections in different areas have characteristic laminar origins and termina-
tions (Thomson and Bannister  2003  ) . Therefore, depth-resolved (laminar) recordings 
increase our ability to extract more detailed information on the activity within the 
cortical circuit. To obtain a laminar depth profi le, one can record sequentially, insert-
ing one microelectrode at different depths. However, this method is time-consuming 
and inevitably inaccurate due to elastic properties of the cortical tissue. An alterna-
tive is to use a one-dimentional multielectrode array with multiple contacts spaced 
at equal intervals (Fig.  15.7 ) (Ulbert et al.  2001 ; Devor et al.  2003  ) . Using multielec-
trode arrays, simultaneous measurements of MUA and LFP are made throughout 
the entire cortical depth. The depth is estimated based on the contact number when the 
top contact is positioned at the cortical surface using visual control. In our practice, 
the recorded potential is amplifi ed and fi ltered into two signals: a low-frequency 
LFP part (0.1–500 Hz, sampled at 2 kHz with 16 bits) and a high-frequency MUA 
part (150–5,000 Hz, sampled at 20 kHz with 12 bits), see (Ulbert et al.  2001  )  for 
details. MUA is further digitally bandpass fi ltered between 750 Hz and 5,000 Hz 
using a zero phase-shift second order Butterworth fi lter, and then rectifi ed to provide 
the MUA. The MUA data is usually smoothed along the time axis using a Gaussian 
kernel of 1 ms full width at 1/e of peak amplitude. Dense mapping using extracellular 
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microelectrodes (2–4 M W , FHC) is performed prior to insertion of the array to 
determine the location of the maximal neuronal response.  

 The size of the laminar electrode (diameter = 300  m m in Ulbert et al.  (  2001  ) ) is 
comparable to the size of a cortical column. However, recordings using a laminar 
electrode and sequential recordings using a single microelectrode at different penetra-
tion depths yielded similar results (Rappelsberger et al.  1981  ) . Due to different spatial 
sensitivity of the recording of spikes and synaptic potentials, LFP signals are recorded 
from a bigger area. Specifi cally, MUA represents a weighted sum of the extracellular 
action potentials of neurons within a sphere of ~ 100  m m radius (Buzsaki  2004 ; 
Somogyvari et al.  2005 ;    Pettersen and Einevoll  2008 ; Pettersen et al.  2008  ) , with the 
electrode in the center. LFP, on the other hand, appears to refl ect a weighted average 
of dendro-somatic components of synaptic signals of a neuronal population within a 
few hundred micrometers or more of the electrode tip (Pettersen et al.  2008  ) .   

    15.3   Modeling Approaches 

 Our general conceptual framework for modeling the relationship between physio-
logical variables and imaging observables (forward models), as well as the coupling 
between physiological variables (physiological models) is illustrated in Fig.  15.8 . In 
this framework, spiking activity of each neuronal population is associated with two 
parallel processes: release of vasoactive messenger molecules and energy metabolism 

  Fig. 15.7    Laminar recordings of LFP in response to contra- and ipsilateral forepaw stimulation       
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(Neurovascular and Neurometabolic Coupling models). The resulting vascular and 
metabolic response then lead to spatiotemporal changes in blood fl ow, volume and 
oxygenation, as specifi ed by the Oxygen Dynamics model. In the following, we 
introduce a mathematical modeling framework that is used to capture the relationship 
between the physiological variables, and show how the physiological parameters 
can be estimated from the experimental observables.  

    15.3.1   Multi-modality Integration: A Bayesian Modeling 
Framework 

 A key goal of multi-modality integration is to derive estimates of unknown physio-
logical variables with the greatest possible spatial and temporal accuracy, by exploit-
ing the relative strengths of different imaging modalities. Bayesian estimation 
provides a convenient and general mathematical framework for formulating this 

  Fig. 15.8     Theoretical framework . Experimental observables are indicated by rounded rectangles 
( yellow for electrophysiological; blue for optical; pink for MR-based ). The physiological param-
eters of interest are indicated by black ovals, and the relationships between physiological variables 
and observables are indicated by arrows. The computational models, linking physiological param-
eters and measurements, are indicated by black rectangles. vTPLSM and Ca TPLSM stand for 
2-photon laser scanning microscopy measurements of vascular diameters/velocities and calcium 
indicators, respectively. CBV, cerebral blood volume; MION, MRI contrast agent monocrystalline 
iron oxide nanocolloid used for measuring of CBV; CMRglu, cerebral metabolic rate of glucose; 
v pO 

2
 , intravascular pO 

2
 ; t pO 

2
 , tissue pO 

2
 ; Hb, deoxyhemoglobin       
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integration problem. Specifi cally, we aim to estimate the spatiotemporal behavior of 
various electrophysiological variables (‘  b   

E
 ( r , t )’ : [membrane potential, action poten-

tials, trans-synaptic currents]), metabolic variables (‘  b   
M

 ( r , t )’ : [CMRO 
2
 ]), and vascular/

hemodynamic variables (‘  b   
H
 ( r , t )’ : [vessel diameters, fl ow, volume, oxygen concen-

tration]), from a given set of experimental observables. The relevant observables are 
 electric/magnetic:  ‘ Y  

EM
 ( r , t ) ’  = [MUA, LFP, EEG, MEG];  optical:  ‘ Y  

OPT
 ( r , t )’ = [spec-

tral/speckle, NIRS]; and  magnetic resonance : ‘ Y  
MRI

 ( r , t )’ = [BOLD, ASL, MION]). 
These observables refl ect the electrical (‘  b   

E
 ( r , t )’), metabolic (‘  b   

M
 ( r , t )’) and hemody-

namic (‘  b   
H
 ( r , t )’) state of the brain at time ‘ t ’ and location ‘ r ’ in the brain. Using 

Bayes’ Rule, assuming independent noise processes for the different observables 
( Y  

EM
 ,  Y  

OPT
 ,  Y  

MRI
 ), and assuming that  Y  

EM
  refl ect only electrophysiological parame-

ters, and  Y  
OPT

 ,  Y  
MRI

  refl ect only hemodynamic and metabolic variables, we get
     

⏐ ⏐ ⏐∝ ⏐ ⏐E, M, H EM OPT MRI EM E OPT M, H MRI M, H M, H E EP( , , ) P( )•P( )•P( )•P( )•P( )Y Y Y Y Y Yb b b b b b b b b b b b
  

 (15.3)   

 The left hand side of this equation represents the  a posteriori  probability of the 
physiological parameters   b   

E
 ( r , t ),   b   

M
 ( r , t ),and   b   

H
 ( r , t ), given all observables ‘ Y  

i
 ( r , t )’, 

as well as  a priori  information, from which the  maximum a posteriori probability  
(MAP) estimates and confi dence intervals for the electrical variables of interest can 
be obtained (Schmidt et al.  1999 ; Dale and Halgren  2001 ; Friston  2005  ) . The term 
P( Y  

EM
 |  b   

E
 ) represents the forward solution for the electric/magnetic observables, 

given the electrophysiological parameters. The  a priori  information about the elec-
trophysiological parameters are encoded in P(  b   

E
 ), refl ecting the coupling between 

these parameters (captured by the Neuronal Population Dynamics model in Fig.  15.8 ). 
The mathematical relationship between the electric/magnetic observables and elec-
trophysiological parameters is developed in more detail in Sect.  15.3.2 , below. 

 The term P(  b   
M,

   b   
H
 |  b   

E
 ) refl ects the coupling between electrophysiological activity 

(e.g., fi ring and/or synaptic activity of specifi c cell types), and hemodynamic and 
metabolic parameters (e.g., CMRO 

2
  and arteriolar dilation; captured by the 

Neurovascular Coupling, Neurometabolic Coupling, and Oxygen Dynamics mod-
els in Fig.  15.8 ). The terms P( Y  

OPT
  |   b   

M
 ,   b   

H
 ) and P( Y  

MRI
  |   b   

M,
   b   

H
 ) represent the optical 

and MRI forward solutions, respectively. Characterization of these functions, for 
the measurement modalities and physiological parameters of interest, is detailed in 
Sect.  15.3.3 , below.  

    15.3.2   Modeling of Neuronal Populations from Laminar 
Microelectrode Recordings 

    15.3.2.1   Forward Modeling of Extracellular Potentials 

 The potentials recorded by extracellular electrodes stem from the ionic electrical 
currents going through the membranes of neurons and other cells in the vicinity of 
the electrode contacts. These transmembrane currents force small electrical currents 
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to be driven through the low-resistance extracellular medium which, following 
Ohms electrical circuit law, lead to spatial variations in the extracellular potential. 
The low resistance of the extracellular medium implies that the extracellular poten-
tial differences will be small, typically less than a millivolt, i.e., much smaller than 
the typical neuronal membrane potentials of about 70 mV. 

 The extracellular potentials generated by transmembrane currents can be calcu-
lated using  volume conductor theory  (Nunez and Srinivasan  2006  ) . Here the extra-
cellular medium is envisioned as smooth and continuous and transmembrane 
currents entering and leaving the extracellular space are represented as  volume cur-
rent sources . The fundamental relationship between the extracellular potential   j   
recorded at a position  r  due to a transmembrane current  I  

 0 
  at a position  r  

0
  is given by 

(Hämäläinen et al.  1993 ; Nunez and Srinivasan  2006  ) 

     ⏐ − ⏐
0

0

( )1
( , ) = .

4

I t
tj

pq
r

r r    
(15.4)

   

 Here  r  and  r  
0
  are position  vectors ,   s   is the  extracellular conductivity , and the 

extracellular potential   j   is chosen to be zero infi nitely far away from the transmem-
brane current. 

 Several assumptions lie behind this simple formula, in particular the  quasistatic 
approximation of Maxwell’s equations . This approximation amounts to omitting 
time derivatives of the electric and magnetic fi elds from the original Maxwell’s 
equations. Then the electric fi eld  E  in the extracellular medium is related to the 
extracellular potential   j   via  E  = −∇  j  . For frequencies inherent in neuronal activity, 
i.e., less than a few thousand hertz, the quasistatic approximation seems to be well 
fulfi lled (Hämäläinen et al.  1993  ) . Assumptions have also been made about the elec-
trical properties of the extracellular medium: The current density  j  is assumed to be 
proportional to the electrical fi eld, i.e.,  j  =   s   E . Further, the extracellular conductivity 
is assumed to be purely ohmic, i.e.,   s   has no imaginary part from capacitive effects 
(Nunez and Srinivasan  2006 ; Logothetis et al.  2007  ) . Finally, the formula assumes 
  s   to be the same everywhere and also the same in all directions (Logothetis et al. 
 2007  ) . More discussion on these assumptions, and also ways of generalizing 
Eq.  15.4  when they do not apply, can be found in (Pettersen et al.  2012  ) . 

 The formula in Eq.  15.4  forms the basis for so called  forward modeling  of extra-
cellular potentials, i.e., it describes how a transmembrane current due to neuronal 
activity contributes to this potential. A convenient feature of the forward-modeling 
scheme is that due to the linearity of Maxwell’s equations, the contributions to the 
extracellular potential from the various neuronal sources add up linearly. Thus the net 
extracellular potential from activity in an entire neuron can be found simply by add-
ing contributions of the form in Eq.  15.4  from transmembrane currents from all parts 
of the neuron. In general, compartmental modeling, using simulation tools like 
NEURON (Carnevale and Hines  2006  )  and Genesis (Bower and Beeman  1998  ) , must 
be used to calculate the transmembrane currents acting as sources for the extracellular 
potential. However, if all transmembrane currents and their spatial positions are 
known, the extracellular potential can in principle be computed at any point. 
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 In Fig.  15.9  we illustrate this forward-modeling scheme by showing the calcu-
lated extracellular potential for a compartmental neuron model fi ring an action 
potential. The top panel shows a characteristic membrane potential trace for an 
action potential calculated by the simulation tool NEURON using a model pyrami-
dal neuron constructed by Mainen and Sejnowski (Mainen and Sejnowski  1996  ) . 
This neuron model has several types of active ion channels spread across the neu-
ronal membrane, and the membrane potential trace has a characteristic shape with a 
fast depolarization followed by an almost equally fast repolarization, and eventually 
a longer after-hyperpolarization. The corresponding calculated extracellular spike 
pattern is shown at different positions in the lower panel. These extracellular poten-
tials are found from evaluating a sum over numerous terms (one for each compart-
ment) of the type in Eq.  15.4  where  I  

 0 
  (t)  corresponds to transmembrane currents 

found for each compartment in the NEURON simulation (see (Pettersen et al.  2008  )  

  Fig. 15.9     Intracellularly 
and extracellularly 
recorded action potentials . 
The model is a reconstructed 
pyramidal neuron taken from 
Mainen and Sejnowski 
 (  1996  ) . A synaptic stimuli 
similar to what is called 
“stimulus input pattern 1” in 
Pettersen et al.  (  2008  )  is used. 
Top panel: Membrane 
potential in soma during an 
action potential. Inset shows 
the membrane potential trace 
in a 5 ms time window 
around the action potential. 
Lower panel: Calculated 
extracellular potentials based 
on a variant of the forward-
modeling formula in Eq.  15.4  
assuming an isotropic, 
homogenous and purely 
conductive extracellular 
medium with   s   = 0.3 S/m. 
The extracellular potentials 
are shown for the same 5 ms 
as in the membrane potential 
inset in the top panel. All 
distances are in micrometers       
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for details). Several features are noteworthy. The extracellular spike has a much 
lower amplitude than the intracellular action potential. Even close to the soma the 
amplitude is less than a few tens of microvolts, more than a factor thousand smaller 
than the intracellular amplitude. Also, the magnitude of the extracellular spike 
decays rapidly with distance from the neuronal soma. Moreover, not only the size, 
but also the shape of the extracellular potential vary signifi cantly with position: for 
example, the shape around the apical (upper) dendrites is typically inverted com-
pared to around the basal (lower) dendrites, and the spikes further away from the 
soma are generally less sharp. The example in Fig.  15.9  demonstrates that  positive 
and negative phases of extracellular potentials, such as LFP, cannot be treated as 
excitation and inhibition  – the sign of the potential changes depending on the loca-
tion of the recording relative to the activated neuronal population.  

 Due to the linearity of the forward-modeling scheme the calculation of extracel-
lular potentials can straightforwardly be extended to  populations  of neurons. The 
computation time grows linearly with the number of neurons, and the calculation of 
extracellular potentials from joint activity in populations with thousands of morpho-
logically reconstructed neurons can be done on present-day desktop computers 
(Pettersen et al.  2008  ) .  

    15.3.2.2   Estimation of Current-Source Density (CSD) 

 If we introduce the quantity

     ≡ −3
0 0( , ) ( ) ( ),C t I t dr r r    (15.5)  

where     3 ( )rδ    is the three-dimensional Dirac     δ  -function, the forward-modeling for-
mula in Eq.  15.4  can be reformulated as

     
−∫∫∫ 31 ( ', )

( , ) = '.
4 | ' |V

C t
t dj

ps
r

r r
r r

   
(15.6)

   

 Here the volume integral goes over all transmembrane currents. The quantity 
    ( , )C tr    corresponds to a  current source density (CSD) , i.e., the volume density of 
current entering or leaving the extracellular medium at position  r  (Nicholson and 
Freeman  1975 ; Mitzdorf  1985 ; Nunez and Srinivasan  2006  ) . A negative     ( , )C tr    cor-
responds to current leaving the extracellular medium and is thus conventionally 
called a  sink . Likewise, current entering the extracellular medium is called a 
 source . 

 The CSD distribution from activity in a single or numerous neurons could in 
principle be described as a sum over point-like CSD contributions as described by 
Eq.  15.5 . However, in practice the CSD is generally considered to be a more coarse-
grained measure describing the net transmembrane current entering or leaving a 
volume a few tens of micrometers across (Nicholson and Freeman  1975  ) . As the 
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CSD is easier to relate to the underlying neuronal activity than the extracellular 
potential itself, CSD analysis has become a standard tool for analysis of the low-
frequency part (LFP) of such potentials recorded with linear (laminar) multielec-
trodes (Nicholson and Freeman  1975 ; Pettersen et al.  2006  ) . The principle behind 
such analysis is illustrated in Fig.  15.10 .  

 While Eq.  15.6  gives the numerical recipe for calculating the extracellular poten-
tial given the CSD, a formula providing the opposite relationship can also be 
derived. For the case with a position- and direction-independent extracellular con-
ductivity     σ   one fi nds (Nicholson and Freeman  1975 ; Nunez and Srinivasan  2006  ) 

     ∇ −2 ( , ) = ( , ).t C ts j r r    (15.7)   

 This equation, called Poisson’s equation, is well known from standard electro-
statics where it describes another problem, namely how potentials are generated by 
electrical charges (with the conductivity     σ   replaced by the dielectric constant     ε   
(Jackson  1998  ) . 

 CSD estimation has typically been based on LFP recordings with laminar (linear) 
multielectrode arrays (see Sect.  15.2.2 ) with a constant inter-contact distance     h   inserted 
perpendicularly to the cortical surface (Rappelsberger et al.  1981 ; Mitzdorf  1985 ; Di 
et al.  1990 ; Schroeder et al.  2001 ; Ulbert et al.  2001 ; Einevoll et al.  2007  ) . Cortical 
tissue has a prominent laminar structure where changes in the lateral directions are 

  Fig. 15.10     Schematic illustration of principle behind CSD analysis . In the example a cylindri-
cal population of pyramidal neurons receives synaptic excitation in their apical dendrites ( left 
panel ), resulting in a cylindrically symmetric ( columnar ) CSD distribution with an apical current 
 sink  accompanied by a basal current  source  due to return currents ( middle panel ). A linear ( lami-
nar ) multielectrode (see Sect.  15.2.2 ) inserted into the population would measure a corresponding 
LFP ( right panel ), and the task of CSD analysis is to estimate the CSD distribution     ( , )C tr    based 
on the LFP recordings     ( , )ir tj   ,     ( 1, , )ci N= …    at the     cN    electrode contacts       
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much smaller than in the vertical direction. It has thus been common to assume 
homogeneous (constant) CSD in the lateral (    xy  ) plane, i.e., perpendicular to the 
laminar electrode oriented in the     z  -direction (unlike the example in Fig.  15.10  where 
the CSD is non-zero only inside a fi nite column). Variation of the extracellular 
potential in the     x  - and     y  -directions can then be neglected, so that Eq.  15.7  simplifi es 
to its one-dimensional version:

     
= −

2

2

( , )
( , ).

d z t
C z t

dz
σ

f

   
(15.8)

   

 The  “standard”  estimator for the CSD at electrode position     jz    has thus been 
(Nicholson and Freeman  1975  ) 

     

+ − + −
= −

2

( ) 2 ( ) ( )
( ) j j j

j

z h z z h
C z

h
σ

f f f

   
(15.9)

  

or variations thereof including additional spatial smoothing fi lters (   Freeman and 
Nicholson  1975 , Ulbert et al.  2001  ) . 

 The standard estimation formula in Eq.  15.9  has several limitations. For one, the 
formula only predicts the CSD at the     − 2cN    interior contact positions. (This problems 
gets even more severe with the analogous analysis for two- or three-dimensional 
cartesian recording grids (Leski et al.  2007  )  where a higher fraction of the contacts 
is at the surface.) Secondly, the estimation scheme relies on equidistant electrode 
contacts and is thus vulnerable to malfunction of individual contacts. Further, the 
one-dimensional scheme breaks down when the CSD varies signifi cantly in the 
lateral direction. 

 In Pettersen et al.  (  2006  )  we introduced the  inverse CSD (iCSD)  method to alle-
viate these problems. The core idea behind iCSD is to exploit the forward-modeling 
scheme in Eq.  15.6 : with an assumed form of the CSD distribution parameterized by 
    N   unknown parameters, the forward solution can be calculated and inverted to give 
estimates of these N parameters based on     N   recorded potentials. This iCSD approach 
has several inherent advantages: (1) The method does not rely on a particular regu-
lar arrangement of the N electrode contacts recording the LFP signals, but can be 
straightforwardly be generalized to all sorts of multielectrode geometries (Pettersen 
et al.  2006 ; Leski et al.  2007  ) . (2) A priori knowledge, such as estimates of the lat-
eral size of columnar activity or discontinuities and direction dependence of the 
extracellular conductivity, can be built directly into the iCSD estimator (Pettersen 
et al.  2006 ; Einevoll et al.  2007 ; Pettersen et al.  2008  ) . (3) Unlike the standard CSD 
method, the iCSD method can also predict CSD at the positions of the boundary 
electrode contacts. 

 More detailed information about the iCSD method can be found in Pettersen 
et al.  (  2006  )  and Leski et al.  (  2007  ) . Moreover, a MATLAB toolbox,  CSDPlotter , 
for iCSD estimation based on laminar multielectrodes has been developed and can 
be downloaded from    http://software.incf.org/     .  

http://software.incf.org/
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    15.3.2.3   Extraction of Population-Specifi c Synaptic Connections 
and Firing Rates 

 Even if CSD is a more localized and intuitive measure of neuronal activity than LFP, 
its interpretation is nevertheless diffi cult. Transmembrane dendritic currents from 
multiple populations of neurons contribute to CSD. Ideally one would like to be 
able to interpret the LFP in terms of activity in individual neuronal populations as 
this would give more insight into the organization and functioning of the cortical 
circuits. In a series of papers Barth and collaborators pursued such an scheme by use 
of principal component analysis (PCA) of the CSD (Barth et al.  1989 ; Barth et al. 
 1990 ; Di et al.  1990 ; Barth and Di  1991  ) , and in their study of stimulus-evoked data 
from the rat barrel cortex they identifi ed putative cortical populations in supra- and 
infragranular layers of the barrel column (Di et al.  1990  ) . PCA is one of several 
statistical methods where functions of two variables (here electrode contact posi-
tions and time) are expanded into sums over spatiotemporally separable functions, 
i.e., functions that can be written as a product of a spatial function and a temporal 
function. This can be done in an infi nite number of ways, and additional constraints 
are needed to make the expansion unique. In PCA, for example, the functions (i.e., 
components) are constrained to be orthogonal both in space and time. 

 We recently introduced a new analysis method,  Laminar Population Analysis 
(LPA) , where we instead of assuming somewhat arbitrary mathematical constraints 
used  physiological  constraints to specify the population expansion of laminar-
electrode data (Einevoll et al.  2007  ) . As a consequence the expansion is not only 
compatible with the physiology, each component also has a clear physiological 
interpretation. The basic underlying constraint inherent in LPA is that the observed 
LFP is evoked by the fi ring of action potentials in the modelled neuronal popula-
tions. An experimental measure of this population fi ring is obtained from the high-
frequency component (>500–750 Hz) of the laminarly recorded extracellular 
potentials, i.e., the multi-unit activity (MUA) (Schroeder et al.  2001 ; Ulbert et al. 
 2001 ; Pettersen et al.  2008 ; Blomquist et al.  2009  ) . Thus both the LFP and MUA 
signals are used in the analysis, unlike in CSD analysis where only the LFP signals 
are used. The outcomes of LPA are (1) identifi cation of the relevant laminar cortical 
populations and their vertical spatial position and extent, (2) estimates of the fi ring-
rates of these populations, and (3) estimates of the spatiotemporal LFP signature 
(and CSD signature) following action-potential fi ring in the individual populations 
(Einevoll et al.  2007  ) . 

 The fundamental equations of LPA analysis are

     =

= ∑
pN

MUA
1

( , ) ( ) ( )i n i n
n

z t M z r tf
   

(15.10)
  

     =

= ∑
pN

LFP
1

( , ) ( )( * )( )i n i n
n

z t L z h r tf
   

(15.11)
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 In Eq.  15.10  the MUA signal     ϕMUA ( , )iz t   , essentially the rectifi ed high-frequency 
part of the extracellular signal sampled at the various electrode contacts positioned 
at     iz    (    = …1, , ci N   ), is modelled as as a sum over spatiotemporally separable contribu-
tions from several neuronal populations. Here     pN    is the number of populations, and 
    ( )nr t    represents the fi ring rate of population  n . Modeling studies indeed found this 
MUA signal to be well correlated with the true population fi ring rate for stimulus-
evoked, trial-averaged data (Pettersen et al.  2008  ) .     ( )n iM z    is the MUA spatial profi le 
associated with action-potential fi ring in population  n . This spatial profi le will in 
general depend on the physiological properties of the neurons in the population as 
well the distribution of their spatial positions in the cortical lamina. The size of the 
extracellular signature of an action potential decays rapidly with distance from the 
neuronal soma, and the horizon of visibility is typically less than 100  m m (Somogyvari 
et al.  2005  ) . The MUA is thus a very localized measure of neuronal fi ring, and the 
MUA spatial profi le     ( )n iM z    appears to be mainly determined by the vertical spread 
of somas of the neurons belonging to the same population. 

 Next, in Eq.  15.11  the LFP data is assumed to be driven by the same population 
fi ring rates     ( )nr t    seen in the MUA data: Firing of an action potential of a neuron in 
population     n   will lead to postsynaptic transmembrane currents (including both the 
ligand-gated synaptic currents and consequent return currents) which in turn contrib-
ute to the LFP. Consequently, it is assumed that the LFP data can be decomposed into 
contributions from each of the neuronal populations as implied by Eq.  15.11 . Here 
    ( * )( )nh r t    is the temporal convolution between     ( )h t    and     ( )nr t   , and     ( )n iL z    represents the 
spatial profi le of the contribution to the LFP data following action-potential fi ring in 
population     n  . The temporal coupling kernel     ( )h t    accounts for the temporal delay and 
spread in the generation of the LFP following fi ring of neurons in population     n  . In 
Einevoll et al.  (  2007  )  exponentially decaying coupling kernels were used. A graphical 
illustration of the principle behind LPA can be found in the left panel of Fig.  15.11 .  

 In Einevoll et al.  (  2007  )  the method was applied to stimulus-averaged laminar-
electrode data from barrel cortex of anesthetized rat following single whisker defl ec-
tions. The numerical task was to identify the spatial profi les (    ( )n iM z   ,     ( )n iL z   ), 
population fi ring rates     ( )nr t   , and parameters of the temporal coupling kernel     ( )h t    
giving the minimum deviations between the model MUA and LFP signals and the 
experimental data     ϕMUA ( , )iz t    and     ϕMUA ( , )iz t   , respectively. The data were found to 
be well accounted for by a model with four cortical populations: one supragranular, 
one granular, and two infragranular populations. Further, the spatial LFP population 
signatures     ( )n iL z    were further used to estimate the synaptic connection pattern 
between the various populations using a new  LFP template-fi tting technique  
(Einevoll et al.  2007  ) . Here the estimated     ( )n iL z    for each laminar population     n   was 
decomposed into sums over LFP population templates found by forward modeling 
with morphologically reconstructed neurons, so that the values of the fi tted weights 
provided specifi c predictions about the synaptic connections. Results from this 
analysis are shown in the right panel of Fig.  15.11 . 

 In a recent study we took LPA a step further and used the estimated population 
fi ring rates     ( )nr t    to extract population fi ring-rate  models  for both thalamocortical and 
intracortical signal transfer in the rat barrel system (Blomquist et al.  2009  ) . Here the 
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laminar-electrode recordings were supplemented with simultaneous thalamic single-
electrode recordings. These experimentally extracted cortical and thalamic fi ring 
rates were in turn used to identify population fi ring-rate models formulated either as 
integral equations or as more common differential equations. Optimal model struc-
tures and model parameters were identifi ed by minimizing the deviation between 
model fi ring rates and the experimentally extracted population fi ring rates. For the 
thalamocortical transfer the experimental data was found to favor a model with fast 
feedforward excitation from thalamus to the layer IV laminar population combined 
with a slower inhibitory process due to feedforward and/or recurrent connections. 
The intracortical population fi ring rates were found to exhibit strong temporal cor-
relations and simple feedforward fi ring-rate models were found to be suffi cient to 
account for the data. Thus while the thalamocortical circuit was found to be opti-
mally stimulated by rapid changes in the thalamic fi ring rate, the intracortical circuits 
were found to be low-pass and respond strongest to slowly varying inputs from the 
cortical layer IV population. 

 LPA, combined with the abovementioned LFP template-fi tting technique and/or 
the population rate-model extraction method, promise to be a useful tool for extraction 

  Fig. 15.11     Laminar Population Analysis .  Left panel : Illustration of principle behind  Laminar 
Population Analysis (LPA) . Three populations are considered in the sketch: a granular population 
of stellate cells with fi ring rate     1r   , a supergranular population of pyramidal neurons with fi ring rate 
    2r   , and an infragranular population of pyramidal neurons with fi ring rate     3r   . In LPA the population 
fi ring rates are assumed to be related to the MUA signal via Eq.  15.10  and also give rise to the LFP 
signal via their postsynaptic effects, as captured by Eq.  15.11 . In the panel this is illustrated for the 
LFP contribution from the stellate population, i.e.,     

1 1( )( * )( )iL z h r t   . The spatial form of     1( )iL z    will 
be determined by the total efferent action of the stellate-cell population onto its postsynaptic tar-
gets (schematically illustrated with solid lines and triangular synapses). Right panel: Illustration of 
some results from LPA analysis from Einevoll et al.  (  2007  )  on estimation of functional synaptic 
connection patterns between populations in a barrel column in rat somatosensory cortex. The 
arrows indicate pre- and postsynaptic populations while the same-colored ellipsoids indicate the 
region of the dendrites receiving synaptic inputs (assuming that the synaptic connections are pre-
dominantly excitatory). For example, the stellate population ( red ) was found to have a strong 
projection onto the basal dendrites of the supergranular population, and both the supergranular and 
infragranular populations were found to have a projections onto their own basal dendrites. For 
more information and results, see Einevoll et al.  (  2007  )        
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of information on neuronal population activity from the new generation of silicon-
based multielectrodes (Buzsaki  2004  ) . However, new analysis tools still needs to be 
developed, and the forward-modeling technique outlined above will be essential not 
only in the development of the tools, but also in generating model data against 
which the new tools can be tested. 

 In the examples above, neuronal populations are defi ned according to the cortical 
depth. In the future we hope to extend the approach to cell-type specifi c populations 
with the ultimate goal of reconstructing vasoactive transmitter release from each of 
the relevant neuonal populations across stimulus conditions (see Sect.  15.4.1 ).   

    15.3.3   Modeling of Microscopic Vascular Dynamics 
and Oxygen Consumption 

    15.3.3.1   Vascular Anatomical Network (VAN) Modeling 

 Use of reduced or “lumped” models of the vascular and oxygen transport responses 
is increasingly common in fMRI analyses (reviewed in (Obata et al.  2004  ) ). Although 
a reasonable fi t to measurement data can be obtained with such models (Huppert 
et al.  2007  ) , the resulting lumped or effective model parameters, e.g., vessel compli-
ance, cannot be directly compared against microscopic properties nor can predic-
tions be made about the spatial pattern of the hemodynamic response. We have 
developed a dynamic mechanistic  Vascular Anatomical Network (VAN)  model, 
which incorporates biophysically realistic parameters at the microscopic scale. This 
approach can be used with either stylistic vascular geometry (Boas et al.  2008  ) , or a 
realistic geometry derived from 2-photon measurements of an  in vivo  vascular net-
work (Devor et al.  2008b ; Fang et al.  2008  ) . 

 The VAN model represents the vascular tree as a set of branching, cylindrical 
segments, with a specifi ed topology/geometry, incorporates biophysically realistic 
parameters at the microscopic scale, and allows a consistent calculation of fl ow 
characteristics (resistance, pressure changes, etc.) and O 

2
  dynamics (hemoglobin 

saturation in different compartments and average tissue pO 
2
 ) (Fang et al.  2008  ) . The 

activity of specifi c neurons cause dynamic changes in the diameter of the arterioles/
capillaries (that serves as an input to VAN), resulting in CBF changes due to the 
altered vascular resistance due to these vessel diameter changes. The incorporation 
of oxygen dynamics enables estimation of intra- and extravascular microscopic 
oxygenation changes. 

 The VAN model uses a network of resistors and non-linear capacitors to model 
the relationship between blood fl ow, volume, resistance, and pressure (Fig.  15.12 ). 
In this framework, the active vessel diameter changes in the arteriolar compart-
ments lead to a change in resistance and, thus a change in CBF proportional to the 
pressure drop across the compartment. As the arteriolar resistance decreases, pres-
sure shifts downstream into the compliant capillaries and venules resulting in their 
compliant dilation and secondary blood volume and fl ow increases. Oxygen dynamics 
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is incorporated into the network as illustrated in Fig.  15.13 . Vessel dilation and 
constriction, and CMRO 

2
 , arising from the fi ring rates of excitatory and inhibitory 

neurons, serve as inputs to the model, resulting in predictions of CBF, cerebral 
blood volume (CBV), and pO 

2
  in blood and tissue, as functions of time and space.   

 One question that this VAN model has addressed is the origin of a “surround” 
hemodynamic negativity that has been observed in response to brain activation (Cox 
et al.  1993 ; Woolsey et al.  1996 ; Takashima et al.  2001 ; Devor et al.  2005 ; Devor 
et al.  2007 ; Devor et al.  2008b  ) . The question was whether this surround negativity 
arises from passive redistribution of blood fl ow to support center increases, 
or whether neuronal processes are involved that are actively vasoconstricting the 

  Fig. 15.12     VAN fl ow-volume dynamics . For more details see (Boas et al.  2008  )        

  Fig. 15.13     VAN oxygen dynamics . For more details see (Boas et al.  2008  )        
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vessels. As detailed in (Boas et al.  2008  ) , the VAN model showed that localized 
arterial dilation induced a chain of passive events in both a center region of interest 
and in the surrounding vessels such that, concurrent with increases in fl ow and oxy-
hemoglobin in the center, there was a passive decrease in fl ow and oxyhemoglobin 
in the surround. The VAN model predicted that the observed surround decreases are 
at least partially due to passive vessel properties that create a local redistribution of 
blood. However, a comparison with experimental data suggested that the incorpo-
rated vessel properties are not suffi cient to account for the magnitudes of decreases 
in the surround. Several factors may contribute to this discrepancy. A likely expla-
nation is active vasoconstriction of arteries and arterioles through activation of the 
smooth muscles that line them (Cox et al.  1993 ; Hamel  2004 ; Lauritzen  2005 ; 
Hamel  2006 ; Devor et al.  2007 ; Devor et al.  2008b  ) , or active changes in the diam-
eter of capillaries (Peppiatt et al.  2006  ) . Active vasoconstriction could be induced 
by the release of neurotransmitters or neuropeptides, and may be associated with 
center-surround electrophysiological patterns of activity consisting of center excita-
tion and surround inhibition (Faraci and Breese  1993 ; Faraci and Heistad  1998 ; 
Takashima et al.  2001 ; Derdikman et al.  2003 ; Cauli et al.  2004 ; Devor et al.  2007 ; 
Devor et al.  2008b  ) . 

 Further evolution of VAN model and validation against experimental data will 
lead to further insights on the regulation of blood fl ow by specifi c vascular branches 
of the arterioles and capillaries, the role of retrograde vasodilation, the oxygen 
delivery to the tissue from arterioles versus capillaries versus venules, and fl ow 
and dilation induced changes in hematocrit (Hillman et al.  2007  )  to name a few. 
While VAN modeling is too complex and ill-constrained to allow routine fi tting to 
experimental data from macroscopic fMRI and optical measures, the interpretation 
of the “lumped” compartment models is derived from this underlying anatomical 
detail. Thus, VAN model will illuminate issues with the assumptions of the 
“lumped” models used to analyze human fMRI and optical imaging data (see 
Sect.  15.3.3.2  below).  

    15.3.3.2   Calculation of the Metabolic Rate of O 2  

      Why Study CMRO 
2
 ? 

 In contrast to the diversity of measurement methods that can be applied to study 
neuronal and vascular activity with high resolution and precision in animal models, 
human imaging studies are limited by the existing non-invasive tools, mainly fMRI, 
PET and EEG/MEG. Among them, fMRI has been widely used for cognitive studies 
and is beginning to make inroads into clinical applications (D’Esposito et al.  2003 ; 
Guadagno et al.  2003 ; Hodics and Cohen  2005 ; Teasell et al.  2005  ) . However, as 
was mentioned in the Introduction, the BOLD fMRI signal depends on the balance 
of the changes in CBF and CMRO 

2
 , and therefore is sensitive to the baseline CBF 

conditions. In other words, the BOLD signal in response to the same increase in 
neuronal activity is expected to change given different baseline CBF. Therefore, a 
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major focus in the fi eld has been in development methods for extraction of CMRO 
2
  

that supposedly provides a better surrogate measure of neuronal activity and is 
insensitive of the baseline vascular conditions.  

      The Challenging Task of Measuring CMRO 
2
  

 In human imaging, the primary physiological variables related to cerebral blood 
fl ow and energy metabolism are CBF, cerebral metabolic rate of glucose (CMRGlc) 
and CMRO 

2
 , and a general goal is to be able to quantify these variables in a local 

brain region. The accepted standard for CBF measurements is a microsphere experi-
ment, in which labeled microspheres are injected arterially (Yang and Krasney 
 1995  ) . Because the microspheres are too large to pass through the capillaries, they 
stick in the tissue, and the local concentration of microspheres then directly refl ects 
the local CBF. With an appropriate measurement of the injected arterial bolus, the 
local CBF can be quantifi ed in absolute units of ml blood/ml tissue-min. For human 
studies with MRI, ASL methods approach the ideal microsphere experiment because 
the delivery of magnetically labeled blood is measured only 1–1.5 s after creation of 
the labeled blood, so there is little time for the labeled blood to pass through the 
capillary bed and clear from tissue (Buxton  2005  ) . 

 For CMRGlc methods there is also an accepted standard based on injection of 
radioactively labeled deoxyglucose (DG), a chemically modifi ed form of glucose 
(Sokoloff et al.  1977 ; Phelps et al.  1981  )  (see also Sect.  15.4.4 ). Deoxyglucose is 
similar enough to glucose that the initial stages of uptake from blood and metabo-
lism in the cytosol are similar to glucose. However, when the DG reaches a certain 
stage in the metabolic pathway the chemical difference between glucose and DG is 
critical, and the DG is not further metabolized and remains in the tissue. By waiting 
suffi ciently long for unmetabolized DG to diffuse back into blood and clear from 
the tissue, the remaining radioactive label in tissue directly refl ects the rate of 
metabolism of glucose. As with the CBF measurement with microspheres, an appro-
priate measurement of the arterial concentration over time makes it possible to mea-
sure CMRGlu in absolute units of micromoles/100 ml tissue-min. Technically, this 
method measures the metabolic rate of DG, and a correction is needed to account 
for rate constant differences between glucose and DG. Given the need for this cor-
rection, at fi rst glance it might seem that a more direct way to measure CMRGlu 
would be to inject radioactively labeled glucose itself. The essential problem, how-
ever, is that measurement of the concentration of the radioactive label does not dis-
tinguish between the label in glucose and the label in products of metabolism of 
glucose (e.g., with carbon-14 the net concentration of label refl ects labeled CO 

2
  as 

well as glucose). In short, the DG technique is effective because it acts in a similar 
fashion to microspheres in a CBF measurement: the delivery of the agent refl ects the 
appropriate physiological rate (CBF or CMRGlu), and the agent then sticks in the 
tissue so that the concentration can be readily measured. 

 Although O 
2
  metabolism is a key element of brain function, CMRO 

2
  is much 

more diffi cult to measure than CBF or CMRGlu. Currently there is no accepted 
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“gold standard” for such measurements, and no established methods for measuring 
dynamic CMRO 

2
  changes. In essence, this is because there is no experiment equiva-

lent to the microsphere or DG experiment in which a single measurement refl ects 
CMRO 

2
  alone. For this reason, CMRO 

2
  must be estimated from multiple measure-

ments analyzed within the context of an appropriate mathematical model of the 
physiology and the measured quantities. This adds a layer of complexity to CMRO 

2
  

estimates, and raises associated concerns about the accuracy of the CMRO 
2
  esti-

mates related to the assumptions and limitations of the experimental methods and 
models used. The following sections review current approaches for combining 
multi-modal measurements to estimate changes in CMRO 

2
 .  

      The Importance of the O 
2
  Extraction Fraction 

 A primary physiological relationship that often underlies methods for estimating 
CMRO 

2
  is the connection between CBF, CMRO 

2
  and the O 

2
  extraction fraction ( E ):

     2 2[ ]aCMRO E CBF O= ⋅ ⋅    (15.12)  

where [O 
2
 ] 

a
  is the arterial concentration of O 

2
 . The extraction fraction  E  is defi ned 

as the fraction of O 
2
  delivered to the capillary bed that is extracted from the blood 

and metabolized in tissue, and so is closely related to the venous O 
2
  concentration. 

Note that this relationship follows simply from mass balance and the defi nition of 
the terms. The product of CBF and [O 

2
 ] 

a
  is the rate of delivery of O 

2
  to the capillary 

bed, and multiplying by  E  gives the net rate of metabolism of O 
2
 . Both CBF and 

CMRO 
2
  are referred to a unit volume (or mass) of tissue. For example, a consistent 

set of values and associated units for these variables, typical for the human brain, 
would be: CMRO 

2
  (160  m mol/100 ml tissue-min), CBF (50 ml blood/100 ml tissue-

min),  E  (0.4, dimensionless, ranging from 0 to 1), and [O 
2
 ] 

a
  (8 mM blood). 

 Often the fractional change in a variable is the desired quantity, and absolute values 
may not be essential. For example, in considering a dynamic change from a baseline 
state due to neuronal activation, it is often useful to consider the CBF normalized to 
its baseline value ( f ) and the CMRO 

2
  normalized to its baseline value ( m ), related by:

     
=

0

E
m f

E    
(15.13)

  

where the subscript “0” denotes values in the baseline state. Note, though, that this 
relationship is essentially a steady-state relationship, and for rapid changes faster 
than the capillary transit time, the dynamic defi nition of  E  would need to be recon-
sidered. Nevertheless, this basic relationship is usually assumed to be accurate in 
most applications. 

 Several approaches for estimating CMRO 
2
  involve combining measurements 

sensitive to  E  (e.g., OISI and BOLD imaging) with a measurement of the normalized 
CBF change. The ratio of O 

2
  extraction fractions is directly related to the venous 
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deoxyhemoglobin concentrations. If Hb 
v
  and HbT 

v
  are the venous deoxyhemoglobin 

and venous total hemoglobin concentrations, respectively, and Hb 
v0

  and HbT 
v0

  are 
the corresponding values in the baseline state, then:

     = 0

0 0

/

/
v v

v v

Hb HbE

E HbT HBT
   (15.14)   

 The central goal in estimating CMRO 
2
  changes is then to estimate  E / E  

0
  from the 

measured data, combine this with a measurement of the normalized CBF change (  f  ), 
and calculate the relative CMRO 

2
  change from Eq.  15.13 .  

      Estimating CMRO 
2
  with PET 

 The leading method for measuring CMRO 
2
  in human studies uses positron emission 

tomography (PET) and molecules labeled with  15 O, a positron emitting radionuclide 
(Mintun et al.  1984  ) . The primary measurement is the uptake of  15 O after injection 
of  15 O labeled O 

2
 , providing a measurement that depends on  E  and CBF. However, 

such a measurement cannot distinguish between extracted O 
2
 , labeled blood pool O 

2
  

and labeled water produced as a product of O 
2
  metabolism produced throughout the 

body and circulated to the brain. The appropriate arterial input curves must distin-
guish between  15 O labeled O 

2
  and  15 O labeled water, requiring frequent arterial 

blood sampling and separate analysis of whole blood and plasma  15 O concentra-
tions. In addition, the study must be repeated with two additional labeled molecules: 
 15 O labeled water to measure CBF, and  15 O labeled carbon monoxide to measure 
blood pool contributions. Taken together, these three measurements provide enough 
information to estimate CMRO 

2
 , with the modeling assumption that all of the 

extracted O 
2
  is metabolized. Because of the requirement for three separate studies, 

this approach measures steady-state CMRO 
2
 , and has limited capability for dynamic 

studies. More recently, variations of this method have been developed to provide a 
more streamlined approach (Kudomi et al.  2007 ; Kudomi et al.  2009  )  and to adapt 
this method to the challenges of animal studies (Yee et al.  2006  ) . Although techni-
cally challenging to apply, the PET method is currently the closest to an accepted 
standard of CMRO 

2
  measurement.  

      Estimating CMRO 
2
  Changes with Optical Intrinsic Signal Imaging (OISI) 

 With the OISI techniques described earlier (Sect.  15.2.1.1 ), the changes in oxy-
hemoglobin ( D HbO), deoxyhemoglobin ( D Hb) and total hemoglobin ( D HbT) can 
be measured dynamically, potentially providing the opportunity for measuring 
dynamic changes in CMRO 

2
 . The general approach is to use the measured data to 

estimate  E / E  
0
 , and combine this with a separate measurement of the CBF change to 

estimate the CMRO 
2
  change from Eq.  15.13  (Mayhew et al.  2000 ; Jones et al.  2001 ; 

Dunn et al.  2005 ; Royl et al.  2008  ) . There are two challenges related to this approach 
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that require modeling assumptions. The fi rst is that  E / E  
0
  depends on hemoglobin 

changes normalized to their baseline values, but the measurements are of differ-
ences (e.g.,  D Hb), and the baseline values Hb 

0
  and HbT 

0
  are not known. Typically, 

assumed values are used for the baseline concentrations (but see (Dunn et al.  2005  ) ). 
The second challenge is that the relevant hemoglobin concentrations are the venous 
values (Eq.  15.14 ), but the measured values sample the full vasculature. Several 
studies have used the simple assumption that the ratios in Eq.  15.14  for the venous 
blood are the same as those measured for the total vasculature. Jones and colleagues 
(Jones et al.  2001  )  explicitly described the assumptions involved by introducing two 
new parameters,  g  

r
  and  g  

t
 , defi ned as:

     
γ γ

Δ Δ
= =

Δ Δ
0 0

0 0

/ /

/ /
v v v v

r t

Hb Hb HbT HbT

Hb Hb HbT HbT    
(15.15)

   

 The simplest assumption, that  g  
r
  =1 and  g  

t
  =1 is often used, although more detailed 

vascular modeling, such as the VAN model described above (Sect.  15.3.3.1 ), should 
make possible more realistic estimates of these parameters. In particular, a number 
of human imaging studies have suggested that the changes in blood volume with 
activation occur predominantly on the arterial side (Lee et al.  2001 ; Ito et al.  2005 ; 
Kim et al.  2007  ) . Recent 2-photon studies in animals are consistent with implica-
tions of these macroscopic fMRI measurements, reporting no change in venous 
diameters (Hillman et al.  2007 ; Tian et al.  2008  ) . Therefore,  g  

t
  could be substantially 

smaller than one.  

      Estimating CMRO 
2
  Changes with fMRI 

 The BOLD response also is sensitive to changes in blood oxygenation associated 
with brain activation. Deoxyhemoglobin is paramagnetic, and distorts the magnetic 
fi eld around blood vessels, and these fi eld distortions slightly reduce the net MR 
signal from what it would be if there was no deoxyhemoglobin present. With activa-
tion CBF increases more than CMRO 

2
 , and the reduction of local deoxyhemoglobin 

leads to an increase of the MR signal. This BOLD signal change is often modeled 
as (Davis et al.  1998  ) :

     

β⎡ ⎤⎛ ⎞Δ ⎢ ⎥= − ⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦0 0 0

1 v

v

HbS E
M

S Hb E
   

(15.16)
  

where  S  
0
  is the baseline signal,  M  is a scaling parameter that defi nes the maximum 

possible BOLD signal change, and  b  is a parameter usually taken to be equal to 1.5, 
based on Monte Carlo simulations of the signal decay process due to the deoxyhe-
moglobin (Boxerman et al.  1995  ) . The venous hemoglobin ratio is taken to be the 
venous volume ratio, and this is modeled as a power law relationship with the CBF 
change. Specifi cally, the assumption used is that the hemoglobin ratio in Eq.  15.16  
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is equal to  f   a  , with  a  = 0.38 based on early measurements of the relationship between 
CBF and total blood volume (Grubb et al.  1974  ) . In terms of the normalized changes 
in CBF and CMRO 

2
 , the BOLD signal change is then modeled as:

     

β
α

⎡ ⎤⎛ ⎞Δ = −⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦0

1
S m

M f
S f

   
(15.17)

   

 The scaling parameter  M  depends on baseline state conditions (Hb 
v0

  and  E  
0
 ), as 

well as the image acquisition method and the magnetic fi eld strength. For this rea-
son,  M  should be measured rather than assumed. To do this, Davis and colleagues 
(Davis et al.  1998  )  introduced the calibrated BOLD method, in which both the 
BOLD and CBF responses are measured for the neuronal activation experiment and 
also for a hypercapnia experiment in which the subject breathes a gas with a CO 

2
  

concentration of about 5%. The idea of this calibration experiment is that mild 
hypercapnia is thought to increase CBF without changing CMRO 

2
 . Using Eq.  15.17  

with the assumption that  m  = 1, measurement of local BOLD and CBF changes to 
hypercapnia allow calculation of  M , and using this value of  M  with the measured 
BOLD and CBF responses to neuronal activation allows calculation of  m , the rela-
tive CMRO 

2
  change, for the activation experiment. 

 A key assumption in the calibrated BOLD method is that mild hypercapnia does 
not alter CMRO 

2
 . There is experimental support for the latter assumption (Sicard 

and Duong  2005  ) , but recently has been questioned (Zappe et al.  2008  ) . High levels 
of arterial CO 

2
  depress brain activity, and so the central question is whether the 

lower levels used in the calibrated BOLD experiment are having a signifi cant effect 
on CMRO 

2
 . One complication in trying to address this central question with animal 

studies is that the key physiological parameter is arterial CO 
2
  content, rather than 

inspired CO 
2
  content (typically 5% in calibrated BOLD studies). Awake humans 

often increase ventilation rate during hypercapnia, reducing the effect on arterial 
CO 

2
 , so for the same inspired CO 

2
  concentration the resulting change in arterial CO 

2
  

can be larger in an animal experiment in which ventilation is controlled. The issue 
of CMRO 

2
  changes with hypercapnia needs further study as a potential systematic 

error in the calibrated BOLD method. 
 The estimates of CMRO 

2
  change with the calibrated BOLD experiment also 

depend on the assumed values of the parameters  a  and  b . As in the OISI experi-
ment, there is an assumption about how the venous blood volume change is related 
to the overall blood volume change. In the context of calibrated BOLD this is 
described by the parameter  a  rather than  g  

t
 , but the same underlying assumption is 

involved. Given the data mentioned above suggesting that most of the blood volume 
change with activation is on the arterial side, a lower value of  a  may be more accu-
rate. The parameter  b  was originally introduced as an approximate description of 
numerical simulations for deoxyhemoglobin in vessels of different sizes (Boxerman 
et al.  1995  ) . The same amount of deoxyhemoglobin in a larger vein is more effec-
tive at reducing the net MR signal than it is in a smaller capillary, and this leads to 
the nonlinearity (Ogawa et al.  1993  ) . However, the use of  b  = 1.5, rather than 1.0, 
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also fortuitously allows the Davis model to describe additional sources of signal 
variation – that were not included in the original derivation – due to intravascular 
signal changes and blood/tissue exchange signal changes (Buxton et al.  2004 ; 
Leontiev and Buxton  2007 ; Leontiev et al.  2007  ) . In addition, the use of the same 
equation for estimating  M  and then for estimating  m  tends to reduce errors related 
to the assumed values of  a  and  b . For these reasons, the Davis model is likely to be 
more robust than one would expect based on the original assumptions.  

      Estimating CMRO 
2
  Changes with Tissue pO 

2
  Measurements 

 A somewhat different approach to estimating CMRO 
2
  changes uses measurements 

of the tissue concentration of O 
2
  in combination with a measurement of the CBF 

change (Caesar et al.  2008  ) . Tissue O 
2
  concentration can be measured dynamically 

with an appropriate electrode, and the values are usually calibrated as an equivalent 
partial pressure P 

O2
  expressed in units of mm Hg or kilopascals (1 kPa = 7.5 mmHg). 

A typical value for brain tissue is 25 mmHg, corresponding to a concentration of 
about 0.03 mM. 

 The central modeling assumption is that CMRO 
2
  is associated with a passive dif-

fusion of O 
2
  down a concentration gradient from capillary plasma to the 

mitochondria:

     
⎡ ⎤= −⎣ ⎦2 22 ( ) ( )O OCMRO k P cap P tissue

   (15.18)  

where  k  includes the solubility and diffusion coeffi cient of O 
2
  as well as factors 

related to capillary geometry and capillary density. The usual assumption is that the 
capillary geometry remains fi xed, so that the increased gradient needed to support 
an increased O 

2
  fl ux (increased CMRO 

2
 ) must come from increasing the difference 

between capillary and tissue P 
O2

  values. This is equivalent to assuming constant  k  as 
CBF and CMRO 

2
  change. The capillary P 

O2
 , in turn, depends on  E  and a model for 

the O 
2
 -hemoglobon saturation curve. Taken together, Eqs.  15.12  and  15.18  provide 

two equations relating the four variables CBF, CMRO 
2
 ,  E  and tissue P 

O2
 . Measurement 

of the change in two of these variables, such as tissue P 
O2

  and CBF, then allows 
calculation of the changes in the other two, CMRO 

2
  and  E . 

 The basic principles outlined above are at the heart of estimating CMRO 
2
  from 

tissue P 
O2

  data, but the details of how this is done can vary considerably. With a 
distributed model, such as the VAN model described above, the calculations can be 
done numerically along all of the vessels rather than explicitly calculating average 
capillary values, and this approach could in principle take into account changes in 
capillary density as well. Usually, though, the parameter  k  is assumed to remain 
constant during dynamic changes in CBF and CMRO 

2
 . This is equivalent to assum-

ing that there is no capillary recruitment. 
 In applying this approach, a central challenge is to properly model the O 

2
 -

hemoglobin saturation curve. Most of the O 
2
  in blood is bound to hemoglobin, but 
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it is the small plasma concentration that drives the diffusion gradient for O 
2
  fl ux into 

tissue. While it is reasonable to assume that O 
2
  bound to hemoglobin and O 

2
  dis-

solved in plasma are in fast equilibrium, this equilibrium curve changes as O 
2
  is 

removed from blood and CO 
2
  is added. The sigmoidal shape of the O 

2
 -hemoglobin 

saturation curve is often characterized by a parameter P 
50

 , the plasma P 
O2

  for 50% 
saturation of hemoglobin. The interesting complexity of O 

2
  transport is that P 

50
  

shifts to higher values down the length of the capillary, which has the effect of rais-
ing capillary P 

O2
  and facilitating unloading of O 

2
  from hemoglobin. More detailed 

simulations of O 
2
  transport are needed to test the accuracy of the assumptions typi-

cally used in estimating CMRO 
2
  from tissue pO 

2
  measurements.    

    15.3.4   Alternative MRI Methods for Estimating CMRO 
2
  

 Although the calibrated BOLD approach is currently the most widely used method 
for estimating CMRO 

2
  changes with MRI data, newer methods under development 

may provide useful experimental tools for assessing CMRO 
2
 . One of the earliest 

approaches was to use inhalation of O 
2
  labeled with  17 O (Arai et al.  1990 ; Arai et al. 

 1991 ; Fiat and Kang  1992,   1993  ) . Two different experimental approaches have been 
proposed for using  17 O. The earliest exploits a particular magnetic property of  17 O: 
when incorporated into a water molecule, it acts as a relaxation agent, altering the 
relaxation times of hydrogen nuclei. In this way the presence of  17 O labeled water 
can be detected with standard proton MRI as a change in relaxation rate. However, 
when the  17 O is incorporated in an O 

2
  molecule it does not have this relaxation prop-

erty. This creates an interesting scenario in which  17 O inhaled as O 
2
  is not visible 

with standard proton MRI until the  17 O has been incorporated into water by O 
2
  

metabolism in the mitochondria. The rate of appearance of labeled water is then 
proportional to local CMRO 

2
 . To quantify this, however, requires additional mea-

surement of the arterial input function (concentration of the label in arterial blood), 
and accounting for recirculation of the labeled water. Despite early interest in this 
approach, it has not been widely used to date due to the complexity involved in 
addressing these quantitation issues (similar to issues in the PET studies described 
earlier), combined with the high cost of  17 O. 

 A more recent approach for using  17 O exploits the fact that  17 O exhibits nuclear 
magnetic resonance, and so can be directly detected with MR spectroscopy methods 
(Zhang et al.  2004 ; Zhu et al.  2005  ) . In this way, the  17 O is used as a detectable oxy-
gen label analogous to the use of  15 O in PET studies. The same issues of determining 
the arterial input function remain, but MRI provides ways to do this. Although still 
hampered by the high cost of  17 O, this approach has the potential to provide useful 
estimates of CMRO 

2
 . 

 Finally, another MRI approach is to measure the local venous O 
2
  saturation 

of hemoglobin. The idea is to exploit the fact that the T 
2
  relaxation time of blood 

depends on the hemoglobin saturation through the same mechanisms related to 
the magnetic properties of deoxyhemoglobin that underlie the BOLD effect. 
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The experimental challenge is to isolate the signal of venous blood and measure 
the T 

2
 . A recent method called TRUST combines ideas from arterial spin label-

ing and T 
2
  measurement to estimate the T 

2
  in the sagittal sinus, and this is con-

verted to an estimate of hemoglobin saturation with a calibration curve (Lu and 
Ge  2008 ; Lu et al.  2008 ; Xu et al.  2009  ) . The venous saturation then directly 
gives an estimate of  E , and combining this with a measurement of CBF using 
ASL techniques makes possible an estimate of CMRO 

2
 . In this initial method 

looking at the sagittal sinus it is a global estimate of CMRO 
2
 , but techniques for 

extending this approach to local measurements of venous T 
2
  are under develop-

ment. A potential challenge for modeling this experiment is that the calibration 
curve relating blood T 

2
  with hemoglobin saturation could differ between sub-

jects, particularly due to hematocrit variations, and the potential effect on quan-
titation accuracy still needs to be investigated.   

    15.4   What Have We Learned about Neurovascular Coupling 
from Experimental Measurements of Neuronal, Vascular 
and Metabolic Activity? 

 A large number of recent studies have used a wide variety of measurement tech-
niques to address the relationship between neuronal, metabolic and hemodynamic 
signals on multiple scales. The tools range from non-invasive methods such as 
fMRI, PET, and EEG/MEG to microscopic imaging of single cells and single ves-
sels. These efforts produced consistent evidence across studies and experimental 
paradigms and helped settling some of the principles of neurovascular and neuro-
metabolic coupling (Table  15.1 ). Some other, unexplained or controversial, fi ndings 
challenge current “working hypotheses” and drive the ongoing investigations. While 
reviewing this literature, it is constructive to keep in mind the limitations of differ-
ent measurement methods and other potentially crucial differences in the experi-
mental paradigms between the studies that might have produced seemingly 
contradicting data. Testing of working hypotheses requires not only collection of 
high quality empirical measurements but also use of computational analyses to 
bridge the fi ndings across spatial scales and integrate the components in a multi-
parameter space of neurovascular physiology.  

    15.4.1   Cell-Type Specifi c Regulation of Blood Flow 

 Of particular note, our recent  in vivo  data, along with  in vitro  data from other labs, 
increasingly suggest that differential vascular control originates from activation of 
specifi c neuronal sub-populations through release of specifi c vasoactive agents 
(Table  15.1 , fi ndings 1 and 2).  In vitro  (brain slice) studies in cerebral and cerebellar 
cortices have demonstrated that spiking of specifi c types of neurons can cause 
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   Table 15.1    Main recent fi ndings in understanding of neurovascular coupling with respect to further questions   

 Main fi ndings  Questions raised  References 

   1.  Different neuronal cell types 
cause vasodilation or 
vasoconstriction of cerebral 
arterioles in vitro. 

   Q1.  What are the neuronal cell types that 
cause vasodilation or vasoconstric-
tion  in vivo ? How is it refl ected in the 
hemodynamic response (that is also 
sensitive to oxygen consumption)? 

 (Cauli et al.  2004 ; Hamel 
 2004,   2006 ; Rancillac 
et al.  2006  ) , see also 
(Kocharyan et al.  2008  )  

   2.  Predominant neuronal 
inhibition is related to 
vasoconstriction and negative 
BOLD fMRI response (at 
least in sensory cortices). 

   Q2.  Are all inhibitory neuronal types 
vasoactive? Do all of them cause 
vasoconstriction  in vivo ? 

 (Shmuel et al.  2006 ; Alonso 
et al.  2007 ; Bressler et al. 
 2007 ; Devor et al.  2007 ; 
Boas et al.  2008 ; Devor 
et al.  2008b  )  

   3.  Hemodynamic response is 
non-linearly coupled to 
multiunit spiking activity 
(MUA) and local fi eld 
potential (LFP); the exact 
relationship depends on the 
stimulus. 

   Q3.  How can we model the relationship 
between MUA/LFP to neuronal 
activity in specifi c cell types? If we 
knew this relationship and also the 
vasoactive effect of each neuronal 
type (fi nding 1), could we predict 
macroscopic vascular response from 
macroscopic measures of neuronal 
activity? 

 (Devor et al.  2003 ; Jones 
et al.  2004 ; Nemoto et al. 
 2004 ; Sheth et al.  2004 ; 
Devor et al.  2005  )  

   4.  Astrocytes release 
vasodilators  in vivo  and 
in vitro. 

   Q4.  Is all vasodilaton mediated by 
astrocytes? 

 (Zonta et al.  2003 ; Mulligan 
and MacVicar  2004 ; 
Takano et al.  2006 ; 
Gordon et al.  2008  )  

   5.  Astrocytes release 
vasoconstrictors  in vitro . 

   Q5.  Can astrocytes mediate vasoconstric-
tion  in vivo ? Do they respond to 
activity of cortical inhibitory 
interneurons? 

 (Metea and Newman  2006 ; 
Blanco et al.  2008  )  

   6.  a) Increase in glucose 
consumption can happen in 
presence of vasoconstriction 
and a decrease in blood fl ow 
in areas with predominant 
neuronal inhibition. b) CBF 
response is not affected by 
artifi cially increasing 
baseline oxygenation. 

   Q6.  Does this fi nding imply that there is 
no causal relationship between 
accumulation of energy metabolites 
and increases in blood fl ow? 
Alternatively, both energy 
metabolites and neurotransmitters 
can affect fl ow but neurotransmitters 
have a dominant effect. 

 (Devor et al.  2008b ; 
Lindauer et al.  2009  )  

   7.  Arteries/arterioles and 
capillaries can both dilate 
and constrict in response to 
stimulus. 

  Q7. How can we model macroscopic 
vascular response as a function of 
microscopic dilation and 
constriction? 

 (Devor et al.  2007 ; Boas 
et al.  2008 ; Devor et al. 
 2008b ; Stefanovic et al. 
 2008  )  

   8.  Veins do not change their 
diameter in response to 
stimulus (either short or long) 
but respond by change in 
blood fl ow and hematocrit. 

   Q8.  Prominent models of fMRI response 
assume venous dilation (e.g. “Balloon” 
model (Buxton et al.  1998  ) ). These 
models need to be revised to refl ect 
new experimental data. 

 (Vanzetta et al.  2005 ; 
Hillman et al.  2007  )  

   9.  Vasodlilation propagates 
along diving arterioles 
towards the cortical surface 
 in vivo . 

   Q9.  What is the location of the initial 
dilation? Is there dependence on the 
branching order? Does dilation in layer 
IV precede that in other cortical layers? 

 (Tian et al.  2008  )  

  10.  Exchange of oxygen 
happens not only from 
capillaries but also from 
diving arterioles and their 
branches. 

   Q10.  What is the temporal profi le of tissue 
oxygenation at different distances 
from the feeding arterioles in 
response to stimulus? How can we 
combine these oxygenation profi les 
with microscopic dilation and 
constriction (Q7) to model 
microscopic hemodynamic response? 

 (Kasischke et al.  2011 ; 
Takano et al.  2007 ; Fang 
et al.  2008  )  
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dilation or constriction of nearby arterioles (Cauli et al.  2004 ; Rancillac et al.  2006  ) . 
 In vivo  studies in the primary somatosensory cortex (SI) in the rat, using spectral 
and laser speckle optical imaging, VSD and 2-photon microscopy, have demon-
strated that a decrease in blood oxygenation and fl ow (Fig.  15.14 ) correlated with 
arteriolar constriction (Fig.  15.15 ) and increased neuronal inhibition (Fig.  15.16 ) 
(Devor et al.  2007 ; Devor et al.  2008b  ) . This is in agreement with a previous fMRI 
study that showed a correspondence of negative BOLD to neuronal inhibition 
(Shmuel et al.  2006  ) . The vasoconstriction was abolished by blocking of neuronal 
activity (Devor et al.  2008b  )  and was found on the arterial side while venous diam-
eters stayed unchanged (Hillman et al.  2007 ; Tian et al.  2008  ) . These fi ndings sug-
gest an active process rather than a passive “blood steal”. This conclusion was 
further supported by a modeling study using VAN (Boas et al.  2008  ) .    

 In healthy cortical circuits excitation is always coupled to inhibition. In SI, the 
balance between excitation and inhibition is temporary tilted during a response to a 
sensory stimulus to generate a net increase in excitation followed by a net increase 
in inhibition (Simons and Carvell  1989 ; Moore and Nelson  1998 ; Pinto et al.  2000 ; 
Derdikman et al.  2003  ) . This can be easily observed with VSD that report mostly 
synaptic polarization changes of apical pyramidal dendrites (Ferezou et al.  2006  )  

  Fig. 15.14     Bilateral spectral imaging of blood oxygenation and volume in response to soma-
tosensory stimulation . ( a ) A schematic representation of bilateral experimental paradigm. SI is 
exposed on both sides. The signals are imaged bilaterally in the response to stimulation of one 
( left ) forepaw. ( b ) Time-courses of contralateral and ipsilateral signal in response to electrical 
forepaw stimulus (2 s, 3 Hz) extracted from regions of interest (ROIs) shown in ( c ). The contralat-
eral response is shown by solid lines, the ipsilateral response is shown by dotted lines. Colorcode: 
Hb, blue; HbO, red; HbT, green. ( c ) Spatially smoothed ratio images of Hb, HbO and HbT response. 
Times in seconds relative to the stimulus onset are denoted above the images. Each image corre-
sponds to the signal during the activation divided by the prestimulus baseline. The black rectangles 
denote the ROIs centered on the earliest detectable HbT response. For more information see (Devor 
et al.  2007 ; Devor et al.  2008b  )        
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(Fig.  15.16 ). Importantly, neuronal activity is fast, so that both the excitatory and 
inhibitory phases of the neuronal response occur before the onset of blood fl ow 
response. Thus, the vasculature reacts “at once” to the accumulated transmitters 
released during both phases of neuronal response. This is the main rational behind 
integration of neuronal measurements over the time window of the response in stud-
ies that compared neuronal and hemodynamic measurements over a range of stimu-
lus conditions (Devor et al.  2003 ; Devor et al.  2005  ) . For example, in SI a sensory 
stimulus usually elicits an increase in MUA during the VSD depolarization fol-
lowed by a very small decrease that occurred during the VSD hyperpolarization 
(Fig.  15.17 ). The decrease might be below the detection threshold for low-imped-
ance laminar electrodes with large recording contacts, but can be observed using 
high-impedance electrodes with small tips. However, since the decrease is small, 
the integral MUA response would indicate an overall increase in neuronal fi ring (as 
was discussed above, cell-type specifi c fi ring rates cannot be inferred from MUA 
alone, see Sect.  15.3.2.3 ).  

  Fig. 15.15     Two-photon imaging of vascular dilation and constriction to a somatosensory 
stimulus .  On the left:  Diameter changes were measured in single surface arterioles in response to 
electrical stimulation of contralateral forepaw (1 s, 3 Hz). Increase in the diameter is plotted 
upward, and decrease is plotted downward. The time-courses are normalized by the peak dilation 
amplitude. Electrophysiological response to the stimulus was mapped using a ball electrode. 
Recorded surface potentials ( red traces ) are overlaid on the image of the brain surface vasculature. 
Both vasodilatation and vasoconstriction are present at all locations. The degree of vasodilation 
decreases with an increase of distance from the center of neuronal activity (the largest surface 
potential amplitude).  On the right:  arteriolar diameter changes in response to contralateral stimu-
lus ( blue ) and ipsilateral stimulus ( yellow ) measured at the location marked by a yellow dot on the 
image of the brain vasculature. For more information see (Devor et al.  2007 ; Devor et al.  2008b  )        
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 Moreover, synaptic inhibition does not necessarily have to be accompanied by a 
decrease in fi ring rate. For example, inhibitory inputs to apical dendrites of layer V 
pyramidal cells are far enough from the cell body, so that hyperpolarization decays 
along the membrane before reaching the cell body. Therefore, the hyperpolarization 
of dendrites in layer I might not affect the generation of action potentials that hap-
pens in the initial segment of the axon emerging from the cell body in layer V. 
Under these conditions, an increase in inhibition would not reduce the fi ring rate. 
On contrary, since the inhibitory synaptic inputs result from fi ring of local inhibi-
tory interneurons, the overall fi ring might increase. 

 With respect to the role that neuronal transmitters play in communication of neu-
ronal activity to the nearby arterioles (Cauli et al.  2004 ; Hamel  2004,   2006 ; Rancillac 
et al.  2006  ) , some neurotransmitters are directly vasoactive (Cauli et al.  2004 ; Hamel 
 2004,   2006  )  or trigger a synthesis of vasoactive messengers. For example, the major 

  Fig. 15.16     Bilateral VSD imaging of neuronal polarization changes following a somatosen-
sory stimulus.  ( a ) Temporal evolution of VSD response to electrical forepaw stimulation (2 s, 
3 Hz). The response to the fi rst stimulus in the train is shown. Times relative to the stimulus onset 
are indicated above the images. A1 and A2 show the response to stimulation of left and right fore-
paw, respectively. ( b ) Signal time-course extracted from the contralateral ( red ) and ipsilateral 
( blue ) hemispheres. The ROIs are shown by red dotted line in A1. ( c ) Zoom in on the response to 
the fi rst two stimuli. For more information see (Devor et al.  2007 ; Devor et al.  2008b  )        
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excitatory neurotransmitter, glutamate, causes activation of NMDA receptors that 
elevate intracellular concentration of calcium and trigger  synthesis of a vasodilator 
nitric oxide (NO) by a neuronal enzyme called nitric oxide synthase (nNOS) (Iadecola 
and Niwa  2002  ) . Moreover, it has been shown that released glutamate activates 
astrocytes that can release additional dilators (see Sect.  15.4.3  below) (for recent 
reviews see (Iadecola and Nedergaard  2007 ; Koehler et al.  2009  ) ). Thus, neuronal 
excitation is expected to cause dilation of surround arterioles. 

 Application of GABA 
A
  agonist muscimol has been reported to cause dilation in 

brain slices (Fergus and Lee  1997  ) . However, inhibitory interneurons release not 
only GABA but also other signaling molecules called neuropeptides. In particular, 
fi ring in cortical interneurons containing neuropeptides somatostatin and neuropep-
tide Y was shown to cause arteriolar vasoconstriction  in vitro  (Cauli et al.  2004  ) . The 
majority of these interneurons, namely Martinotti cells, extend their axons to neigh-
boring cortical columns and thus are in a good position to mediate the phenomenon 
known as “surround inhibition” (Simons and Carvell  1989 ; Takashima et al.  2001 ; 
Derdikman et al.  2003 ; Devor et al.  2007  ) . Therefore, activation of these neurons is 
expected to result in surround vasoconstriction. In this respect,  in vivo  imaging data 
demonstrated that surround inhibition was correlated with arteriolar vasoconstriction 

  Fig. 15.17     Changes in 
population fi ring rate in 
response to a somatosensory 
stimulus.  ( a ) MUA in 
response to an electrical 
forepaw stimulation (2 s, 
3 Hz). The response was 
averaged across the cortical 
depth to improve signal-to-
noise ratio. Responses to 
contra- and ipsilateral stimuli 
are superimposed (blue and 
red, respectively). The part 
within a rectangle is 
expanded below. A small 
decrease in MUA is evident 
for both stimulus conditions. 
( b ) The response to the fi rst 
stimulus in the train is 
expanded. Black arrow points 
to a stimulus artifact 
indicating stimulus onset       
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and a decrease in blood oxygenation, or “negative BOLD” (Devor et al.  2007 ; Boas 
et al.  2008  ) . Nevertheless, direct  in vivo  evidence showing that selective activation of 
Martinotti cells, or release of somatostatin, correlates with vasoconstriction is 
missing. 

 Assuming that neurotransmitter/neuropeptide release during synaptic transmis-
sion might be a critical factor in generation of the hemodynamic response (Cauli 
et al.  2004 ; Hamel  2004,   2006 ; Rancillac et al.  2006  ) , activation of the same cortical 
circuit by different inputs can lead to different degrees of vasodilation and vasocon-
striction, refl ecting differential engagement of particular cell types.  In vivo  data are 
consistent with this hypothesis. Specifi cally, vasodilation and an increase in blood 
fl ow were observed in the forepaw area of SI following stimulation of the contralat-
eral forepaw, while the same area showed vasoconstriction and a decrease in fl ow 
following stimulation of the ipsilateral forepaw. In the former, the circuit was 
excited by thalamic inputs to layer IV, whereas in the latter the ipsilateral SI was 
activated via transcallosal afferents synapsing below and above layer IV (Wise and 
Jones  1976 ; White and DeAmicis  1977 ; Koralek et al.  1990  ) .  

    15.4.2   Linearity of Neurovascular Coupling and the Relationship 
between the Hemodynamic Signals and MUA/LFP 

 A number of previous studies from our group and others suggest a complex rela-
tionship between neuronal fi ring (MUA) and LFP on the one hand, and the hemo-
dynamic response on the other (Table  15.1 , fi nding 3). These studies have shown 
that the degree of linearity in neurovascular relationship depends strongly on the 
stimulus paradigm (Sheth et al.  2004  ) , and that important discrepancies between 
hemodynamic and electrophysiological measures can be observed under certain 
conditions (Devor et al.  2008b  ) . Yet, as we have discussed above, it is likely that 
activation of specifi c types of neurons as opposed to the dynamics of multiunit spik-
ing or synaptic activity is likely to determine the vascular response. 

 The following example demonstrates that not only the inverse solution (predic-
tion of MUA and LFP from the hemodynamic response) is an ill-defi ned problem, 
but even the forward solution (prediction of the hemodynamic response given the 
MUA and LFP) can be ambiguous without  a priori  knowledge of stimulus condi-
tions. In this example, paired tactile stimuli were delivered to single whiskers at 
different time delays (Fig.  15.18a ). Electrophysiological recordings of MUA and 
LFP were performed from layer II/III at the location of the maximal response to 
stimulation of the second whisker (the “principal barrel” of the second whisker). 
Spectral imaging of Hb, HbO and HbT were performed simultaneously with the 
MUA/LFP recordings. In Fig.  15.18b  the peak response of Hb, Hb and HbT is 
plotted against the peak MUA and LFP. In contrast to other studies, the scatter 
plots in Fig.  15.18b  cannot be approximated nether by a linear or any nonlinear 
continuous function.  
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 What is so different about the paired whisker paradigm that makes it impossible 
to fi t a curve to the relationship between the MUA/LFP and the hemodynamic 
parameters as has been done in other studies that varied stimulus amplitude, dura-
tion, and frequency? As we discussed above, the neuronal response to a sensory 
stimulus in SI is biphasic, consistent with an increase in excitation followed by an 
increase in inhibition. In the paired paradigm, the second whisker is defl ected before 
the relaxation of the neuronal response to the fi rst one. Thus, the response to the fi rst 
whisker sets up neuronal activity, and the response to the second whisker rides on 
top of this on-going activity, either net excitatory or net inhibitory depending on 
timing. As different neuronal cell types vary in their frequency response, excitabil-
ity and relaxation time, stimulation of the second whisker at different delays from 
the fi rst results in differential engagement of particular cell types and, therefore, in 
a different hemodynamic response depending on the net neuronal activity. These 
cell-type specifi c differences cannot be easily extracted from measurements of 
MUA and LFP, in particular if only a single-location LFP measurement is available. 

  Fig. 15.18     Paired whisker stimulus paradigm with a varying delay . ( a ) Two single neighboring 
whiskers were stimulated at different delays. Stimulus conditions: fi rst whisker alone, second whis-
ker alone, both whiskers simultaneously, second following fi rst after X msec delay where X = [3 10 
20 50 100 200 500 800 1000 1500 2000]. ( b ) Hb ( blue ), HbO ( red ) and HbT ( green ) as a function 
of MUA ( left ) and LFP ( right ) across stimulus conditions. For each parameter all values are nor-
malized to stimulation of the second whisker alone. Conditions are indicated above data points       

 



47715 Neuronal Basis of Non-Invasive Functional Imaging…

In contrast, if we knew the behavior of the neuronal circuit under each one of the 
stimulus conditions and could reconstruct the activity of each one of the vasoactive 
cell types, it is conceivable that we could predict the corresponding vasodilation and 
vasoconstriction. 

 The issue of linearity of neurovascular coupling is sometimes being confused 
with the issue of additive properties of hemodynamic responses. Anders Dale and 
colleagues used one, two and three separate short-lasting visual stimuli to test the 
former (Dale and Buckner  1997  ) . Individual stimuli were spaced far enough in time 
to allow relaxation of the neuronal activity between the stimuli. Under these condi-
tions, they were able to confi rm that the hemodynamic response to two consecutive 
stimuli could be modeled as a sum of the responses to each of the stimuli alone. 
These and other experiments showed that using a rapid presentation, hemodynamic 
response to each stimulus condition can be recovered as long as neuronal activity 
recovers between the consecutive stimuli (in the case of the paired whisker para-
digm, neuronal activity has to recover between one paired stimulus to the next). 

 Thus, testing the linearity of neurovascular coupling does not require long inter-
stimulus intervals: the interval just has to be long enough to allow neuronal relax-
ation. For example, if neuronal activity X evokes hemodynamic response Y, a series 
of two separate X events with a complete neuronal relaxation between them will 
evoke a linear sum of Y in the response to the fi st X and another Y in the response 
to the second X. However, if the neuronal activity changes in amplitude to 2X, the 
hemodynamic response can be either 2Y (linear coupling), <2Y (sublinear), or >2Y 
(supralinear).  

    15.4.3   Astrocytes as Neurovascular Mediators 

 A growing body of literature indicates that astrocytes not only provide a metabolic 
support for neurons (Magistretti et al.  1999 ; Rouach et al.  2008  )  but also release 
vasoactive molecular mediators (“gliotransmitters”) and thus can play a key role in 
neurovascular communication (Table  15.1 , fi ndings 4 and 5) (for recent reviews see 
(Agulhon et al.  2008 ; Koehler et al.  2009  ) ). Anatomically, the astrocytes are well-
positioned to serve as a bridge between neurons and blood vessels, with processes 
associated with neuronal synapses and processes that contact the blood vessels 
(Fig.  15.19 ). Experiments in brain slices have shown that astrocytes respond to neu-
ronal activity by elevation in intracellular calcium concentration (Simard et al.  2003 ; 
Zonta et al.  2003 ; Gordon et al.  2008  ) . Although astrocytes express receptors for 
numerous neurotransmitters and neuropeptides, most of the studies have focused on 
glutamate. Specifi cally, it has been shown that glutamate activates metabotropic 
receptors (mGluR) that cause calcium infl ux from intracellular stores (Porter and 
McCarthy  1996 ; Zonta et al.  2003  ) . In addition, activation of astrocytic GABA 
receptors also has been shown to produce calcium transients (Nilsson et al.  1993  ) . 
Other receptors, including ACh, NA, VIP, somatostatin and more, are less under-
stood although most of them are also metabotropic and their activation is expected 
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to elevate astrocytic calcium concentration. The elevation of intracellular calcium in 
turn can trigger synthesis and release of gliotransmitters. Both dilators (epoxyei-
cosatrienoic acids (EETs) and prostaglandins) and constrictors (20-hydroxyeicosa-
tetraenoic acid (20-HETE)) are synthesized in calcium-dependent manner from 
common precursors (reviewed in (Straub and Nelson  2007  ) ). In fact, slice studies 
demonstrated that elevation of astrocytic calcium (spontaneous or evoked by neu-
ronal activity) can cause both dilation and constriction of nearby arterioles (Zonta 
et al.  2003 ; Mulligan and MacVicar  2004  ) . Since astrocytes are coupled by gap 
junctions, signals can propagate throughout the astrocytic network and thus might 
be involved in propagation of vascular response along the vessels. Some of the vari-
ability in vascular response observed in slices (dilation or constriction) can be 
explained by the baseline state of smooth muscle cells in the absence of normal 
blood pressure and fl ow (Blanco et al.  2008  ) . An  in vivo  study have has supported 
the fi nding that astrocytic calcium increase has vasoactive consequences (usually 
dilation, but rare case of constriction were also observed) (Takano et al.  2006  ) .  

 Furthermore, natural sensory stimulation  in vivo  induces transient calcium 
responses both in neurons and astrocytes (Wang et al.  2006 ; Schummers et al.  2008  ) . 
In the majority of these studies, astrocytic calcium transients were signifi cantly 
delayed with respect to the onset of stimulation, neuronal response, and known 
dynamics of vascular responses. In fact, a recent study in ferret visual cortex, where 
both calcium and hemodynamic responses were measured, reported an increase in 
blood volume preceding an increase in astrocytic calcium by several seconds 
(Schummers et al.  2008  )  (see also (Koehler et al.  2009  )  for further discussion on the 
discrepancy of astrocytic and blood fl ow response time scales). Moreover, laser 
Doppler studies suggest that blocking astrocytic transmission does not affect the 
blood fl ow response during the fi rst couple of seconds, but reduces the amplitude of 

  Fig. 15.19     Astrocytic endfeet outline microvasculature . Two single images of astrocytes 
(labeled with SR101,  red ) and blood vessels (labeled by intravascular fl uorescein dextran,  green ) 
at different depths. Astrocytes ( green arrowheads ) are present throughout the cortical depth; their 
endfeet wrap around diving arterioles ( white arrowhead ) and capillaries ( yellow arrowhead ). 
Neurons are not labeled and appear as black holes ( magenta arrowheads )       
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the fl ow response during prolong stimulation (Liu et al.  2008 ; Shi et al.  2008  ) . 
Finally, arteriolar smooth muscle cells express a variety of receptors for neurotrans-
mitters and neuropeptides suggesting that vascular diameters can be regulated inde-
pendently of astrocytic activity (Hamel  2006  ) . 

 One study stands apart from others with respect to the kinetics of astrocytic cal-
cium response (Winship et al.  2007  ) . This study reported that a small percent of 
astrocytes exhibited a fast response to whisker stimulation similar to nearby neu-
rons. The astrocytes in this study were identifi ed based on labeling with SR101. 
This opens a possibility of heterogeneity within the astrocytic population. The other 
possibility is that a small percent of SR101 labeled cells were actually neurons. 
While it has been shown that SR101 exclusively labels astrocytes using topical 
loading, Winship et al.  (  2007  )  injected the dye into the tissue that might have 
resulted in a small percent of neuronal uptake. The apparent fast response in a small 
number of astrocytes could also result from a technical error related to the employed 
subtraction procedure. Nevertheless, it is possible that astrocytes are heterogeneous 
across and within cortical layers. For example, we know that neurons in layer IV 
have higher metabolism than in other layers refl ected by higher density of cyto-
chrome oxidase (Woolsey et al.  1996  ) . Thus, it is conceivable that astrocytes in 
layer IV might have faster or more effi cient responses to elevated neuronal activity. 
Noteworthy neurovascular coupling can differ between brain regions, e.g., between 
SI and the olfactory bulb (Petzold et al.  2008  ) .  

    15.4.4   Is There a Feedback Vasodilation Signaling 
Related to Increased Metabolism? 

 Theoretically, blood fl ow response can be controlled not only in a feed forward 
manner via neuronal release, but also by a feedback from accumulation of energy 
metabolites related to increased neuronal activity. In fact, coupling of blood fl ow 
and glucose metabolism is always assumed as a general rule in PET literature (Fox 
and Raichle  1986 ; Fox et al.  1988 ; Raichle and Mintun  2006  ) . However, a recent 
study, using electrophysiological and optical imaging methods and 2-deoxyglucose 
(2DG) autoradiography, suggests that blood fl ow response is not coupled to glucose 
consumption under all conditions (Devor et al.  2008b  ) . In this study, 2DG uptake 
was examined bilaterally following stimulation of one (right) forepaw. The results 
showed a bilateral increase in glucose consumption with a small but signifi cant 
increase in the ipsilateral SI (Fig.  15.20 , red arrows; for statistical quantifi cation see 
(Devor et al.  2008b  ) , their Fig.  15.5 ). The authors ruled out potential neuronal deac-
tivation or blood stealing effects by showing that vasoconstriction was observed on 
arterial side, depended on local neuronal activity, and was observed in the presence 
of increased MUA (refl ecting the spiking response both excitatory and inhibitory 
cells). Voltage-sensitive dyes imaging data, acquired under the same stimulus 
 conditions, showed that vasoconstriction and negative hemodynamic response can 
be explained by an increased engagement of synaptic inhibition ((Devor et al.  2008b  ) , 
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their Supplementary Fig.  15.2 ). Moreover, increased inhibition was a common 
denominator between the ipsilateral results in Devor et al. (  2008b ) and their previ-
ous study considering the “surround” contralateral SI region (Devor et al.  2007  ) . 
These data are consistent with the idea that some of the inhibitory vasoactive mes-
sengers (e.g., somatostatin or neuropeptide Y) can actively cause vasoconstriction 
and “negative BOLD”. Dissociation of vascular and metabolic responses in the ipsi-
lateral SI fi nding does not rule out the possibility that certain metabolites can have a 
vasoactive effect (Ido et al.  2004 ; Mintun et al.  2004 ; Gordon et al.  2008  ) . Rather, it 
indicates that blood fl ow response is not determined by the tissue energy consump-
tion and other factors, such as release of neurotransmitters and neuropeptides, can 
play a dominant role in the regulation of blood fl ow (Table  15.1 , fi nding 6).  

 It has been showed that neuronal stimulation produces adenosine, a potent 
vasodilator (Rubio et al.  1975  ) . However, most of adenosine release in healthy 
brain is associated not with ATP utilization but with propagation of vasodilation 
along arteriolar walls (Iliff et al.  2003 ; Ohata et al.  2006  ) . Thus, the involvement 
of adenosine in functional increases in CBF  per se  does not support the “meta-
bolic” hypothesis but rather illustrates the importance of propagation of dilatory 
response from microvasculature to feeding vessels on the pial surface. Nevertheless, 
adenosine and energy metabolites, such as a glycolytic product lactate, might play 
a key role in dilation response under pathological conditions. For instance, it has 
been demonstrated that extracellular adenosine and lactate facilitate dilation 
 in vitro  under hypoxia (Gordon et al.  2008  ) .  

  Fig. 15.20     2DG-autoradiography in response to a unilateral stimulation . Consecutive non-
adjacent coronal brain sections through the forepaw region of SI are shown. The color scale is 
expressed in units of local cerebral metabolic rate of glucose, LCMRglu ( m mol/100 g/min).  Red 
arrows  point to a weak ipsilateral label uptake       
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    15.4.5   Compartment- and Depth-Specifi city of the Vascular 
Response 

 In cerebral cortex, pial arteries give rise to smaller arterioles that dive into the cortex 
at a close to 90°angle. The diving arterioles branch as they dive to feed the local 
capillary beds. Venules and veins collect the deoxygenated blood from the capillar-
ies and bring it back to the cortical (pial) surface (Fig.  15.21 ). Thus, measurement 
modalities with a limited depth penetration and no laminar resolution, such as opti-
cal imaging of intrinsic signals, are biased to the largest arteries and veins that lie on 
the pial surface. However, dilation of feeding arteries and oxygenation changes in 
draining surface veins are delayed relative to the onset of dilation in tissue micro-
vasculature (Tian et al.  2008  ) . Therefore, not only the initial dip (Malonek and 
Grinvald  1996  )  but also the initial changes in HbT can be used for localization of 
neuronal activity. In fact, examination of the temporal evolution of ratio images 
(divided by the baseline image) reveals than the fi rst detectable HbO and HbT sig-
nals are well localized. As the dilation propagates to the surface, the pial arteries 
become visible (Fig.  15.22 , red arrowheads). The draining veins appear later in 
images of HbO and Hb (Fig.  15.22 , black arrowheads). Speckle contrast images are 
noisier and, therefore, the surface vasculature is less visible.   

 In contrast to optical imaging of intrinsic signals, 2-photon microscopy provides 
the ultimate single-vessel resolution down to ~ 600  m m below the surface. Two-photon 

  Fig. 15.21     Reconstruction 
of microvasculature within 
a 250 × 250 × 600  m m cube of 
SI cortical tissue . Arterioles 
are in red, veins in blue and 
capillaries in green. Top 
corresponds to the cortical 
surface       
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measurements indicate that both arteries/arterioles and capillaries have a biphasic 
response to stimulus with initial dilation followed by a constriction (Devor et al.  2007 ; 
Boas et al.  2008 ; Devor et al.  2008b ; Tian et al.  2008  )  (Table  15.1 , fi nding 7). Arteriolar 
walls contain smooth muscle cells and their diameter can be actively controlled by 
vasoactive mediators (for review see (Iadecola  2004 ; Lauritzen  2005 ; Hamel  2006  ) ). 
Recently, it has been shown in a brain slice preparation that capillary diameters can 
be actively controlled by perycites - single-cell contractile cells found most often at 
capillary branching points. This mechanism might be responsible for the capillary 
dilation observed  in vivo  (Stefanovic et al.  2008 ; Tian et al.  2008  ) . 

 Although venules and veins are not surrounded by a wall of smooth muscle cells 
and cannot dilate actively, it has been proposed that they can passively swell during 
a functional increase in CBF (Buxton et al.  1998 ; Mandeville et al.  1999  ) . In fact, a 
hypothetical increase in venous volume has been used to explain some prominent 
features of BOLD response, such as “post-stimulus undershoot” (Buxton et al. 
 1998  ) . Recent experimental studies using 2-photon imaging found no indication of 
change in venous diameters (Table  15.1 , fi nding 8) (Hillman et al.  2007 ; Tian et al. 
 2008  ) . These fi ndings are consistent with observations based on another optical tech-
nology, Laminar Optical Tomography (LOT) (Hillman et al.  2004 ; Hillman et al.  2007  ) , 

  Fig. 15.22     Evolution of intrinsic imaging signals in response to a forepaw stimulus . Bilateral 
ratio images of HbO, Hb, HbT and speckle contrast are shown. Red and black arrows point to the 
surface arteries and veins, respectively. Negative change in speckle contrast corresponds to an 
increase in speed of RBCs (an increase in CBF)       
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and also with intrinsic (spectral) imaging data (Vanzetta et al.  2005  ) . Interestingly, 
2-photon imaging of small surface venules in rat SI provided evidence of an increase 
in density of RBCs (“hematocrit”) in response to a somatosensory stimulus (Hillman 
et al.  2007  ) . 

 Because the largest veins run on the pial cortical surface, oxygenation changes 
detected from the top cortical layer are expected to be delayed relative to deeper 
layers (Hillman et al.  2007  ) . In addition, our recent  in vivo  2-photon data demon-
strate that dilation propagates to the surface from deeper layers (Tian et al.  2008  )  
(Table  15.1 , fi nding 9). These studies raise a possibility of laminar differences in 
functional dilation onset. These fi ndings are in agreement with our recent OCT 
study that observed a delayed response in superfi cial cortical regions (<200  m m) 
consistent with retrograde (“upstream”) vasodilation (Chen et al.  2008  ) . Importantly, 
propagation of neuronal activity within a cortical column happens within a couple 
of milliseconds. The hemodynamic response is much slower: the onset of dilation in 
response to a brief single-whisker defl ection occurs well past the return of neuronal 
activity to the baseline. For that reason, any laminar hemodynamic/vascular delays 
are unlikely to be explained by neuronal propagation between cortical layers: on the 
hemodynamic time scale, neurons respond virtually simultaneously throughout the 
cortical depth.  

    15.4.6   Oxygen Availability on the Microscopic Scale 

 As we discussed in Sect.  15.3.3.2 , there are no tools today that allow a direct and 
dynamic measurement of O 

2
  consumption. However, O 

2
  availability has been mea-

sured in a number of ways. A number of recent studies have employed polaro-
graphic sensors, also called “O 

2
  electrodes”, to measure a partial pressure of O 

2
  

(pO 
2
 ) in the tissue (Thompson et al.  2003 ; Viswanathan and Freeman  2007  ) . These 

studies demonstrated a drop in tissue pO 
2
  confi ned to areas of SI receiving direct 

thalamic inputs (principal cortical columns). This initial pO 
2
  drop has been inter-

preted as an increase in O 
2
  consumption prior to an increase in CBF, analogous to 

the “initial dip” often observed by intrinsic optical imaging (Malonek and Grinvald 
 1996  ) . A followed increase in pO 

2
  presumably refl ected vasodilation and an increase 

in CBF. While these fi ndings are in general register with intrinsic imaging studies, 
some timing discrepancies exist. Specifi cally, the decrease in tissue pO 

2
  has been 

reported lasting as long as 10 s (Viswanathan and Freeman  2007  ) , considerably 
longer than what is usually observed optically (Vanzetta and Grinvald  2001  ) . Some 
of this can be explained by a slow reaction time of pO 

2
  sensors. Moreover, the pO 

2
  

measurements can vary considerably depending on micropositioning of the sensor, 
and sensors need to be calibrated frequently. 

 Optical measurements of O 
2
  using phosphorescent lifetime probes are still in 

infancy, but new and better dyes are being developed and tested (Vanzetta and 
Grinvald  1999 ; Dunphy et al.  2002  ) . In contrast to O 

2
  electrodes, O 

2
 -dependent 

quenching of phosphorescence can provide a 2-dimensional map of both intravascular 
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pO 
2
  if injected i.v. and extravascular pO 

2
  if microinjected in the tissue. Moreover, 

phosphorescence lifetime can be combined with 2-dimensional imaging of blood 
fl ow using simultaneous laser speckle contrast imaging (Sakadzic et al.  2009  ) . 
Simultaneous acquisition of spatiotemporal maps of pO 

2
  and blood fl ow during 

functional activation is critical to distinguish between the contribution of CBF and 
oxygen consumption to functional changes in hemoglobin oxygenation, such as 
BOLD response. In fact, measurement of pO 

2
  alone cannot be used to infer neither 

BOLD response, nor tissue O 
2
  metabolism. For example, an increase in CBF in 

areas of baseline neuronal activity (no evoked neuronal response) would lead to an 
increase in measured tissue pO 

2
 . Thus, one has to measure both O 

2
  availability and 

blood fl ow to predict BOLD or draw conclusions regarding CMRO 
2
 . 

 A couple of recent studies used optical imaging of NADH that provides an indi-
rect tool for looking at processes related to O 

2
  consumption. Interpretation of NADH 

images is challenging due to a complex relationship between the cellular processes 
both producing and oxidizing NADH to a non-fl uorescent NAD +  (for a recent review 
see (Turner et al.  2007  ) ). Specifi cally, NADH (and pyruvate) is produced in the 
cytosol during glycolysis and oxidized during conversion of pyruvate to lactate. 
NADH is also both produced and oxidized in the mitochondria (during the TCA 
cycle and oxidative phosphorylation, respectively). If all processes would happen 
simultaneously and at the same rate, one might expect to see no change in NADH 
fl uorescence. However, thermodynamic studies show that glycolysis occurs faster 
than the conversion of pyruvate to lactate and empirical optical data show that 
changes in NADH fl uorescence can be observed in neurons and astrocytes follow-
ing an increase in neuronal activity (Kasischke et al.  2004 ; Takano et al.  2007  ) . In 
register with the idea that neurons use mostly oxidative phosphorylation while 
astrocytes use mostly glycolysis (Magistretti et al.  1999  ) , 2-photon NADH imaging 
in astrocytes in brain slice preparations revealed an early dip in NADH fl uores-
cence, sensitive to blocking of postsynaptic neuronal activity, followed by an 
increase in fl uorescence in astrocytes (Kasischke et al.  2004  ) . Further  in vivo  2-pho-
ton studies with cellular resolution are needed to elucidate NADH dynamics in neu-
rons and astrocytes under healthy conditions. 

 In the classical view, the extraction of O 
2
  and glucose into the tissue occur at the 

capillary level. However, recent optical data suggest that O 
2
  travels into the tissue 

also through the walls of penetrating arterioles and their branches (Hillman et al. 
 2007 ; Kasischke et al.  2011 ; Takano et al.  2007  )  (Table  15.1 , fi nding 10). Future 
modeling studies are required to determine to what extent this effect would contrib-
ute to the macroscopic BOLD signal (Fig.  15.23 ).    

    15.5   Open Questions and Outlook 

 The methods described above provide a powerful battery of tools for developing a 
deeper understanding of the fundamental physiological mechanisms linking neu-
ronal activity, blood fl ow and energy metabolism. A central goal of understanding 
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these basic mechanisms is to lay a fi rm foundation for interpreting noninvasive 
functional neuroimaging data in humans, with the BOLD effect as a primary exam-
ple. Given the widespread use of BOLD imaging for brain mapping studies, it is 
remarkable how small an impact it has had on clinical practice. A key problem is 
that, because of the physiological complexity of the BOLD response, it is diffi cult 
to interpret the magnitude of the response in a quantitative, physiologically mean-
ingful way. For this reason BOLD-fMRI provides a robust index of where neuronal 
activity is changing, but it is much more diffi cult to interpret the magnitude, and 
even polarity, of the change. So it is not surprising that the most promising clinical 
applications of fMRI to date have been in pre-surgical planning, where the central 
question is the location of activity changes. However, because the BOLD response 
is sensitive to key physiological variables (CBF and CMRO 

2
 ), there is the potential 

for the development of fMRI into a quantitative probe of physiological function. 
 Quantitative applications of fMRI require a multi-modal imaging approach. 

A simple example described earlier is how the combination of a CBF measurement 
with a BOLD measurement in the calibrated BOLD experiment can yield an esti-
mate of the CMRO 

2
  change, more than either measurement alone provides. The key 

to achieving such gains with multi-modal imaging, though, is a comprehensive the-
oretical framework that accurately describes the dependence of each of the mea-
sured signals on the underlying physiological variables. To establish that theoretical 
framework requires systematic studies in animal models to address key questions. 
For our example of quantitative BOLD imaging, a central concern is the role played 
by blood volume changes in affecting the signal. Changes on the capillary or venous 
side could alter the local deoxyhemoglobin content, altering the signal through a 
BOLD mechanism, but in addition arterial volume changes also could affect the 
measured signal by exchanging blood and extravascular water carrying different 
MR signals. To accurately model these effects requires a detailed understanding of 
volume and hematocrit changes at each stage of the vascular tree (Hillman et al. 
 2007 ; Srinivasan et al.  2009  ) . This information can be provided by 2-photon microscopy, 

  Fig. 15.23     VAN simulation of tissue pO  
 2 
 . VAN simulation in a 250 × 250 × 450  m m subset fol-

lowing an infl ow of O 
2
  from a pial artery at t = 0 ms. Baseline pO 

2
  was 10 mmHg. A steady-state 

pO 
2
  is achieved within 4 s       
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and integrated within a multi-scale vascular model, such as the VAN model, to pro-
duce macroscopic average behavior appropriate for the spatial scale of imaging. The 
same approach can be used to address other modeling assumptions noted in 
Sect.  15.3 . 

 An important area where detailed studies in animal models can shed light on the 
interpretation of the BOLD response is in understanding the dynamics. Quantitative 
BOLD applications in human tend to focus on steady-state changes, but the BOLD 
response exhibits rich dynamics that are still poorly understood. Phenomena such as 
the initial dip, the post-stimulus undershoot, and the dependence of the time scale of 
the dynamics on the baseline state are all measurable in human subjects, but still poorly 
understood in terms of the underlying physiology. Dynamic studies such as those 
described above will be able to characterize the dynamics of vascular volume at all 
levels of the vascular tree, as well as the dynamics of CBF and CMRO 

2
  changes. 

Combined with an appropriate vascular model these measurements will provide a 
deeper understanding of the origins of these dynamic features of the BOLD response. 

 According to our current working hypothesis on dynamic regulation of CBF in 
SI, vasodilation and vasoconstriction result from activation of distinct neuronal sub-
populations through release of an array of vasoactive agents (Fig.  15.24 ). Specifi cally, 
the biphasic behavior of arteriolar diameter change observed with 2-photon micros-
copy is consistent with a “push-pull” mechanism where simultaneously released 
dilatory and constrictive agents compete as antagonistic forces, with their strengths 
proportional to the number of released molecules (Devor et al.  2007 ; Devor et al. 
 2008b  ) . In agreement with this idea, a simple computational analysis in Devor et al. 
 (  2007  )  shows that the biphasic diameter changes can easily be obtained as a weighted 
sum of a dilatory and constrictive effects with very similar time-courses and simul-
taneous onset times.  

  Fig. 15.24     A cartoon of 
cerebral vasoactive circuit . 
PC: pyramidal cell; MC: 
Martinotti cell       
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 Figure  15.24  illustrates the idea of the cell-type specifi c control of cerebral CBF 
in SI with respect to an incoming sensory input (this fi gure by no means provides a 
summary of all the relevant molecular messengers or vasoactive cell types). In SI, 
thalamic afferents terminate in layer IV (Fig.  15.24 , “granular”), and excitation 
propagates fast up and down the column (red arrows) and to the surround columns. 
The excitation is always coupled with inhibition because of the wiring of cortical 
circuits (Lefort et al.  2009  ) . Arteriolar dilation is dominated by excitation in pyra-
midal cells (PC, Fig.  15.24 ) and release of glutamate with a subsequent release of 
NO (via activation of NMDA receptors in NOS-positive neurons), accompanied by 
release of other dilators such as VIP from VIP-positive interneurons and possibly 
GABA. Arteriolar constriction, on the other hand, is driven by mainly by activation 
of somatostatin- and neuropeptide Y-positive inhibitory interneurons, e.g., Martinotti 
cells (MC, Fig.  15.24 ). 

 Cortical columns receiving direct thalamic inputs, respond to a sensory stimulus 
with a net excitation, while columns in the surround and also those in ipsilateral SI 
respond with a net inhibition. Although not all inhibitory transmitters are contrac-
tile, a net increase in spiking of the inhibitory interneurons might increase the rela-
tive strength of the vasoconstrictive force. It has been argued that the hemodynamic 
response is better correlated with synaptic activity than with spiking (Logothetis 
 2002  ) . Given that 95% of synapses in primary somatosensory cortex (SI) are local, 
fi ring of neurons is expected to be tightly coupled to release of the respective neuro 
transmitters that drives dilation and constriction (directly or via astrocytes). 

 Ideally, we would like to directly and simultaneously record neuronal activity for 
each cell type to reconstruct the release of all the relevant transmitters. Currently 
this is not feasible using the available experimental tools. However, population-
specifi c activity can be extracted using neuromodeling approaches such as LPA. 
Moreover, computational methods such as LPA are required for extraction of cell 
type-specifi c population activity from macroscopic EEG/MEG data. The general 
idea is that if we could model the relationship between these macroscopic neuronal 
measures and activity in specifi c cell types and given known vasoactive effect of 
each neuronal population, we could predict macroscopic vascular response from 
macroscopic measures of neuronal activity. 

 Although potential vasoactive neuronal cell types have been identifi ed  in vitro  
(Cauli et al.  2004  ) , further  in vivo  studies are needed to validate these predictions. 
In this respect, a recent progress in genetic labeling and remote control of identifi ed 
neuronal populations will play a central role in unraveling the vasoactive role of cell 
types with known phenotypes. Inhibitory neurons of the same cell types are coupled 
by electrotonic junctions and thus discharge synchronously (Beierlein et al.  2000 ; 
Mann-Metzer and Yarom  2000 ; Deans et al.  2001 ; Beierlein et al.  2003  ) . This syn-
chronous discharge should produce synchronous release of vasoactive mediators 
leading to vasodilation or vasoconstriction. Thus, one can perform a spike-triggered 
averaging of vascular responses, with regard to spontaneous activity in a particular 
neuronal cell type. A complementary approach would be to test the relevant trans-
mitters by local applications  in vivo.  Cell-type specifi c regulation of CBF would 
also imply that lessons learned from the cerebral cortex cannot be easily extrapolated 
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to other brain areas with different structures and signaling molecules such as cere-
bellum or basal ganglia. Indeed, dopaminergic transmission in basal ganglia is likely 
to play an important vasoactive role. In addition, projections from basal forebrain, 
raphe nuclei, locus coeruleus, and others might modulate the local vascular tone, 
CBF baseline and  D CBF. 

 Key insights into regulation of CBF can be gained by studying vascular responses 
across the cortical depth and vascular compartments. In contrast to the previous 
attempts to differentiate compartment-specifi c responses while using technologies 
with low spatial resolution, 2-photon microscopy with the ultimate single-vessel 
resolution already produces some defi nite results regarding arteriolar and capillary 
response to a sensory stimulus under normal conditions (Chaigneau et al.  2003 ; 
Chaigneau et al.  2007 ; Devor et al.  2007 ; Devor et al.  2008b ; Devor et al.  2008a  )  
and redistribution of fl ow following an intervention (Nishimura et al.  2006 ; Schaffer 
et al.  2006 ; Nishimura et al.  2007  ) . Given the current limitation of 2-photon penetra-
tion depth to ~ 600  m m (layer IV in a mouse), additional technologies are needed to 
reach the bottom cortical layers. In this respect, recent advances in OCT technology 
hold promise for imaging of dilation and fl ow throughout the cortical depth (Aguirre 
et al.  2006 ; Chen et al.  2008 ; Srinivasan et al.  2009 ; Srinivasan et al.  2010a ; 
Srinivasan et al.  2010b  ) . Specifi cally, knowledge of where dilation starts (e.g. in the 
capillary bed in layer IV) and how it propagates throughout the vascular network, 
will help in screening possible scenarios of neurovascular regulation using experi-
mental or computational approaches. 

 Another consideration regarding screening possible scenarios of neurovascular 
regulation is related to time scales and baseline conditions. For example, most astro-
cytic imaging studies  in vivo  reported slow rises in intracellular calcium with delays 
considerably longer than known dynamics of hemodynamic/vascular responses 
(Schummers et al.  2008  ) . It needs to be investigated further if astrocytes are a hetero-
geneous population with respect to their response kinetics, laminar distribution or 
metabolic effi ciency (Winship et al.  2007  ) . In brain slices, calcium waves have been 
shown to trigger vasodilation or constriction (Simard et al.  2003  ) . However, because 
of the extremely slow vascular responses  in vitro , the slice results are not conclusive 
in the context of time scales comparison. The other slice-related issue is pathological 
oxygenation conditions in the absence of hemoglobin circulation. In fact, it has been 
shown that lowering oxygenation in the bath from the usual 95% to 20% compro-
mises neuronal activity in thin organotypic hippocampal slice cultures (Huchzermeyer 
et al.  2008  ) . Thus, many of the results obtained in slices, in particular regarding 
metabolic regulation of vascular diameters, fall into the category of pathophysiology. 
The metabolic pathways elucidated by these studies are likely to be critical under 
conditions of stroke and hypoxia (Gordon et al.  2008  ) . 

 Indeed, in addition to these basic studies providing a fi rmer foundation for cur-
rent functional neuroimaging methods, a clear goal is to identify how the coupling 
of neuronal activity, blood fl ow, and energy metabolism is altered in disease. Again 
a multi-modal imaging approach is likely to be essential, because all the normal 
mechanisms are called into question. With stroke, and a reduction of neurons and 
proliferation of glial cells, how is the CBF response changed? In neurodegenerative 
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disease, are there early signs of dysfunction in the way CBF or CMRO 
2
  are coupled 

to neuronal activity? In general, under what circumstances do compromised CBF 
and CMRO 

2
  responses begin to limit neuronal function? What mechanisms could 

lead to changes in the dynamics of the BOLD response, due either to disease or to 
healthy aging? 

 In future, developments in imaging technology and targeted genetic labeling will 
allow directly control of fi ring patterns in identifi ed single cells and cellular popula-
tions, while measuring the resultant vascular, metabolic and neuronal response 
across spatial scales. These future experiments will provide important insights into 
pathways of neurovascular communication and will identify vasoactive messengers, 
release of which drives stimulus-evoked hemodynamic signals. The wide range of 
measurements will need to be integrated within a comprehensive theoretical frame-
work that quantitatively models the steps from activity of specifi c neuronal cell 
types to vascular and metabolic changes to BOLD fMRI signals. Ultimately, identi-
fi cation of macro- and microscopic hemodynamic “signatures” of activation in pop-
ulations of neurons with known phenotype and neurotransmitter content will greatly 
extend the utility of fMRI as a quantitative probe of physiology for both basic and 
clinical neuroscience applications. 

 For translation to human imaging, computational methods are required for neu-
ronal population activity from combined EEG/MEG and fMRI data. The proper 
interpretation of such multimodal noninvasive imaging measures critically depends 
on accurate forward models, linking each of the imaging observables to the underly-
ing physiological parameters, along with physiological models, linking the different 
physiological parameters themselves. Given such models, it should in principle be 
possible to obtain quantitative spatiotemporal estimates of the relevant physiological 
parameters, using a Bayesian estimation framework, as outlined above. It should be 
noted, however, that the accuracy of the resulting estimates will be limited by the 
accuracy of the models used. Further work is therefore needed to extend and validate 
the models, under a broad range of normal- and pathophysiological conditions.      
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